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Abstract

At the Large Hadron Collider (LHC) at CERN the luminosity and
momentum of the colliding protons are increasing in the Run 2 of
the LHC compared to Run 1. When the luminosity increases it leads
to several protons colliding at the same time, which we call pile-
up. When several protons collide at the same time, we need to able
to distinguish these events from each other, since we only perform
analysis for one event at a time. The consequence of pile-up can be
smearing of signals in the detectors, and it can also have a big effect
of the reconstruction of objects and particles. This has especially a
huge effect on the reconstruction of missing transverse energy and
jets.

In this thesis a method named wavelet denoising is suggested as
a method for removal of pile-up. This method was tested by recon-
struction of missing transverse energy. Missing transverse energy is
the vector sum of all reconstructed objects in an event. Since this
measurement is a combination of all particles in an event, it is useful
for testing how well the wavelet methods perform.

The method of wavelets is used for denoising of tt̄ datasets with
pile-up ranging from 70 to 210. The wavelet transformation is per-
formed on particle flow objects, which are objects containing all
charged and neutral particles of an event. The particle flow objects
will also contain pile-up signals, and we want to remove these from
our analysis.

Several methods of wavelets have been tested for removal of pile-
up. The simplest one is the flat denoising method. Here we wavelet
transform the particle flow object and make a simple flat cut in their
energies. Then we wavelet inverse transform the image to see the
difference. Depending on the change in the image, the corresponding
pile-up particles are removed. There are also wavelet methods using
models. These models can contain information of a clean event,
and the wavelet cut will be made as a function of this model. This
results into a better removal of pile-up. Lastly maximum entropy and
information theory was used in combination with wavelets. Unlike
the other methods, the maximum entropy method also uses a model
for the noise in the data.

The results include the improvement of missing transverse energy
with the methods of wavelets. The particle flow algorithm already
does well in removal of pile-up, but not perfectly. Using wavelets the
removal of pile-up in particle flow objects is increased even further.
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Introduction

The LHC at CERN has during Run 1 been successful in recording
data for general physics purposes. During this run the famous Higgs
particle was discovered. Now the Run 2 has begun with a greater
luminosity and a higher energy of the colliding protons. When two
protons collide they will shatter and the remaining quarks and gluons
from the protons can pair up to create new particles. These new
particles decay, and the ATLAS detector tries to detect the particles.
At high luminosity more protons separately collide at the same time.

The problem of pile-up rises when multiple proton-proton col-
lisions happen at during the same bunch crossing, and also from
remnants of electronic signals from previous bunch crossings in the
detectors. The reconstruction of kinematic variables, such as missing
transverse energy, must be corrected for the contribution of pile-up.
The aim is to ensure a physics reconstruction performance comparable
for the one achieved with low luminosity, i.e. with no pile-up events.
The data amount extracted at CERN is greatly increasing. With the
increased amount of data taking in one go, the noise in the data is
also increasing. The noise rising from pile-up has especially high
impact on measurables such as jets and missing transverse energy.
This is because both of the objects sum over a bunch of particles, and
since some of these might be from pile-up, the jets or missing trans-
verse energy can be overestimated. In this thesis wavelet methods are
described to effectively remove the noise in missing transverse energy
coming from pile-up.

Motivation

Missing transverse energy can be used as a measurement of neutrinos.
But it is not for certain that missing transverse energy is only for
neutrinos. The missing transverse energy measurement could also
be used in searches for physics beyond the standard model or exotic
physics. For example, the SUSY model depicts a Lightest Symmetric
Particle (LSP). This particle is the lightest SUSY particle, and therefore
also the particle that other SUSY particles decay to. A candidate for
the LSP could eg. be a neutralino, which is a neutral particle from
the SUSY model. Missing transverse energy could also be used in
searches for Dark Matter. Dark Matter is non-interactive, or nearly
non-interactive, which is also why we can’t detect Dark Matter (so
far).
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Outline of Thesis

This thesis will first outline the basics of the Standard Model and
interactions of elementary particles. In Chapter 2 the parts of the
ATLAS detector is explained to discuss how the particles get detected
and how well we can reconstruct them. There are many algorithms
to reconstruct particles such as muons, electrons and jets. In Chapter
2 I will mainly be focusing on how ATLAS reconstructs missing
transverse energy and how it correct for pile-up measurements of
missing transverse energy. Chapter 2 will also explain the Particle
Flow Objects (PFO) which will be used throughout this thesis.

In Chapter 3 the basics of wavelet transformations and information
theory is described. Here we look into how to perform a wavelet
transform and use this for denoising of images of particles. For
denoising several methods are suggested, where one of them include
information theory and the maximum entropy principle.

Chapter 4 concerns event selection of datasets. The main datasets
used are tt̄ → bbqqlν, since these datasets are at pile-up at 70 −
90, 170− 180 and 190− 210, which make them ideal for testing the
removal of pile-up using wavelets. Although there are still some
problems with these datasets since they are not complete, they are
good enough for analysing the missing transverse energy as a function
of pile-up. The problems with the datasets are also described in this
Chapter.

Lastly the Chapter 5 will show the results of wavelet cleaning.
Methods included are flat denoising, track filtering, track scaling and
maximum entropy.
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1.1 Particle Physics

Particle Physics is a field of physics which seek to understand the fundamental particles

of our universe. The Standard Model is the most successful theory, although it is not

complete. The Standard Model was developed throughout the last half of the 20th

century, and is therefore a fairly new theory. In the 20th century most of the elementary

particles were discovered, except for the tau neutrino (2000) and the Higgs boson

(2012). And even though some of the elementary particles are already mapped out,

there are still some a lot of discoveries yet to be uncovered.

1.1.1 Forces

There exist four forces: Strong, electromagnetic, weak and gravita-
tional forces. The strength of the forces is shown in Figure 1.1. The
Standard Model is an attempt of describing all of the four forces in
one theory. So far, three of the four forces are explained in the Stan-
dard Model, since physicists have not yet succeeded in explaining the
gravitational force with the Standard Model. One reason for this is
that the gravitational force is much weaker than the other forces, and
it is therefore difficult at the moment to measure at the particle level.
One theory of the gravitational force involves the graviton, which has
not been found yet, and it is not known if it even exists.

Table 1.1: The strength and particles
of the four forces.

Force Strength Theory Mediator

Strong 10 Chromodynamics Gluon

Electromagnetic 10−2 Electrodynamics Photon

Weak 10−13 Flavordynamics W and Z

Gravitational 10−42 Geometrodynamics Graviton

1.1.2 The Standard Model

The Standard Model combines three of the four forces of the universe
by the interactions of the elementary particles.

Elementary particles are divided into two main groups: Fermions
(quarks and leptons) and bosons. Fermions are particles with spin
1/2 and are known as matter particles. They obey the Pauli exclusion
principle 1. The fermions make up the matter of the universe. The

1 Paulis exclusion principle states that
two particles can not co-exist in the same
state at the same location at the same
time.

quarks and leptons are fermions, since they have spin 1/2. The quarks
can make up mesons and hadrons by paring up, and the charged
leptons can interact with the mesons or hadrons. Mesons are particles
made up of one quark and one anti-quark, and the hadrons are made
from three quarks.
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Figure 1.1: The Standard model par-
ticles are divided into 3 catagories:
Quarks, leptons and bosons [1].

Figure 1.2: Example of a electro-
magnetic interaction. An electron
and a positron annihilate to form
a photon, which then produces a
new electron and positron. Here
the photon is a virtual particle.

Figure 1.3: Example of a strong
interaction. A quark and an anti-
quark annihilate to form a gluon,
which then creates a new quark anti-
quark pair.

Figure 1.4: Example of a weak inter-
action. A quark anti-quark pair an-
nihilates to create a W boson, which
then can for example decay into a
neutrino and a lepton.

The bosons are known as force carrier particles and they have spin
1 or 0. The bosons each represent one of the forces. The gluon is a part
of the strong force, which is the force binding quarks together and
also manages the interactions between quarks. The photon governs
the electromagnetic force, where the interactions between light and
matter is explained. The Z and W bosons are used in the weak
interactions, which is describing the decays of particles.

All particles in the Standard Model has an anti-particle with op-
posite charge. If a particle and anti-particle is combined, they can
annihilate. Some particle’s anti-particle also correspond to the particle
itself, as the Z boson or the photon since their charge is zero.

The theories describing the three of the forces are Quantum Elec-
trodynamics (QED), Quantum Chromodynamics (QCD) and the weak
theory.

Quantum electrodynamics (QED) describes the interactions of
charged particles. These interactions are mediated by photons, which
means in an electrodynamic interaction, the photon is always involved.
An example of an electromagnetic interaction is shown in Figure 1.2.

Quantum Chromodynamics (QCD) is the theory of the strong force.
QCD describes the interactions of colored particles. These interactions
are mediated by gluons, see for example Figure 1.3.

In QCD, color play the role of charge, and the fundamental process
is q→ q + g. Since leptons do not carry color, they do not participate
in the strong interactions. Unlike the photon, the gluon carries a color
charge. This means that the gluons can also interact with themselves.
QED and weak interactions does not affect color. At a strong vertex,
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the quark color changes but the difference is carried off by the gluon.
The mediators in the weak interactions are W± and Z bosons. In

contrast to the other mediators, the photon and the gluon, these are
very massive particles and the resulting interactions are therefore of
very short range. An example of a weak interaction is in Figure 1.4.

1.1.3 Conservation Laws

In physics the two most important laws of conservation are,

• Conservation of Charge

• Conservation of Energy

In particle physics there are more additional important conserva-
tion laws to consider,

• Color Conservation

• Baryon Number Conservation

• Lepton Number Conservation

• Flavor Conservation (if not a weak interaction)

These conservation laws are valid in the Standard Model so far,
but the search for new physics includes looking for interaction that
violates some of these laws. This is known as CP-violation (CP
for Charge Parity). CP violation is seen for example in the CKM
matrix explaining quark mixing, and also the PMNS matrix describing
neutrino mixing. This means that there is a small probability that
quarks or neutrinos can change their flavour. CP violation is necessary
for describing baryogenesis. One of the big mysteries in particle
physics, is explaining why we have more particles than anti-particles.
The answer could rely on CP-violation.

1.1.4 Uncertainty

Heisenberg’s uncertainty principle allows a particle to ’borrow’ an
amount of energy ∆E as long as the energy is returned in time ∆t
satisfying,

∆E∆t ≈ mc2∆t >
h̄
2

(1.1)

The particle ’borrowing’ the energy is named a ’virtual’ particle,
which can violate energy conservation for a brief time.
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1.2 Elementary Particles

The elementary particles are building blocks of our universe. An elementary particle

can decay into a lighter elementary particle. This is flavor changing. The quarks and

neutrinos can also change their flavor. Some of the main qualities of the elementary

particles is discussed in this section.

1.2.1 Quarks

In 1964 Gell-Mann and Zweig independently suggested that all
hadrons are in fact composed of even more elementary particles,
which Gell-Mann called quarks. The theory of quarks was quite suc-
cessful, except for one embarrassment: in spite of the most diligent
search, no one has ever detected an individual quark. This means that
the quark is never free, which is called quark confinement. Closely
related to the quark confinement is the other property of asymptotic
freedom. Asymptotic freedom means that quarks interact weakly at
short distances. If two quarks are connected by a gluon field, and
move away from each other, a new quark anti-quark pair will arise
from the gluon field. This is illustrated in figure 1.5.

Figure 1.5: Gluon field "snapping"
into a new quark-antiquark pair.

There are 3 generations of quarks which consist of 6 quarks and 6

anti-quarks.

First generation up(u), down(d)
Second generation charm(c), strange(s)
Third generation top(t), bottom(b)

To make hadrons from these quarks, there are two rules to be
followed,

1. Every baryon is composed of three quarks, and every anti-baryon
is composed of three anti-quarks.

2. Every meson is composed one quark and one anti-quark.

The quarks normally stay within their own generation. The mixing
between the generations is described by,

d′

s′

b′

 =

Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb


d

s
b

 (1.2)

which is the Cabibbo-Kobayashi-Maskawa matrix (CKM). If this matrix
was a unit matrix, then d′, u′, b′ would be the same as d, s, b and there
would be no cross-generational transitions. But as it turns out, this
matrix is not unitary, as you can see below,
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V =

0.974 0.227 0.004
0.227 0.973 0.042
0.08 0.042 0.999

 (1.3)

This means that the quarks most likely stays within their own
generation, but it is possible that a quark can decay into a differ-
ent generation. This fact is also what permits strangeness-changing
processes. This is a process such as

Λ(uds)→ Ω−(sss) (1.4)

Properties of the top quark The top quark is the heaviest quark and
therefore the properties of the top quark differs compared to the other
quarks. In particular, it is also much heaver than the W and Z bosons.
Hence it can decay by the first-order weak interaction

t→ q + W+ (1.5)

where by conservation of charge, the quark is either d, s or b. In
most cases it will be the b quark, by the CKM matrix. The top quark
has a lifetime of

τ = Γ−1 ≈ 4× 10−25 s (1.6)

where the other quarks have a lifetime of 10−12 s or more. The tt̄
decay modes is shown in Figure 1.6

Figure 1.6: tt̄ decay modes [2].
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1.2.2 Gluons

There are eight types of gluons in QCD. The theory describing the
states of the 8 gluons is group theory. Here the group SU(3) describes
the gluons as the basis states of the Lie Algebra. This means that
gluons transform in the adjoint representation of SU(3), which is
8-dimensional. The SU(3) group is the group of 3× 3 unitary matrices
with determinant 1. Quarks transform under this representation of
SU(3) where quarks can come in one of 3 colours: red, green, blue.

Each gluon carries one unit of color and one unit of anti-color. In
terms of color SU(3) symmetry, these nine states constitute a color
octet, 2

2 The color octet is defined from the Gell-
Mann matrices.

|1〉 = (rb̄ + br̄)/
√

2 |5〉 = −i(rḡ− gr̄)/
√

2 (1.7)

|2〉 = −i(rb̄− br̄)/
√

2 |6〉 = (bḡ− gb̄)/
√

2 (1.8)

|3〉 = (rr̄− bb̄)/
√

2 |7〉 = −i(bḡ− gb̄)/
√

2 (1.9)

|4〉 = (rḡ + gr̄)/
√

2 |8〉 = (rr̄ + bb̄− 2gḡ)/
√

6 (1.10)

You could image a color singlet

|9〉 = (rr̄ + bb̄ + gḡ)/
√

3 (1.11)

If the singlet gluon existed, it would be as common as the pho-
ton. Also because of the property of the SU(3), which is that it is
8-dimensional, it means that the color singlet gluon can not exist.

1.2.3 Neutrinos

Neutrinos was first postulated because of difficulties with explaining
the lack of energies in decays. Neutrinos are very hard to detect
3. One of the unsolved mysteries in particle physics is neutrino

3 At the IceCube project, they are try-
ing to detect cosmological neutrinos and
neutrinos transversing the earth.

oscillations. It has been found that neutrinos can oscillate between
different flavours, ie. for example a νe can become a νµ. This is where
a neutrino is created with one flavour, but can later be measured to
have a different flavour. At first the neutrino was thought to have zero
mass, but is has later been found that they indeed do have a non-zero
mass. Just as the quarks, the neutrinos also have a mixing matrix.

1.2.4 W and Z bosons

By conservation of lepton number and charge, the possible leptonic
decays of W are,

W− → τν̄τ (1.12)

W− → µν̄µ (1.13)

W− → eν̄e (1.14)
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Table 1.2: W decay rates [3].
Mode Fraction (Γi/Γ)
W → eν (10.75± 0.13)%
W → µν (10.57± 0.15)%
W → τν (11.25± 0.20)%
W → qq̄ (67.60± 0.27)%

Table 1.3: Z decay rates [3].
Mode Fraction (Γi/Γ)
Z → νe, νµ, ντ (20.00± 0.06)%
Z → e, µ, τ (10.2± 0.003)%
Z → hadrons (69.91± 0.06)%

The decays of W into quark pairs are,

W− → dū (1.15)

W− → sc̄ (1.16)

The pair tb̄ is far to heavy a pair to come from W, and is therefore
not possible. The colours of the quarks should add up to zero, ie. red
+ anti-red, blue + anti-blue and green + anti-green. This means that the
W boson can decay into either 9 combinations of quarks. The decay
modes of the W boson is shown in Table 1.2.

Unlike the W boson, the Z boson has zero charge, and therefore
the possible decays are,

Z → ll̄ (1.17)

Z → qq̄ (1.18)

1.2.5 Standard Model Higgs

The Higgs particle is an essential part of the Standard Model. It
provides the theory with mass for the gauge bosons of the weak
interaction and for the fermions.

Figure 1.7: Branching ratios for the
Higgs decay, as a function of the
Higgs mass [4].
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In 2012 the Higgs particle was discovered at CERN with a mass of
125 GeV. The branching ratios in the limits of a Higgs mass of 100 -
200 GeV and 90 - 1000 GeV is shown in Figure 1.7.

The 125 GeV Higgs particle mostly decays into b-quarks. In analysis
it can be difficult to distinguish the b-quarks from the other particles,
and for this reason one mostly looks into the Higgs decaying to
bosons. This is because the Z and W bosons can decay into leptons,

and leptons are much easier to detect. Figure 1.8 shows the percent-
wise distribution of the decays of the 125 GeV Higgs boson.

Figure 1.8: Decays of the 125 GeV
Higgs particle [5].

1.2.6 Dark Matter

Dark Matter is not explained by the Standard Model yet. Dark matter
is an unidentified type of matter which is about 27 % of the mass
and energy of the observable universe. We do not know much about
dark matter yet, but we expect the existence of dark matter particles.
These particles should be non-interacting with photons, since if they
interacted with photons we would probably already have seen these
particles. But we can not detect these particles, hence the name "dark"
matter particles. The dark matter particles have mass, since we can see
gravitational effect of dark matter particles in the observable universe.





Experiment
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2.1 The Large Hadron Collider

CERN is the largest research institution in the world. At CERN the largest accelerator

is called the Large Hadron Collider (LHC), which has a 27 km circumference. In 2012

the Higgs particle was discovered during Run 1 of proton collisions with an energy of

8 TeV. In 2015 the Run 2 began, with an energy of 13 TeV. The basics of the CERN

accelerator complex will be explained in this section, including the luminosity of the

LHC and distribution of pile-up. The increased luminosity at the LHC can enable high

precision tests of QCD, electroweak interactions, flavour physics and new physics. In

this section we discuss the kinematics of the colliding protons. This includes the parton

distributions of protons at different momentum transfers, and the cross sections of the

particles emerging from a proton-proton collision.

2.2 Particle Creation

Particles are created at the LHC when the protons collide, as illus-
trated in Figure 2.1 where to protons collide and the remaining quarks
and gluon pair up to create the Higgs particle and a tt̄ pair. The Higgs
particle can then decay into eg. WW which can decay further into eg.
lνqq. The final state lνqq can then be measured at the detectors at the
LHC.

Figure 2.1: pp collision creating
tt̄H. The two protons collides and
the quarks from the protons will
then pair up to create new parti-
cles. These particles can decay into
other particles or elementary parti-
cles such as leptons. The particles
that decays into quarks will be seen
in the detector as jets. [6].

  hadronisation
  decay
ISR
FSR
primary interaction

secondary interaction
proton remnants

I
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To achieve a large amount of energy in a collision event, both
protons in the event are accelerated. If a accelerated proton instead
hit a target of protons, the energy in the collision would be smaller.
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We say that the proton consists of two up-quarks and one down-quark.
But this is actually not entirely correct. The proton consists of many
quarks and gluons, but for every quark there are roughly two times
more up-quarks and one time more down-quarks. This is illustrated
in Figure 2.2, where a parton distribution is shown.

The parton distribution function f (xi, Q2) is the effective density
of partons, as a function of the momentum fraction xi = pi/P [7].
Here P is the momentum of the proton and pi is the momentum of
constituent i. Note that at low momentum transfer, Figure 2.2 (a) it
is clear that the proton consist mostly of the u and d quarks, but at
higher momentum transfer the density of the other quarks increases.

Figure 2.2: Two distributions of par-
tons in a proton at different energy
scales [8]. The x-axis is the fraction
of energy of the proton the parton
has, and the y-axis is the likelihood
of observing a parton.

The center-of-mass energy of an event should be large enough, to
be able to create heavy particles. The recipe to create heavy particles
is to have enough energy and many repeated events to increase the
possibility of seeing a heavy particle. Cross sections are a measure of
how often an event occurs. The cross sections measured at ATLAS at
center-of-mass energies of 7,8 and 13 TeV is shown in Figure ?? (a).
Notice the cross sections measured at 13 TeV is generally higher than
the cross sections at 7 or 8 TeV. The cross sections for center-of-mass
energies of 1 to 10 TeV is in Figure 2.3 (b).
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(a) Cross section measured by ATLAS.

(b) Cross section for a center-of-mass energy between 1 and 10 TeV.

Figure 2.3: Summary of total production cross-section as a function of center-of-mass energy
√

s. The cross-sections
increase as the center-of-mass increases. In Figure (a) the cross sections for events involving top quarks and/or bosons
are shown. In Figure (b) the cross sections for jets and the Higgs particle is shown. As the center-of-mass energy
increases, the cross sections of high pT jets increases and the cross sections of low pT jets decreases.
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2.2.1 The CERN Accelerator Complex

At the LHC several detectors and projects are placed as seen in Figure
2.4. In the beginning the beam is made of hydrogen nucleus, which
consist of one proton and one electron. Electric fields switch from
positive to negative to pull the electron and proton from each other.
The electrons are then dumped, and the protons will continue through
the beam line. The accelerators increase the energy of the protons.

The beam starts in the Booster, from which it is injected into the
Proton Synchrotron (PS) accelerator. When the particles leave the PS
they have an energy of about 25 GeV. Then the particles are injected
into the Super Proton Synchrotron (SPS), where the energy of the
particles are boosted up to a maximum of 450 GeV. At last the particles
are injected into the LHC where they can so far get an energy of 6

TeV. The LHC might later be able to accelerate the protons up to
a center-of-mass energy of 14 TeV. Several experiments extract the
beam at locations at PS, SPS and LHC, depending on what energy is
needed for the experiments. The main detectors placed at the LHC
are ATLAS, ALICE, CMS and LHCb. The detectors CMS and ATLAS
are general purpose experiments, meaning that they can be used for
research in several subjects of physics.

Figure 2.4: CERN accelerator com-
plex.
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2.2.2 Luminosity

Instantaneous luminosity in particle physics is the rate by which the
protons collide. If two bunches containing N1 and N2 particles collide
head-on with frequency f , the instantaneous luminosity is

L =
N1N2 f
4πσxσy

=
N2 f

4πσxσy
(2.1)

if the two bunches have equal size. The total number of events is
then the cross section of interest, σ, times the time integral over the
instantaneous luminosity ,L

Ntotal = σ×
∫
L(t)dt (2.2)

Figure 2.5: Instantaneous luminos-
ity measurements [9].

It is important to have a large luminosity, since some of the pro-
cesses have a very low cross section, see Figure ??. E.g. the probability
of a Higgs event occurring is about 4 orders of magnitude less than an
event with a W boson occurring. Figure 2.5 shows the instantaneous
luminosity during Run 1 and 2.

2.2.3 Pile-up

When the protons are colliding at the LHC, several collisions can
happen at the same time. When several protons collide at the same
time, the secondary particles from the events travel through the
detector. To distinguish between the different events, we need to able
to tell which events the particles come from. The pixel detector in the
inner detector helps to distinguish this, as described in Chapter 2.

The average number of collisions µ is a sensitive observable vari-
able, given by the out-of-time pile-up

µ =
L× σincl

Nbunch × fLHC
(2.3)
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where L is the measured instantaneous luminosity, σincl is the total
inelastic proton-proton cross section, Nbunch is the number of bunches
in the LHC, and fLHC is the LHC revolution frequency [10].

In Figure 2.6 pile-up is shown for the run in 2011 and 2012. Run 2

at CERN is running right now, where the pile-up is currently around
x, but this could change.

(a) Pile-up in Run 1 from 2011-2012 [11] . (b) Pile-up in Run 2 from 2015-2016 [11].

Figure 2.6: Distribution of pile-up.

2.2.4 Coordinate System at CERN

The interaction point is where the protons collide, and it is defined
as the origin of the coordinate system. The beam direction defines
the z-axis and the x-axis contains the left and right coordinates with
reference to the beam, and lastly the y-axis is up and down with
reference to the beam. The azimuthal angle φ is determined in usual
way around the beam axis, and the polar angle θ is the angle from
the beam axis.

Pseudorapidity is defined as

η = − ln tan(θ/2) (2.4)

The particles will usually be analysed in the coordinate system (θ, η, z,
but massive objects such as jets will be measured according to the
rapidity

y = 1/2 ln[(E + pz)/(E− pz)] (2.5)

But for massless particles pseudorapidity is equal to rapidity. It is
hard to measure the longitudinal part of momentum of the particles,
but easy to measure the angle. The distance ∆R in the pseudorapidity-
azimuthal angle space is defined as

∆R =
√

∆η2 + ∆φ2 (2.6)

The differences in pseudorapidity are invariant under boosts along
the z-axis, and therefore the pseudorapidity is the desired choice of
describing the position of a particle.
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Figure 2.7: Coordinate system. The
ATLAS detector is a cylinder cen-
tred around the interaction point.



experiment 19

2.3 The ATLAS detector

The ATLAS detector is the largest detector at the LHC at CERN. The ATLAS detector

was build to study a wide variety of physics. It consist of three major detectors: The

Inner Detector (ID), the calorimeters (ECAL and HCAL) and the Muon Spectrometer

(MS). These detectors can detect charged particles, neutral particles and muons. The

charged particles can be tracked in the inner detector. The neutral particles can not be

tracked, but an energy deposit of neutral particles in the calorimeter can be measured.

The muons are heavier than other charged particles, and therefore need a higher

magnetic field to be bend to measure their track and momentum. This is carried out by

the muon spectrometer.

Figure 2.7: The ATLAS detector. The SCT Tracker, Pixel Detector and TRT Tracker are all elements of the inner detector.
After the inner detector come the calorimeters, and lastly the muon spectrometer.

2.3.1 The Inner Detector

The inner detector at ATLAS is closest to the interaction point. The
main purpose of the inner detector is to determine the tracks of
charged particles, and measure their momentum. The ATLAS Inner
Detector consists of three detectors: Pixel detector, SCT (Semiconduc-
tor Tracker) and TRT (Transition Radiation Tracker). To detect charged
particles, the inner detector bends the particles with a magnetic field
of 2 T. The Inner Detector is designed to measure the momentum of
charged particles within the pseudorapidity range |η| < 2.5.



20 wavelets & information theory for pile-up removal

The inner detector is divided into barrel and end-caps, both are
shown in Figure 2.8. The barrel region is formed like a cylinder
and has several detector layers. The barrel region has a length of ±
3512 mm and a radius of 1150 mm. The end-caps are disks in the
transverse plane.

The Pixel and the SCT are semiconductor detectors. This means
that when a charged particle passes through, it will create electron-
hole pairs in the material. Then the electrons can be collected by an
external electric field.

Between run 1 and run 2 a series of upgrades were made to the
inner detector. This included adding a new fourth layer, the insertable
B-layer (IBL).



experiment 21

(a) The ATLAS inner detector, including the new insertable B-layer (IBL)
[12].

(b) The end caps of the ATLAS inner detector [13].

Figure 2.8: Views of the ATLAS inner detector.
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Detector Component Required resolution
|η| coverage

Measurement Trigger
Tracking σpT /pT = 0.05%pt ⊕ 0.1% ±2.5
EM calorimetry σE/E = 10%/

√
E⊕ 0.7% ±3.2 ±2.5

Hadronic calorimetry
barrel and end-cap
forward

σE/E = 50%/
√

E⊕ 3%
σE/E = 100%/

√
E⊕ 10%

±3.2
3.1 < |η| < 4.9

±3.2
3.1 < |η| < 4.9

Muon spectrometer σpT /pT = 10% at pT = 1 TeV ±2.7 ±2.4

Figure 2.8: Resolution and η coverage of the different detector components at ATLAS [13].

Pixel Detector and Semiconductor Tracker (SCT)

The pixel and SCT detector can measure the bending of particles in
the inner detector and the measurements are also used for determin-
ing the primary vertex in the event and the momentum of charged
particles. The pixel detector consist of 1744 sensors with 47232 silicon
pixels each [13]. The sensors are 250 µm thick and the dimensions are
19× 63 mm2.

When a particle hits a layer of silicon that makes up a pixel it
knocks several electrons out of their place in the silicon. The electrons
are then attracted to one direction by an electric field. The charge
collected by each pixel is proportional to the number of particles that
hit it.

The SCT detector consists of 4088 modules. The modules cover
a surface of 60 m2 of silicon [13]. The sensors has a thickness of
285± 15 µm. Each layer of the SCT consist of two strips which form a
small angle between them. With this, the detector can provide both z
and φ measurements of a particle. As the angle between SCT modules
is small, the resolution is better in the φ-direction.

Transition Radiation Tracker (TRT)

The TRT detector consists of gas filled straws which will be ionized by
the particles passing through. The TRT straws are 4 mm in diameter.
Each straw has an anode wire in the centre. When a particle ionizes
the gas in a straw, the electrons will drift towards the anode, Figure
2.9. The charge absorbed at the anode is the signal from the TRT
detector. The number of TRT readout channels is approximately
361000.

e-
e- e-

e-

Figure 2.9: Radiation in the TRT.
A particle passes through the TRT
tube. The particle with a longer
path through the tube will produce
more electrons. The electrons then
drift to the anode which is in the
centre of the tube.

TRT does not provide a good resolution of the z component of
particles. For a good resolution of the tracks of particles, all the
information obtained in the inner detector is combined.

The TRT is important for electron identification. The TRT has
different material between the tubes, which means that if an electron
moving from one material to another with different dielectric prop-
erties, the electron will radiate a photon. This photon is seen as a
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high threshold peak in the detector, and will have more energy than
the ionization electrons. The energy of the radiation is dependent on
the γ-factor of the particle. An electron has a γ-factor of around 200

times more than a pion with the same momentum, which is why the
γ radiation and electron production is distinguishable in the readout
of the detector. This is distinguishable by looking at the high and low
threshold of the TRT. If the intensity if above the high threshold an
electron is identified, and if below, another particle passed through.
The TRT is therefore very good at identifying electrons. The signal
received from a TRT straw is shown in Figure 2.10.

Figure 2.10: The high- and low-
threshold peaks from a TRT signal.
If the signal is above the high thresh-
old, the particle is identified as an
electron. If the signal is below the
high threshold and above the low
threshold it is another particle.

2.3.2 Calorimeter

Calorimeters can measure the energy of electrons, photons and
hadrons. The only particle the calorimeters can not measure are
neutrinos and it can not fully measure muons. At the ATLAS detec-
tor there is both an electromagnetic and hadronic calorimeter. The
design of the calorimeter is shown in Figure 2.12. The calorimeter
must provide a good measurement of energy of particles and hadron
showers. The calorimeter should also limit the number of particles
which are not muons passing through to the muon system. With the
large η coverage and thickness of the calorimeter system, it ensures a
good measurement of missing transverse energy in an event.

Figure 2.11: Sketch of the EM
calorimeter system [14]. The three
layers of the EM module is shown.

The electromagnetic calorimeter is divided into4 regions: presam-
pler, 1st sampling, 2nd sampling and 3rd sampling. The presampler is
a thin layer of argon and will correct for the energy loss in the other
materials (mostly the solonoid magnet) the particles passed through.
The geometry of the 1st, 2nd and 3rd sampling is in Figure 2.11. The
first sampler has a good resolution in η, which is used to account
for photon π0 separation1. Most of the energy of the particles is 1 Since a normal decay is π0 → γγ, you

need to be able to tell where the photons
come from, since they might be from a
different process, eg. H → γγ.

deposited in the 2nd layer, and only the high energy particles will
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deposit energy in the 3rd layer. The 1st layer has a radiation length of
4.3, the 2nd of 16 and the 3rd of 2.

Figure 2.12: View of the ATLAS
calorimeter system [13].

The electromagnetic calorimeter is made of lead and liquid argon.
It is divided into a central barrel and end-cap regions on either side
of the detector. The lead gives the shower development with its
short radiation length of 0.56 cm and the secondary electrons create
ionisation in the narrow gaps of liquid argon.

A relativistic electron looses energy to Bremsstrahlung in propor-
tion to its current energy,

dE
dx

= − 1
LR

E (2.7)

where LR is the radiation length of the traversed material. LR is 0.56

cm for Pb, 1.8 cm for Fe, 8.9 cm for Al etc. Thus Pb is chosen for
the electromagnetic calorimeter at ATLAS, since it has the shortest
radiation length. Energy carried away by a Bremsstrahlung photon
is converted into a e+e− pair after a mean flight distance of 9

7 LR.
This effect leads to an electromagnetic shower where an incoming
electron or photon cascades into more and more electrons, positrons
and photons.

The hadronic calorimeter is needed to detect particles which can
not be fully contained in the electromagnetic calorimeter. Hadrons
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will usually not deposit all their energy in the EM, but perhaps a
minor ionizing signal. Therefore the hadronic calorimeter is needed
with more material behind the EM.

2.3.3 Muon Spectrometer

The muon spectrometer is the outermost part of the ATLAS detector.
The muon system in shown in Figure 2.12. The muon system is based
on the magnetic deflection of muon tracks in the large superconduct-
ing toroid magnets. The toroid magnets provide a magnetic field
of 1.5− 5.5 T. The muon spectrometer is large enough to measure
the bending of the muons. The detector covers |η| < 2.7 and can
identify muons with a momentum above 3 GeV and provide precise
measurements of momentum up to 1 TeV.

The MS is comprised of both trigger and tracking detectors. The MS
is constructed by three separate cylindrical stations, with a distance
of about 2 m between them (radius of 5 m, 7.5 m and 10 m). The
end-caps have their own magnetic field, and consist of two disks on
either side of the interaction point.

Figure 2.12: View of the ATLAS muon system. [13].

The detection of muons is mainly in the Monitored Drift Tubes
(MDT), see Figure 2.13. The MDT is made of 2× 3 drift tubes. These
drift tubes are made by aluminium and have a diameter of 6 cm and
a length in range of 0.9 to 6.3 m. The MDT covers |η| < 2.7

Figure 2.13: Scheme of a Monitored
Drift Tube chamber.

In the barrel region, Resistive Plate Chambers (RPC) are used. The
RPC stations consist of two units each with two layers each.
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2.3.4 Trigger System and Data Acquisition

The trigger system will determine which events that should be saved.
Many event occur with e.g. no particular high energy jet or lepton,
and these kind of events are therefore not especially wanted for
physics analysis. The trigger system is divided into the Level 1 trigger
(L1) and the High Level Trigger (HLT). L1 is hardware and HLT is
software.

The Level 1 (L1) muon trigger looks for large transverse momen-
tum muons, by reconstructing tracks that point to the interaction
point. They are designed to provide a fast but spatially coarse trigger
response for the muons. Two layers of RPC chambers are installed in
the middle station, and a third layer is installed on the outer chamber
station. Thin Gap Chambers (TGC) are installed at the end-caps and
are also a part of the L1 trigger. Tests have provided that the L1

trigger has a trigger efficiency of 99.6 %. The L1 trigger also gets a
signal from the electromagnetic calorimeter.

The HLT receives all information from an event, and then makes
the decision to keep or throw an event, depending on the energies of
the entities of the event.

In Run 1 the L1 trigger would trigger on events with more than 80

GeV of missing transverse energy. In Run 2 the pile-up is increased,
and this effects the reconstruction of missing transverse energy. Pile-
up will make the estimation at trigger level of missing transverse
energy higher, than it actually is. When both triggers agree on a event,
the event is recorded. The definition of an event is therefore every
time a bunch has activated a trigger. The events are recorded and
sorted by the following,

Data

Trigger

Reconstruction

Derivation

Analysis

Raw data (RAW)

Analysis Object Data (AOD)

Derived AOD (DAOD)

Athena

ROOT

Figure 2.14: Process from data to
analysis.

• Lumninosity (about 1 min recording)

• Run (never reset)

• sub-period (group of runs which are similar)

• period (selection of similar periods)

• LHC Run

When the data is recorded, it also contains information of whether
it is bad data. For example one of the detectors could not be recording,
but if a detector is not crucial for a specific analysis, the data can be
still used.

When analysing the obtained data, we work through several steps.
After the trigger the objects of the event needs to be reconstructed.
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When all objects are reconstructed, you can make a selection of events
you may find interesting. For example if one is interested in WW →
lνqq events, you can check if the reconstruction objects contains two
high pT jets and one high pT lepton. When the events are selected, one
can carry out the main analysis. In this paper I am mostly working on
the reconstruction and derivation levels, since I will be attempting to
reconstruct the missing transverse energy of an event, but not really
using this for a specific analysis.

A summary of Run 1 and Run 2 is shown in Table 2.1.

Period: Year Bunch spacing
√

s Peak luminosity Peak number of collisions per bunch

Run-1: 2012 50 ns 8 TeV 8× 1033 cm−2 s−1
40 (at 8× 1033 cm−2 s−1)

Run-2: 2015-2018 25 ns 13 TeV 1− 2× 1034 cm−2 s−1
25-50 at (1− 2× 1034 cm−2 s−1)

Table 2.1: Summary of Run-1 and
Run-2 [15]
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2.4 Reconstruction of Particles

There are advanced and well tested algorithms for reconstruction of particles at the

ATLAS detector. The tracks of all charged particles are reconstructed and traced

back to a vertex in the beam line. These tracks can be from e.g. muons, electrons or

jets. The neutrinos can not be reconstructed by tracks, and instead a calculation of

missing transverse energy is used. The particle flow algorithm is an alternative way of

reconstructing all particles, and this is the reconstruction used in this paper.

Figure 2.15: Schematic of an event
in a detector [16]. When two pro-
tons collide, the quarks can pair up
into new particles. These particles
decay and their final states can be
detected. When the charged parti-
cles travel trough the inner detector,
they leave tracks which can be re-
constructed. In the calorimeters the
particles deposit energy. The muon
spectrometer detects the high en-
ergy muons. Note that this is not a
schematic of ATLAS, but a general
schematic.
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2.4.1 Track and Vertex Reconstruction

Tracks are reconstructed from signals in the inner detector. This is
done by matching three-dimensional hits in each sub-detector. The
tracks represent a charged particle bending in the magnetic field of the
inner detector. There are several algorithms to reconstruct the tracks
of particles [17]. When the tracks are reconstructed, the vertexes can
be determined. The path of the particles will be traced back to the
beam line, and the origin of the particle can be determined. The
tracks are not entirely smooth, and will not all be tracked back to
one specific point in the beam line. Thus an iterativeChi2 fit is made
using the seed and nearby tracks. If tracks are displaced more than 7σ

of a vertex, the tracks will seed a new vertex. All vertices are required
to contain at least two tracks, and the vertex with the highest sum of
pT is the primary vertex, and all other vertices are named secondary
vertices or pile-up vertices. The efficiency of vertex reconstruction
was found to be decreasing as a function of pile-up, Figure 2.16, in
the paper [17].
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Figure 2.16: Vertex reconstruction
efficiency as a function of pile-up
[17].

2.4.2 Electrons

Electrons are reconstructed from clusters in the electromagnetic calorime-
ter (EM) [18], and are required to have a track in the inner detector
(ID) and must be associated with the primary vertex. The electrons
are summarized at three different levels: loose, medium and tight.

When using the loose cuts for electrons, the reconstruction of elec-
trons relies only on a limited information from the calorimeters. Here
cuts are applied to shower-shapes, derived from only the middle layer
of the electromagnetic calorimeter. The problem with these cuts is
that this has a low background rejection, thus it is sometimes better
to use medium or tight electrons.

The medium cuts is an improvement by adding cuts on the strips
of the first layer of the EM calorimeter and on the tracking variables.
The cuts on the strips are effective for rejecting the π0 → γγ decays,
see [13] for details of this cut. The tracking variables include cuts in
the number of hits in the pixel and SCT detector. Using the medium
cut, the jet rejection is increased by a factor of 3-4 with respect to the
loose cuts, but the medium cuts reduce the identification efficiency
by about 10 %.

The tight cuts make use of all the electron identification tools cur-
rently available. Some of the tight cuts include rejecting more elec-
trons from conversions, number of hits in the TRT and on the ratio
of high-threshold hits in the TRT. These cuts result in the highest
isolated electron identification and the highest jet rejection.

2.4.3 Muons

Muons are reconstructed using both the inner detector and the muon
system, and must also be a part of the primary event. Just as the
electrons, the muons can be reconstructed in different ways which are:
standalone muons, inner detector muons, combined muons, tagged
muons and merging muons. The standalone muons is the simplest
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way of reconstructing muons. This is where a track is found in
the muon spectrometer and then extrapolated back to the beam line.
Inner detector muons are formed using the primary track reconstruction
described in [19]. Combined muons are reconstructed by matching the
standalone muons to the inner detector. Tagged muons propagate all
inner detector tracks with a high enough momentum out to the first
station of the muon spectrometer. If sufficient nearby segments are
found by the muon spectrometer, a tagged muon is found. Merged
muons includes using several of the muon reconstruction algorithms.

2.4.4 Jets

A high-energy quark, anti-quark or gluon can be transformed into
a spray of hadrons, i.e. jets. Jets are produced in the QCD hard
scattering process. The most used reconstruction algorithm for jets is
the anti− kT algorithm.

The variables used for a jet reconstruction algorithm are [20],

dij = min(k2p
T,i, k2p

T,j)
∆2

ij

R2 (2.8)

diB = k2p
T,i (2.9)

(a) Input: List of particles.

(b) Output: Groups of parti-
cles→ jets.

Figure 2.17: Jet algorithm.

where dij is the distances between entities, such as particles and
pseudojets, and diB is the distance between an entity, i, and the beam,
B. ∆2

ij = (yi − yj)
2 + (φi − φj)

2 and kT,i, yi and φi are respectively
the transverse momentum, rapidity and azimuth of particle i. p
is a parameter to govern the relative power of the energy versus
geometrical scales, and R is the usual radius. With p = 1 the algorithm
is the inclusive kT algorithm and with p = −1 it corresponds to the
anti-kT algorithm. The algorithms cluster particles into jets according
to the minimum distances between the particles and the momentum of
the particles. A schematic of the inputs and outputs of a jet clustering
algorithm is in Figure 2.4.4.

2.4.5 TopoClusters

The signals from the calorimeters are collected into variable sized clus-
ters, named Topo-clusters. Topo-clusters are formed by an algorithm
starting from a calorimeter cell with a high seed signal. The seed-
ing, growth and boundary of a topo-cluster is dependent on several
variables with different thresholds [21] . The topological clustering
algorithm groups neighbouring clusters with an energy above a given
threshold, to the seed signal. The topological clustering algorithm
tries to minimize the noise in the surrounding cells. The effect of
noise reduction is largest for smaller clusters.

The Topological Cluster algorithm starts from the calorimeter cells,
of which the ATLAS calorimeters have about 100000, and identifies
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any cells with an energy significantly above the expected energy
due to electronic noise. These cells will provide as a seed for the
topological cluster. Any other cells with an energy greater than some
secondary threshold are then added to the cluster. This process
continues until there are no further cells adjacent to any cells already
added to a cluster, that has sufficient energy to pass the secondary
threshold. The energy thresholds are defined in terms of the expected
amount of electronic noise

Γ = | Ecell
σnoise,cell

| (2.10)

The thresholds used at ATLAS are 4 for the seed, 2 for the sec-
ondary threshold and 0 for the tertiary threshold [22]. The energy
here is measured at the electromagnetic scale. The ATLAS calorime-
ters are non-compensating, meaning that the measured energy in the
calorimeter does not actually correspond to the energy of a particle.
This is because of the secondary particles that can not be measured
in the calorimeter, such as non-interacting neutrinos. Therefore a
calibration must be made after the topocluster algorithm to correct for
this effect. This is normally corrected for in the jet algorithms which
make use of the topoclusters.

2.4.6 Missing Transverse Energy

Neutrinos can not be directly detected in the ATLAS detector. There-
fore the energy of the neutrinos passing through the detector is not
deposited anywhere. But the neutrinos can be detected indirectly
by measuring missing transverse energy. By conservation of energy,
the total energy of the system must be zero, since the protons collide
from opposite directions.

Figure 2.18: Higgs decay to WW
where the W decay into a lepton
and a neutrino.

The ~Emiss
T is reconstructed from the negative vector sum of the

transverse momenta of all detected particles.
Missing transverse energy at ATLAS is a measurement with two

constituents: A soft term and a hard term. The hard represents the
fully reconstructed objects, such as jets and leptons, and the soft term
is reconstructed from the soft event signal contribution. The Emiss

T is
calculated using the components along the x and y axis [23],

Emiss
x(y) = Emiss,e

x(y) + Emiss,γ
x(y) + Emiss,τ

x(y) + Emiss,jets
x(y) + Emiss,µ

x(y) + Emiss,So f tTerm
x(y)

(2.11)
where the terms are calculated by the negative vectorial sum of the

momentum the reconstructed objects.
The Emiss

T and the azimuthal angle are calculated as

Emiss
T =

√
(Emiss

x )2 + (Emiss
y )2 (2.12)

φmiss = arctan(Emiss
y /Emiss

x ) (2.13)
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The variable sum ET is a scalar sum of the transverse momentum,
and it is a measure for the total activity of a event.

∑ ET = ∑ EHardTerm
T + ∑ ESo f tTerm

T = ∑
HardObjects

pT + ∑
So f tSignals

pT

(2.14)
Note that the components in the hard term is already cleaned for

pile-up in their reconstruction algorithms, but the soft term is not as
such corrected for pile-up contributions [10]. The soft term consists
of energy from tracks and calorimeter cell cluster signals which are
not associated with a hard object, and it is therefore difficult to clean
this mixed object.

2.4.7 Methods for removal of pile-up in missing transverse energy

The hard signal contribution to missing transverse energy consists of
elements such as fully reconstructed and calibrated photons, leptons
and jets. But the soft term contributing to the missing transverse
energy is not easily corrected for pile-up. The challenge in correcting
events for pile-up is developing suppression methods for the soft-
event contribution.

The Soft-Term Vertex-Fraction uses the scalar sum of the soft terms,

∑ ESo f tTerm
T associated with the hard scatter vertex, and combines this

with the sum of all soft-event track-pT in the event, Emiss
T,TrackSo f tTerm.

These variables are used as a ratio, and this ratio is then used to scale
all soft-event contributions in a event. The ratio is given by,

STVF =
∑

Ntrack(VHS)
i=1 ptrack

T,i (VHS)

∑NPV
k=1 ∑Ntrack(Vk) ptrack

T,i (Vk)
(2.15)

where ptrack
T,i (Vk) is the pT of the soft-event track i coming from vertex

Vk, and Ntrack(Vk) is the total number of reconstructed tracks not
associated with any hard object from this vertex. A track is associated
with a hard object if it is the source of a reconstructed particle, used for
particle identification, or generally overlaps with calorimeter signals
representing the particle. The correction for pile-up is then made
by scaling the different components of missing transverse energy by
STVF,

Emiss,So f tTerm
x(y),corrected = STVF · Emiss,So f tTerm

x(y) (2.16)

Emiss,So f tTerm
T,corrected = STVF · Emiss,So f tTerm

T (2.17)

∑ ESo f tTerm
T,corrected = STVF ·∑ ESo f tTerm

T (2.18)

The Jet Vertex-Fraction is used to filter jets contributing to the hard
term in the missing transverse energy Emiss

T , and the scalar sum of
transverse energies ∑ ET . This method also uses a ratio, as the STVF
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method, but it is restricted to tracks associated with a jet.

JVF =
∑

N jet
track(VHS)

i=1 pjet
T,i(VHS)

∑NPV
k=1 ∑Njet(Vk) pjet

T,track,i(Vk)
(2.19)

where N jet
track(Vk) is the number of tracks from vertex Vk associated

with the jet, and pjet
T,track,i(Vk) is the pT of the track i associated with

the vertex Vk and associated with the jet. Each jet will then have an
assigned ratio JVF. This can only be calculated for jets within the inner
detector acceptance, ie. |η| < 2.4. The ratio JVF is,

JVF =

−1 if no tracks associated with jet

0..1 if central jet with tracks
(2.20)

Jets within the inner detector acceptance and with 20 GeV < pT <

50 GeV are only accepted if the corresponding JVF ratio is not zero.
If JVF = 0 then the jet will be completely excluded from the Emiss

T
calculations. Other jets with |η| > 2.4 and pT > 50 GeV will always
contribute to the Emiss

T calculations.
The jet-area-based pile-up suppression works by firstly clustering all

particles in an event into jets. These jets can have a momentum of
zero, describing a void, or higher to describe a collection of particles.
The areas of these jets are determined using so called ghost particles,
which is basically a monte carlo method, this is described in [10].

The soft-term contribution of Emiss
T from the jet-area based filter is,

Emiss,so f tterm
x(y) = −

N f ilterjet

∑
i=1

pjet
x(y),i (2.21)

and the following filter applied to the momentum of the jet is,

pjet
T,i =

0 if p f ilterjet
T,i < ρmed

evt (η
f ilterjet
i ) · A f ilterjet

i

p f ilterjet
T,i − ρmedian

event (η
f ilterjet
i ) · A f ilterjet

i if p f ilterjet
T,i ≥ ρmed

evt (η
f ilterjet
i ) · A f ilterjet

i
(2.22)

where the median transverse momentum density ρmedian
event is deter-

mined from ρ-jets. The reconstruction of ρ-jets in described in detail
in [10].

The Extrapolated Jet Area (EJA) method uses the momenta-density
using the soft events from only the central part of ATLAS, ie. |η| < 2.
This central density is then extrapolated to the forward region.

Extrapolated Jet Area with Filter (EJAF) uses the same technique as
EJA, but this method also includes a JVF-based selection applied to
the filter-jets.

The Jet Area Filtered (JAF) method uses the momenta-density calcu-
lated from soft events in the region |η| < 4.9. It also applies JVF-based
selection on the filter jets.
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2.4.8 Particle Flow Objects (PFOs)

Particle Flow objects are objects where the topoclusters and ID track
information is combined. Using the track from ID the algorithm then
searches for the nearest topocluster. The particle flow objects records
energy and charge of particles.

The particle flow approach aims to improve the jet resolution
by tracing the paths of individual particles throughout the detector,
collecting together the energy deposits left in each subdetector system.

At CMS the usage of the particle flow algorithm improved the
resolution of the measured particle energies. This was basically done
by replacing the energy deposited by electrically charged particles
measured in the calorimeter detectors with the momentum measured
in the charged particle tracking detectors. This method makes use of
the fact that the resolution in the charged particle tracking systems is
better than the energy measurements in the calorimeter at low ener-
gies. At ATLAS the calorimeter has a superior resolution compared
to the tracking system at energies above 150 GeV [24], see Figure 2.19

Figure 2.19: Resolution of Single
Pions at η = 0 in the calorimeter
and charged particle tracking sys-
tem [24].

Particle Flow is an attempt to reconstruct all stable particles in
an event, ie. photons, charged and neutral hadrons, electrons and
muons. The particle flow algorithm tries to avoid double counting
of energy from the same particle, and also tries to separate energy
deposits from different particles. The reasons for using the particle
flow algorithm are the following:

• The tracker has better energy resolution than the calorimeter at
low pT .

• In a jet soft charged particles are swept away by the field, but can
be recovered by the tracker

• The tracker can pick up charged particles that would be below
calorimeter noise threshold
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• The tracker has better η, φ resolution

• The tracker can tell which vertex charged particles comes from→
Charged Hadron Subtraction (CHS).

The particle flow algorithm aims to make use of all detector infor-
mation to optimize the measurement of particles. An example of the
input and output of the particle flow algorithm is shown in Figure
2.20.

ECAL

µ

tracks charged
hadrons

HCAL

µ

neutral
hadron

photon

Detector level Particle Flow

Figure 2.20: Event showing the en-
ergy deposits and tracks. The Par-
ticle Flow Algortihm reconstructs
the objects using both tracker and
cluster information. [25]

Particle flow objects are a representation of particles divided into
two groups: charged and neutral. The charged particle flow objects
have information from the Inner Detector, ie. track information. The
neutral particle flow objects only have information from the hits
in the calorimeter. The output of the particle flow algorithm is a
single list of reconstructed particles. This list can be used for higher
level algorithms, such as jet clustering, missing transverse energy
estimations and particle isolation. The main data members of a
particle flow object are

• Particle type

• 4-momentum

• Energy deposit in ECAL and in HCAL

• Various flags, which may be useful in other analyses

The Particle Flow algorithm in ATLAS is named eflowRec. Tracks
with |η| < 2.5 considered, and it uses all topological clusters. The
idea of this particle flow algorithm is to measure little energy in the
calorimeter, and as much energy in the trackers as possible.

The eflowRec algorithm takes as input all topological clusters and
reconstructed tracks to produce a list of eflowObjects, in this paper
usually referred to as particle flow objects (PFOs). The PFOs can
then correspond to an isolated track, an isolated topological cluster,
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a modified topocluster that has had the charged energy deposit sub-
tracted, or a track that was matched to the topocluster. The algorithm
works by firstly finding a track close to a topocluster, ie. finding the
minimum value of√

(ηtrack − ηclus)2

σ2
η

+
(φtrack − φclus)2

σ2
φ

(2.23)

where ηtrack and φtrack are the extrapolated track coordinates at the
second layer of the electromagnetic calorimeter and ηclus and φclus are
the topocluster coordinates in the calorimeter. ση and σφ are the usual
standard deviations. The cluster nearest to the track is required to
pass the condition

Eclus > Eexpected − k2 × σexpected (2.24)

where Eclus is the energy of the cluster at the electromagnetic scale,
Eexpected is the expected energy deposit at the electromagnetic scale
from a charged pion with the energy and η the track is measured to
have, σexpected is the width of Eexpected and k2 is a free parameter. This
condition is required to ensure the cluster does not have significantly
less energy than what the charged particle is expected to deposit.

If the condition is satisfied then the expected energy deposit is
removed from the cluster. If the condition is not met, we use the
cluster energy and not the track energy. After this, another condition
is tested,

Eclus < k1 × σexpected (2.25)

where k1 is a free parameter. If the condition is true, then the cluster
is discarded. Otherwise the cluster is kept.
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3.1 Introduction to Wavelets

The theory of wavelets is a mathematical tool developed in the 1980s and 90s. The

wavelet transform is a transform of an object into the frequency and space (or time)

domain. Wavelet transforms can be used for denoising of images. This is done by

transforming an image into the frequency domain, where the noise in the image is

more distinguishable, and can therefore be eliminated from the signal. On the front

page of this thesis you can see a painting which is wavelet transformed. The resulting

transformation contains information of the edges and noise of the image. The noise

is much easier to recognize in the transformed image than in the original image.

When the noise is easier to determine, we can make cuts in the coefficients of the

wavelet transformation, resulting in an image with a lower amount of information. The

same method is what we want to use in particle physics. We can wavelet transform

the particles and then make a cut in their momenta, such that the pile-up particles

momenta are removed from our image of particles.

In this section we first have a look at wavelets as a mathematical tool, and shortly after

an example wavelet transform is shown.

3.1.1 Multiresolution Analysis

Multiresolution analysis is decomposition of an image into several
resolutions. The image will be fully represented by a combination of
several transformed images at different resolutions. The transformed
images encodes features of different scales, each contribution is sen-
sitive to a different resolution. We use two families of functions to
represent an image at different resolutions: The scaling and wavelet
functions. The functions are manipulated through two parameters:
Scaling and translating.

In wavelet analysis one mother wavelet is used, which determines
the shape of all the other wavelet functions used in the representation
of the signal. The mother wavelet can come in different forms. In
general the mother wavelet is a normalized function, and it does not
have to be differentiable. Some examples of mother wavelets are the
Haar and Daubechies wavelet functions, Figure 3.1.

(a) Haar (D2) (b) Daubechies 4 (D4) (c) Daubechies 8 (D8)

Figure 3.1: Examples of mother
wavelet and scaling functions [26].
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The scaling functions are defined by,

φj,k = 2j/2φ(2jx− k) (3.1)

where j is the dilation parameter and k is the position parameter.
If we fix j = j0, then we can generate a set of functions translated by
k,

{φj0,k(x)} (3.2)

which will together cover some subspace V0. The scaling function
can only be translated by integer values, and it is orthogonal to its
integer translated scaling functions. Therefore the integer translation
makes sure that the scaling functions do not overlap with the original
scaling function. A scaling function at scale j will span some sub-
space Vj,

Vj = Span{φj,k(x)} (3.3)

The scaling function φj1,k(x) will cover the subspace V1 and the
scaling function φj2,k will cover the subspace V2 and so on. In general
the subspaces will make up the entire space,

V0

V1

V2

Figure 3.2: Example of the sub-
spaces of V.

V−∞ ⊂ ... ⊂ V−1 ⊂ V0 ⊂ V1 ⊂ ... ⊂ V∞ (3.4)

The wavelet functions are defined similarly to the scaling functions

ψj,k(x) = 2j/2ψ(2j − k) (3.5)

i.e. the wavelet function can also be dilated by j and translated by
k. A set of wavelet functions can be made from a mother wavelet. The
mother wavelet is a function which is limited in the space domain,
meaning it has values in a range, og zeros otherwise. We define the
mother wavelet as

ψ(x) = ψ0,0(x) (3.6)

The mother wavelet has zero mean,

∫ ∞

−∞
ψ(x)dx = 0 (3.7)

and is normalized

||ψ(x)||2 =
∫ ∞

−∞
ψ(x)ψ∗dx = 1 (3.8)

Using the mother wavelet we can form a set of wavelet functions,

{ψj,k(x) = 2j/2ψ(2jx− k)} (3.9)

where the set is orthonormal. A wavelet function ψj,k(x) will cover
the subspace Wj, i.e.
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Wj = Span{ψj,k(t)} (3.10)

where Wj is defined as the difference of the subspace Vj+1 and Vj.
This means that the wavelet functions cover the spaces in between the
V spaces, such that

V1 = V0 ⊕W0 (3.11)

V2 = V1 ⊕W1 = V0 ⊕W0 ⊕ w1 (3.12)

Vn = Vn−1 ⊕Wn−1 ⊕Vn−2 ⊕Wn−2 ⊕ ...⊕V0 ⊕W0 (3.13)

= V0 ⊕W0 ⊕W1 ⊕ ...⊕Wn−1 (3.14)

w

0

W1

V0

W0

Figure 3.3: Example of the sub-
spaces of the scaling functions (sub-
spaces V) and wavelet functions
(subspaces W).

Using the scaling and wavelet functions we want to represent a
signal for some resolution j. The wavelet transform can be used to
approximate a signal f (x) using the scaling functions φj0,k, and the
wavelet functions ψj,k with j ≥ j0.

The wavelet transform is then represented by scaling and wavelet
coefficients,

ωφ(j0, k) =
∫

f (x)φj0,k(x)dx (3.15)

ωψ(j, k) =
∫

f (x)ψj,k(x)dx (3.16)

and the inverse wavelet transform can be obtained by using the
wavelet coefficients,

f (x) =
1

Cψ

∫ ∞

0

∫ ∞

−∞
ω∗ψ j,k(x)ψ(j, k)djdk (3.17)

where Cψ is defined as,

Cψ =
∫ ∞

0

|Ψ(u)|2
u

du < ∞ (3.18)

where Ψ(u) is the Fourier transform of the mother wavelet, ψ(x).
Equation 3.18 is named the admissibility condition.

3.1.2 Discrete Wavelet transform in One Dimension

The subspaces spanned by the scaling function at low scales are nested
with those at higher scales. The equation describing this is called the
multiresolution equation, or dilation equation

φ(x) = ∑
k

hφ[k]
√

2φ(2x− k) (3.19)

where hφ is known as a low pass filter. The meaning of the dilation
equation is that the function φ(2x) is a function with higher frequency
components than φ(x). The functions are designed such that we can
apply the low pass filter hφ[n] to the function φ(2x) to obtain the
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function with a lower frequency φ(x). There is a similar relation for
the wavelet functions,

ψ(x) = ∑
k

hψ[k]
√

2φ(2x− k) (3.20)

where hψ is known as a high pass filter. These two filters are related by

hψ[k] = (−1)khφ[1− k] (3.21)

Using the low and high pass filters the scaling and wavelet func-
tions can be made at some resolution j, see Figure 3.4.

hψ [n]

hϕ[n]

ϕ(x )

ψ(x /2)

ϕ(x /2)
scaling

scaling scaling

scaling
ϕ(2 x )

ψ(x)
scaling

scaling
ϕ(4 x )

ψ(2 x)ψ(x /4 )

...

...

...

...

Discrete lowpass filter

Discrete highpass filter

(Scaling functions)

(Wavelet functions)

Figure 3.4: When applying the low
pass filter to a scaling function, the
scaling function changes to a higher
or lower scale. When applying a
high pass filter you can determine
a wavelet function from a scaling
function.

When the scaling and wavelet functions are given, we can represent
a discrete signal s[n] by,

s[n] =
1√
M

∑
k

ωφ[j0, k]φj0,k[n] +
1√
M

∑
j=j0

∑
k

ωψ[j0, k]ψj,k[n] (3.22)

Since the scaling functions are orthogonal to each other and the
same with the wavelet functions, we can simply take the inner product
to obtain the coefficients. The scaling coefficients are then,

ωφ[j0, k] =
1√
M

∑
n

s[n]φj0,k[n] (3.23)

and the wavelet coefficients are

ωψ[j, k] =
1√
M

∑
n

s[n]ψj,k[n] (3.24)
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The scaling coefficients are also named approximation coefficients
and the wavelet coefficients are also named detail coefficients. The ap-
proximation coefficients represents the lowest level of of decomposition.

3.1.3 Example: Haar Wavelet in One Dimension

The Haar wavelet is a piecewise constant function. The Haar scaling
function is,

φ(x) =

1 if 0 ≤ x ≤ 1

0 otherwise

Using Equation 3.1 we can define for j = 1 the scaling functions,

φ1,0 = 21/2φ(2x) = 21/2 ·

1 if 0 ≤ x ≤ 1/2

0 otherwise
(3.26)

φ1,1 = 21/2φ(2x− 1) = 2j/2 ·

1 if 1/2 ≤ x ≤ 1

0 otherwise
(3.27)

Then we have,

φ(x) = hφ[0] · 2j/2φ(2x) + hφ[1] · 2j/2φ(2x− 1) (3.28)

and by inserting x = 0 and x = 1 the low pass filter values are
then,

hφ[0] =
1√
2

(3.29)

hφ[1] =
1√
2

(3.30)

When the low pass filter coefficients are determined, it is easy to
determine the high pass filters by equation 3.16,

hψ[0] = (−1)0hφ[1− 0] =
1√
2

(3.31)

hψ[1] = (−1)1hφ[1− 1] = − 1√
2

(3.32)

and the wavelet function is then,

ψ0,0 = hψ(0)
√

2φ(2x) + hψ(1)
√

2φ(2x− 1) (3.33)

= φ(2x)− φ(2x− 1) (3.34)

=


1 if 0 ≤ x ≥ 1/2

−1 if 1/2 ≤ x < 1

0 otherwise

(3.35)

This is just the scaling and wavelet function at scale j = 0. The
wavelet and scaling functions at higher scales can be made in the
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same way. When the wavelet and scaling functions are obtained,
they can be used for the wavelet transformation, and the scaling and
wavelet coefficients are calculated from equation 3.21 and 3.22. A full
example of a 1D Haar wavelet transform is shown in Figure 3.5 and
the inverse transformation is in Figure 3.6.

Input Image22353197

01-1-12428

1335

14

Average

Average

Average

Detail Coefficients

Detail Coefficients

Detail Coefficients

Wavelet Transformed Image 1314 -1 -1 1 0

Figure 3.5: The blue numbers rep-
resent averages, the white numbers
represent wavelet or difference co-
efficients and the orange numbers
are the original signal.
This is an example of the Haar
wavelet transform. The algorithm
will take the average of elements
two by two, and subtract the neigh-
bouring element. By subtracting the
neighbouring element from the av-
erage, the difference is stored. The
difference is also know as detail
coefficients or wavelet coefficients.
The only coefficients we need to
keep are the first average and all
of the detail coefficients, to be able
to fully restore our image.

011-1-1314

35

28

01-1-113

24

Detail CoefficientsAverage

Average

Wavelet Transformed Image

Input Image 22353197

Figure 3.6: In the transformed im-
age, the only average left is in the
first position. In this case it is 6. The
other averages will be known again
by adding and subtracting the dif-
ference coefficients. Here 0 is added
and subtracted in the first iteration.
In the second iteration 2 is added
and subtracted to 6, and so forth.
When the first elements of the origi-
nal signal are known, the next aver-
age will be treated.
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In terms of the high and low pass filters the wavelet transformation
is shown in a schematic in Figure 3.6. The schematic corresponds
exactly to what we did in Figure 3.5, but here it is more general, i.e.
it is the procedure for all 1D wavelet transforms, independent of the
mother wavelet. The input image will pass through a high and a low
pass filter. The image through the high pass filter corresponds to the
wavelet coefficients at the first level. To get the wavelet coefficients at
the second level, the input image goes through a low pass filter and
then a high pass filter. This continues until after using the last high
pass filter, and only one wavelet coefficient remains at the last level.

I[n]

hψ [n]

hϕ[n]

hψ[n]

hϕ[n]

↓2

↓2

↓2

↓2

hψ [n]

hϕ[n]

↓2

= low pass filter
= high pass filter

= down-size by 2

hψ[n]

hϕ[n] ↓2

↓2

Lvl 1 Coef.

Lvl 3 Coef.

Can be iterated further

ĨH1[n]

ĨL2,H2[n] Lvl 2 Coef.

ĨL3,H3[n]

ĨL3,L3[n]

Input image

Figure 3.6: Schematic of a 1D wavelet transform. The by 2 means down-sizing, meaning that the number of wavelet
coefficients for the next level is divided by two.
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Matrix representation The transformation performed in Figure 3.5 can
also represented in matrix form as shown in Figure 3.7.

 4
 1
 3
 1
 1
-1
 1
 0

 7
 9
 1
 3
 5
 3
 2
 2

1
8
⋅

1
2
⋅

1
4
⋅

1
8
⋅

=

Average
Detail Coef, scale 0

Detail Coef, scale 1

Detail Coef, scale 2

⋅

1
1 -1

1 -1
1 -1

1 -1
1 -1

1 -1
1 -1

zero

Figure 3.7: A matrix representation
of the Haar wavelet transform.

Notice that the transformation in Figure 3.7 and 3.5 is not a normal-
ized wavelet transform. It is just an example of a wavelet transform.
If the wavelet coefficients were normalized, the total information of
the wavelet transformed image should have a value close to the infor-
mation of the original image. For example, if the sum of the image is
48, then at the first scale, the sum of the coefficients should also be
48. This all depends on the choice of normalization of the wavelet
coefficients. One popular option is to multiply the coefficients by 2j/2.

If we use the normalized wavelet transformation matrix for our
transformation, we can obtain wavelet coefficients as a linear combi-
nation of the wavelet functions, Figure 3.8.

ωϕ[0,0 ]⋅

ωψ [0,0]⋅

ωψ [1,1]⋅

ωψ [1,0 ]⋅

ϕ0,0

ψ0,0

ψ1,0

ψ1,1

=~I 0

=~I 1

+

=~I 3

1

1

-1
1

-1

-1

1

Figure 3.8: The linear dependency
of the wavelet/detail coefficients,
the wavelet functions and the im-
age. Ij is the image at scale j. This
is for a normalized wavelet transfor-
mation.
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3.1.4 Discrete Wavelet Transform in Two Dimensions

The discrete wavlet transform in two dimensions can be performed
by

• Computing the 1-D transform for each column in the image, and
placing the resulting vectors into a new matrix.

• Computing the 1-D transform of each row

This also correspond to using the high- and low-pass filters. To
get the first transformation in 1D we simply use the high- and low-
pass filters to get the results. After using the filters, the resulting
transformation is at scale 0, and we say that we downsized the input
"by two". To do the wavelet transformation for scale two in 2D we
apply the high- and low-pass filters again. This is illustrated in Figure
3.8.

I[m,n]

ĨH1,H1[m,n]

ĨH1,L1[m,n]

ĨL1,H1[m,n]

ĨL1,L1[m,n]

hψ [n]

hϕ[n]

hψ [m ]

hψ[m ]

hϕ[m ]

hϕ[m ]

↓2

↓2

↓2

↓2

↓2

↓2

hψ [n]

hϕ[n]

↓2

= low pass filter
= high pass filter

= down-size by 2

Can be iterated further

Lvl 1 Coef.

Lvl 1 Coef.

Lvl 1 Coef.

Input image

Figure 3.8: Schematic of a 2D wavelet transform. The first step is to do a basic wavelet transform in one direction.
Then we can do a wavelet transform in the other direction. The by 2 means scaling, such that we have the image at
different resoultions. The result is 4 different images at different resolutions.
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Matrix representation Again we can make a matrix representation of
the wavelet transform, but this time in 2 dimensions. Here there will
be several matrices made of wavelet bases, which will be multiplied by
the image of interest. The matrix wavelet bases for the Haar wavelet
is shown in Figure 3.9 for scales i, j = 0..4.

-0.5

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5

-0.5

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5

-0.5

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5

φm 0 1 2 3
φl 0 0 0 1 0 1 2 3

ym

0

1

2

3

yl

0

0

0

1

0

1

2

3

-3.2 3.2 y
0

π2

φ

Figure 3.9: The Haar wavelet ba-
sis functions two dimensions, from
[26].

To get a wavelet transformation of an image, we multiply the image
with the wavelet bases for each scale. The result is an image for each
scale. For example see Figure 3.10, where a wavelet transformation
was performed on a simple dataset. A full vizualization of a wavelet
transform up to scale 6 is in Figure 4.18. This is just a demonstration
of how the wavelet coefficients could look like for the Haar wavelet
algorithm. In further analysis in this thesis the transformations are
done at a much larger scale of 64 for a good resolution.
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Figure 3.10: Wavelet coefficients
made from the wavelet basis func-
tions from Figure 3.9.
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3.1.5 Computational Complexity of Discrete Wavelet Transform

In the wavelet transform, each filtered output is decimated by a factor
of 2. For example, consider a input of size N. For the first level,
the low-pass filter does a total of N/2 computations, and the high-
pass filter also does N/2 computations. Therefore the total number
of computations at the first level is N. At the second level each
filter performs a total of N/4 computations, and the total number of
computations at level two is N/2. In an m-level wavelet transform,
the total number of computations is then

N +
N
2
+

N
4
+ ... + 2 = 2(N − 1) (3.36)

This correspond to a run time of O(N). For a 2 dimensional wavelet
analysis we do the same in two directions and the resulting run time
is O(N + M) for an image of size N ×M.

3.1.6 Comparison with Fourier

The Fourier transform is used in many fields of physics, as an approx-
imation of some signal. The Fourier transform is powerful when used
on stationary signals, meaning that the is no large change in the prop-
erties of the signal. This is especially good when a signal is composed
of sine and cosine signals. But the Fourier transform is not as good
at approximating non-stationary signals. This is where the Wavelet
transform can be more useful. Since the Wavelet functions does not
have to be differentiable, they can contain large variations, and can
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be able to approximate spiky signals without too many computations.
The main difference of Fourier and wavelets is that wavelets are well
localized in both time and frequency domain, where the standard
Fourier transform is only localized in the frequency. I.e. the fourier
coefficients does not contain information of the position of time of
signal. Although the short-time Fourier transform (STFT) is localized
in time and frequency, there are difficulties with the frequency time
resolution and wavelets often give a better signal representation.
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3.2 Filtering and Wavelet Coefficient Thresholding

The image of the data contains noise, hence the wavelet coefficients will also contain

noise. It is therefore necessary to determine which coefficients contain noise, and

which coefficients contain signal, or a mixture of these. There are several ways to

remove the noise in the wavelet coefficients. Normally these approaches are divided

into two groups: Hard thresholding and soft thresholding. The methods to remove

noise in images using the coefficients of wavelet transforms are described in the this

section.

3.2.1 Coefficient Thresholding in Particle Physics

At the LHC there is pile-up in the data samples collected. Pile-up
is when there are several protons colliding at the same time. This
problem occurs when we are unable to determine which vertex a
particle is coming from. By being unable to determine the origin
of the particle, we need to determine to keep or throw this particle
from our dataset. If we were to throw away each particle we were
unsure about, the reconstruction of the event would eventually be
wrong. Wavelets can be a very useful way of giving a qualified guess
for which particles we should remove from our event. The way to use
wavelets in particle physics is to give the algorithm a list of particles
with their energy and position, and the wavelet algorithm will then
remove the pile-up particles.

An wavelet image at level j has coefficients given by ωj,k and we
want to introduce a statistical significance test for each coefficient.
When the method is chosen for determining the significance of a
coefficient, we have removed or reduced some of the wavelet coeffi-
cients. The inverse wavelet transform can then be performed, and the
resulting image should be of less information than the original image.
In particle physics we have a discrete image of particles. Therefore
when the inverse wavelet transform is performed, the energies of
the particles should not be altered, but we should rather remove the
particles we suspect for being pile-up particles. In [27] such a method
was suggested. In [27] the choice of removing a particle depended
on the ratio between the pixel in the original image, and the wavelet
cleaned image.

rpixel =
ppixel

T,clean

ppixel
T,original

(3.37)

With this ratio the particles energy is scaled by

p̃T =

pT if r > cut

0 otherwise
(3.38)

The idea is illustrated in Figure 3.11,
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Figure 3.11: The process of removal
of pile-up using wavelets, from [27].
After using the wavelet analysis the
image has changed. The ratio of
the input image and the wavelet
filtered image decide which parti-
cles should be kept in the event and
which should be thrown.

3.2.2 Filtering

Two main filtering methods are used: Hard thresholding and soft
thresholding. Hard thresholding is where a coefficient is set to zero,
if it is less than some threshold. Hard thresholding can be done
using flat denoising or track filtering. In soft thresholding for some
threshold a coefficient is given a new value, which is not necessarily
zero. Soft thresholding can be done using the methods: Track scaling,
maximum entropy or a user definition. If necessary one can also
combine using hard and soft thresholding. Soft thresholding is when
the coefficients are not removed but rather rescaled accordingly to
some function.

Flat Denoising Flat denoising is making a constant cut in the wavelet
coefficients. Any coefficient with a value below this threshold is set
to zero.

ω̃j,k =

ωj,k if |ωj,k| ≥ Tj

0 otherwise
(3.39)

where T can be dependent on the scale j or constant.

Algorithm 1 Flat Denoising
for all ωj,k do

if ωj,k < Tj then
ω̃j,k = 0

else
ω̃j,k = ωj,k

end if
end for
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3.2.3 Using a Model

The wavelet coefficients can also be adjusted by using a model. The
model can represent how the data should most likely look like. A
good model involves using the information from track particles. In
ATLAS the origin of track particles are estimated. The track particles
come from the primary vertex or some secondary vertex. The pixel
detector at ATLAS is good at determining the origin of charged
particles, but can not determine the origin of neutral particles. Since
the charged particle flow objects do not contain information of origin,
we can match the charged particle flow objects to the track particles,
and the track particles to the primary vertex container, as illustrated
in Figure 3.7. Now the model can contain the charged particle flow
objects matched to a primary vertex. This model can be used to set a
probability function, such that if a wavelet coefficient almost matches
a wavelet coefficient from the primary vertex charged particles, the
coefficient should be kept at a high value, and not cut. You can
also make the assumption, that if a neutral particle with a wavelet
coefficient close to the charged particles from the primary vertex, it
should be kept. There might be a correlation between the charged
and neutral particles. Although the correlation has not been precisely
determined in this paper, the assumption of some correlation is useful
for filtering the wavelet coefficients. The methods track filtering and
track scaling make use of track particles. The maximum entropy
method makes use of both a model for the signal and noise, as
explained in Section 3.3.

Primary Vertex

Track Particle

Charged Particle Flow Objects

Match?

Match?

Figure 3.12: Flow of finding the pri-
mary vertex of a charged particle
flow object.

Track filtering Track filtering is where the track information is used
for making a cut in the wavelet coefficients. The track information is
whether a charged particle flow object comes from a primary vertex or
a secondary vertex. The idea emerges from assuming the following,

ωall tracks from PV
j,k

ωall tracks
j,k

≈
ωall PFOs from PV

j,k

ωall PFOs
j,k

(3.40)

i.e. that the wavelet coefficients of pile-up particles among track
particles, is somehow related to the wavelet coefficients of pile-up
particles among particle flow objects. The scaling of the coefficients
will by determined by the ratio of the wavelet coefficients for all tracks
and the wavelet coefficients from tracks originating from the primary
vertex. The ratio tells you something about the amount of pile-up for
one particular wavelet coefficient. The wavelet coefficient will be set
as follows,

ω̃j,k =

ωj,k if
|ωall tracks from PV

j,k |
|ωall tracks

j,k | ≥ Tratio

0 otherwise
(3.41)

The track filtering algorithm is in Algorithm 2.
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Algorithm 2 Track Filtering
ωj,k = wavelet coefficients from the image to denoise
ωall tracks

j,k = wavelet coefficients from the track particles
ωall tracks from PV

j,k = wavelet coefficients from the primary vertex
track particles
for all ωj,k do

if ωj,k = 0.0 then
do nothing

else if ωall tracks from PV
j,k /ωall tracks

j,k < Tratio then
ω̃j,k = 0

end if
end for

Track Scaling In this method the information of the tracks are used.
The wavelet coefficients are scaled by the ratio of the wavelet coef-
ficients from all tracks and tracks from the primary vertex. Other
choices of scaling could also be considered, e.g. scaling the wavelet
coefficients by a ratio of the charged particle flow objects from the
primary vertex.

Algorithm 3 Track Scaling
ωj,k = wavelet coefficients from the image to denoise
ωall tracks

j,k = wavelet coefficients from the track particles
ωall tracks from PV

j,k = wavelet coefficients from the primary vertex
track particles
for all ωj,k do

if ωj,k = 0.0 then
do nothing

else
ω̃j,k = ωall tracks

j,k /ωall tracks from PV
j,k

end if
end for

Dynamic Flat Denoising dependent on a ratio These methods depends
on assuming that the fraction of neutral and charged particles which
come from pile-up can be used. This means that e.g. if 20 % of all
charged particles are from pile-up1, 20%× β of all neutral particles 1 where the charged particles coming

from pile-up are determined as the track
particles matched to a primary vertex.

should also be from pile-up. Since the ratio is known for charged
particles, we could use this for cutting in the neutral particles. The
neutral particles origin can not be determined otherwise. The idea
here is to make a dynamic flat denoising, such that we could make
a more harsh cuts in the events with a high ratio of charged pile-up
particles.

The ratio denoising algorithm will make cuts in the wavelet coeffi-
cients until the number of neutral particles remaining is comparable
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to the number of charged particles from the primary vertex, see
Algorithm 4.

Algorithm 4 Ratio Denoising

p f oPV
ch = charged PFOs from primary vertex

p f och = charged PFOs
p f oPV

neu = neutral PFOs from primary vertex
p f oneu = all neutral PFOs
cut = 1000 MeV
β = const.

ratio =
|p f oPV

ch |
|p f och |

while |p f oPV
neu |

|p f oneu | < ratio · β do

p f oPV
neu = FlatDenoise(cut, p f oneu)

cut+ = 100 MeV
end while

Dynamic Flat Denoising dependent on a pT-ratio In the pT ratio denois-
ing algorithm, the cut does not depends on the number of particles,
but rather the ∑ pT of the particles. The idea here is to continue to
make cuts in the neutral wavelet coefficients, until the total energy of
the neutral particles is comparable to the total energy of the charged
particles coming from the primary event.

Algorithm 5 pT-Ratio Denoising

p f oPV
ch = charged PFOs from primary vertex

p f och = charged PFOs
p f oPV

neu = neutral PFOs from primary vertex
p f oneu = all neutral PFOs
cut = 1000 MeV
β = const.
ratiopT = (∑ET

p f oPV
ch )/(∑pT

p f och)

while (∑pT
p f oPV

neu)/(∑pT
p f oneu) < ratio · β do

p f oPV
neu = FlatDenoise(cut, p f oneu)

cut+ = 100 MeV
end while

A combination The different choices for cuts in coefficients can be
combined. The track denoising method for the charged particle flow
objects seems promising. The neutral particle flow objects do not have
any information of whether it comes from a primary or a secondary
vertex, and is therefore a more ’random’ object than the charged
particle flow objects. Therefore a combination of the algorithms can
be used, such that one uses e.g. track scaling for the charged particle
flow objects and ratio denoising for the neutral particle flow objects.
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3.3 Information Theory and Entropy

The concept of entropy was first introduced by Boltzmann to statistical mechanics to

measure the number of ways a macroscopic state can be realized. In 1948 Shannon

founded the mathematical theory of communication. Shannon suggested that the

information gained in a measurement depends on the number of possible outcomes

from which one is realized.

In this section we look into how to use the maximum entropy principle to make efficient

cuts in the wavelet coefficients. The wavelet transform is carried out as usual, and

the maximum entropy principle is used on the transformed image. This method will

make use of the information of an image can be estimated as entropy of the image. In

physics we use entropy as a measurement of the chaos of a system. I.e. if an image

has a high entropy, it means that it is noisy. By assuming our pile-up particles appear

as Gaussian noise in an image, we can denoise our image by the method of maximum

entropy (MEM).

3.3.1 Information Theory

The data at LHC is often corrupted by noise or pile-up particles. In
general, noise can be described as following a Gaussian or Poisson
distribution or a combination of these two. Gaussian noise is similar
to what you can find on old televisions showing flickering of black
and white dots, and Poisson noise is more a periodic kind of noise. In
this analysis using information theory and entropy, I will be assuming
the pile-up noise is Gaussian, although as we will see in Section 4.2.3
that this is a bit of a rough estimation, since the pile-up particles are
not evenly distributed in η. Let us call the observed data Y and the
data without noise X, meaning we want to estimate X given Y. Bayes
theorem states that

p(X|Y) = p(Y|X) · p(X)

p(Y)
(3.42)

here p(Y|X) is the probability distribution of getting the data Y
given the original signal X, i.e. it represents the distribution of noise.
In the case with uncorrelated Gaussian noise it is,

p(Y|X) = exp(− ∑
pixels

(Y− X)2

2σ2 ) (3.43)

p(Y) is independent of X and is therefore considered as stationary
noise, i.e. constant. p(X) is the distribution of the solution X. It is
possible to derive the probability of X from its entropy. The main
idea of information theory is to get a relation between the received
information and the probability of the observed event.



56 wavelets & information theory for pile-up removal

Consider,

I(E) = f (p) (3.44)

where I(E) is the information gained given an event, and p is the
probability of the event occurring, and f is some function to be
defined2. The information is a decreasing function of probability.2 We assume that the information has

the property of additivity. So if we have
only two events we have the information,

I(E) = I(E1) + I(E2) (3.45)

Since E1 and E2 are independent, the
probability of both occurring is equal to
the product of the probabilities associ-
ated with the events occurring p1 and
p2,

f (p1 p2) = f (p1) + f (p2) (3.46)

This means that the more information we have, the less will be the
probability of an event. One choice for the information measure is,

I(E) = k · ln(p) (3.47)

where k is a constant. k is generally chosen to be −1 to make the
information a positive measure. The mean information is denoted as

H = −∑
i

pi ln(pi) (3.48)

which a physicist might recognize as the entropy of a system. This
entropy was established by Shannon in 1948. Entropy is maximal
when all events have the same probability, which basically means
that the system is most undefined. The entropy is minimal when one
event is sure and the system is perfectly known. The entropy can be
used to describe the probability of the solution,

p(X) = exp(−αH(X)) (3.49)

So if we know the entropy of the solution, we can estimatep(X). Let
us insert these expressions into Bayes theorem,

p(X|Y) =
exp(−∑pixels

(Y−X)2

2σ2 ) · exp(−αH(X))

p(Y)
(3.50)

and taking the natural logarithm,

ln(p(X|Y)) = − ∑
pixels

(Y− X)2

2σ2 − αH(X))− ln(p(Y)) (3.51)

Since ln(p(Y)) is constant we can omit this term. The most probable
solution can then be found by minimizing the function,

J(X) = ∑
pixels

(Y− X)2

2σ2 + αH(X)) =
χ2

2
+ αH(X) (3.52)

This function is a linear combination of the entropy and a quantity
corresponding to χ2 in statistics. χ2 is a measure of the disagreement
between the data and the predictions of a model. α is a constant
parameter and can be viewed as a value fixing the relative weight
between the goodness-of-fit and the entropy.

The definition of the entropy is fundamental, since from its defini-
tion our solution will depend on it.
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3.3.2 Estimation of Entropy

We want to estimate the unknown probability density of the data,
p(X). Shannon defined the entropy of an image by,

HShannon(X) = −
Nb

∑
k

pk log pk (3.53)

where X is an image containing integer values, Nb is the number of
possible values of a given pixel, and pk is the usual probability. The
problem with Shannons entropy is that it can create an essential error
when estimating the entropy with a good precision, this problem is
described by Frieden in 1978. Therefore other entropies are normally
used. A few possible entropies are,

• Burg (1978)

HBurg(X) = −
pixels

∑
k=1

ln(Xk) (3.54)

• Frieden (1978)

HFrieden(X) = −
pixels

∑
k=1

Xk ln(Xk) (3.55)

• Gull and Skilling (1991)

HGull(X) =
pixels

∑
k=1

Xk −Mk − Xk ln
Xk
Mk

(3.56)

where M is a given model which is usually some flat image. The
entropy from Gull and Skilling has the vulnerability that it is difficult
to estimate a model, and the solution can depend on the choice of a
model (Bontekoe et al. 1994).

The entropy function has the property of being maximal when the
image is flat, and decreasing when we introduce some information.
Therefore minimizing the information is the same as maximizing
the entropy, which leads to the famous Maximum Entropy Method
(MEM).3 3 The concept of maximizing or mini-

mizing entropy can be rather confusing,
since it depends on the definition of the
entropy. E.g. for the Shannon entropy,
the information is minimal when the en-
tropy is minimal, but for other common
definitions of entropy, the information is
minimal when the entropy is maximal.
So for the Shannon entropy it should be
named Minimal Entropy Method.

One difficulty with the method of maximum entropy is to estimate
the α constant in the probability function of X. Later in this chapter,
the estimation of α using noise information of the image of particle
flow objects is discussed.

When determining a good physical measurement of entropy, we
should keep in mind what our signal consist of,

Y = X + B + N (3.57)

where Y is our received signal, X is the signal of interest, B is the flat
background and N is the noise. We set the following criteria upon
our problem:



58 wavelets & information theory for pile-up removal

• The information in a flat signal is zero. (X = N = 0, B = const.)

• The information in a signal is independent of the background noise,
i.e. H(X) is independent of B.

• The information in a signal is dependent of the noise, i.e. H(X) is
dependent of N.

• The amount of information is dependent on the correlation in the
signal. This means that if X contains large peaks above N, the
information is high. If you then distribute the individual high
peaks among the signal, the information should decrease. So even
though the sum of values in X is the same, the information should
still decrease.

These points are desirable properties, and should be contained in
the choice of entropy function. In [28] the Shannon entropy is chosen
as the only one for having all of these properties.

3.3.3 Multiscale Entropy

How can the method of information theory and entropy be introduced
in wavelet denoising? Let’s start by introducing the entropy as the
sum of information contained in our wavelet coefficients,

H(X) =
l

∑
j=1

Nj

∑
k=1

h(ωj,k) (3.58)

where h the information of a wavelet coefficient ωj,k, and we have the
same property related to information and entropy as before

h(ωj,k) = − ln p(ωj,k) (3.59)

For Gaussian noise, this is given by [28]

h(ωj,k) =
ω2

j,k

2σ2
j
+ const. (3.60)

where σj is the noise at scale j. In later analysis of minimising the
information, the constant term has no effect and will be omitted.
Since this information is dependent on the noise, the solution will
also be dependent on this modelling of the noise at different scales σj.
Notice that the information is proportional to the value of the wavelet
coefficients. This means that the higher value a wavelet coefficient
has, the less probable it is that it is noise. This entropy fulfils the
requirements set in prior section, just as Shannon’s entropy. Also
equivalent to Shannon’s entropy, here information increases with
entropy, meaning that it is a minimum entropy method.
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So far we have defined the total entropy, now let’s have a look at
an entropy divided into the contribution to entropy from noise, Hn

and the contribution of entropy from signal, Hs.

H(X) = Hs(X) + Hn(X) (3.61)

where X is the input image containing both signal and noise. We
can express this in form of wavelet coefficients, where we divide the
information coming from a wavelet coefficient into that from signal
hs(ωj,k) and from noise hn(ωj,k), and we have

Hs = ∑
j

∑
k

hs(ωj,k) (3.62)

Hn = ∑
j

∑
k

hn(ωj,k) (3.63)

If a wavelet coefficient value is small, it should contribute to hn as
noise, and if it is large compared to the noise standard deviation it
should contribute to hs as signal.

The information functions for the wavelet coefficients in the case
of Gaussian noise is [28],
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Figure 3.13: The error function is

erf(z) =
2√
π

∫ z

0
e−t2

dt (3.66)

and the complementary error func-
tion is

erfc(z) = 1− erf(z) =
2√
π

∫ ∞

z
e−t2

dt

(3.67)

hn(ωj,k) =
1
σ2

j

∫ |ωj,k |

0
u · erfc(

|ωj,k| − u
√

2σj
)du (3.68)

hs(ωj,k) =
1
σ2

j

∫ |ωj,k |

0
u · erf(

|ωj,k| − u
√

2σj
)du (3.69)

3.3.4 Multiscale Entropy Filtering

Now we want to remove the noise in the data. We search for a
solution, D̃, such that the difference between D and D̃ minimizes
the information due to the signal, and such that D̃ minimizes the
information due to the noise. So we want to search for a solution D̃,
which minimizes the function J,

J(D̃) = Hs(D− D̃) + Hn(D̃) (3.70)

The solution can be controlled by adding a constant α,

J(D̃) = Hs(D− D̃) + α · Hn(D̃) (3.71)

In practise we minimize for each coefficient ωj,k [29],

j(ω̃j,k) = hs(ωj,k − ω̃j,k) + α · hn(ω̃j,k) (3.72)

The noise standard deviation and α need to be estimated. α can be
set to constant, but in this thesis α was chosen such that the standard
deviation of the residue of the wavelet coefficients is close to the noise
standard deviation. The α constant will start at some minimum value
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and then increase until it reaches its maximum value, set by the user,
or until the standard deviation of the residue is almost equal to the
standard deviation of the noise. The pseudocode for the multiscale
entropy algorithm is in Algorithm 6.

3.3.5 The Multiscale Entropy Filtering Algorithm

We can now to make an algorithm:

Algorithm 6 Multiscale Entropy Filtering
1: Estimate the noise σj in the data at each scale j
2: Wavelet transform the data
3: αmin

j = 0
4: αmax

j = 1
5: ε = 0.0001
6: for all scale j do
7: while αmax

j − αmin
j > ε do

8: αj =
αmin

j +αmax
j

2
9: for all wavelet ωj,k do

10: ω̃j,k = min (j(ωj,k, ω̃j,k))

11: end for
12: σr

j =
√

1
Nj

∑N
k=1 j(ωj,k − ω̃j,k)2

13: if σr
j > σj then

14: αmax
j = αj

15: else
16: αmin

j = αj

17: end if
18: end while
19: end for
20: Reconstruct the filtered image from ω̃j,k by the inversed wavelet

transform

A figure of the impact of the α constant is in Figure 3.14.

Figure 3.14: Filtered wavelet co-
effcients versus the wavelet coeffi-
cients with different α values, figure
from [28]. From the top curve to the
bottom one, α is respectively equal
to 0, 0.1, 0.5, 1, 2, 5 and 10. This plot
shows that the wavelet coefficient is
decreasing when the α constant is
increasing.

If the α constant was set prior to computation, it would save a lot
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of computing time. This is because, as seen in 6, there is a while-loop
ensuring a good α parameter is chosen. The conclusion of whether
or not the α parameter was a good choice for some scale j, depends
on the standard deviation of the residual of the coefficients at scale
j, σj. The goal is to have a standard deviation close to the model
noise standard deviation. The model noise standard deviation was
estimated for each scale using track particles with no association to
the primary vertex. The track particles were wavelet transformed,
such that the model of the coefficients for noise was known. For
this analysis, we simply took the averages of the pile-up standard
deviations for all scales j. The result is in Figure 5.9.

3.3.6 Using a Model

If we have a model Dm for the data, the model can also be inserted
into the filtering equation,

Jm(D̃) = Hs(D− D̃) + αHn(D̃− Dm) (3.73)

and for each wavelet this becomes,

jm(ω̃j,k) = hs(ωj,k − ω̃j,k) + αjhn(ω̃j,k −ωm
j,k) (3.74)

where ωm
j,k is the wavelet coefficient from the model. The model can

contain different kinds of information. For example it can make sure
to keep coefficients with a high value, such as

ωm
j,k = ps(ωj,k)ωj,k (3.75)

so if ps = 1, then ωm
j,k = ωj,k and the coefficient will be not be

changed. In the case of removal of pile-up, the model function was
made of track particles coming from the primary vertex. Then the
image of these particles was wavelet transformed and used in the
entropy analysis.

ωm
j,k = ω

trk. particles from PV
j,k (3.76)

The results of this can be seen in Section 5.1. The point of using
this model is to make sure that if a wavelet coefficient at the same
position as a track particle wavelet coefficient, is kept, since it will
have a high probability of being from the primary vertex.

Another improvement to the multiscale maximum entropy method
is to introduce another constant parameter. If the αj constants is over-
or under-smoothing all the αj constants can be down- or up-scaled by
a constant αs.

jm(ω̃j,k) = hs(ωj,k − ω̃j,k) + αjαshn(ω̃j,k −ωm
j,k) (3.77)

If αs > 1 the result will be over-smoothing of the image and if
αs < 1 it will be under-smoothing. When the multiscale filtering
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algorithm was used in this thesis, the user constant αs was set to be
less than 1, since the algorithm smoothing was too strong.



Monte Carlo Datasets for Analysis
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4.1 Event Selection

For analysis of missing transverse energy a number of tt̄ was used. The tt̄ decay into

one lepton, one neutrino and four jets. These datasets were chosen because they

contain high amount of pile-up. This section describes the kinematics and problems

with the samples.

4.1.1 Event Selection for tt̄

Figure 4.1: tt̄→ lνbb̄qq̄

A selection of datasets with the event tt̄→ lνbb̄qq̄ was chosen. These
datasets contain a wide range of physics objects, since there are a
total of 4 jets and also very high pile-up (ranges from 70-210 mean
interactions per crossing). These datasets will used as a test case
for the method of wavelet denoising. The performance of wavelet
denoising using these samples should be representable of a wide
range of signals. There are several datasets of these tt̄ events, each
with a different pile-up, see Table 4.1. A full summary of the datasets
used in this paper is in Appendix A.1. The energy of the neutrino of
the event will always have an energy of about 100 GeV or higher, see
Figure 4.2 (a). So we can reconstruct the same Emiss

T but at different
rates of pile-up, which is exactly why this dataset is great for testing
of the wavelet methods since it has the same physics event but at
different values of pile-up. Originally we searched for a high pile-up
sample containing with a clear missing transverse energy signal, such
as W → lν, but did not find a sufficient one since the pile-up in such
samples is mostly about 20-40.

Table 4.1: Summary of the tt̄
datasets.

Pileup Name Tag

70 - 90 ttbar_MET100 r7709

70 - 90 ttbar_MET100 r7702

70 - 90 ttbar_MET100 r7699

130 - 150 ttbar_MET100 r7700

130 - 150 ttbar_MET100 r7768

190 - 210 ttbar_MET100 r7769

190 - 210 ttbar_MET100 r7701

The event selection used is the same as the event selection for tt̄
in [30], see Table 4.2. This event selection requires events with one
isolated high pT lepton. It also requires 4 jets, and at least one of
them should be a b-tagged jet.
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Cut Event Selection

Lepton
Electrons (isolated): pT > 60(24) GeV

Muons (isolated): pT > 36(24) GeV

Exactly one isolated lepton
Muons: pT > 25 GeV, |η| < 2.5

Electrons: pT > 25 GeV

Jets

|η| < 2.47, excluding 1.37 < |η| < 1.52

≥ 4 jets pT > 25 GeV, |η| < 1.52

≥ 1 b-tagged jets at εb = 70%

Table 4.2: Selection of tt̄ events.

4.1.2 The problems of the tt̄ samples

A problem with the tt̄ sample was the reconstruction of particles.
With a high number of jets and pile-up in the samples, the jets can
sometimes fake a lepton. This means that the signal from a jets in
interpreted as a lepton, and therefore we get more counts of high
pT leptons. So when we try to select the good events, not many
events survives. This is especially because of the restriction of only
having one good lepton. Since the leptons gets an overly estimation
of momentum, several leptons survives the cuts, and then the event
will fail when the cut of having only one good lepton is used. The
event selection for three different datasets is in Table 4.3.

r7768 Initial 50000

Single lepton trigger 50000

Exactly one high or iso lepton 24025

Jets 10825

b-jets 9432

r7769 Initial 50000

Single lepton trigger 50000

Exactly one high or iso lepton 24239

Jets 11117

b-jets 10847

r7699 Initial 50000

Single Lepton Trigger 50000

Exactly one high or iso lepton 23797

jets 10654

b-jets 7135

Table 4.3: Results of the event selec-
tion for the tt̄ datasets.
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Since the tt̄ samples are at recon level, and not merge, the datasets
do not contain the metadata container "Trigger Menu". The "Trigger
Menu" is needed to reconstruct missing transverse energy using the
ATLAS reconstruction.

It was found that the truth MET containers in the tt̄ datasets did
not correspond to the true momenta of the neutrino in the events, see
the analysis in Figure 4.2. Therefore the estimate of the true missing
transverse energy was determined from the vector sum of all truth
particles in the tt̄ events1.

1 The truth particles from the primary
event can be found by looping over all
truth particles and selecting the ones
with the variable barcode < 100000,
which means that they are from the pri-
mary event. Note that selecting the truth
particles with status = 0 will result in
a selection of all final state particles, in-
cluding the ones interactions from mate-
rials.
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(a) Emiss
T from interactive particles, ie. all particles ex-

cluding neutrinos.
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(b) Emiss
T from non-interactive particles, ie. all neutrinos.
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(c) ∑ ET from interactive particles, ie. all particles ex-
cluding neutrinos.
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(d) ∑ ET from non-interactive particles, ie. all neutrinos.

Figure 4.2: Comparison of the truth MET containers, MET made from truth particles and lastly particle flow objects as
reference. In the Emiss

T and ∑ ET results in (b) and (d), the truth MET containers and truth particles have nearly the
same result. In the results in (a) and (c) the truth MET containers and truth particles have a large difference. The Emiss

T
for the truth container is much more like the particle flow objects. This seems strange, since the true value of Emiss

T
should not be that similar to the (simulated) experimental value. The same case is shown in (c) where the truth MET
containers has a higher value of ∑ ET than the particle flow objects. For consistency, we use the MET obtained from
truth particles, which does no include the effect of any ATLAS processing.
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To summarize,

• Test the method of wavelet on tt̄ samples, and compare with truth
containers.

• It is better to make the MET truth containers than to use the existing
ones in the dataset.

The results for reconstruction of MET in the tt̄ samples can not be
directly compared to the ATLAS reconstruction.
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4.2 Kinematics of the tt̄ datasets

In this section the kinematics of the tt̄ datasets are shown. The missing transverse

energy is calculated without the use of wavelets, and this is the starting point of our

analysis. We want to be able to improve the measurements of missing transverse

energy in the tt̄ samples. The tt̄ datasets have 3 stages of pile-up: 70-90, 140-170

and 190-210, and the missing transverse energy will be estimated for each of these

stages. Lastly we look into the kinematics of particle flow objects and truth particles.

4.2.1 Missing Transverse Energy

Emiss
T is the measure of the missing energy in the event, and is nor-

mally assigned to a neutrino. ∑ ET is a measurement of how much
energy there is in the system, ie. the absolute sum of the transverse
momenta in the event. ∑ ET is a good value to use to see how much
energy you can remove from an event, where as the MET can not
always show how much energy that was really removed, since it is
a vector sum of the momenta of particles. In Figure 4.2 you can see
the true values of Emiss

T and ∑ ET for the different tt̄ datasets. With
the different values of pile-up in datasets, the measurement of Emiss

T
and ∑ ET should also vary. An example of these quantities for three
of the datasamples is shown in Figure 4.3.
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(a) MET from all tt̄ files.
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(b) Sumet from all tt̄ files.

Figure 4.3: The distribution of the
MET and sumet from three of the tt̄
datasets reconstructed from particle
flow objects. Notice the sumet in (b)
increases as a function of increasing
pile-up.

As mentioned earlier, ∑ ET can tell you about how much energy
needs to be removed in the event. Using the quantaties obtained from
truth particles, we can see how much energy we need to remove on
average from our events in Figure 4.4 by taking the difference of the
reconstructed and truth values of Emiss

T and ∑ ET .
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(a) Difference of Emiss
T and truth Emiss

T from all tt̄ files.
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(b) Difference of ∑ ET and truth ∑ ET from all tt̄ files.

Figure 4.4: The distribution of the
difference of reconstructed Emiss

T
and ∑ ET and truth values for three
of the tt̄ datasets. For Emiss

T in Fig-
ure (a) the difference gets worse
when pile-up is high. In Figure (b)
the difference increases as a func-
tion of increasing pile-up. This
shows how much energy we need
to remove from our event, eg. for
r7799 we need to remove about 2.3
TeV!

The two quantities Emiss
T and ∑ ET are nice measurements of good-

ness. But they do not tell you anything about how well the direction
of Emiss

T is reconstructed. To determine how well the direction of Emiss
T

is reconstructed, we use the parallel and perpendicular components.
See Figure 4.5 for the definition. We want our Emiss

T vector to be as
close to the truth Emiss

T vector as possible. Therefore the difference
of the parallel component should be zero, and the perpendicular
component should also be zero.

Figure 4.5: Illustration of the Emiss
T

vectors. The difference of the truth
MET and reconstructed MET can be
measured in terms of a perpendicu-
lar and parallel component.

2
.4

 "

2.5 "

MET from Truth Particles

MET from PFOs
using Wavelets

Parallel 
Comp.

Perp. Comp.

The equations used for calculating the parallel and perpendicular
components to the truth MET vector are given by normal vector calcu-
lus and is shown in Appendix A.2. The measurements of the parallel
and perpendicular components are in Figure 4.6. The difference in
the perpendicular components tends to be influenced by pile-up. The
parallel component can be influenced by pile-up, but it can also in-
clude the effect of calorimeter response. The effect of the calorimeter
response would be constant for different values of pile-up.
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(a) Difference of the parallel component to truth.
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(b) Perpendicular component of MET.

Figure 4.6: The goodness measure-
ments for three tt̄ datasets.

Now we have examined the MET measurements for the tt̄ datasets
using only particle flow objects. But there is definitely a need for
improvements, remember there was a total of 2.3 TeV too much
energy in the dataset with a mean pile-up of 200! In Section 5.1 the
results are shown for the same quantities using wavelet denoising. But
before doing the full analysis, we should have a look at the particle
flow objects themselves, which need to be cleaned for pile-up.



72 wavelets & information theory for pile-up removal

4.2.2 Distribution of Particle Flow Ojects (PFOs)

In this section the distribution of momentum in the particle flow
objects (PFOs) are reviewed. The result of the particle flow algorithm
is a list of reconstructed charged and neutral particles. An example
run of wavelet flat denoising with a cut of 4 GeV was run on the
particle flow objects, just to show that after using wavelets, the total
momentum of both the charged and neutral PFOs are decreased, see
Figure 4.7. Note that the particles with high transverse momenta are
not removed by the methods of wavelets. This is because it is more
likely that high pT particles are from the primary event, than from
some secondary event.
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(a) pT of neutral particle flow objects with and without
wavelet flat denoising with a cut of 4.5 GeV.
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(b) pT of charged particle flow objects with and without
wavelet flat denoising with a cut of 4.5 GeV.

Figure 4.7: The distribution of
pT of particle flow objects in a tt̄
dataset with mean pile-up of 200.
The charged PFOs are only recon-
structed down to 400 MeV.

In Figure 4.8 the position of the particle flow objects are shown.
The charged PFOs does not exceed a position of η = 2.5, because
the charged PFOs are reconstructed from both the calorimeter and
inner detector, where the inner detector can measure particles with
|η| ≤ 2.5. The neutral particle flow objects can be collected from only
the calorimeter. In Figure 4.8 it is also shown that some particles leave
a signal in both the charged and neutral particles, where sometimes
the particle will e.g. only leave a signal in the charge particle container.
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(a) pT and positions of neutral particle flow objects.
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(b) pT and positions of charged particle flow objects.

Figure 4.8: The (φ, η) distribution
of the momenta of the particle flow
objects in one tt̄ event with a pile-up
of 200.

4.2.3 Truth Particles

The truth particles are used for reconstructing the true missing trans-
verse energy. The momenta of the truth particles is shown in Figure
4.9.
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Figure 4.9: pT of truth particles in
the tt̄ dataset with a mean pile-up
of 200.

The goal is to remove particle flow objects, such that the remaining
particle flow objects more closely correspond to the truth particles.
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The transverse momenta of the particle flow objects with and
without usage of the method of wavelets is shown in Figure 4.10.
Again you can see that the low pT particles are preferably removed,
and the high pT particles remain. The momenta of the removed
particles is shown in Figure 4.10. The removed particles do not have
pT above 12 GeV.
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(a) pT of every PFO in 1 event with and without wavelet
flat denoising with a cut of 4.5 GeV.
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(b) pT of every PFO in 1 event and the residual of the
PFOs after wavelet flat denoising with a cut of 4.5 GeV.

Figure 4.10: The distribution of pT
of particle flow objects in a single tt̄
event with a pile-up of 200. When removing particles from the events, it is also important that

it is the right particles we remove, such that the positioning of the
remaining momenta is correct. The positioning for the particle flow
objects for a single event is in Figure 4.11 (a), and the corresponding
truth event is in Figure 4.11 (b). Using wavelets, some of the particle
flow objects will be removed, and the remaining particles should then
correspond to the truth image.
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(a) Particle flow objects
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(b) Truth particles
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(c) Residual
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(d) Cleaned particle flow objects

Figure 4.11: These 2D histograms shows the distribution of particles in different cases. These plots give an overview
of the problem at hand. In Figure (a) the position and energies of the particle flow objects are shown. The pile-up
particles are also included, and the picture has not been denoised yet. In Figure (b) the truth particles are shown. In
Figure (c) you can see the removed pile-up particles from the PFOs. These particles were removed using a simple
example wavelet method named Flat Denoising, with a cut of 4.5 GeV, see Section 5.1. In Figure (d) you can see the
final result. This is the PFOs with wavelet cleaning, and hopefully without pile-up particles.
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4.2.4 Wavelet Coefficients

The dataset used for this analysis is the tt̄ dataset with a mean pile-up
of 200. The distribution of the wavelet coefficients for a transformation
of particle flow objects is shown in Figure 4.12. In the next few plots
you will encounter the term frequency band, which corresponds to
the set of coefficients that all have the same angular scale. The new
naming is shown in Table 4.4.

Table 4.4: Frequency Bands.
Image at (mφ, mη) Frequency Band

(0,0) 0

(0,1) 1

(0,2) 2

(0,3) 3

(0,4) 4

(0,5) 5

(0,6) 6

(1,0) 7

... ...

(6,6) 48

Figure 4.12: Values of the wavelet
coefficients for 100 tt̄ events with
mean pile-up of 200. The mean
and standard deviations for each
frequency band is shown.
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In Figure 4.12 that mean and standard deviation at the images with
frequency bands of 14 (my = 2, mφ = 0) and 21 (my = 3, mφ = 0) are
much larger than the other images. If you look at the images of the
wavelet coefficients, (full image in Figure 4.18), you can see that this is
in the differences over η. Frequency bands 14 and 21 show that there
are more particles centred in η than at |η| > 2. This pattern will still

be in the coefficients even if they are scaled down or up. Note that
for frequency band 0 in Figure 4.13 the values are always over 3̃0 GeV.
This is the mean value of the input image. This mean value will be
scaled down by a factor of 1/ < µ > to estimate the new mean of the
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cleaned image. The scaling of the mean by 1/ < µ > is used for all
wavelet methods. In Figure 4.13 all the values of the coefficients are
shown.
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1
Figure 4.13: Values of the wavelet
coefficients for 1000 tt̄ events with
mean pile-up of 200.

To determine a reasonable choice of cut of the wavelet coefficients,
the coefficient values are considered, as shown in Figure 4.13. Most
of the coefficients has a value less than 10 GeV. These are candidates
for coefficients for pile-up. If a wavelet coefficient has a high value, it
means that it is significant. If it has a low value, it can be interpreted
as noise. The problem now is to determine at which value do we
separate the noise from the signal. Experiments for this is in Section
5.1.

The track scaling method scales the wavelet coefficients according
to the ratio of coefficients from all tracks to tracks from the primary
vertex. The smoothing coefficient is scaled by 1/ < µ > and all other
wavelet coefficients are scaled by the track ratio. Since the coefficients
from tracks are approximate to the coefficients of the full event, this
method aims to preferably reduce the values of coefficients in regions
without signal.

The idea is to scale down the coefficients with high probability of
being from pile-up, and scale up the coefficients with high probability
of being from the signal from the primary vertex. The result from
running the track scaling method on 1000 tt̄ events with a mean
pile-up of 200 is in Figure 4.14.
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Figure 4.14: Values of the wavelet
coefficients after using track scaling
for 1000 tt̄ events with mean pile-up
of 200.
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The distribution of coefficients in Figure 4.14 from track scaling
looks almost no different than the original coefficients in Figure 4.12.
But this is only because that the changes are hard to see in those
figures. The important point is, that the track scaling method did not
severely change the high value wavelet coefficients. In Figure 4.15 the
changes are easier to see. When comparing Figure 4.15 and 4.13 it is
clear that some coefficients has been up- or down-scaled.

Figure 4.15: Values of the wavelet
coefficients for 100 tt̄ events with
mean pile-up of 200.
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The last scaling method used in this paper is the maximum entropy
method. The maximum entropy method scales the coefficients accord-
ing to a model coefficient value and an estimation of the standard
deviation of the wavelet coefficients of the noise in the image. The
effect of the model value can be scaled by a constant α. This constant
takes different values for different coefficient numbers, as described
in Algorithm 6. The resulting α constant for 1000 tt̄ events is shown
in Figure 4.16. The α constant was set to be between 0 and 1. A
high value of α will scale the wavelet coefficients largely based on
the model coefficient, and a low value of α will either not change the
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wavelet coefficient much, or it will down-scale it. The down-scaling
depends on the value of the coefficient, eg. a very low coefficient with
a low α value will likely be set to zero. But if it is high enough, it
will only be down-scaled by a little fraction. The resulting wavelet
coefficients scaled using the maximum entropy method is in Figure
4.17.
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Figure 4.16: Values of α constants
used for the MEM method, using
the tt̄ dataset with mean pile-up of
200.
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Figure 4.17: Values of the wavelet
coefficients after using the MEM
method for the tt̄ dataset with mean
pile-up of 200.
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The resulting coefficients from the maximum entropy method is
also shown in Figure 4.18. A maximum value for a wavelet coefficient
to get was set to 5000 GeV, to make the computing time a bit smaller.

Figure 4.18: Values of the wavelet
coefficients from the MEM method
for the tt̄ dataset with mean pile-up
of 200. The peak at 105 MeV was
user set. This was set as a maxi-
mum value of which a wavelet coef-
ficient could have, to limit computa-
tions. This user value was only set
for this plot, and for further analy-
sis no maximum is set.
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m y=0

mϕ=0

m y=1

m y=2

m y=3

m y=4

m y=5

m y=6

mϕ=1 mϕ=2 mϕ=3 mϕ=4 mϕ=5 mϕ=6

Figure 4.18: Visualization of all coefficients in a wavelet transform. At coefficient at level (0, 0) is called the smoothing
coefficient. At higher level of my and mφ there are more wavelet coefficients which result in a better resolution of the
transformed image. The axis of the images are all the same, and can be seen in the enhanced image.
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5.1 Using Wavelet Methods

This section describes the different experiments with wavelets. The wavelet methods

were tested on the tt̄ datasets, using different settings. The methods used are flat

denoising, track filtering, track scaling and maximum entropy.

5.1.1 Setup for Wavelet Tests

Before we test the methods of wavelet cuts, lets have a look at the
initial problem. For this analysis the tt̄ dataset with a mean pile-up
of 200 is used. This dataset is the one with the highest pile-up used
in this thesis. If we can remove the pile-up for this worst case, we
should also be able to do it at lower (but still high) pile-up. The
initial case is shown in Figure 5.1. As described in section 4.1 we use
the difference of the parallel component of the MET vectors and the
perpendicular component of the MET vector as metrics. We expect
the perpendicular component to by symmetrical around zero, but the
parallel components difference to truth may be biased due to over-
or under-estimating of the missing transverse energy. Moreover the
difference of ∑ ET should be centred at zero, i.e. close to the true
values. For some of the tests performed several parameters were
tested, and they will be summarized. The measurables we need to
improve on are the general width and means of the fits in Figure 5.1.
If we can get the widths and means closer to zero, it means that the
measurements of missing transverse energy has been improved.
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(a) Difference of the truth parallel component and the
reconstructed parallel component.
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(b) Difference of the truth parallel component and the
reconstructed perpendicular component.
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(c) Difference of the truth Emiss
T component and the re-

constructed Emiss
T .
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(d) Difference of the truth sum ET component and the
reconstructed sum ET .

Figure 5.1: The reconstructed missing transverse energy components using all particle flow objects without removal
of pile-up. In Figure (a) the difference of the parallel component of the reconstructed and true MET is shown. In
Figure (b) the difference of the perpendicular component of the reconstructed and true MET is shown. In Figure (c) the
difference of the true Emiss

T and the reconstructed Emiss
T is shown. In Figure (d) the difference of sum ET truth and

reconstructed sum ET is shown.
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5.1.2 Flat Denoising

We need to determine the scale of which we need to make the cut,
such that we can remove some of the pile-up particles, and also keep
other particles of the event. Here different values for the cut was used,
and the result for one of the cuts is in Figure 5.2. A summary of these
experiments is in Figure 5.3. The values tested for the flat cut are,

Cut = 0.0, 0.5, 1.0, ..., 10.0 GeV (5.1)

and the results were made for all of the metrics for missing trans-
verse energy. In Figure 5.3 (a) it is shown that for a higher cut the
mean of the parallel component of the difference of the parallel com-
ponent decreases. The best value is when the mean is close to zero,
here it would be 5.0 - 6.0 GeV. The most noticeable measurable in
the flat denoising case is the fit mean of ∑ ET . It is clear that the
preferable cut value here is 4.0 - 5.0 GeV.
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(a) Difference of the truth parallel component and the
reconstructed parallel component.
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Flat Denoising
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(b) Difference of the truth parallel component and the
reconstructed perpendicular component.
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Flat Denoising
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(c) Difference of the truth Emiss
T component and the re-

constructed Emiss
T .
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Flat Denoising
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(d) Difference of the truth sum ET component and the
reconstructed sum ET .

Figure 5.2: Results of a flat denoising cut of 4.5 GeV in the wavelet coefficients. In Figure (a) the difference of the parallel
component of the reconstructed and true MET is shown. In Figure (b) the difference of the perpendicular component
of the reconstructed and true MET is shown. In Figure (c) the difference of the true Emiss

T and the reconstructed Emiss
T is

shown. In Figure (d) the difference of sum ET truth and reconstructed sum ET is shown.
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Figure 5.3: Fit values for the exper-
iments made for the flat denoising
of particle flow objects. A consis-
tently good denoise cut seems to be
of 5 GeV in this case, but eg. 4 GeV
is not a bad choice either.
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(b) Fit width of parallel.
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5.1.3 Track Filtering

In the wavelet method track filtering a ratio needs to be determined
by the user. This is to make a cut corresponding to Algorithm2. The
variable ratio is set to be between 0 and 1.0. The best choice is in
Figure 5.4 and a summary of the choices is in Figure 5.5.
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(a) Difference of the truth parallel component and the
reconstructed parallel component.
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Track Filtering
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(b) Difference of the truth perpendicular component and
the reconstructed perpendicular component.
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Track Filtering
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(c) Difference of the truth Emiss
T and the reconstructed

Emiss
T component.
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Track Filtering
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(d) Difference of the truth sum ET and the reconstructed
sum ET .

Figure 5.4: Results of a track cut of 0.2 in the wavelet coefficients. In Figure (a) the difference of the parallel component
of the reconstructed and true MET is shown.In Figure (b) the difference of the perpendicular component of the
reconstructed and true MET is shown. In Figure (c) the difference of the true Emiss

T and the reconstructed Emiss
T is

shown. In Figure (d) the difference of sum ET truth and reconstructed sum ET is shown.
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Figure 5.5: Fit results for track filter-
ing. The variable is the filter ratio,
and it varies from 0.0 to 1.0 by 0.1.
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(b) Fit width of parallel.
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5.1.4 Track Scaling

The method of track scaling has no need for any user set values.
Therefore there is only one case of track scaling. The track scaling
method scales the wavelet coefficients by a ratio of the wavelet coef-
ficients of all tracks and tracks from the primary vertex. The track
scaling method removed particles such that the resulting difference
in ∑ ET is centred at 404 GeV.
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(b) Difference of the truth perpendicular component and
the reconstructed perpendicular component.
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Figure 5.6: Results of the track scaling method. In Figure (a) the difference of the parallel component of the
reconstructed and true MET is shown.In Figure (b) the difference of the perpendicular component of the reconstructed
and true MET is shown. In Figure (c) the difference of the true Emiss

T and the reconstructed Emiss
T is shown. In Figure

(d) the difference of sum ET truth and reconstructed sum ET is shown.
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5.1.5 Ratio Denoising

When using the ratio denoising method we make cuts in the wavelet
coefficients until the ratio of removed neutral particles is comparable
to the ratio of the charged particles from primary vertex and from
pile-up. In Figure 5.7 (a) the ratio of the number of charged particles
from primary vertex and secondary vertices is shown. This shows that
accordingly to the information from the track particles, on average
only 20 % of the charged particles are from the primary vertex. Using
the ratio denoise method, the neutral particles will therefore also be
removed until there are 20 % neutral particles left. In Figure 5.7 (b)
the resulting flat cuts in the coefficients of the neutral particles is
shown. A maximum value was set, such that we can not perform a
cut higher than 10 GeV, but most of the time a cut of 2.5 GeV seems
sufficient. Since the cuts are not as hard as the 4.5 GeV flat cut in the
flat denoising method, the amount of energy removed from the events
are not as much as in the flat denoising case. The cuts therefore need
to be higher and further experiments for this is in Appendix A.3.

Figure 5.7: The ratio of the track par-
ticles from the primary vertex and
all track particles and the resulting
denoise cuts using these ratios.
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(a) Difference of the truth parallel component and the
reconstructed parallel component.
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(b) Difference of the truth perpendicular component and
the reconstructed perpendicular component.
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Figure 5.8: Results of a ratio denoise cut in the wavelet coefficients. In Figure (a) the difference of the parallel
component of the reconstructed and true MET is shown.In Figure (b) the difference of the perpendicular component of
the reconstructed and true MET is shown. In Figure (c) the difference of the true Emiss

T and the reconstructed Emiss
T is

shown. In Figure (d) the difference of sum ET truth and reconstructed sum ET is shown.
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5.1.6 Maximum Entropy Method

The maximum entropy method uses the information of the input
wavelet coefficient, a model coefficient and standard deviations of
wavelet coefficients of pile-up particles to make a probability function
of the best value of the input wavelet coefficient. The function to be
minimized in the MEM function will be examined in this section.

Figure 5.9: Standard Deviations of
the pile-up particle coefficients at
all scales.
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The method includes a model for noise of the signal, and the more
you know about the noise, the better the denoising could be. In
the track scaling and track filtering methods we used models for
the signal and not for the noise. If the standard deviations of the
the wavelet coefficients of pile-up for each frequency band is given,
the MEM method can evaluate if there need to be removed more or
less of the values of the wavelet coefficients. The estimated standard
deviations of the wavelet coefficients of the pile-up particles for each
frequency band is in Figure 5.9. Frequency band 21 (my = 3, mφ = 0)
has a much higher standard deviation than the other frequency bands,
which is caused by the difference in η at this level, as explained in
Section 4.2.4.

The method needs to compute a integral and minimize a function
for each coefficient.
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The wavelet coefficient, ω̃ which minimizes the function jm(ω̃) is
chosen as the optimal wavelet coefficient in the MEM method. The
function jm has several dependencies which include the initial wavelet
coefficient ω, the model coefficient ωm, σ of the wavelet coefficients
for each frequency band and the constant α. The only actual free
parameter is the constant α. The standard deviations of the wavelet
coefficients at different frequency bands will influence the jm function
by scaling the width of the entropy contribution from the noise in
the signal hn. A standard deviation is calculated for each frequency
band of the wavelet coefficient in the input image. With a low value
of the standard deviation the hn function will appear wider than for
a high value of the standard deviation, see Figure 5.10. This means
that for a high value of the standard deviation of a frequency band,
the model coefficient will have less influence on choosing an optimal
new wavelet coefficient.
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Figure 5.10: The influence of a high and low value of a standard deviation for a single wavelet coefficient. The input
coefficient ω has a value of 0.7 GeV and the model coefficient has a value of 1.0 GeV. In Figure (a) and (c) the functions
hn and hs are shown for two different values of the standard deviation. In Figure (b) and (d) the resulting jm function is
shown, where the minimum of this function will determine the denoised wavelet coefficient. For a standard deviation
of 200 MeV the new calculated wavelet coefficient is 862 MeV and for a standard deviation of 900 MeV the calculated
wavelet coefficient is 945 MeV.
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The model coefficient ωm will influence the function jm such that
the optimal wavelet coefficient will be drawn closer to the model
coefficient. Two experiments for the model are in Figure 5.11. The
higher a value a model coefficient has, the higher the value of the
new estimated coefficient will have.
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(a) The hs and hn functions for ωm = 600 MeV
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(c) The hs and hn functions for ωm = 900 MeV
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Figure 5.11: The model coefficient determines the minimum value of the hs function. In Figure (a) and (b) the hs and hn
functions are shown for a the model coefficient values of 0.5 GeV and 0.9 GeV. In Figure (b) and (d) the corresponding
jm functions are shown. When the model coefficient ωm = 0.6 GeV the minimum value of jm is found at 607 MeV, and
for the model coefficient ωm = 0.9 GeV the resulting jm function has a minimum at 875 MeV.
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Lastly there is the α constant, which is the only free parameter
for the function jm. Tests of the α constant is in Figure 5.12. If the α

constant is high, the model coefficient can influence the minimum of
the jm function more, than for a low value of α.
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(a) The hs and hn functions for α = 0.1 MeV
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(c) The hs and hn functions for α = 0.5 MeV
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Figure 5.12: Result of the hs, hn and jm function for α = 0.1 and α = 0.5. In Figure (a) and (c) the hs and hn function
are shown. The jm functions are in Figure (b) and (d). For α = 0.1 the resulting new estimate of the wavelet coefficient
is 875 MeV and for α = 0.5 the wavelet coefficient is 949 MeV. This means that a higher value of α will make a heavier
weight of the model coefficient.
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The results for using the MEM method without a model is in Figure
5.13 and with a model is in Figure 5.14. The MEM method does not
remove enough particles, since the ∑ ET differences is not centred at
zero. The parallel component of Emiss

T differs greatly from the true
value. This could mean that the MEM method is removing some of
the high pT particles and keeping some of the lower pT particles. A
reason for this could be because of the α constant. The α constant
determines how great the noise contribution to the entropy is for a
coefficient. This α constant was set between 0 and 1, i.e. the model
coefficient will be less significant than the actual coefficient when
scaling the coefficients. This α value might not have been set low
enough, since the coefficients are being scaled down too much. This
results in the high pT particles being removed from the event. There is
also almost no difference in using the MEM method with and without
a model. This could mean that the model contains a lot of zeros,
which would be the same as not having a model. A new model could
be considered where it could rely on both the charged and neutral
particles, since at the moment it only relies on the charged particles.
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(a) Difference of the truth parallel component and the
reconstructed parallel component.
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(b) Difference of the truth perpendicular component and
the reconstructed perpendicular component.
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Figure 5.13: Results of an entropy scaling of the wavelet coefficients without a model. In Figure (a) the difference of the
parallel component of the reconstructed and true MET is shown. A gaussian centered at zero with a small width is
the desired result. In Figure (b) the difference of the perpendicular component of the reconstructed and true MET is
shown. Figure (a) and (b) demonstrates a good choice of cuts in wavelet coefficients, since both the correctness of the
parallel and perpendicular component is improved. In Figure (c) the difference of the true Emiss

T and the reconstructed
Emiss

T is shown. In Figure (d) the difference of sum ET truth and reconstructed sum ET is shown.
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(a) Difference of the truth parallel component and the
reconstructed parallel component.
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(b) Difference of the truth perpendicular component and
the reconstructed perpendicular component.
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T and the reconstructed
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T component.
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Figure 5.14: Results of an entropy scaling of the wavelet coefficients using a model. In Figure (a) the difference of the
parallel component of the reconstructed and true MET is shown. A gaussian centered at zero with a small width is
the desired result. In Figure (b) the difference of the perpendicular component of the reconstructed and true MET is
shown. Figure (a) and (b) demonstrates a good choice of cuts in wavelet coefficients, since both the correctness of the
parallel and perpendicular component is improved. In Figure (c) the difference of the true Emiss

T and the reconstructed
Emiss

T is shown. In Figure (d) the difference of sum ET truth and reconstructed sum ET is shown.
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5.2 Summary of Results

The result for the flat denoising case was that a cut of about 4.5 GeV
was reasonable. In the track filtering case the ratio cut was good
around 0.2. A summary of the mean and standard deviations by
the best methods for the tt̄ case at several pile-up stages is shown in
Figure 5.15.

>µ<
80 100 120 140 160 180 200

>
 [M

eV
]

m
is

s
T

<
E

140

150

160

170

180

190

200

210

220

230

310×

PFOs
Truth
Track Scaling
Flat Denoising

PFOs
Truth
Track Scaling
Flat Denoising

PFOs
Truth
Track Scaling
Flat Denoising

PFOs
Truth
Track Scaling
Flat Denoising

(a) Mean of Emiss
T .

>µ<
80 100 120 140 160 180 200

>
 [M

eV
]

T
 E

∑
<

 
0

0.5

1

1.5

2

2.5

3

3.5

4
610×

PFOs
Truth
Track Scaling
Flat Denoising

PFOs
Truth
Track Scaling
Flat Denoising

PFOs
Truth
Track Scaling
Flat Denoising

PFOs
Truth
Track Scaling
Flat Denoising

(b) Mean of ∑ ET .
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(c) Standard deviation of Emiss
T .
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(d) Standard deviation of ∑ ET .

Figure 5.15: Emiss
T and ∑ ET as a function of pile-up, using different wavelet methods and the tt̄ datasets. In general the

mean of the ∑ ET is decreased when using the wavelet methods, and the value is closer to the true value. The mean
of the Emiss

T decreases slightly when using wavelet methods and is therefore closer to the true value. The standard
deviation of Emiss

T does not change and the standard deviation of ∑ ET decreases with use of wavelet methods.

With the best methods of wavelet denoising for reconstructing
missing transverse energy, we can compare this to other methods.
In [10] the reconstruction of missing transverse energy was tested at
different pile-up, see Figure 5.16. I performed similar experiments for
Z → µµ at pile-up ranging from 70− 210, to see the development of
missing transverse energy. The results are in Figure 5.17.
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(a) ∑ ET as a function of pile-up. (b) Emiss
T as a function of pile-up.

Figure 5.16: In [10] experiments were made of reconstructing missing transverse energy as different pile-up. In the
Z → µµ sample the missing transverse energy should be zero, but as you can see the measurements of the missing
transverse energy ranges from 0− 23 GeV.
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(b) Mean of ∑ ET .
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(c) Standard deviation of Emiss
T .
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(d) Standard deviation of ∑ ET .

Figure 5.17: Emiss
T and ∑ ET as a function of pile-up, using different wavelet methods and the Z → µµ datasets. In

general the mean of the ∑ ET is decreased when using the wavelet methods, and the value is closer to the true value.
The standard deviation of ∑ ET decreases with use of wavelet methods.
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In Figure 5.18 2D scatter plots of the difference from truth of
Emiss

T and ∑ ET is shown using different wavelet methods. These
scatter plots correspond to the reconstruction performed in Section
4.2. The mean and standard deviation of Emiss

T does not change
significantly. The mean and standard deviation of ∑ ET does however
change. There are no clear correlation between Emiss

T and ∑ ET in
these experiments.
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Flat Denoising

 bbq q ν l → WWbb → tt
 = 14 TeVs
> = 200µ<

Denoise Cut = 4500

(b) Flat denoising with a cut of 4.5 GeV.
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Track Filtering
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Filter Cut = 0.2

(c) Track filtering with a ratio cut of 0.2.
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Track Scaling
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(d) Track scaling.
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Figure 5.18: 2D plot of the difference of reconstructed and true ∑ ET and the difference of reconstructed and true Emiss
T

using different kind of wavelet methods.
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In Figure 5.19 2D scatter plots of the difference from truth of
the parallel and perpendicular components of Emiss

T is shown using
different wavelet methods. The mean and standard deviations of the
difference of the components of Emiss

T does not change significantly.
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Flat Denoising

 bbq q ν l → WWbb → tt
 = 14 TeVs
> = 200µ<

Denoise Cut = 4500

(b) Flat denoising with a cut of 4.5 GeV.
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Track Filtering

 bbq q ν l → WWbb → tt
 = 14 TeVs
> = 200µ<

Filter Cut = 0.2

(c) Track filtering with a ratio cut of 0.2.
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Track Scaling
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 = 14 TeVs
> = 200µ<

Track Scaling

(d) Track scaling.
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Figure 5.19: 2D plot of the perpendicular component of Emiss
T and the difference of reconstructed and true parallel

component of Emiss
T using different kind of wavelet methods.
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Lastly, the 2D scatter plots of the true difference of Emiss
T , ∑ ET and

the components of Emiss
T using the MEM methods are in Figure 5.20.

The reconstruction of ∑ ET improves, but there are no other significant
improvements in the other reconstructions. The reconstruction of
the parallel component gets slightly worse than the reconstruction
obtained without using MEM. In general it seems that the MEM
method is down-scaling the high coefficients too much, which might
explain this difference in the parallel component. The MEM method
will down-scale coefficients with a large difference to the model
coefficient more, than if there was a small difference between the
coefficients and model coefficients. For further improvements, more
testing of the α constants should be performed when using MEM,
since it might correct for this problem.
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Entropy without Model
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Entropy without Model

(a) Track filtering with a ratio cut of 0.2.
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Entropy without Model
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Entropy without Model

(b) Track scaling.
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Entropy with Model

 bbq q ν l → WWbb → tt
 = 14 TeVs
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Entropy with Model

(c) Track filtering with a ratio cut of 0.2.
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(d) Track scaling.

Figure 5.20: 2D plot of the perpendicular component of Emiss
T and the difference of reconstructed and true parallel

component of Emiss
T using the maximum entropy method with and without a model.
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Concluding remarks

5.2.1 Summary

In this thesis the methods of wavelets were introduced for pile-up
removal for datasets with a mean pile-up of 70-210 at

√
s = 14 TeV.

The flat denoising method proves good for pile-up cleaning. In
this method is that the user has to chose a cut in the energies of the
coefficients. This cut has a great impact of the results of reconstructing
of MET, and should therefore be chosen with care. To avoid making a
user cut, the method of ratio denoise was introduced. This method
did better than the flat denoising method, but it is much slower to run.
The track filtering method does not require a cut in energies but a cut
in the ratio of information from a model to the wavelet coefficients.
This has proved to be a good method when using a ratio of 0.1. The
track scaling method does not need any user parameters and performs
well but not as good as the flat denoising and track filtering methods.
Lastly the MEM method proves promising and gives some reasonable
results. The MEM method seemed to be scaling the coefficients too
harshly, but this can be adjusted using the α constants. Summary
plots for the different methods for pile-up at 80, 140 and 200 was
shown in Figure 5.15 and 5.17. Overall the general method of wavelets
provided good results for pile-up cleaning.

5.2.2 Outlook

The next step could be to test these wavelets on real data instead
of Monte Carlo datasets. The center-of-mass energy at the LHC
is currently at 13 TeV, but the methods here were tested at 14 TeV
since there were no other datasets available for this analysis. If more
datasets of high pile-up are produced, we can put the methods of
wavelets to further tests. The wavelet cleaning method could also be
introduced earlier in the reconstruction process, such that the pile-up
particles are removed before the ATLAS reconstruction algorithms
are used. This could also be beneficial when reconstructing missing
transverse energy, since wavelets could improve the soft-term of
missing transverse energy.

There is also room for improvements of the wavelet methods. The
MEM method can be optimized using computing efficient algorithms
for estimating the integrals and minimization methods. In this thesis
the MEM method was not fully optimized and is therefore much
slower than all of the other methods. But since the MEM method is
an iterative method, it will always be slower than the other wavelet
methods.

With the improvement of reconstruction of missing transverse
energy, it is now ready for other physics analysis. This can for example
be for the decay H → WW → lνqq̄ to detect the already discovered
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Higgs boson or the undiscovered Graviton. Other physics analyses
include exotic decays or the search for SUSY particles. There are
also currently searches for a heavier Higgs boson, to see if there exist
one Higgs boson ore several at different masses. Missing transverse
energy is interesting for New Physics, since the missing transverse
energy can come from neutrinos or from invisible particles beyond
the Standard Model.



Appendices



110 wavelets & information theory for pile-up removal

A.1 Datasets

The datasets for this thesis was chosen from the list at REF(LINK).
This is a list of high pile-up samples at 14 TeV. The two high pile-up
samples used were the physics case of Z decaying into two muons,
and the tt̄ data sample where the top quarks decay into 4 quarks, 1

neutrino and 1 lepton.

A.1.1 Zµµ

The Z → µµ datasets were used for testing of the reconstruction
of missing transverse energy, which should be zero. Details of the
Z → µµ datasets used is in Table A.1.

Pileup Name Generator Type Tag

70-90 Zmumu Powheg + Pythia8 recon + AOD r7699

130-150 Zmumu Powheg + Pythia8 recon + AOD r7768

190-210 Zmumu Powheg + Pythia8 recon + AOD r7769

Table A.1: The Z → µµdatasets

A.1.2 tt̄

The tt̄ datasets have one neutrino in each event with an momenta of
at least 100 GeV. Information of the tt̄ datasets can be found in Table
A.2.

Pileup Name Generator Type Tag

70-90 ttbar_hdamp175p5_MET100 Powheg + Pythia8 + EvtGen recon + AOD r7699

70-90 ttbar_hdamp175p5_MET100 Powheg + Pythia8 + EvtGen recon + AOD r7702

70-90 ttbar_hdamp175p5_MET100 Powheg + Pythia8 + EvtGen recon + AOD r7709

130-150 ttbar_hdamp175p5_MET100 Powheg + Pythia8 + EvtGen recon + AOD r7768

130-150 ttbar_hdamp175p5_MET100 Powheg + Pythia8 + EvtGen recon + AOD r7700

190-210 ttbar_hdamp175p5_MET100 Powheg + Pythia8 + EvtGen recon + AOD r7701

190-210 ttbar_hdamp175p5_MET100 Powheg + Pythia8 + EvtGen recon + AOD r7769

Table A.2: The tt̄ datasets
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Table A.3: Event Selection for the tt̄
datasets.

Cut Events

r7709 Initial 50000

Single Lepton Trigger 50000

Exactly one high or iso lepton 23832

jets 10613

b-jets 7322

r7768 Initial 50000

Single lepton trigger 50000

Exactly one high or iso lepton 24025

Jets 10825

b-jets 9432

r7769 Initial 50000

Single lepton trigger 50000

Exactly one high or iso lepton 24239

Jets 11117

b-jets 10847

r7699 Initial 50000

Single Lepton Trigger 50000

Exactly one high or iso lepton 23797

jets 10654

b-jets 7135

r7700 Initial 49950

Single lepton trigger 49950

Exactly one high or iso lepton 23937

Jets 10834

b-jets 9422

r7701 Initial 45000

Single lepton trigger 45000

Exactly one high or iso lepton 21742

Jets 10020

b-jets 9784

r7702 Initial 33100

Single lepton trigger 33100

Exactly one high or iso lepton 15721

Jets 7060

b-jets 4648
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A.2 Components of Missing Transverse Energy

The goodness parameters used in this thesis include the parallel and
perpendicular components of the reconstructed missing transverse
energy vector projected onto the truth missing transverse energy
vector. The equations used for this are,

Emiss
‖ =

pmiss
x · ptruth,miss

x + pmiss
y · ptruth,miss

y√
|ptruth,miss

T |
(A.2)

Emiss
x,⊥ = pmiss

x − Emiss
‖ · ptruth,miss

x√
|ptruth,miss

T |
(A.3)

Emiss
y,⊥ = pmiss

y − Emiss
‖ ·

ptruth,miss
y√
|ptruth,miss

T |
(A.4)

Emiss
⊥ = sign(Emiss

x,⊥ )
√
(Emiss

x,⊥ )2 + (Emiss
y,⊥ )2) (A.5)

Figure A.1: Visualization of the par-
allel and perpendicular components
of Emiss

T

E∣∣
miss

Emiss

Etruth , miss

Emiss

py

px
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A.3 Additional Wavelet Results

In this section a combination of wavelet methods were used. The first
case is using track scaling on the charged particle flow objects and
flat denoising on the neutral particles flow objects. The track scaling
method uses information from the inner detector. The inner detector
can not see the neutral particles, and therefore a flat denoise cut is
performed on the neutral particle flow objects. The flat denoise cut
was set to 4.5 GeV, since from tests in Section 5.1 it proved to be a
good choice. The results from the combined methods of flat denoising
and track scaling is in Figure A.2.
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(b) The perpendicular component.
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Figure A.2: Results of track scal-
ing of the wavelet coefficients of the
charged particles, and flat denoise
cut of the wavelet coefficients of the
neutral particles. In Figure (a) the
difference of the parallel component
of the reconstructed and true MET
is shown. In Figure (b) the differ-
ence of the perpendicular compo-
nent of the reconstructed and true
MET is shown. In Figure (c) the
difference of the true Emiss

T and the
reconstructed Emiss

T is shown. In
Figure (d) the difference of sum ET
truth and reconstructed sum ET is
shown.

The next method tested is using filter denoising on the charged
particle flow objects and flat denoising on the neutral particle flow ob-
jects. The filter denoising uses information from the charged particles
passing through the inner detector, and is therefore only used on the
charged particle flow objects. The filter ratio was set to 0.2 and the
denoise cut was at 4.5 GeV since these choices proved well in Section
5.1. Results are shown in Figure A.3.

More tests were performed using the ratio denoise method than
shown in Section 5.1. In these tests the ratio that the neutral particles
must fullfill was scaled by a user set constant β

ratio =
|p f oPV

ch |
|p f och|

× β (A.6)
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Figure A.3: Results of a filter de-
noising in the wavelet coefficients
of the charged particle flow objects
and a flat denoise cut in the neu-
tral particles flow objects. In Fig-
ure (a) the difference of the parallel
component of the reconstructed and
true MET is shown. In Figure (b)
the difference of the perpendicular
component of the reconstructed and
true MET is shown. In Figure (c)
the difference of the true Emiss

T and
the reconstructed Emiss

T is shown. In
Figure (d) the difference of sum ET
truth and reconstructed sum ET is
shown.
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(a) Difference of the parallel compo-
nent.
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(b) The perpendicular component.
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T
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(d) Difference of ∑ ET

where we want to cut in the neutral particles flow objects until the
following equation is valid,

|p f oPV
neu|

|p f oneu|
≥ ratio (A.7)

By scaling the ratio by a constant, we can make a harder or softer
cut in the neutral coefficients. If β < 1 then the neutral particles
flow objects has a smaller cut than if β ≥ 1. The best value for β was
determined to be 0.8. The result the components of missing transverse
energy for β = 0.8 is in Figure A.4 and a summary of using other β

values is in Figure A.5.
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Figure A.4: Results of a ratio de-
noise cut in the wavelet coefficients.
In Figure (a) the difference of the
parallel component of the recon-
structed and true MET is shown.
A gaussian centered at zero with
a small width is the desired result.
In Figure (b) the difference of the
perpendicular component of the re-
constructed and true MET is shown.
Figure (a) and (b) demonstrates a
good choice of cuts in wavelet coeffi-
cients, since both the correctness of
the parallel and perpendicular com-
ponent is improved. In Figure (c)
the difference of the true Emiss

T and
the reconstructed Emiss

T is shown. In
Figure (d) the difference of sum ET
truth and reconstructed sum ET is
shown.
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(a) Difference of the parallel compo-
nent.
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(b) The perpendicular component
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Figure A.5: Fit results for ratio de-
noise. The variable is the ratio, and
it varies from 0.8 to 2.5 by 0.1.
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(e) Fit mean of Emiss
T .

Ratio
1 2 3 4 5

 [M
eV

]
m

is
s

T
W

id
th

 o
f t

he
 d

iff
er

en
ce

 o
f E

71

71.5

72

72.5

73

73.5

74

74.5

310×

(f) Fit width of Emiss
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(g) Fit mean of ET .

Ratio
1 2 3 4 5

 [M
eV

]
T

 E
∑

W
id

th
 o

f t
he

 d
iff

er
en

ce
 o

f 

180

200

220

240

260

280

300

320

310×

(h) Fit width of sum ET .

The ratio denoise method can also be combined with the track
filtering or track scaling method. This is because the ratio denoise
method makes cuts in the neutral particle flow objects, but not in the
charged particle flow objects. For scaling or cutting in the charged
particle flow objects, the methods of track scaling and filtering was
used. The result of the ratio denoise combined with track scaling is
in Figure A.6 and the result of the ratio denoise method combined
with track filtering is in Figure A.7.
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(a) Difference of parallel component.
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(b) The perpendicular component.
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Figure A.6: Results of a track scal-
ing cut in the wavelet coefficients
of the charged PFOs and a ratio
denoise of the coefficients of the
neutral PFOs. In Figure (a) the dif-
ference of the parallel component
of the reconstructed and true MET
is shown. A gaussian centered at
zero with a small width is the de-
sired result. In Figure (b) the dif-
ference of the perpendicular com-
ponent of the reconstructed and
true MET is shown. Figure (a) and
(b) demonstrates a good choice of
cuts in wavelet coefficients, since
both the correctness of the paral-
lel and perpendicular component is
improved. In Figure (c) the differ-
ence of the true Emiss

T and the recon-
structed Emiss

T is shown. In Figure
(d) the difference of sum ET truth
and reconstructed sum ET is shown.

The ratio denoise using the pT measurements instead of the number
of neutral particle flow objects was also combined with the track
filtering and scaling methods. The track filtering result is in Figure
A.8 and the track filtering result is in Figure A.9.
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Figure A.7: Results of a track fil-
tering cut of the charged PFOs and
a ratio denoise cut of the neutral
PFOs. In Figure (a) the difference
of the parallel component of the re-
constructed and true MET is shown.
A gaussian centered at zero with
a small width is the desired result.
In Figure (b) the difference of the
perpendicular component of the re-
constructed and true MET is shown.
Figure (a) and (b) demonstrates a
good choice of cuts in wavelet coeffi-
cients, since both the correctness of
the parallel and perpendicular com-
ponent is improved. In Figure (c)
the difference of the true Emiss

T and
the reconstructed Emiss

T is shown. In
Figure (d) the difference of sum ET
truth and reconstructed sum ET is
shown.
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(a) Difference of parallel component.
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(b) Perpendicular component.
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(a) Difference of parallel component.
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(b) Perpendicular component.
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(c) Difference of Emiss
T
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Figure A.8: Results of a track scal-
ing of the charged particle flow ob-
jects and a pT ratio denoise of the
neutral particle flow objects. In Fig-
ure (a) the difference of the paral-
lel component of the reconstructed
and true MET is shown. A gaussian
centered at zero with a small width
is the desired result. In Figure (b)
the difference of the perpendicular
component of the reconstructed and
true MET is shown. Figure (a) and
(b) demonstrates a good choice of
cuts in wavelet coefficients, since
both the correctness of the paral-
lel and perpendicular component is
improved. In Figure (c) the differ-
ence of the true Emiss

T and the recon-
structed Emiss

T is shown. In Figure
(d) the difference of sum ET truth
and reconstructed sum ET is shown.
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Figure A.9: Results of a track fil-
tering of the charged particle flow
objects and a pT ratio denoise of the
neutral particle flow objects. In Fig-
ure (a) the difference of the paral-
lel component of the reconstructed
and true MET is shown. A gaussian
centered at zero with a small width
is the desired result. In Figure (b)
the difference of the perpendicular
component of the reconstructed and
true MET is shown. Figure (a) and
(b) demonstrates a good choice of
cuts in wavelet coefficients, since
both the correctness of the paral-
lel and perpendicular component is
improved. In Figure (c) the differ-
ence of the true Emiss

T and the recon-
structed Emiss

T is shown. In Figure
(d) the difference of sum ET truth
and reconstructed sum ET is shown.
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(a) Difference of the parallel compo-
nent.
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(b) The perpendcular component.
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