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Abstract

In this thesis a theory for steady-state squeezing of an abstract collective spin-
variable is developed for particles in a Bose-Einstein condensate. Such a theory can
be put to direct use in the field of quantum-metrology, since squeezed states can
help improve the precision of atomic clocks. In the two-mode approximation it is
easy to see that a steady-state Bose-Einstein condensate will be spin-squeezed, since
the Hamiltonian describing such a system has the maximally squeezed state as the
lowest energy eigenstate.

The calculation central to this thesis is done using a Bogoliubov transformation
of perturbations of the quantum-field operator describing the particles in the con-
densate. This transformation will diagonalize the Hamiltonian, which enables us to
find an (almost) complete set of eigenvalues and eigenstates. These states can be
used to calculate the expectation values of the angular momentum operators, from
which the spin-squeezing can be calculated.

The atoms in the condensate are described using two constants U and U, pro-
portional to the scattering lengths for atoms of equal and different spin respectively.
The result of a numerical implementation of the theory is that for zero temperature
the optimal atoms have U ~ U,, ~ 0. This is contrary to the case of higher, phys-
ical temperatures, where atoms with U > U, and U + U, > 1 will maximize the
squeezing. Further results are that the most spin-squeezing is produced for as large
a particle number and as low a temperature as possible.



Resumé

I dette speciale vil en teori for steady-state squeezing af en abstrakt kollektiv spin-
variabel blive udledt for partikler i et Bose-Einsteinkondensat. En sadan teori vil
kunne anvendes direkte inden for kvante-metrologi, idet squeezede tilstande kan
bruges til at forbedre praecisionen af atomure. I two-mode approksimationen er det
let at se, at et steady-state Bose-Einsteinkondensat vil veere spin-squeezed, idet den
Hamiltonoperator, som beskriver et sadant system, har den maximalt squeezede
tilstand som sin laveste energiegentilstand.

Den centrale udregning i specialet er udfgrt ved hjelp af en Bogoliubovtrans-
formation af perturbationer af den kvantefeltoperator, der beskriver partiklerne i
kondensatet. Den transformation vil diagonalisere Hamiltonoperatoren, hvilket gor
os i stand til at finde et (stort set) fuldsteendigt saet af egenveerdier og egentilstande.
De tilstande kan bruges til at udregne forventningsvaerdierne af impulsmomentop-
eratorerne, hvorfra spin-squeezingen kan udregnes.

Atomerne i kondensatet bliver beskrevet ved to konstanter U og U,,, der er
proportionale med spredningslaengderne for atomer med henholdsvis ens og modsat
spin. Resultatet af en numerisk implementering af teorien er, at ved nul temperatur
har de optimale atomer U ~ U,, ~ 0, mens graensen er den modsatte for hgjere,
fysiske temperaturer, hvor atomer med U > Uy, og U + Uy > 1 vil maksimere
den opnaede squeezing. Andre resultater er, at sa stort et partikelantal og sa lav en
temperatur som mulig vil maksimere spin-squeezingen.
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Chapter 1

Introduction

This document is a master thesis made by Hjalte Axel Frellesvig under the super-
vision of Anders Sgndberg Sgrensen, at the Theoretical Quantum Optics Group at
the Niels Bohr Institute at the University of Copenhagen.

The title of the thesis is "Spin-squeezing in Bose-Einstein condensates”. This
subject has been investigated theoretically several times beford'] which is why the
title should be seen as nothing but an abbreviation of a more correct title like
"Steady-state, non-symmetry-breaking Bogoliubov theory for spin-squeezing of in-
ternal states in Bose-Einstein condensates” describing a set of approaches which, to
the best of my knowledge, has not been used before in this combination.

The purpose of the thesis is to derive a model of a Bose-Einstein condensate using
the above combination of approaches, use the result to calculate the spin-squeezing
and investigate the results.

I try to aim this thesis at people at the same academical level as my own, that is
people who are about to finish a master’s degree in physics. It is possible to advance
that far without ever encountering the concept of spin-squeezing, and without having
more than a passing encounter with Bose-Einstein condensates. I therefore devote
a chapter to introducing each of these subjects. Let me, however, give a very brief
introduction here explaining the relation between the two, so the reader knows what
he/she is going into.

A spin-squeezed state is a state where the uncertainty of a measurement of one
component of the spin AJ; is less than what can be expectedﬂ from a state equalizing
the uncertainty relation AJ;AJ; > %](jkﬂ, while Bose-Einstein condensates (in the
following denoted BEC) can be considered aﬂ fourth state of matter, which is formed
when a bosonic gas is cooled so much that all the particles have the same, lowest
quantum state. In this thesis the spin in question is an abstract spin describing
two different electronic states of some atoms, and when those atoms form a BEC

1See [1], [3], [4], [5], [6], etc.

2What is expected is not necessarily %\(jkﬂ See section 3.2.

3Tt is not THE fourth state of matter. Plasma, glass, the superconducting Ginzburg-Landau
phase, and Bose-Einstein condensates are all competitors for that title.
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the Hamiltonian describing the condensate will have such spin-squeezed states as
the ground state. This bridges the two subjects of spin-squeezing and Bose-Finstein
condensates.

Theoretical physicists do occasionally have a hard time answering questions like
“what can this work of yours be used for?” The theory described in this thesis does
not have that problem, since there is a direct connection from this theory to the
theory of atomic clocks. Even though atomic clocks are the most precise type of clock
in existence, they do have some uncertainty. Noise from the classical uncertainty of
the involved measurements is still the biggest obstacle, but ultimately the precision
is limited by the quantum uncertainty, which can be diminished by squeezing the
variable in question. Even though other methods are availabld the use of Bose-
Einstein condensates is a promising way to achieve the desired squeezing.

The thesis starts with a chapter on atomic clocks, making the connection to
spin-squeezing obvious. Then follows a chapter on squeezing, containing an ex-
planation of squeezing of xp-variables and spin-variables, and a way to find the
minimal spin-squeezing is derived. The chapter also contains a discussion of the
connection between spin-squeezing and quantum entanglement. The next chapter is
about Bose-Einstein condensates, and contains a derivation of the Gross-Pitaevskii
equation describing BEC, and some discussion on ways to solve it. The chapters on
squeezing and BEC are written so that they can be read independently; no mention
of BEC in the chapter on squeezing and vice versa. Then follows a chapter named
"Spin-squeezing in Bose-Einstein condensates” which connects the two subjects, and
describes some previous theoretical and experimental results on the subject. It also
contains an introduction to the Bogoliubov transformations used in the main cal-
culation. The next chapter named "The full Bogoliubov calculation” presents the
central calculation of the thesis, where the desired steady-state Bogoliubov theory is
derived. It also contains some discussion of an alternate approach, and discussions
on how to implement the theory numerically. Finally the chapter named "Results”
contains the results from the numerical calculations, and explanations of some of
their essential features. After a section on conclusions and outlooks, some appen-
dices follow. First, two appendices containing some theory, which is too basic to be
in the main thesis. Then follows four appendices containing some detailed calcu-
lations that are too long compared to their importance to be granted space in the
main text, followed by an appendix containing the source code to my simulation,
an appendix containing some details on the precision of the simulations, and an ap-
pendix containing some results in addition to those presented in the results-chapter,
and an appendix showing some of our results in higher resolution. A bibliography
is added as a final appendix.

Some of the sections in the first chapters in the thesis, are detours on the way
towards the desired theory. If one wants to read the thesis by following the most
direct route, one should read sections 3.2, 3.4, 4.2, 4.4, 5.1, 5.2, 5.6, 6.1, 6.2, 6.3,

“Like the Quantum non-demolition measurement method described in [16].
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and chapter 7.

I would like to thank my thesis advisor Anders Sgndberg Serensen, for patiently
answering all my questions, and for reading through my calculations and writings at
the intermediate stages. Without him there would have been no thesis. It was also
Anders who got the idea for the subject matter in the first place, and this thesis
builds upon some of his previous WOYkE]. In addition I would like to thank Kjeld
Frellesvig and Jeppe Sggaard Juul for reading through my thesis and pointing out
language errors and obscurities.

1.1 Conventions

In this section I will describe some of the conventions used in the thesis. The
chapters are referred to with a number each, while appendices have the chapter
number replaced with a letter. Most of the chapters are further split into sections,
which are denoted with another number separated from the number of the chapter
with a decimal point. When referring to an equation, I write the number of the
equation in brackets. The number in question is composed of the chapter-number
and an equation number separated with a decimal point. Figures are referred to as
fig. xa where z is the number of the figure constructed like the number for equations,
and a is a letter denoting the sub-figure. Literature is referred to as [x], where x is a
number or a letter denoting the source. If x is a number the source is a paper, and
if = is a lower case letter the source is a book. The key to decoding the numbering
of the literature can be found in the bibliography at the end of the thesis.

When I write a sum or an integral without limits, I mean summation or integra-
tion over all possible values. For integrals I write the integration variable dz right
after the integral sign instead of writing it after the integrand. This means that

/drf(r)E/Z /Z/Zf(m,y,z) dz dy dz (1.1)

One should also note the notation ) ., used in results of Bogoliubov transformations,
which is defined as "sum over all modes, except the 0, mode”. Another unusual
notation used in the final parts of the thesis is the operator o which is defined as

fog = / dr f(r)g(r) (1.2)

Quantum operators are denoted with a hat, and vectors are written in bold, with
the exception of the vectors in the abstract 2 x 2-space introduced in (6.13)) which
are denoted by a bar. No special notation is used for matrices.

®See [1], [3] and [4].
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Most of the variables used in the thesis are defined along the way. But those of
them used in more than one section will be listed below as reference.

a Standard oscillator length, a = \/h/(mw).
ap | Bohr radius, ag = 5.29177- 10" m
a;; | Scattering length between particles of type ¢ and j.

a; Annihilation operator for the ith mode (for particles of type a).
AL | Two matrix elements defined by 1}
& An annihilation operator (for zp-variables).

&;+ | Annihilation operator for the ith + Bogoliubov state.

b; Annihilation operator for the ith mode for particles of type b.
By | Two matrix elements defined by (6.16]).

16} Inverse unitless temperature, 3 = 1/7.
¢i+ | Annihilation operator for the ith mode for particles of type +.
& Annihilation operator for the condensate mode, ¢ = ¢y, .

Ci+ | A quantity defined by .

¢ Annihilation operator for a general particle. See 1}

A parameter defined by .

60, | The small parameter in the Bogoliubov transformation. See 1)
0;; | The Kronecker delta. See [f].

d(r) | The Dirac delta function. See [f].

Az | The uncertainty on a measurement of z, (Az)? = (2?) — (x)2.
dB | Decibel, z = y dB < z = 10¥/1°,

E An energy.

& The energies given by .

€ A small parameter.

€ijt | The Levi-Civita symbol. See [f].

€i+ | The energy of the ith £ Bogoliubov state.

f Short for the fraction U,,/U.

F The functions defined by .

h Reduced Planck’s constant, A = 1.05457 - 1073* Js.

H A Hamiltonian.

H, | Harmonic oscillator Hamiltonian, Hy = —3V? + 172,
H; | The Hamiltonian for "one axis twisting”, H XJ:. 2
H A second quantization Hamiltonian.

o The constant Hamiltonian defined by .
The imaginary unit, i = /—1.

A unit matrix.

A unit operator.

Some angular momentum.

Some collective angular momentum.

K‘Q- ~o N
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Angular momentum operator in the i-direction.

The vector (J,, J,, J.).

Some momentum quantum number.

Boltzmann’s constant, 1.38065 - 1072* J/K.

Some orbital angular momentum quantum number.

A matrix defined by .

The operator Ay = éorps /VN.

A Lagrange multiplier. Later identified as A = —£/y.
The atomic mass.

Some magnetic quantum number.

The operator M = J2 — \J,. See .

A matrix defined by .

A chemical potential.

The effective chemical potential, ji = u — %Q

The number of particles in the ith + Bogoliubov state.
The particle number operator for the ith + Bogoliubov state.
The total number of particles.

The number of particles in the condensate mode.

The particle number operator.

The angle in "one axis twisting”. See the text to fig.
Nabla, V? = 88—; + 88—; + aa_;.

The order parameter.

Some operator.

The trap frequency.

The Rabi frequency coupling the a and b-modes. See .
The momentum operator.

Some angle.

Wave function for the condensate mode, ¢ = ¢q.
Wave function for the ith £-mode.

The fraction ®;+ = B /Aix.

Some wave function (normalized to N).

Quantum field-operator for particles of type .

The Husimi Q-function defined by .

The function defined by (3.29).

The function Q(r,r’) = §(r — ') — ¢(r)p*(r').

The projection operator Qo f(r) = [dr'Q(r,r') f(r').
A radial variable.

The position vector.

A density matrix.

Short for the sum U + Uy,

The squeezing operator for xp-squeezing. Defined by 1}
The Pauli spin-matrix in the i-direction.
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t A time.

t An imaginary time, 7 = it.

T The temperature.

7 | A unitless temperature, 7 = kgT'/(hw).

0 Some angle.

u | The atomic mass unit, u = 1.66034 - 10~27 kg.

ui+ | A function used in the Bogoliubov transformation. See .
u; | The unit vector in the ¢-direction.

U An interaction parameter in the GPE, U = U,, = Uy,

Uy | The interaction parameter in the one-species GPE.

Ui; | The interaction parameter between particles of type ¢ and j.
vi+ | A function used in the Bogoliubov transformation. See .
V. | Two functions defined by .

w;+ | The vector (uii, v;‘i).

W_ | A function defined by .

z The position operator.

19 A squeezing parameter.

&y | Squeezing parameter for xp-squeezing in the Y-direction.

€7, | Squeezing parameter for spin-squeezing in the J;-direction.

Y A rotated xp-operator. See .

Some abbreviations are used throughout the thesis. Like the variables, they are
explained when introduced, but I will list them here as reference.

BEC Bose-Einstein Condensate
GP Gross-Pitaevskii

GPE  Gross-Pitaevskii Equation
NOU Natural Oscillator Units
SCS  Spin-Coherent State

SSS  Squeezed Spin State

Finally some notes on terminology:

I have chosen to write the thesis using the personal pronoun ’we’, by which I
mean me as the author and you as the reader. We see x and we do y means that you
should see x and do y as well. Exceptions from this are the introduction| and the
conclusion which are more personal in nature, and a few comments for which I take
the full responsibility. Personal pronouns will, however, be avoided when possible
using passive forms.

That English is not my first language is an unavoidable fact that unfortunately,
but most assuredly, will be apparent in the text, in spite of my efforts to the contrary.

)

6Like this section. "We have chosen to write the thesis using the personal pronoun ’we’ ” is
factually wrong.
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1.2 The natural oscillator units

This thesis is written using two sets of units. Sl-units and the natural oscillator
units (NOU) introduced in this section. From section 4.3 and onwards only NOU
will be used.

NOU is introduced in order to get rid of some of the constants in the central
equations in the thesis by setting them equal to one. Since no variables with electro-
magnetic units appear in the central equations, we can only remove threelz] constants
corresponding to the mechanical units length, time and mass. In the system of nat-
ural oscillator units, these constants are the atomic mass m, the trap frequency w,

and h, which gives the unit length, unit mass, and unit time as a = 1/%7 m, and

w™! respectively. The utility of the NOU is shown best by the Gross-Pitaevskii
equation (4.16)) which is written

2
L) g e (x) + Vol (e) () = ui(r) (1.3
in SI-units, but reduces to
— S + LU + D) = () (1.4)

in NOU, where the tilded variables can be expressed

3
Sy (TN TR CR S (U RV A LA S
r hra \Y _mwv ) 77D_(Tnu)> ¢7 UO_ B UO7 M_ﬁw (]‘5)

in terms of the original variables. In the main thesis the tildes will not be written.

"In fact a fourth unit appearing in the calculations is that of temperature. I have chosen to

handle the temperature by introducing a new variable for the unitless temperature 7 = %, thus
handling it different from the mechanical units. The temperature will not be considered part of
the NOU.



Chapter 2

Atomic clocks

Almost al]ﬂ clocks build throughout history measures time using the frequency of
an oscillating or rotating object. For sundials, what rotates is the earth itself. In
traditional mechanical clocks like church clocks and grandfather clocks the oscilla-
tor is a pendulum. In most modern mechanical clocks it is a balance wheel, and in
digital watches and computers the oscillator is a so-called crystal oscillator usually
made using a piezoelectric quartz crystal. None of these devices do, however, have
the accuracy necessary for precision measurements and modern navigational instru-
ments. The mechanical clocks are sensitive to temperatureﬂ and are also subjects
to air resistance, and quartz clocks suffer from similar limitations. These effects
can be avoided by using an atomic clock. In an atomic clock the oscillations in
question are the so-called Rabi oscillations, which are the response of an atom to
an external electric field. The uncertainties on an atomic clock coming from the
experimental setupﬂ can be made so small that the real limit on the precision is
set by the quantum uncertainties implied by Heisenberg’s uncertainty relation} In
fact atomic clocks are so precise that they are used to define the SI-unit “second”.
One second is defined as 9192631770 times the period of the radiation emitted by
the transition between the two hyperfine levels of the ground state in Cesium-133.
The most precise clock reported of todayE] has an uncertainty of one second over a
period of 3.7 - 10° years corresponding to a loss of 3.7 seconds over the lifetime of
the universe.

What is done in practice is that one measures the frequency of the relevant tran-
sition, often using a crystal oscillator, and then uses the result of that measurement
to calibrate the measurement device, which then can be used as a clock. We want
to minimize the uncertainty of the frequency measurement since the uncertainty of
a time measurement is proportional to the uncertainty of the frequency measure-

IExceptions are hourglasses and some water clocks.

2The density is usually a function of temperature, and if the density changes so does the length
of the pendulum and the moment of inertia of the balance wheel.

3This is the uncertainty on the number of atoms, on the strength of the magnetic field, etc.

“See [18].

5See [17].

12



CHAPTER 2. ATOMIC CLOCKS 13

mentﬂ Another name for frequency measurements is "spectroscopy”, so in order
to understand atomic clocks we must first understand spectroscopy, or rather the
specific experimental procedure used for spectroscopy in the case of atomic clocks,
a procedure known as Ramsey Spectroscopy.

2.1 Ramsey Spectroscopy

Mathematically, any quantum mechanical two-level system, like the one consisting of
the two levels in Cesium-133 mentioned above, is equivalent to a Spin—% particle. The
Rabi oscillation between the two states, which is induced by an external electrical
field’] will be described as an external magnetic field changing the direction of the
spin. This spin-picture is the one we will have in mind for the most of the rest of
the thesis.

Such an interaction is described as E = (—uo/h)S - B where S is the spin, and
to is defined as py = gp,, where p,, is the Bohr magneton and g is the gyromagnetic
ratio. If an external magnetic field of size By is applied in the z-direction, the
Hamiltonian becomes

A

H = w,S, (2.1)

where wg = —poBy/h. In realistic experimental settings there will be more than one
atom present, so if we define the collective spin as J = > S| the total Hamiltonian
becomes H = wyJ,. Using the Heisenberg equatio we can calculate the equation
of motion for J to be

dJ -

— =wy xJ 2.2

= 22)
where wy = wpu, with u; denoting a unit vector in the i-direction. This indicates
that the effect of the magnetic field is to make the angular momentum rotate around

the z-axis with angular frequency wy. We now try to follow this rotation by adding
another magnetic field]]

B, = B; (cos(wt + 0)u, + sin(wt + 0)u,) (2.3)

where w ~ wy and Bj is the size of the field. Changing to a new coordinate sys-
tem rotating around the z-axis with angular frequency w, the z-component of the
resulting magnetic field becomes By — (—hw/ o) = —hwa /1o where wa = (wp — w)

6The relation is % = %, which can be calculated using error propagation.
"See [2] and [13].
8d0 __

s = %[ﬁ[, O]. We also need the commutation relations [J;, J;] = ihe;jxJj.
9This expression can be a result of the so-called “rotating wave approximation”. If we (experi-
mentally more realistic) use By = 2Bj cos(wt + 0)u, the 2- and the y-components of the field in
the rotating frame becomes By = Bi((cos 6 + cos(2wt + 6))u, + (sin § — sin(2wt + §)u,)), and if we
are close to resonance, the 2wit-terms move too fast to affect the movement significantly.
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is known as the detuning. The x- and y-components become Bj(cos fu, + sin fu,).
If we choose 6 = 7/2, the Heisenberg equation gives

5 0
dJ’ -
% = w1 x J’ (24)
waA

Wher wy = —peBy/h and J" is J seen from the rotating frame. From here on we
will drop the prime.

In order to measure wa we measure (jz), which is known as the population inver-
sio The exact relation between <jz> and wa depends on the specific procedure.
What is described here is known as "the Ramsey 1(nethod’11:z]7 and it is chosen since
it is the method giving the least experimental uncertainty|>} The Ramsey method
applies the magnetic fields in three distinct periods. The first and third period have
duration ./, which is chosen so that wit;,, = /2, and the second period have
duration T', where T' > /5. During the second interval B; = 0. The total time is

then t; = 2t/ +T. The movement of J is as follows:

| t 1 0] tepo | tajp + T | by =2tz +T |
Ty = (jw(t)> xo | 20 | z0c08(waT) — yosin(waT) —Zo
v = (Jy(t)) || vo | Yo | yocos(waT)+ zosin(waT) | yocos(waT) + zpsin(waT)
2z = (J.(t)) || 20 | —x0 —T — 20 co8(wWAT) + yo sin(waT)
(2.5)

where the important part is

A

(L(ts)) = =(J.(0)) cos(waT) + (J,(0)) sin(waT) (2.6)

since that is what is measured. An illustration of the movement of the expectation
value of the collective spin can be seen in fig.
The uncertainty on wy can be minimized using error propagation with the result"]

Aw = AL (t)/100.(t5)) /] = (2.7)

\/ AJ,(0)2 cos?(waT) + AJ,(0)2sin?(waT) + (<jz><jy> —1/2(J.J, + jyjz>) sin(2waT)

T (J.(0)) sin(waT) + (J,(0)) cos(wAT)‘

104, is known as the Rabi frequency and is sometimes denoted 2.

"' This name comes from the fact that (.J.) = 1((N,) — (\})), where N, and N are the popu-
lations in | 1) and | |) respectively.

12The Ramsey method is described in further detail in [2].

13See [2].

14]f we were to include the experimental uncertainty on the measurement of (.J.) it should be
added to squared inside the square root in the numerator.
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©t=t,+T-=2t,+T =4y
@t=0-t, o O t=t,>t,+T

-

Tt >
Ap

Figure 2.1: The three subplots shows the movement of (J) for the initial state |j, —j), in
each of the three time intervals making up the procedure of Ramsey spectroscopy. This
figure is taken directly from |2]| where it is denoted FIG. 2.

If (J.(t;))(w) were symmetric around w = wy and thereby an even function of
the detuning wa, we could find the point with w = wy by locating it right between
two points with the same (J,(t;)) with lower uncertainty on w, if such points were
to exist, given that the expression for Aw has the same symmetry. These criteria
are met by a state with (J,(0)) = (J,(0).J,(0) + J,(0)J.(0)) = 0, which reduces

and (22.7)) to

(L(ty)) = —(J.(0)) cos(waT) (2.8)
Ay — VA (0)2 cos2(iuAT) + AJ,(0)2sin®(waT) (2.9)
T [(J.(0)) sin(waT)

This expression for Aw is minimized by frequencies with wAT = 7/2, which turns
it into
= M (2.10)
T1{J.(0))]
Let us compare this general expression for the uncertainty to the uncertainty of
a so-called Dicke state, which is a state with J = N/2. For the particular Dicke
state with (J,) = —J we can calculat

AJy=AJ,=/J/2, AL(0)=0, (J,) = (J,) =0, (J.J,+ J,J.) =0 (2.11)
all evaluated at ¢ = 0. From this we can find the uncertainty to
J/2 1
TJ TN

I5This state is equivalent to what is known as the spin-coherent state in the —.J,-direction, see
section 3.3. In the |j,m)-basis it is given as |j, —j) from which we can calculate the following
expressions, using the material in appendix B.

(2.12)

A(.UDS =
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A good measure of the size of Aw, would be to compare it to Awpg, which gives
the result

Awps — |(J.(0))]

Aw VNAJ(0) (2.13)

For a proper choice of the axis, this expression is similar to the the general expression
for the squeezing parameter which is given by (3.18))

£, = VNAL (2.14)

A

(J3)2 + (Ji)?

as we will see in section 3.2.

Finally it should be mentioned that there is a parallel between the Mach-Zehnder
interferometer known from quantum optics and the procedure of Ramsey spec-
troscopy. A Mach-Zehnder interferometer is a quantum-optical device consisting
of two 50/50 beam-splitters and phase-shifter with phase ¢, mounted so the first
output of the first beam-splitter is the first input of the second beam-splitter, and
the second output of the first beam-splitter goes through the phase-shifter and fur-
ther into the second input of the second beam-splitter. The effect of a Mach-Zehnder
interferometer on the input state |10) having one photon in the first input of the
first beam-splitter, and zero photons in the second input on the first beam-splitter,

1]

1+ e 1— ¢

1
10
2 110) + 2

1
V2 V2
From this we can calculate the (o);s in the final state to be

<Ux> =0 , <0y> = Sin(é) ) <Uz> = _COS(¢) (2'16)

If we identify ¢ = m + waT, we see from that the effect of applying a Mach-
Zehnder interferometer to the state |10) is the same as applying the three steps of
Ramsey spectroscopy on the initial state |j = %, m = —%) This correspondence can
be extended to more general initial states, and to higher photon numbers / particle
numbers, and it is for that reason the word interferometry occasionally appears in
articles about spectroscopyE].

[10) — —= ([10) +101)) — —= (|10) + e**|01)) —

01)(2.15)

Y6 For more information on Mach-Zehnder interferometry including a derivation of the following
expression, see [d].
17An example is [13].



Chapter 3

Squeezing

To any set of quantum operators A and B obeying some commutation relation

[A, B} e (3.1)
is associated] the uncertainty relation
11 -
AAAB > 5 \<c>‘ (3.2)

When the uncertainty of a measurement of one of the variables, say A, is less than
what is expected from a state equalizing the uncertainly relation, the state is said
to be squeezed in A. This thesis will limit the discussion of squeezing to xp-like
operators and to angular momentum-like operators of which the spin-operators are
an example. The reason for the word ”squeezing” is illustrated by fig. for the
case of xp-squeezing, where the uncertainty, which for a coherent state forms a circle,
is squeezed into an ellipse. A similar example for spin-squeezing can be seen in fig.

3.5k.

3.1 xp-squeezing

2 and p-like operators, referred to as xp-operators, are defined as operators obeying
the so-called canonical commutation relation

2, 9] = ih (3.3)

Z and p can be the usual position and momentum, but there are plenty of other
examples, one is the quadrature operators used in the quantization of the elec-
tromagnetic ﬁeldﬂ. The canonical commutation relation gives rise to Heisenberg’s
uncertainty principle

AxAp >

DO | St

(3.4)

1See [b].
2See |d].

17
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A state squeezed in the z-variable is defined as a state fulfilling Az < ,/ﬁ or in
the natural oscillator units

1
Ar < — 3.5
v (3.
indicating that the uncertainty of a measurement of x is less than the uncertainty
of a measurement of p. A state having Az = Ap = 1/4/2 is known as a coherent
statd] As shown in fig. [3.1p7] a state can be squeezed without being squeezed in
either z or p but instead in a new generalized variable

~

Y (0) = cos(0/2)z + sin(6/2)p (3.6)

where Y () and Y (0 4+ ) is a set of zp-variables. Wee see that & = Y(0) and
p= Y(ﬂ), so both x and p squeezing are special cases of squeezing in Y (6).

In order to measure the amount of squeezing of a variable, we will define a
squeezing parameter £. The most obvious definition for xp-operators is

&y = V2AY (3.7)

which is < 1 if the Y-variable is squeezed.

We notice that since squeezing corresponds to £ < 1 more squeezing corresponds
to a smaller value of &, which means that the point of maximal squeezing is the
point of minimal £&. This terminology is used throughout the thesis.

To any set of Z and p-like operators, another set of operators denoted &' and &
known as creation and annihilation operators can be associated. The relation is

al = &= —(2 +ip) (3.8)

1 (G — ip)
—(z—1
V2 b 2
which can be inverted to

i=(al+a)  p=-“(al—a) (3.9)

V2

The rotated operator Y can be expressed by the annihilation and creation operators

~  exp(if/2) .,  exp(—if/2)
Y = NG at + NG

3 Another definition of a coherent state is an eigenstate to the d-operator having &|a) = ala).
One can show that the two definitions are equivalent, see [d].

4The figures fig. and fig. are supposed to show a cross section of the probability
distribution of a measurement of z and p. But mathematically, such a collective probability
distribution is not well defined due to the non-commuting nature of & and p, so a more stringent
plot would have shown one of the well-defined quasi-probability distributions, like the P-function,
the Q-function or the Wigner-function instead. See [d]. For a discussion of the Q-function in the
context of angular momentum variables, see section 3.3.

i (3.10)
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Figure 3.1: A graphical representation of zp-squeezing. (a) shows the quantum uncertainty
of a set of conjugate variables z and p. The red area contains the states forbidden by
Heisenberg’s uncertainty relation . The bold black curve shows the intelligent states
defined as those fulfilling the equality in that relation, and the green dot shows the coherent
states with Az = Ap = % The pink area contains the states squeezed in x or p, and the

light blue area contains the rest of the allowed states. (b) shows the states in phase space.
The green, blue, red and pink states belongs to the similar coloured area in figure (a). The
light gray state belongs to the blue area, since both Az and Ap are > 7 But still the

state is squeezed, not in any of the variables x or p, but in the rotated variable Y defined
by (j where the angle of rotation g is indicated on the figure.

which we will use in the following.

A xp-squeezed state can be formed by applying an operator known as the squeeze
operator

S(r, ¢) = exp <%r (e?aa — ewézTolT)) (3.11)

where ¢ is shown in fig. and 7 is a measure of the squeezing. Of course this
operator can be used on any state, but let us concentrate on the squeezed vacuum
stateEl denoted |£) which is the result of applying this operator to the vacuum state.
Obviously the result will be a Superposition of number states with even numbers

€) = S(r, 9)|0) = ZCQmIZm (3.12)

since S creates and destroys particles in pairs. The coefficients Cs,, can be foundﬁ,

5According to [d], a squeezed coherent state is made by displacing the squeezed vacuum state,
and not by squeezing a coherent state. This is another reason to concentrate on the squeezed
vacuum state.
6 . _(_1\ym (2m)! (ew tanh(r))m
The result is Ca, = (1) Y55 et

. See [d] p. 161.
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Figure 3.2: Visualization of the angles § and ¢. 0/2 is the angle of the axis along which
the uncertainty is measured, while ¢/2 is the angle of the axis along which the state is
squeezed.

but the calculation is tedious and not necessary for our purpose. We want to show
that |¢) indeed is squeezed. This is done by calculating] AY with the result

(AY)? = %(coshQ(r) + sinh?(r) — 2 cosh(r) sinh(r) cos( — qb)) (3.13)

where the angles 6 and ¢ are shown in fig.

This uncertainty is minimized if cos(f — ¢) = 1 corresponding to § = ¢. The
result is AY = \/Lie_r from which we get the expression r = —In(§) for r in terms
of the optimal squeezing parameter £&. We see that AY is a function only of the
difference between the rotational angle of the coordinate system 6 and the angle of
the axis along which we measure the squeezing ¢. This is not surprising since it
tells us that the squeezing is independent of the chosen coordinate system. We also

see that the uncertainty when § — ¢ = wis AY, = \/iie’” from which we see that the
squeezed vacuum state is an intelligent state having AY AY, = %

3.2 Spin-squeezing

The collective spin-operators introduced in section 2.1 are an example of angular
momentum operators, which are defined by the commutation relation

[J}, J}] = iheijudy (3.14)

where i,j,k € {x,y,z}. Using (3.2), we get the uncertainty relation for angular
momentum-like variables to be

1 N
AJAT; = §h|<<]k>| (3.15)

A {fl, {A,BH + .... The calculation is simplified by the fact that STABS = (S“TAS‘) (S’TE}S

which is true because S is unitary.
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The most obvious way to define a squeezing parameter for these operators in NOU,
is analogous to (3.7))

= AT/ (/2 (3.16)

where the (n) is short for "natural” or "naive”. Another possible definition is the
"number squeezing”

N = AJ /T2 (3.17)

It does, however, turn out that a third definition

N2AJ;
£, = (3.18)

A

()2 + {Ji)?

suits our purpose best. The primary reason for this is that ( - ) is the expression
that arises naturally in the theory of atomic clocks®] We see that for a Dicke state
N) and ¢, are related through §J = cos(¢)&, where ¢ is the angle of (J) to the
plane perpendicular to J;.
The essence of the connection between spin-squeezing and atomic clocks, is that
£, can be seen as an indicator for sensitivity to rotationsf-]7 which is shown, in a
slightly different way, by the following. Imagine a state with total angular momen-
tum J, with (J,) = J and (J,) = (J,) = 0. This state is rotated with an angle 6, so
that (J.) = Jsin 6, and using error propagatio we can calculate AJ, = J cos(6)Ad

or

AJ,

A= ———
J cos(6)

(3.19)

For a Dicke state Wit<jz> = N/2, (3.19) gives Abps = VN]>[2/4 1/v/N, from
which we can calculate The relative uncerfainty to be

M ALVN L VNAL 320
_— = = =GJ, .
AQDS JCOS(G) <j1.>2 + <jy>2

indicating how the squeezing-parameter, as defined by (3.18), can be used as a
measure of sensitivity to rotation. Such a geometrical interpretation cannot be

8See .

9Like the rotation made in the second step of the procedure of Ramsey spectroscopy. See section
2.1.
10See [c].  The relevant formula states for a function ¢(zi1,29,...,2,) that Aq =
2 2
\/(Axlamq) +...+ (Azn0., )"
1This state in known as a spin-coherent state in the J,-direction. In the |j, m)-basis it is given

by .
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made as easily from the alternate definitions and . Another reason to
prefer the definition (3.18) is that squeezing by that definition implies entanglement,
as we will see in section 3.6 and in appendix C.

Two general methods to generate SSSs independent of the discussions on BEC,
are described in 7] and summarized in section 5.3.

3.3 Visualization of spin-squeezing, the Bloch sphere.

For a qubi the density matrix can, in general, be written p = (314>, P,0;) where
the ;s are the three Pauli spin matrices. We know that the coefficient on I must
be % since the trace of p should be 1 and the ;s are traceless. The determinant of
p must be positive since the two eigenvalues of p both are, and this condition can
be rewritten to P? < % where P is the vector formed by the three P;s. This means
that the allowed values of P; form a ball with radius % known as the Bloch sphere.
One can calculate that the states on the surface of Bloch sphere have det(p) = 0
corresponding to eigenvalues 0 and 1. Pure states have this characteristic, showing
that the surface of the Bloch sphere consists of the pure states. For a qubit described
by a vector P we can calculate from (O) = Ty(pO) that (.J;) = P,. This means that
there exists a one to one correspondence between the state of the qubit, a point
on the Bloch sphere, and the expectation value of the three components of angular
momentum.

We want to be able to define a generalized Bloch sphere for states with more
internal degrees of freedom (or in our formalism, higher spin) than a qubit. We
could use the relation P, = (.J;) as definition of our Bloch vector P. In this case we
can no longer make a one to one correspondence between the state and the valud'|
of P, nor can we be sure that pure states fulfil |P| = j as was the case for the
qubits. We do however get that |P| < j like we did for a general state in the qubit
case. Fig. can be seen as an example of a plot made using this definition.

This description is quite insufficient since we leave out a lot of information about
a state, if we depict it as a point only. Any information about (jf> and thereby
about AJ; would be absent in such a visualization. Something like a probability
distribution would be better, where the value in a given point in the Bloch sphere
corresponds to the probability of measuring the corresponding combination of <j )iS.
But how to define such a distribution mathematically is not clear, due to the impos-
sibility of actually measuring all three angular momentum variables simultaneously.
We can, however, obtain something similar. The so-called Husimi Q-function is

12A qubit is a system with only two possible quantum states.

13This can be seen from the fact that a pure state with total angular momentum j needs 2(2j +
1) — 1 =45 + 1 real variables for a full description. (The —1 comes from the fact that we can fix
an overall phase.) Fixing the three expectation values and requiring normalization gives us four
equations, so for j > 1 we have more variables than equations, indicating that some of them are
free.
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defined as

Q(0,0) = N,(0,91pl0, ¢) (3.21)

where |6, ¢) is a so-called spin-coherent state (or SCS) and N, is a normalization

constant defined so that fo% do [ dOsin(0)Q(0,¢) = 1. A SCS is defined as an
eigenstate to the operator

~

Jop = sin()cos(¢)J, + sin(f) sin(p).J, + cos(6).J, (3.22)

with eigenvalue j. The SCS can be found by rotating the |j, j)-state around the
y-axis with an angle # and then around the z-axis with an angle ¢. The general

expression isE-]

J .

0,¢) = Z ( j ijm ) cos’(0/2) sind "™ (0/2)e " UT™? 5 m)  (3.23)
m=—j

For the special case of § = 0 corresponding to an eigenstate to jz, the above result

reduces unsurprisingly to [z) = |, j), and for § = /2 and ¢ = 0 corresponding to

an eigenstate to J,, the result reduces to

FREEEDS (2, ) (3:24)

m=—j

The Husimi Q-function is a quasi probability distribution. It gives the probability
of measuring the specific spin-coherent state |0, ¢) given that we measure some spin
coherent state. For the classical limit j — oo where the relative minimal uncertainty
goes to 0, the Q-function will go towards the desired probability distribution.

We can illustrate this by calculating the Q-function for the states |7, j) and |7, 0).
|7,7) is the SCS in the J,-direction, so the probability of measuring a .J, # j should
be zero for a true probability distribution. Likewise the state |j, 0) must give J, =0
with no uncertainty. We can find the matrix elements to

(j,jl0,8) = cos¥(0/2)e*7*

Gose) = () () e (3.29)

giving the normalized Q-functions

Qii(0,0) = L2 cost (2
Quolt,0) = P i) (3.26)

47 - (25N
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Figure 3.3: This plot shows the Q-functions for the states |, j) and |4, 0) for various values
of j. Exact expressions for these functions are given by (3.26). (a), (c), and (e) shows
Q;i(0,¢) and (b), (d), and (f) shows Q;0(f, ¢). (a) and (b) are plotted for j = 10, (c) and
(d) are for j = 40 and (e) and (f) are for j = 100. We see that the functions become more
and more singular as j increases, as postulated in the main text.
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where z!! = x(z —2)(x —4) - - - is the double factorial. We see from and from
fig that as j — oo the Q-function becomes more and more singular, indicating
that the Q-function goes to a true probability distribution in this limit.

Other kinds of quasi probability distributions can be defined, examples are the
P-function and the Wigner function[”], but in this thesis we will stick to using the
Q-function as our quasi probability distribution.

We would like to be able to calculate something similar to the Q-function for a
state, when we do not have the state expressed in the |j, m)-basis. Let us make the
assumptionE] that the state can be written as a Gaussian probability distribution
in (J,,J,, J,)-space, where J;, J,, and J. are three orthogonal axes. That is

S — (S = () —(Jy = (1)’ — (JL— ()
P(J;, J,,J,) o exp ( STOVAE ) exp ( AT ) exp (2(A—J;)2

In order to do that we need to find J, J;, and J. in terms of our usual J,, J,, and
J, coordinates. This can be dond’| by diagonalizing the covariance-matrix, where
the eigenvectors will be the J' axes expressed in the J-basis, and the eigenvalues
will be the (AJ")?s. The covariance matrix can be written as

vxx vxy ‘/mz
2= Ve Yy Vi (3.27)
Vie Vi Ve
wherd™|
1 A A A A Al A
Vi = 5 () (0d)) = () (3.28)

We see that the diagonal elements reduce to Vi; = (J2) — (J;)2, the ordinary expres-
sion for the variance.

!See [8]. Can be checked by inserting in (3.22).
15See |d] for discussions of all three quasi probability distributions in the case of states de-
fined in the zp-basis. The definition of the Wigner function for states in an |j,m)-basis is

W,(0,¢) = \/2{;1 %:0 (Zg:_KQKQYKQ(9,¢)) where oxq = TI(pT;QQ) where Txg =

Zzij_j(fl)j’m\/QK —1x ( —]m K J ) |7,m){j,m — Q|. The quantity in the brackets

Q m-Q

is known as a "Wigner 3j symbol”. See [8] and [9]. Like we do for the Q-function, the P-function
for |j, m)-states can be defined analogous to the xp-case, that is p = [ P(6, ¢)|0, ¢) (0, ¢| sin 0d6d .
See [9].

16This assumption will always be wrong since we can not measure all three coordinates at the
same time. But as ;7 — oo the approximation gets better, as we have seen.

17See [f].

8For ordinary commuting variables, the elements are written Vi; = (J;.J;) — (J;)(J;), where
Vij = Vj; which makes > Hermitian ensuring real eigenvalues. But when [jz, jj # 0 this is no

longer the case, so the generalization to non-commuting variables is the expression (3.28) which
preserves Vi; = Vj;.
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Figure 3.4: This figure compares the functions Q(0, ¢) and (0, ¢) for three different states.
Q(0, ) is on the upper row and (0, ¢) is on the lower. We see that Q reproduces the
essential features of Q).

The ’probability distribution’ P can be expressed as a function of j, 6, and ¢
by writing J; = jsin(f)cos(¢), J, = jsin(f)sin(¢), and J. = rcos(f) where the
radial variable has been named j since it has the interpretation as the radius of
the Bloch sphere. It is not obvious which way we best define j. One option is to
choose j2 = (J/)2 + (J!)? + (J7)? which makes the sphere go through the maximum
of P, and another option is to pick j = N/2 which is what we will do in this thesi.
The ’probability distribution’ 15(9, ¢) cannot be directly compared to the Q-function
since Q(0, ¢) has the interpretation as the probability of measuring the SCS in the
(0, ¢)-direction, given that some SCS is measured. We can however construct a
function, which we name the Q-function, with this interpretation as

90.0) = [ a8 [ agsin@)P(#.6)Gusl0'. ) (3.29)
where Gy 4(0',¢’) is playing the role as the SCS and is modeled as a Gaussian

distribution centered in (6, ¢) with variance j/2 like the ordinary SCS. In fig.
we see a comparison of ) and £ for some states.

19The reason for this is that it gives the best correspondence between @ and £, which can be
seen by a comparison like the one in fig.
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For the rest of this thesis we will use the Q-function when we want to plot a
state which is not expressed in the |7, m)-basis.

3.4 Absolute minimum: the F-functions

When consideringjg_gl spin-squeezing, one has to choose the axes i, j, and k in (3.18)).
Let us choose the axes so the squeezing parameter becomes

N(AJ,)?
(Jz)?
where we have abbreviated £;, as . This means that we name the axis, for which
we calculate the uncertainty of the collective spin, the z-axis, and that we pick
the axes perpendicular to the z-axis so that <jy> = (. This choice of axis will be
kept for the rest of the thesis. One might think that in order to minimize this
squeezing parameter, one just needs to pick a state minimizing AJ,. One such state
is |17 ... T) which is an eigenstate for the J, operator and has AJ, = 0. But this
state has (J,) = 0 as well, so strictly speaking (3 is not even defined for that
state{j_fl If one instead choose a state very close to the above, with AJ, ~ 0 and
(j ) ~ 0, it is not clear why that state should result in a smaller £, than another
state having both AJ, and (J blgger so we see that there is a trade-off between
small AJ, and large (J ). Fig. 3.5 shows the two extrema, and a squeezed state as

a compromise in between.

Let us investigate the behaviour of AJ, for a fixed value of (J ), by defining a
family of functions F;(z), denoted F-functions, with the property that

J-F ((L)/J) (3.31)

equals the minimal possible value of the variance (AJ,)?. The reason for the Js in
this definition, is that we want the F-functions to be easily comparable by making
them have the same domain and range for any value of J, and with this definition
the domain of F;(z) is [-1; 1] and the range turns out to be [0; 3] for all values of J.
Let us calculate the F-functions for various values of J. Our choice of axis means
that we stay in the xz-plane where the states are purely real. For J = % this means
that we can write a general state vector (¢, s) where ¢ and s are short for sine and
cosine to some angle. From this we can calculate (AJ,)? = ¢2s? and (J,) = ¢s which
gives

'S (3.30)

Fy(2) = 2a° (3.32)

as the expression for the F-function for states with J = %

20What is done in this section corresponds closely to what is done in [3].
21Since it would force us to calculate 0/0.
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Figure 3.5: (a) shows the Q-function for [j,7), the SCS in the J,-direction. This is the
state that maximizes the denominator of (3.30). (b) shows the same for |j,0) which has
J. = 0 and thereby it minimizes the numerator of (3.30). (c) shows a spin-squeezed state
found as the lowest eigenvalue eigenstate to with A\ = % All states are plotted for
j = 40. We see that (c) lies in between (a) and (b) showing how a spin-squeezed state
(squeezed in the z-direction with (jy> = 0) is a compromise between low AJ, and high

(Jz)-

~

The state maximizing (J,) will always be at the equator of the Bloch sphere. If
J is an integer, a state minimizing AJ, will be here as well, namely the state |J,0),
which does not exist for half-integer J. This gives us reason to believe that the
state minimizing will be at the equator as well, at least for integer J which
is what we will consider in the following. States on the equator of the Bloch sphere
have (J,) = 0, which means that (A.,)2 = (J2), so for a fixed value of (J,) the
minimization of & can be done by minimizing (J2) — A(.J,) where \ is a Lagrange
multiplier. We know that the state corresponding to this minimization must be an
eigenstate to the operator

M=J?—-\J, (3.33)

since the eigenstate corresponding to the lowest eigenvalue always gives the lowest
possible expectation value. So this means that for integer J, the state minimizing
will be an eigenstate to M. For J = 1 the state can be calculated analytically.
In this casd?Z

~

M, = (3.34)

o33 =~
S O3
3 O

where 1 = —\/V/2. M, has the eigenvalues 1 and %:l:% 1 4 8n?, correspond-
ing to the normalized eigenvectors \/Li (1,0,—1) and \/21—2 (1,a+,1) where ay =
ax

—144/148n2 . . . . .
TH. The smallest eigenvalue is the one involving the minus, so now we can

22Gee appendix B.



CHAPTER 3. SQUEEZING 29
F-functions Squeezing

(a)

0.5

(b)

0.4r 08l

0.3

0.6+
2
>J.
0.2+ 04t
0.1+ 0.2
0 : : 0 : : : :
0 0.2 04 0.6 0.8 1 0 0.2 04 0.6 0.8 1

Figure 3.6: (a) shows the F-functions for various values of J. The red curve is the result for
J = % given by , and the blue curve is the result for J = 1 given by 1} The black
curves are numerical results for J = 2, 3, 4, 5, and 10 starting from above. These numbers
are chosen in order to reproduce FIG. 1. in [3]. We see that all the curves are convex,
which is shown in the main text. (b) shows the spin-squeezing for the same values of J,
with N = 2J. We see that the maximal squeezing is obtained at <j$> = 0, independent of
the value of the total angular momentum. The minimal squeezing parameter is given as

gi = 1/(J + 1) for integer values of J, which is derived in (3.39).

calculate (AJ,)? and (J,) with the results (AJ,)? = 5z and (J,) = gfl;‘ giving
the F-function

1
A@ = ; (1 Vi- x2> (3.35)
For higher values of J the calculation has to be done numerically, and the results
for some values are plotted in fig. [3.6h. F-functions for half-integer J or odd N can
be calculated using Monte Carlo method$?®] but we will not delve deeper into this
here.
We see from fig. that all the F-functions are convex, which is a result we
will need later. This can be provenf” for integer .J, where the states are eigenstates
to (3.33]). We can calculate the slope of the F-function to

j2 2 ; —iX [ Jy, J2
dd<—j> B d<thz> /d<d{f>: i[£37j$}} N 530

So if we let A be an adiabatically increasing function of time starting from A = 0,
then (J,) will increase as well, since a higher A will give more weight to the J,-part

ZSee [3].
24This proof is inspired by [3]. T do not know whether a general proof exists.
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2

of (3.33). And since the slope of the F-function equals A, we have that <

(J2)
jz>2 > O,

d
d

which is equivalent to F'(x) being convex.

The squeezing corresponding to the F-functions can be CalculatedE], and the re-
sults are potted in fig. [3.6b. We see that a higher .J corresponds to more squeezing?)
and therefore the state maximizing the squeezing has as high a J as possible. The
highest possible value is J = N/2, so therefore the F-function for an ensemble of N
spin—% particles is the one corresponding to J = N/2.

A

In fig. |3.6b. we have plotted the squeezing as a function of (J,). We see that
for all values of J, the squeezing parameter has its minimum at (jx) = 0, where the
F-functions tell us that (J2) = 0. This means that the minimizing state must be
|.J,0), but as we saw, the squeezing parameter is not defined in that point, so let us

instead calculate the squeezing for a perturbation around that state

1Y) = /1 —2|€e|?|J,0) + €| J, 1) +¢€|J, —1) (3.37)

where the parameter ¢ is small. From this we can calculatd?®”|

(J2y=2[e> and  (J,) =2/1—2e>\/j(j + 1)e (3.38)
which gives the squeezing parameter £2 = J+r1 corresponding to
2
2
= — 3.39
¢ N+2 ( )

This result is the absolute maximal squeezing obtainable for a given value of N. The
calculation was purely mathematical and, as we will see, realistic physical situations
will result in less squeezing than the amount produced by the F-functions.

3.5 Entanglement

Another reason why the definition of the squeezing parameter (3.18) is to be pre-
ferred, is that squeezing, according to this parameter, implies quantum entangle-
ment. Quantum entanglement has been the cause of controversy in the history of
quantum physics, due to some of the apparent paradoxes it Causes{g_g]. But with the

*For J = 1 and J = 1 the calculation can be done analytically, and the results are €3 =1and

&= L

11— (J)2 "

26When plotting alittle cheating was involved, since we already chose N = 2.J. But choosing
a smaller N is impossible, and choosing a bigger N would move the curves upwards and thereby
reduce the squeezing.

2"This is done using J,|j,m) = m|j,m), Julj,m) = /G Fm)(iEtm+1)j,m £ 1) and J, =
2 (j+ + j,). See appendix B.

28 These paradoxes were the subject of the famous EPR (Einstein, Podolsky and Rosen) paper
[20], and also one of the subjects of the Einstein-Bohr debates. A modern formulation is that
entangled states can lead to violations of Bell’s inequality, see [10].
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emergence of the field of quantum information, ways have been found to utilize this
highly non-classical behaviour to produce a theory of a (so far mostly hypothetical)
type of computers, called quantum computers, able to do computations faster than
what is information-theoretically allowed for classical computers. Another classical
limit that quantum entanglement can help to surpass is the limit on the security
of cryptographic key distribution?®} Further discussion of these subjects is beyond
the scope of this thesis. In this section only the basic definitions will we presented,
enabling us to prove that spin-squeezing implies entanglement in the next section.

The definition of an entangled state of n subsystems is that the density matrix
p of the state does not fulfil

p=> pir’@pP ... p" (3.40)

(n

where p, ) is the i’th density matrix for the n’th subsystem. That is, an entangled
state can not be written as a sum of products of density matrices for the individual
subsystems in any way. A state that does fulfil the above equation is known as a
separable state. The definition is inspired by the relation

P(ay, 3, 20) = > piPY (@) - PP () ... P(xy) (3.41)

for the joint probability distribution of n variables x; to x,, which holds true for any
discrete classical probability distribution.
The general expression for a density matrix is

p= Zpi|¢i><¢z'| (3.42)

which in the case of a pure state [¢), reduces to p = [¢)(¢)|. Since a pure state
cannot be made out of a combination of mixed states, (3.40) reduces to [){¢)]| =

> pil v M @ . @ [ (™), and we can infer that the only solution making
|1) pure is

) =) ®...@yp™) (3.43)

which is the separability criterion for pure states.

3.6 Squeezing and entanglement

In this section we will sketch the proof of the fact that spin-squeezing according
to (3.18) implies entanglementf’® The full proof is given in appendix C. For the

29For more on the mentioned quantum information procedures, see [10].
300ther sketches of this proof can be found in [1] and [3].
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variance of a measurement of the z-component of the collective spin, we have
(AL)? = (J2) = () (3.44)

Assuming a separable state, the above expression can be rewritten using (3.40)) to

2> Zplz AjR: (3.45)

where jgk) is the z-component of the angular momentum for the k-th individual

subsystem. The expression basically states that the the total variance is the
sum of the variances of the individual subsystems, just as one would get from error
propagation. The '>-part’ stems from the fact that the individual subsystems does
not need to have their j-vectors pointing in the same direction.

Let us now insert the F-functions found in section 3.4, which were defined so

JF; <<j:c>/]> < (Aj.)% This gives

2> ZMZ] k) ( )>i/j(k)) (3.46)

We saw from ([3.36) that Fj(z) is convex for all values of j. For all convex functions
Jensen’s inequality holds, stating that

S a]kVF(o’Uk) S F (Ezjf ak$k> (3.47)
>k

or "the weighted average of a convex function evaluated at some inputs, is greater
than or equal to the function evaluated at the weighted average of the same inputs”.
Using Jensen’s inequality on both of the sums in (3.46) gives

(AL 2 NjF; ((L)/N)) (3.48)

where we have used that all the subsystems have the same spin, which is true in

the case of an ensemble of spin—% particles. Inserting j = . corresponding to the

2
F-function Fy = 222 which is derived in 1) gives

(AJ.)? I>2<:>
£, =21 (3.49)

v

This long calculation started by considering A.J,, but we could have started from
AJ; instead where ¢ could be any axis, and we would have got the same result £;, > 1.
This means that, if we start out by a separable state, there will not be squeezing
along any axis. This again implies that, if there is squeezing along an axis, then the



CHAPTER 3. SQUEEZING 33

state can not be separable and it is therefore entangled. This proves that squeezing
implies entanglement. It should be noted that this is a genuine implication. Not all
entangled states are squeezed, which should be clear from the facts that most states
are entangled and most states are non-squeezed.

We also want to show that the alternate definitions of squeezing given by
and does not imply entanglement. This can be done using a simple example in-
volving two qubits |¢)+ = cos(0/2)|T) £sin(6/2)|]) combined like |1)) = |1} @ [1)_
showing that the state is not entangled. In order to calculate the squeezing we
must calculate the expectation values of the angular momentum operators’)}, giving

A A

(J) = (J)) =0, (J.) = (" — sY), and (J?) = (¢* — 2c%s? + s*)/2 where ¢ and s
are short for cos(6/2) and sin(0/2). This gives fS:) = /| cos(#)] and §§iv) = | cos(0)|
which are < 1. If we calculate the squeezing using (3.18]), we get £; = 1 i.e. un-
squeezed in accordance with what is expected.

The methods used in the first part of this section can be used to prove another
interesting result as well. If a state is entangled we saw that it meant that it is could
not be written on the form ((3.40)

p=> ' @pP ... @p" (3.50)

where p®) is the density matrix of the kth individual particle. But that does not
rule out the possibility that p can be written as where the p*)s are density
matrices for subsystems made up of more than one particle. If that is the case, the
steps in our "squeezing implies entanglement”™proof will hold up to , which
will have the form

> (k)
2 (k) <,]oc >z
(AL = ) pi Ek g Fi ( @ ) (3.51)

7

Using Jensen’s inequality enables us to rewritd®?] it to

T
(AJZ)Q Z %NFjjmax <1_> (352)
N
where j.x is the total angular momentum of the subsystem having the largest total
angular momentum. This means that if some state has the point <1J—jv>, % lying
2 2
below the F-function corresponding to some j we know that the state has jy.x > 7,
and therefore the corresponding subsystem is made up of at least 25 particles.

31For such a combination of qubits, the operators can be calculated as .J; = jl-(l) @I 4] ®jl-(2),
where the upper index refers to the first and second qubit respectively.

32See the final part of appendix C. The calculation uses the relation f(x) > af(z/a) which holds
for convex, positive functions, having f(0) = 0.
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Therefore we have that if we know that a given state corresponds to some point
in (J,)-(AJ,)%space, we can find a minimum on the number of entangled particles
needed in order to produce that state, by finding the F-function with the highest j
that lies above the point in question, in which case the minimal number of entangled
particles will be 2j.



Chapter 4

Bose-Einstein condensate

A Bose-Einstein condensate (in the following known as BEC) is a macroscopical
state characteristic for bosons. The existence of this macroscopical state stems from
the fact that bosons are not subject to the Pauli exclusion principle, and therefore
they can assemble in one common quantum state. Identical particles in the same
quantum state will have identical behaviour, and this makes a BEC different from
an ordinary Bose gas, which is a statistical mixture of particles in many quantum
states. The fact that the usual statistical description is insufficient in describing
BEC is suggested by the following section.

4.1 The existence of Bose-Einstein condensate

This section describes a crude model of BEC, which is different from the Gross-
Pitaevskii model that will be used in the rest of the thesis. The purpose of this
section is to show that a gas of bosons forms a condensate at low temperatures.

Usually the energy distribution in a Bose gas is described by the Bose distribution
function

1
exp (%) -1

It can be seen from that if 4 > E then n, < 0 which is unphysical, so therefore
1 < 0 must hold in any CanH, and we also see that ;1 = 0 will give the highest possible
value for n,(F). In general u can be found by isolating it in the expression for the
total particle number

(E) = (4.1)

N = /0 4B p(E)n, (E) (4.2)

! This result assumes that the lowest energy state has E = 0, which is equivalent to ignoring
the zero-point energy. If the zero-point energy is included we find that p = % in the absence of
particle interactions.

35
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where p is the density of states.

In this thesis we will only consider the case where the external potential is the
isotropic harmonic oscillatof] given by V(r) = fmw?r? = Imw?(a? + 2 + 22),
and the quantized energy-levels of non-interacting particles in such a potential are
Erpnyn. = hw (ngy +ny + n. + 3). By integrating up to the plane in n-space made
up of states with the same energy, we see that the number of particles with energy

less than some energy E is approximatel G(FE) = %, from which we can find
the density of states p = %g;) to be

E2

pE) = oy (13)
Now we may calculate the total particle number from (4.2)) using p = 0, with

the resultf

(ks T)°

N =12021 25—

(4.4)

This means that for values of N bigger than the one found above, the theory
for the ordinary Bose gas breaks down, since no value of y describing the situation
can be found. More specifically, the error is that the derivation of assumes the
existence of a continuum of states. Such a continuum does not exist, since reality is
made of a discrete set of quantum states. If we isolate T in (4.4]), we get the critical
temperature 7, where the transition to BEC happens, to be

kT, = 0.9405 - hwN'/? (4.5)

For temperatures below 7T, we can calculate the number of particles in the condensate
Ny by calculating the number of particles in the Bose gas Nyas using (4.4) and finally
use conservation of particle number N = Ngus + Np.

All particles in a BEC will be in the same quantum state, as mentioned. Let us
in the following name the wave function for this state ¢(r). For the harmonic trap
potential, The Schrédinger equation can be written

h2

1
— %V2<,0 + §mw2r2<p = Fyp (4.6)

2For the cases of an anisotropic harmonic oscillator potential or a box-shaped potential, calcu-
lations corresponding to those in this section are done in [a] p. 17 ff., which is where the inspiration
to the calculations in this section comes from as well.

3Here we disregard the vacuum energy % and the fact that the levels are discrete.

This is done using the integral [ ff:dx = I'(a)((a) for oo > 1, where I'(a) and ((«) are
the two mathematical functions the gamma function and the Riemann zeta function respectively.
The relevant values are I'(3) = 2 and ¢(3) = 1.20205.... As we see is & = 3 in the case of the
isotropic three-dimensional harmonic oscillator, and for a particle in a three-dimensional box we
can calculate that o = % For a < 1 as is the case for a particle in a box with dimension < 2,
N(u) has a singularity in = 0, and no condensate will appear.
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¢(r) will always be the lowest energy state, and by solving (4.6]) it can be foundE] to

1 2 2
_ —r?/2a
p(r) = 7r3/4a3/26 (4.7)

where a = \/h/mw. The associated energy is F = %Fw for each particle.

4.2 The Gross-Pitaevskii equation

The calculation in the previous section is, however, not entirely correct. This is
because and also the rest of the calculations in the previous section, assumed
no interaction between the individual particles in the BEC. In fact the particles will
interact electromagnetically, which means that the interaction between two particles
i and j should be written Hj,, = U(r; —r;).

Let us try to relate this U-function to the better known scattering length de-
noted a, by considering the scattering of one particle from another. In the first
part of this section, we use the assumption that w = 0 so the particles can move
freely. An incoming particle will have a wave function ¢(r) o €T and under
the assumption of so-called s-wave scattering, which means that the outgoing wave-
function will be angular dependent, the outgoing wave function will have the form
((r) o (e7™* + f(0,p)e " /r) seen far away from the position of the target particle.

For s-wave scattering the definition of a is a = — f.
(; for the ith particle is a solution to
HoG + Z UijG; = EG (4.8)
J

where Hy is short for the operator —2-V2 + Lmw?r?. In terms of continuous func-
tions, this becomes Hy((r) + [ dr'U(r,r')((r') = E¢(r) from which we can see that
a formal solution for ( is

((r) = gp(r)+/dr’/dr”G(r,r’)U(r’,r”)((r”) (4.9)

where G(r,r’) is the Greens function to the operator (E — Hy) with the property
(E — Hy)G(r,r') = §(r — ') defining for Greens functions. The reason for the ¢ in
(4.9) is that we want ¢ — ¢ for U — 0. Theﬂ Greens function can be found[] to be

om 1 eik|r—r'\
h? 4w |r —r/|

G(r,r') = (4.10)

®See |b.

6The solution found here is not THE solution, but a solution known as the retarded Greens
function Gg. It corresponds to a ¢ being a spherical wave leaving the target particle. Another
solution to the same equation is the advanced Greens function G4 corresponding to a spherical
wave hitting the target particle at the moment of impact. This is unphysical since it violates

causality, so this solution is discarded.
"See [b].
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Far away from the target particle we have r > r', so there we can calculate |r —1'| ~
Vr? =2r -1 ~ 7+ .r which means that e*"*'| ~ e*7e =™ where k' = . This
allows us to identify

f = 2m ! /dr/dr’ KT, )¢ (x") (4.11)

If we consider a contact potential with the target particle placed in the origin,
we get U(r,r') = Upd(r — r')d(r). Applying the so-called Born approximationf|
which consists of replacing ¢ inside the integral with ¢ oc e®*" gives the result
f= 2m 1 3-Uo. This is seen in a frame where the target particle is in r = 0, and
stays there after the collision. But due to momentum conservation this can not
be the case for identical particles. In that case we need to look in the center-of-
mass frame where the mass appearing in the formula above is the reduced mass
m, = mymsy/(my + my), which reduces to m, = m/2 if the two masses are equal, as
they are in our case. This gives us the final relation between U, and the scattering
length:

Amh*a
m

Uy = (4.12)

Reincluding the trap potential, the Hamiltonian for the total system becomes
ey 1oy,
H = Z —5 Vi + gmw’r +Uo Y d(r; —1;) (4.13)
7>

and by taking the expectation value of (£.13), we can find’| the average energy of
the system to be

1 1 N -1
E = N/dr (§|Vgo(r)|2 + §r2]<p(r)\2 +

Uo|so<r>|4) (4.14)

where we have introduced the natural oscillator units which we will keep for the rest
of the thesis. We wish to find the ¢(r) minimizing the energy, under the condition
that the particle number N is kept constant. This can be done by minimizing the
quantity £ — puN instead of E. This additional term can be introduced in
by including the term —pu|p(r)|? as part of the integrand in In order to do
the minimization, variational calculus is used. The ’central theorem’ of variational

calculus is
0 d o
5/f(x(t),x’(t))dt:0 ai dta_i (4.15)

8This is the first order Born approximation. One can make a second order Born approximation
by replacing ¢ inside the integral with the result of the first order approximation, etc. See [b].

9Here, partial integration on the V2-term is used, along with the assumption that r — oo =
©(r) — 0, a reasonable assumption given the shape of the potential. That is ffooc ©*V2p =

— [7 Vel
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where & = dx/dt, and ¢ denotes a small variation. If we let r play the role as t,

and ¢*(r) play the role as x(t), (4.15) and the modified (4.14) will give the Gross-
Pitaevskii equation (in the following known as the GPE)

— SV + L) + Do) (r) = pui(r) (1.16)

where N > 1 is assumed and ¢ (r) = vV N¢(r), indicating that ¢ is a many-body
wave function since it normalizes to N instead of to 1. With this latest definition
|1(r)|? is the particle density of the condensate.

Going from (4.14)) to second quantizationﬂ the Hamiltonian becomes

H = /dr <—\iﬁ(r)%v2\i(r) +

15 - U - < S
5#@*@)@(1«) + ?Oqﬁ(r)qﬁ(r)qz(r)\y(r)) (4.17)
where the V2-term has been reinserted. This Hamiltonian is known as the Gross-
Pitaevskii (or GP) Hamiltonian, and it is essential to the following calculations. In

order to find a time-dependent version of the GPE, we calculate the quantity i%—‘f
using the Heisenberg equation, with the result

ia‘l’air) _ —%Vz\i/(r’) + %TQ@(r’) LU ) BB (418)
Going back to first quantization gives
O0U(r 1 1
QUL ) + L) + Dol P (4.19)

which is known as the time-dependent Gross-Pitaevskii equation.

4.3 Solutions to the Gross-Pitaevskii equation

The GPE (4.16) is a nonlinear differential equation and it has no general analytical
solution. There are, however, ways to find approximate analytical solutions. In the
absence of any interaction, v is given by (4.7))

\/N —7”2/2(12

U(r) = pEyTREYSL (4.20)

where ¢ = 1 in NOU. An ansatz to finding our analytical solution could be to
assume a solution of the same Gaussian form, but now with the width a replaced
by another width ¢’ minimizing the energy . This approach is denoted the
Gaussian approximation@ The energy can be calculated to

3 (1, N2U,
E = §N<ﬁ+a>+m (4.21)

10Gee appendix A.
USee [a] p. 165 ff.
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which is minimized by an o’ that is a solution to
s, NU

a — - 3

(2m)2

=0 (4.22)

When NUj is small compared to one, an approximate solution is

, NU,

a =1+ 4.23
4(27)2 (4.23)
and when NUj is large compared to one, an approximate solution is
NU
o = ¢ —2% (4.24)
(2m)2

Plots of these results can be seen in fig.

We see from that if Uy is negative, corresponding to a negative scattering
length, the energy will have a negative singularity in @’ = 0. This means that the
condensate eventually will collapse into a pointff]. Therefore we will only regard
positive values of Uy in this thesis.

Another convenient approximation known as the Thomas-Fermi approximation

consists of neglecting the kinetic term in (4.16|) giving

2 p—gr’
P = LR (429

from r = 0 to r = /2u and 1 = 0 elsewhere. From the normalization p can be

found to be

15NU, \*°

(= ( 0) (4.26)
16427

If we want to find a more precise result, it must be done numerically. Imagine
that we want to find the lowest energy state for an equation similar to the time
dependent Schrodinger equation

oY(r,t A
20w O(r)i(r, t) (4.27)
ot
where O(r) is some linear operator. This can be done by making the variable shift
T = it so the equation becomeq"|

WET) _ _oa)(r ) (4.28)
or
12For some slightly negative values of Uy, we can calculate from that E(a’) has a local
minimum different from o’ = 0 where a metastable condensate can exist. This point has a’ =
—0.079 - NUp and it will only exist for NUy = —8.426.
BIf O = —V? as it is for the Schrédinger equation for a free particle, the equation becomes

equivalent to Fick’s second law, the diffusion equation.
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Figure 4.1: The five graphs in (a) show the exact and the approximated solutions to
the GPE for various values of NUy. The black curve is the exact result found using
the imaginary time algorithm. The Blue curve is the result of the Gaussian approximation
(4.20), and the yellow and cyan curves are the Gaussian approximation in the limits of small
and large NUj respectively. The red curve is the result of the Thomas-Fermi approximation
, and the pink curve is the result in absence of interaction given by . (b) shows
the exact result for the five values of NUj, the curves correspond to NUy = 0.1, 1, 10, 100,
and 1000 from above near r = 0.
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Figure 4.2: This plot shows the time evolution of the particle density for NV = 1000 atoms
and an interaction Uy = 0.1, when the initial state is not an eigenstate to the GPE. In
this case the initial state is the steady state wave function for Uy = 0.2 found using the
imaginary time-formalism, and plotted as the red curves. The blue curves show the result
at different times, found by solving the time-dependent GPE. The steady-state result for
Up = 0.1 is plotted as the green curves, and we see that the temporal behaviour of
is oscillations around that state. ¢ = 1.13 is the point of maximal compression, and at
t = 3.03 the oscillation has returned to its initial value, that of minimal compression.
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¢ can be expanded into Fourier-components as 1(r) = >, k;jib;(r) where the k;s
are some constants, and the 1;-functions are a complete set of eigenfunctions to the

operator O(r) From this we get the time evolution of ¢ to be
P t) = O k() =Y ke rty(r) —
J J
U(r,7) = Z kje™“iTq);(r) (4.29)
J

where the w;s are the eigenvalues corresponding to the 1; eigenfunctions. We see
that in the limit 7 — 0o we get ¥(r) o 1y(r) since the term e~“°7 decreases the
slowest with 7. The limit can be taken by solving numerically for an imaginary
time long enough so that e~ (“o=«17 > 1,

The time dependent GPE is, however, not on the form (4.28)), because of the cubic
term Up|e(r)|*(r). But fortunately it turns out that the described method still
works with a nonlinear term included, so this is the method that is used throughout
this thesis for numerical determination of ¥ (r).

Finally, let us have a look at the behaviour of . Given an expression for ¢, u can
be found using the GPE (4.16), by multiplying both sides with ¢* and integrating
over r. In the Gaussian approximation we find u to be

3 35 1 NU,
n = 2a,2+1(a —?)—f—m (430)

where a’ is given by the solution to (4.22)), but simpler results can be obtained by
using the approximations (4.23)9 or (4.24). For the Thomas Fermi approximation

the result is given by (4.26).

4.4 The two-species case

The atoms forming the clockwork of the atomic clock mentioned in chapter 2, need
two internal states in order for the proposed clock-scheme to function. While these
states in the experimental setting are two weakly exited states of the outermost
electron of the atoms, the theory describes them as the spin-up and spin-down
states of a spin-half particlerf]. The spin-squeezing in the headline of the thesis
refers to this abstract spin. The second quantization Hamiltonian for a condensate

14In this limit the result turns out to be the same as we would get using the ’zeroth order’

approximation a’ = 1 namely p = % + (]2\7[?02 .

)3

15This makes the theory in this thesis a theory about spin—% bosons. This would of course have
been impossible if the spin in question was a physical spin, and not this abstract spin.
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% 50 N, 100 150

Figure 4.3: These graphs show p as a function of NUy. Black is the exact result, blue is
the Gaussian approximation, magenta and green are the Gaussian approximation in the
limits of small and large NUp, and red is the result of the Thomas-Fermi approximation.

composed of particles of these two species, denoted a and b will beEG]

W () WL () W () Wa (r) + =207 () 0 () D (1) B )
UL U ()T () W (1) T (r) + % (@g(r)qf,,(r) + \if},(r)@a(r)) )(4.31)
where
1 2 1 2
HO = —§V + 57’ (432)

U, (r) and W,(r) are the quantum field operators for the a and b-particles respec-
tively, while U;; is the Up-constant for interactions between particles of type ¢ and
j. The major difference between and the corresponding one-species Hamil-
tonian is the Q-term caused by interactions with an external field, which
requires some extra explanation. The interaction Hamiltonian for an atom in a
(classical) electrical field is Hyp = —d - E, where d is the dipole moment oper-
ator. Since (ald|a) = (b|d|b) = 0, the dipole moment operator can be written
d = d|a)(b| + d|b){a|, where d is real. This means that H;, can be written

16This assumes that the two particle types do not differ with respect to the constants m or w,
since otherwise the rescaling (see (1.5])) cannot be done consistently, and (4.31)) can not be written
as it is. Later we will assume that Hy , = Hop which will solve this problem.
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Hine = (2/2)(|a)(d] + |b){a]) = (/2)0, = Qj, where Q = —2d - E is denoted
the Rabi frequency. When many atoms are present, we sum over them, giving
H;,; = QJ,. In second quantization this becomes
i = 2 (010 Dy (x) + () & 4
e = = (VL)1) + T @) (r) (4.33)
which is the term in question in (4.31]).
In the following we will assume that Hy, = Hy, = Hy and Uy, = Uy, = U, that
is, the two types of particles act identicallyf’| If we insert this, (4.31]) becomes

A

+U U ()T (0) W, () Ty (1) + = (@g(r)@b@) + @;(r)@a(r)) )(4.34)

which is the form of the GP-Hamiltonian we will use the most in the following
calculations.

It is possible to calculate a Gross-Pitaevskii-like equation for the two species case
as well. This can be done by converting back to a first quantization energy
expression, by replacing Wo(r) — 1a(r) and U,(r) — t(r). Like we did when
deriving the GPE, we use variational calculus to minimizeEg] E — uN, with respect
to the variables v} and ;. This results in the two-species GPE

Hiba(r) + Ula(0)P4a(e) + Ul () Poe) + S(6) = puba(r) (435)

and a similar one with ¢, and 1), interchanged.

I7As we will see from , this ensures an absence of a J,-term in the expression for H, which
keeps the Bloch-sphere from rotating.

18Tf no Q-term had been present, N, and N, would be conserved individually, making two
chemical potentials necessary.



Chapter 5

Spin-squeezing in Bose-Einstein
condensates

In this chapter we are going to relate the theory on BEC to our efforts on min-
imizing the spin-squeezing, by showing how the former can be used as a tool for
the latter. Even though other methods to produce spin-squeezing are available, like
the quantum non-demolition measurement method described in [16], this thesis will
only consider spin-squeezing using BEC. In the end we are going to calculate the
spin-squeezing using a Bogoliubov method, but let us first show how spin-squeezing
and BEC are related by doing the more simple two-mode approximation.

5.1 The two-mode approximation

In general a second quantization operator \f/(r) can be written
() = 3 api(r) (5.1)

If we assume that the vast majority of particles are placed in the lowest energy
state as is the case for the BEQY, we can do the single-mode approximation ¥(r) =
> Gipi(r) & agpo(r). When this is done for both @a(r) and \ifb(r) in it is
known as the two-mode approximation. If U > U,, the lowest energy state is one
where the two species will mix, so in that case we see that if (2 is large and negative,
the energy will be minimized if ¢, &~ ;. Inserting the two-mode approximation and

Pa(r) = pp(r) = (r) in (4.34) gives
H = E (aﬁa + bTb) + S lol’ (a*a*aa + bTbTbb)

+ Unlgl* (alblab) + g (ath+'a) (5.2)

!The discussion in connection with (4.4) indicates that all particles are in the lowest energy
state at zero temperature. Later calculations show this to be not absolutely true due to the U and
Ugp-terms.

46
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where
B= [ary@Hu) and ol = [deg e @ete (63

If on the other hand we had chosen the ferromagnetic regime U < Uy, the lowest
energy state will be one where the two atomic species are physically separatef] so
in that case this two-mode approximation will break down. This thesis will only
consider the antiferromagnetic regime where U > Ul,.

In order to relate this to the discussion of squeezing, we must use the j—operators
expressed in second quantization, where they are given asﬂ

J, = % / dr (@g(r)
J, = % / dr (@g(r)\i/a(r)—xpg(r)qu(r))
b= [ (ke - Hwbm)
N = / dr (@;(r)@a(r)+xyg(r)¢;b(r)> (5.4)

A

(1) + W) B (1))

=

which after applying the same two-mode approximation becomes

A

N = (a*a+ 6*6) , J=1 (a*a — BUS) , =1 (aw}+ iﬂa) ,
N? = (a*a&*a + bibbih + 2@*&6*6) o=t (a*a&*a + bibbih — 2&*&6%) (5.5)

where only the combinations relevant for this discussion are listed.

Inserting this into (5.2)) gived]]

H=aN + N? + xJ? + QJ, (5.6)
where
U U+U,
a=E- o', f=—Pelt, x=(U-Ualel', 9=0  (57)

Since the particle number is conserve, the N- and the N2-terms will always give
the same contributions to the energy independent of the state. This means that the
essential part of the Hamiltonian is

H = xJ2+QJ, (5.8)

2At least in the absence of .

3See appendix B.

*If we had kept U,q # Uy, and Hy, # Hp, there would also have been a jz and a sz—term
with coefficients E, — Ey — £ (Uaa — Uap)[¥]* and §(Uaq — Upp)[90|* respectively.

5We assume this to be true physically, but now we can see it mathematically as well from the
fact that N commutes with H.
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which is proportional to the operator M from given by 1} with A = —Q/y. This
means that the ground state of (5.8) will be the state minimizing the squeezing
parameter &;, for a given value of (J,), which can be regulated by changing €.

As mentioned in the section on the F-functions, it is not surprising that the
ground state of is squeezed, when () is large and negative. The jf—term is
minimized by states on the equator of the Bloch sphere, and the J,-term is minimized
by states like the coherent spin-state close to the x-pole of the Bloch sphere. A
compromise is a state elongated in the y-direction but still localized around <jx) =7,
and that is exactly a state squeezed in the z-direction, see fig. 3.5

At this point it should be clear why BEC is interesting in the context of spin-

squeezing.

5.2 The plus-minus basis

We see from the previous section that if —€2 > |x/|, the state minimizing the energy
approaches an eigenstate to jx, and therefore it has v, = 1. In the following we
are going to do perturbations around this state, so that motivates us to do a change
of basis, and express in terms of the new field operators

A A

. U, + 0 . U, -0
U, = Yot % ., V.= a7 (5.9)
V2 V2
which can be inverted to
N .U, U
P U= ———— (5.10)

a_T ) b \/§

We see that the SCS in the x-direction will have all the particles in the plus-mode.
Substituting the W_-operators into 1} gives

b (r) — \ifi(r)@_(r)) ) (5.11)

which is the form of the GP-Hamiltonian we will use most often in the following
calculations.

Let us try to calculate a GPE in the plus-minus basis. We saw that ¥, ~ v, in
the mentioned limit, which corresponds to ¥, ~ ¢ and ¥_ ~ 0 in the new basis.
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¢ is normalized to N, the total particle number. So when rewriting - ) back to
first quantization, we should use ‘If+ — 1) and v — 0, and then use variational
calculus to minimize with respect to ¥*. The result is

Hy(r) + v + Voo

VPO + ) = ) (5.12)

and we see that we could have had the same result by inserting v, = ¢, = \%1& into
(4.35). This form of the two-species GPE is similar to the one-species case given
with the substitutions % — Uy and p — % — 1, meaning that the
results found in section 4.3 are valid for the two-species case as well after the above
substitutions.

The angular momentum operators and the number operator can be expressed in
the plus-minus basis as well, with the results

J, = %/dr (@L(r)¢/+(r)—ﬁ/i(r)@_(r))
J, = % / dr (@L(r)@_(r)—\ift(r)m(r))

o= / ar (WL (e) (1) + B (1) (r) )

A~ ~ A

N = / ar (W) () + ¥ (1) 7_(r)) (5.13)

We see that the form of the N-operator is unchanged by the basis shift, while the
form of J, and the J.-operators are interchanged. The J -operator changes sign
compared to the ab-basis.

5.3 Previous theoretical results

Let me at this point introduce some of the previous results on spin-squeezing and
BEC. This section is by no means a full introduction to everything that has been
done in the field, it will only touch the surface. All the articles described in this
section uses Hamiltonians including a J2-term, but with no Q.J,-term unlike the one
used in the theory developed in this thesis.

A pioneering article in the field of spin-squeezing was |7] "Squeezed spin states”
by Kitagawa and Ueda. The article discusses the effects of applying the Hamiltonian

H, = xJ? (5.14)

to the SCS to the J,-operator given by 1) followed by a rotation around the
x-axis with an angle v. Kitagawa and Ueda name this scheme "One-axis twisting”
and the effect of H, is plotted in fig.
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Figure 5.1: This figure explains the white arrows on the Bloch spheres in this chapter. The
time evolution of the three angular momentum operators when applying the Hamiltonian
H. = Cjz is % = —ij, % = ij, and dd{f = 0. This corresponds to a rotation around
the J,-axis with angular frequency ( as illustrated on the upper row of Bloch spheres where
the Q-functions for the results of applying H, on some initial state for for ¢t = 0, 0.5, and
1 are plotted. The white arrows indicate the direction of the rotation. In the lower row
of Bloch spheres the Hamiltonian Hy = ij2 is applied instead. No movement in the .J,-
direction can result from applying Hs, so the effect must be some sort of rotation as well.
On the morthern hemisphere’ of the Bloch sphere the sign of J2 is the same as that of .J,,
while they are opposite on the ’southern hemisphere’ which means that the movement on
the morthern hemisphere’ is expected to go in the same direction as when applying H,
while the direction on the ’southern hemisphere’ must be the opposite. This is shown by
the white arrows and it is indeed what is seen on the movement of our initial state, where
the Q-functions for the results for jxt = 0, 0.5 and 1 are plotted.
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Figure 5.2: Hlustration of the scheme of one-axis twisting, showing the results of applying
H, = Xjf on the SCS for a system with j = 40. The three subplots are for
xt = 0, 0.05 and 0.1 respectively. The white arrows show qualitatively the effect of the
Hamiltonian, see fig. Indicated in the figure is the angle d, an expression for which is
given in the main text, and we see that v = —¢§ will produce the maximal squeezing in the
J.-direction. This figure is similar to FIG. 2. in [7].

After applying H, and rotating, the expectation value of an operator O is
(0) = (x| exp (zxtjf) exp (zij)é exp (— zz/jx) exp (— ixtjf) |z) (5.15)
which can be calculated exactlyf| for the relevant operators with the results
(J.) = 0
J.) = jcos®t(xt)

(2) = $(1+36 -1 (A- VA + B cos(2v +20)) ) (5.16)
where A = 1 — cos™2(2xt), B = 4sin(xt) cos™ ?(xt), and § = 1 tan™! (). We see
that v = —0 will minimize the squeezing, as indicated by fig. (5.2)). The squeezing
parameter as a function of time is

1+ 2(N —1) (A — VA% + B2cos(2v + 26))

cos?N=2 (xt)

62(1/’ t) =

(5.17)

and for large N, the minimal squeezing is given aq’]

& = 53" (5.15)

which should be compared to the ideal case of the F-functions (3.39) and to the
Schwinger model (5.50)) considered later in section 5.7.

6The calculations are sketched in [7], and the results are given. Doing it requires pa-
tience, and the relations Y-, (P)z™ = (1 +2)", X, k(})z" = £5(1 + 2)", and Y, k*(})a™ =

14z

14z (14x)2
"See [1]. Something similar to this result is stated wrong in [7].
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Figure 5.3: Tllustration of the scheme of two-axis countertwisting showing the results of

applying the Hamiltonian Hoqge given by on the SCS in the J,-direction . The
plot is made for for a system with j = 40. The three subplots are for xt = 0, 0.01 and
0.02 respectively. The white arrows shows qualitatively the effect of the Hamiltonian, see
fig. .1} This plot is similar to FIG. 3. in [7].

Kitagawa and Ueda discuss another scheme as well, by which one can obtain
spin-squeezing. That scheme is denoted "T'wo-axis countertwisting” and works by
applying the Hamiltonian

AN a2
~ Jy +J. Jy,—J
Hy,e = Y =] — Y : 0.19
w255 - (242 (519

the effect of which can be seen in fig. which explains the name, since we see
that the twisting produced by each of the two components of cancels each
other out, thus requiring no v-rotation at the end of the procedure. The amount of
squeezing that can be obtained by two-axis countertwisting goes aff & o N~ for
large N, which is better than the one-axis case.

Further theoretical results were found by Anders Sgrensen, L.-M. Duan, J.I.Cirac,
and P. Zoller in the Nature article [1] named "Many-particle entanglement with
Bose-Einstein condensates”. Instead of the toy model H, they consider the full
GP-Hamiltonian given by without the Q-term:

H = / dr(xi;g(r)ﬂoxifa(r)+@;(r)H0¢x,,(r)

8See [7].
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In the two-mode approximation, this Hamiltonian will reduce to
H=aN + N? + xJ? (5.21)

where «,  and y are given by , a result identical to H, except for terms
proportional to the particle number, which makes a comparison between the two
models reasonable. The method]] used by Sgrensen, starts with a state with all the
particles in the a-mode, which we can write |N,, Ny) = |V,0) corresponding to a
the SCS in the —J,-direction. This state is rotated by 7/2 around the y-axis so it
becomes

gy =22y %}Vb!uwm), Ny (0) (5.22)

a

which is identical to the SCS in the J,-direction given by since |7, m) =
|No, Np) with j = N/2 and m = N,/2. This approach differs from the two-mode
approximation considered previously in that it takes differences in the occupation
number of the two modes into account. It has been shown that this is equivalent to
the Bogoliubov calculations described in later sections. The procedure is to let the
state evolve according to (5.20)), and the time evolution can be written

|Na¢07 Nb¢0> - ONaNb (t)|Na¢a,Na7Nb (t)v Nb¢b7Na7Nb (t)> (523)

where Cly, n,(t) is a complex phase factor |C|?> = 1, and where all the parameters
Cnuny (1), Ganan, (), and ¢y n,n, (t) can be calculated. Using (5.4), this result can
be used to derive the expectation values (J,) and (J2) and thereby the squeezing
parameter. The result of such a calculation is plotted in fig. which is taken
directly from [1]. We see that oscillations occur in the (J,) vs. (A.J,)2-function.
This is due to oscillations in ¢,(t) and ¢,(t) similar to those plotted in fig. [4.2]
If U > U, most of the states in the sum in (5.22)) will have less energy than the
initial state |N,0), and therefore the oscillations start at minimal compression like
the situation plotted in fig. We see that the ’dips’ in the result in fig. shifts
between small and large ones, and the small ones correspond to the points of maximal
compression, while the big ones correspond to minimal, or initial Compressionm

In another article named "Bogoliubov theory of entanglement in a Bose-Einstein
condensate” [4], Anders Sgrensen treats the same problem using a time-dependent
version of the Bogoliubov method described in this thesis, and gets a similar result.

In [4] a plot is shown of the fraction of the physical value of y to the value
calculated for the two-mode approximation in (5.7)), as function of the chemical
potential. In general this fraction is different from one, and in the limit of large p
which corresponds to a large value of N(U + Uy), the fraction approaches %. A
derivation of this value can be found in [11], but the fact that it is different from one
is due to perturbations in the condensate similar to the Bogoliubov-modes found in
a later section, which makes the GPE less valid in this limit.

9The method is described in further detail in [11].
10See [1].
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Figure 5.4: This figure is taken from [1], where it is denoted FIG. 1. The dotted line shows
the result for one-axis twisting given by (5.17)), and the solid line shows the result of the
more realistic numerical calculation made in [1]. We see that the squeezing in some points
approaches, but never reaches the one-axis twisting result. The value of x used to draw

the dotted line is corrected with the value of % mentioned in the main text.

5.4 Previous experimental results

In this section some of the previous experimental results on spin-squeezing and
BEC will be presented. Like the previous section, this section is not at all a full
introduction to all experiments that have been done in the field, only a few selected
experiments will be mentioned.

The first experiment that will be mentioned, is a recent one made by a group
in Heidelberg led by Marcus Oberthaler. The experiment is described in the arti-
cle [13] named "Nonlinear atom interferometer surpasses classical precision limit”.
The experiment had a trapped BEC going through the procedure of Ramsey spec-
troscopy described in section 2.1, and the reason for the word "interferometry” in the
title is the parallel between Ramsey spectroscopy and Mach-Zehnder interferometry
described in that section. It is however the initial step in which the experiment
squeezes the state of the atoms that will concern us here, since that step essentially
amounts to a realization of one-axis twisting.

The experiment used 2300 atoms of 3’Rb trapped in an (almost) isotropic har-
monic oscillator potential with w = 27 x 425 Hz. The |a) and |b)-states were chosen
as the hyperfine states |[FF = 1,mp = 1) and |F = 2,mp = —1). These states
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Figure 5.5: The experimental results by Oberthaler and Treutlein respectively. The figures
are taken directly from the corresponding articles where they are denoted FIG. 3a and FIG.
2a. (a) is the result by Oberthaler from [13]. The blue data are the measurements corrected
for shot noise, and the red data with the error bars is further corrected for technical noise.
The gray line is a fit to with @ = —v, fitted after the parameter y giving the result
mentioned in the main text. The Bloch spheres to the left of the figure shows the one-axis
twisting procedure, indicating the angle a.. (b) is the result by Treutlein from [14], showing
(what corresponds to) 4(AJ,)?/N as functions of an angle 6 similar to « in the Oberthaler
experiment. The closed circles show the measured data while the open circles are reference
data for a coherent spin state. The solid blue line is a fit to an expression similar to ,
which takes losses into account, see [19]. The fit plotted as the red line takes technical
noise into account as well. The black line is a similar fit to the reference data, and we see
unsurprisingly that the SCS has & > 1 for all values of 6.

have the scattering lengthﬂ (e = 100aq, aq = 97.7Tag and ay, = 95a¢ where aq is
the Bohr radius. We see that a., + ap =~ 2a4 making xy ~ 0 and thereby making
squeezing harder to obtain, but Oberthaler circumvented this by using a Feshbach
resonance{ﬂ induced by an external magnetic field to adjust the value of ay, so he
ended up with x = 27 x 0.063 Hz. A side effect of the Feshbach resonance is that it
increases the particle loss, 15% of the atoms were lost during the experiment.

In fig. [p.5h we see the amount of squeezing produced by the experiment, as
function of an angle corresponding to the angle v in . The optimal angle gives
a squeezing of —8.2 dB corresponding to £2 ~ 0.15.

The second experiment [ am going to mention was carried out by a group led by
Philipp Treutlein. The experiment is described in the article [14] named ”"Atom-chip-

1 Oberthaler does strictly speaking not quote these values, he only writes that the fraction is
100 : 97.7 : 95. But I am comparing to Treutlein in [14] who uses the same atoms and almost the
same states, and he uses the same fractional notation, but writes that the unit of the numbers is
ag-
12See [13] and [a] p. 143 ff.
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based generation of entanglement for quantum metrology”. Like Oberthaler, Treut-
lein’s group used 8"Rb-atoms, of which they had 1250 trapped in an anisotropic trap
with frequencies from wigng = 2m X 109H2 to wyy = 27 X 500H z. As the |a) and |b)
states they used the hyperfine states |F = 1,mp = —1) and |F = 2, mp = 1) with
scattering lengths a,, = 100.4ag, a., = 97.7a¢ and ay, = 95.0ag also giving y ~ 0.
Treutlein solved this problem another way, namely by separating the a and the b-
mode physically so the overlap between v, and 1), diminishes, giving a y = 0.49s7L.
The squeezing procedure is one-axis twisting, and the squeezing as a function of
an angle # corresponding to the angle v present in (5.17) is plotted in fig. (b).
The minimal measured value of 4(AJ,)?/N is —3.7 dB and the value of (J,)/N is
0.88 giving a squeezing of —2.5 dB corresponding to £ = 0.56. The experiment
took place on a so-called atom-chip making the setup more portable than the one
used by Oberthalei™], but the drawback is the increased technical noise which is the
reason why the amount of squeezing obtained by this experiment is not as large as
the amount produced in the experiment by Oberthaler described in [13].

None of the experiments described above looked at a static situation which is
what my theory is going to describe. This is, however, done in a previous experiment
by Oberthaler described in [15]. In this experiment he used a one-dimensional lattice
potential similar to the one used in [13], made up of a series of potential wells,
which can be approximated with a harmonic oscillator potential near the bottom of
each well. In this case the potential barrier is adjusted so there is some interaction
between particles in different sites on the lattice. The particles do, however, not have
any internal degrees of freedom, so it is the position of the particle that plays the
role of spin. The maximal squeezing obtained in this experiment is £V 2 = _7.2dB.

It should be noted that the theory that will be derived in this thesis describes a
situation that is a combination of the two experiments by Oberthaler. It describes
internal states like the experiment in [13], but it looks at a steady-state situation
like the experiment in [15].

5.5 Parallel to xp-squeezing: a proposal

Let us return to the two-mode approximation for a moment. As we saw in section
5.1, the lowest energy eigenstate of the Hamiltonian (5.8)) will be a squeezed state,
indicating that the system will approach this state if it is left in peace. But in the
dynamic case will result in squeezing as well. In the limit <jx> /A J we can use

5 o G L 72N s P P
Joom iU D) (24 TR~ RS L (5.24)
to rewrite (5.8)) to

~

Ho~ j+ (x—2) 2+ 5202 (5.25)

13See [12] and [14].
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Figure 5.6: Q-functions for the states created by applying the Hamiltonian for a
time xt = 1 to the SCS in the J-direction. (a) and (b) differs by the value of A = —Q/x.
(a) has A = 1 and (b) has A = 0.1. The resulting values of fi are 0.6606 and 0.2997
respectively. The white arrows show (qualitatively) the effect of the jf and the JE parts
of the Hamiltonian, see fig. (5.1)).

and the application of this Hamiltonian results in squeezing as can be seen from fig.
(.6l and the associated text.

We can, however, get even further results out of in the dynamical case.
In the +-basis we can make an interesting parallel to the squeezing operator as
described in the section on zp-squeezing. If we assume that the vast majority of the
particles are in the plus-mode, the J and J, operators become

. /N
Jyom S (e =i

o= (o)

SR

2

(5.26)

which we can compare to the results for  and p in . In addition the uncertainty
relation for the spin operators becomes AJ,AJ, > iN , which we can compare to
the Heisenberg relation AzAp > % From these relations we may get the idea that
we can make an analogy to xp-squeezing in this limit.

The most obvious identifications J, < /3p, J, < \/gi", ¢ a,and ¢ o al

create an inconsistency in the commutators. Instead the identifications J, < %:13

and J, < \/gﬁ with é_ «» —ia and ¢! < 4al will allow us to complete the analogy.
Writing (5.25)) in the plus-minus basis gives

H o= Qj+ % (a_a_ + a{éi) + % (x — Q/§) (e_ai + @ié_) (5.27)

using the approximations for jy and J, found in 1) If we choose Q so x = /7,
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Figure 5.7: A way to create spin-squeezing dynamically that, to the best of my knowledge,
have not been tried before experimentally. It consists of applying the Hamiltonian
with © = xj to the SCS in the J,-direction. As shown in the main text reduces
to in the limit of (jx> ~ j, and if Q = xj it is identical to Hau. given by
in a rotated coordinate system. (a) shows the initial state, and (b) and (c) show the
result of applying for xjt = 0.5 and 1 respectively. (e) and (f) show the result
of applying with the chosen € for the same times. The graphs on (d) show the
amount of squeezing produced by the two methods. The red curve is the result for two-
axis countertwisting , and the blue curve shows the result of applying , both with
the chosen value of 2. We see that the amount of squeezing produced by approaches,
but never reaches the result for two-axis countertwisting. Still it seems like an approach
worth trying experimentally.
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and insert the identification ¢_ = —ia, the time evolution of some state |¢)) will be

—ix Nt

(1)) = exp ( (ata’ + aa)) 14(0)) (5.28)

if we ignore the phase coming from the constant {2j-term. This can be rewritten as

r

() = exp (5 (exp (i3) aa — exp (—i3) a'a") ) [(0)) (5.29)

where we have made the additional identification r = XTM We see that this is

identical to the effect of applying the squeeze operator 5’(7‘, ¢) as defined in (3.11))
with ¢ = 7/2.
If we reinsert our relation Q = xj directly into (5.25)), we see that it becomes
H = Qﬁ _ S (5.30)
2j 2j7
which is identical to the Hamiltonian for two-axis countertwisting given by in
a rotated coordinate system rotated with the angle 7/4, similar to what we found
in the parallel to zp-squeezing (5.29). The results of applying and with
Q = xj are plotted in fig. 5.7 Even though we see that the squeezing produced
by does not match the amount produced by , I still assume that this
approach to dynamical spin-squeezing production is worth trying experimentally,
since the amount of squeezing obtainable by two-axis countertwisting exceeds what
can be produced by one-axis twisting '}

5.6 Bogoliubov transformations

The Bogoliubov method is a way by which one can diagonalize a second quantization
Hamiltonian. In our case, the Bogoliubov transformation consists of two steps. The
first step is a rewriting of the second quantization operators \i'i(r) as a sum of
a mean-field term and a perturbation term denoted &ﬂi(r) which is considered
small so one can discard higher ordeIF__g] terms. The second step, which strictly
speaking is THE Bogoliubov transformation, consists of expressin 51@ which in
the original representation is a sum of terms 6t (r) = Y iso Cit it (r), as another
sum of some new operators (5%[(1') =>. (uii(r)dii +vii(r)d1i) having the property
of diagonalizing the Hamiltonian so that it can be written as a constant term plus
> 51-04}042-, indicating that the energy eigenstates are the eigenstates for the these
new number operators. The complication arises when one tries to find the functions
u;(r) and v;(r) making this diagonalization possible.

14See [7] and section 5.3.
15In the calculations in chapter 6, we discard terms of more than second order in 6.

161n the calculations in chapter 6, this is not done to the 5¢—operator but to a related operator
denoted A.



CHAPTER 5. SPIN-SQUEEZING IN BOSE-EINSTEIN CONDENSATES 60

The details of the calculations may differ from case to case. In the case where
the Hamiltonian in question is a one-species Gross-Pitaevskii Hamiltonian, differing
from by having the harmonic trap potential replaced with a box-shaped po-
tential, the Bogoliubov calculations can be solved exactly| '} But whenever a more
complicated trap is present, even one as simple as the spherical symmetric one used
in this thesis, this can not be done and numeric calculations are necessary.

It seems like a time-dependent approach to Bogoliubov transformations has been
the most popular in the literature[igl In this thesis however, the calculation is going
to be done time independently which will give us the steady-state result. This
explains the large focus in previous sections on time independent GPEs over the
time dependent ones, which for a two-species case can be constructed exactly like
(4.19) were for the one-species case. The advantage of a steady-state approach is
that the conditions are more easily met experimentally since the experiment does
not need to be timed precisely, in theory it can be done any time after the system
has reached equilibrium. For some examples of time-dependent calculations, see
appendix E.

Another choice that must be made is if we will do the calculations as though
there is a condensate in both the plus- and the minus-mode, or in the plus-mode
only. If we choose the plus-mode only, the rewriting for the minus-mode will be
U= 5@&— which means that we view the py_ mode as a part of the perturbation.
One might imagine that a calculation with a condensate in both modes is more
precise since we will do a smaller part of the calculation approximatively in that
case. This is, however, not the case, since such a rewriting is unable to take the
differences between the g, and the ¢y_-mode into account as we would need to use
Yo+ = po— = ¢ where @ is the condensate mode found by the GPE. Therefore the
calculation in chapter 6 will be done with (. as the only condensate mode. With
this choice our interactions are as depicted in fig. [5.8]

The final choice we are faced with, is whether or not to make a symmetry-
break in the approximation. This choice is between the symmetry-breaking rewriting
\if+(r) = (r) + 5124(1“) where 1 is the many-body wave function, and the more
correct rewriting U, (r) = o(r)é + 01by(r) where ¢ and ¢é are short for the wave
function and the annihilation operator for the condensate mode. The symmetry
in question is the U(1)-symmetry imposed by the fact that the Hamiltonian ((5.11])
is invariant under the transformation ¥ — We®. If we do the transformation and
calculate () in the two approaches with a state ), |n,):, the result is 1e? for the
symmetry-breaking rewriting, and 0 for the more correct non-symmetry-breaking
one. We see that the phase is present in the result under the symmetry-breaking
approach, thereby explaining the name. This gives a degree of freedom to the system
that would not otherwise have been there, and the mode formed by this symmetry
break is known as a Goldstone mode named after Goldstone’s theorem predicting
that ’a spontaneous breaking of a continuous symmetry generates a massless bosonic

17See [a] page 229fF.
18Examples are [4] and [6].
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Figure 5.8: The various dots in this picture illustrate the individual Bogoliubov modes
of our system. The interaction is modeled so that the condensate-mode 04 is interacting
perturbatively with the other modes as illustrated by the gray lines. If we had chosen
to treat the 0_-mode as a condensate-mode as well, the 0,-0_-interaction would be done
non-perturbatively, but not necessarily yielding a more precise result.

particle’. The Goldstone mode would, since it has zero energy, be occupied by an
infinite amount of quasi-particles that would need to be artificially excluded from
sums over all modes{r_gl Other problems would arise as well, see section 6.4 which
explains the problems caused by the symmetry-breaking approach in further detail.

The choice of the non-symmetry-breaking approach does bring a few complica-
tions as well. In this approach expressing 5¢(r) in terms of &-operators is not helpful,
we have to relate 8t to another operator A before changing to the a-operators using

Ar)y =3, (ui(r)ézi + Ul-(r)olz) instead. I addition we need to introduce a projection
operator Qo that projects away from the 0 -state. But these are complications that

can be overcome, which is why we choose the non-symmetry-breaking approach for
the main calculation in chapter 6.

5.7 The Schwinger model

Before doing the calculations for the full Hamiltonian (5.11)), let us illustrate the use
of Bogoliubov transformations on the simpler Hamiltonian ({5.8])

~

H = xJ24+QJ, (5.31)

and let us further make the two-mode approximation saying that we only regard the

smallest energy state in each of the plus and minus-modes. This model is known as
the Schwingei’l model7]

19Like those that would turn up in equations similar to those from to , which would
be expressed without excluding the sum over the 0,-mode, corresponding to the Goldstone mode.

20The Schwinger in question is Julian Schwinger, one of the fathers of Quantum Electro-
Dynamics.

21For more on the Schwinger model, see |b], page 217ff.
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The relevant j—operators can be written

) 1
Joo= o (de—de)
1

5 (aia, + éT_é+) (5.32)

~
I

since any spatial dependence will integrate out. Let us express these operators using
the new operators

A = e
v No
N = éep+éle (5.33)

where Ny is the number of particles in the plus-mode. Assuming that Ny > 1 allows
us to calculate

A 1 - 1 /4.4 P
= —N— - (ATA +AAT
Je 2 2 + >
R VNo (| i
J.o= (A +A )
7= S0 (A AR+ ATA 4+ ATAY) (5.34)

so now we can write the Hamiltonian (5.31) ad*]

A= Fiot g (A(MA+AN) 4 B (AR 4 A1AT)) (5.35)
where
Fo = SN
A = xNo
N
= % (5.36)

22In the Schwinger model only one mode exists in each of the plus- and minus-states, and
therefore the rewriting W, = ¢, + dby makes no sense. Only in the minus-mode where the
full model uses ¥_ = 5@21_ the Schwinger model has a corresponding operator, and that is the
f\—operator mentioned here.

231n the full calculation it makes sense to write this equation as a matrix equation, H = Ho +
ATMA, where A is a vector with the elements A and AT, and M is a matrix with A and B as
elements arranged in a way similar to the matrix £ which we will encounter later, except for
the minuses. For this Schwinger calculation such a rewriting does not simplify anything, so it is
avoided.
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We want to diagonalize this Hamiltonian, but in order to do this we need to have a
look at the commutator for the A-operators.

At a A At A At At oA At A At A
N C,C_CyiC_ —cCcoC_cC C_ C,C,L —C_C_
[A,AT] = GEHC G et G ~ 1 (5.37)

p— ~

Ny Ny

where the approximation is known as the Holstein-Primakoff approximation, and
consists of assuming that the vast majority of the particles are in the plus-mode,
just like we are going to do in the full calculation in chapter 6.

Now we are ready to do the diagonalization. The first step consists of expressing
A as a sum of some new operators

~

A = ué + va' (5.38)

as described in the general section on Bogoliubov transforms. We want to find values
for v and v so that the Hamiltonian is diagonal in the a-basis, meaning that it can
be written

H = Ho+e(dla+aah) (5.39)
Inserting the a-operators in the expression for the commutator gives
[A, Aq = (ud+val) (ural +v'a) — (wal +v'a) (ud + val)
= (wu* —v*'v)ad’ + (v —uu®) a'a (5.40)

where we see that if the commutator equals one as it should as a result of the
Holstein-Primakoff approximation, we must require that

wru— vt =1 (5.41)

since we require the &-operators to obey [02, dq = 1. Inserting the expression for A

(5.38) into (5.35) gives

~ ~ N
H = Ho+ % ( (uu + v*v* 4+ v*u + uww*) dd + (vo + utut +uto +out) atal

+ (uv + v*u* 4 v*v + uu®) a4 (vu + uvt + utu + vv®) de>
Q

5 < (uv* +v*u) Ga + (vu* +uv) &'a@l + (vt 4+ v*v) aal + (Vo + utu) @T@)

_ 7:(0—1-%(((1)*, —u>£<;‘*))d@+ <(v*, —u)c<;>)*aﬂaﬂ
+ ((u*, —v)ﬁ(éﬁ)) ala + <(u*, —) L (f)) aaﬁ) (5.42)
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where

L

[ o0 } (5.43)

W= ( : ) (5.44)

is an eigenvector to £ with eigenvalue ¢, turns into as desired, meaning
that u and v can be found by diagonalizing L.

The diagonalization can be done analytically, and the result is that one of the
sets of eigenvalues and eigenstates is

e = VA2 - B2

Using (p.41)), we see that if

1
U=
1-(5%%)
X ~1
V= ——— (5.45)
(Z5) -1

We see that since B is positiveE‘;] and A and B are real, we can ensure the e-
eigenvalue to be real if A > B which means that {2 < 0. This just means that the
energy of the +-mode is smaller than for the —mode, and if that was not the case
the approximation n, < n_ would not make sense. The other eigenvalue is ¢’ = —¢
with «' = iv* and v*" = iu, where the 7 is necessary if we still want the state to obey
. We see that only one of the eigenvalues are positive and therefore physical.
It turns out that a positive real eigenvalue corresponds to real v and v-functions.
This can be seen from the fact that a real u corresponds to B?> > (¢ — A)” which
can be rewritten to e > (A% — B?) /A, and since the right hand side is positive, so
is the left hand side. If we insist on having real u and v, this result can be restated
as a claim that only states with a positive eigenvalue can solve ({5.41]).

When we have found v and v we can use them to calculate the expectation values
of our operators, under the assumption that no particles are in the &-mode, which
is similar to the Holstein-Primakoff approximation made above. The results are

)
N> = N0+U*U
NO * k) Kk
) = Z(l—i—%v—i—uv—l—uv)
)

= 0 (5.46)

24Which it is since we assume that U > Ugy,.
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Figure 5.9: (a) shows (AJ,)? as functions of (.J,.) for various values of N, while (b) shows
the squeezing. The black and blue curves corresponds to the F-function case, and are
similar to what is shown in fig. [3.6] while the pink and red curves shows the results of the
Schwinger model. The black and the pink curves corresponds to N = 2, and the remaining
curves corresponds to N =4, 6, 8, 10, and 20 just like in fig. [3.6]

since among the terms in the expressions for these operators involving the a-operator,
only those involving the combination &' will contribute. These results can be com-
pared to the results for the full calculation obtained in the next chapter, given by
(6.52)).

From ([5.46)) we can calculate

Ny =

g+ (J,) (5.47)

and

(AJ.)? = w (1 +2 (g - <jx>) - 2\/% - (jx>\/1 + g — <jx)> (5.48)

where N = (N) is the total particle number.

A plot of (AJ,)? vs. (J,) similar to the F-function defined by can be seen in
fig. 0.9h. We see that as N increases, the result of the Schwinger model approaches
the F-function, and for N = 1000 the two functions are almost indistinguishable.
This is a surprise, since we can calculate from that the Holstein-Primakoff
approximation becomes linearly worse the further we are from the point (jx> =J
around which the perturbation is done. But regardless of the value of N, the value
of (AJ.)%1in (J,) = 0 will never become zer entirely, indicating that the squeezing

parameter will be infinite in that point. This was the point where the F-functions

BAs N — oo, (AJ,)? — 1/16.
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Figure 5.10: The black curve is the result given by (5.50), and the pink points are a few
of the points to which (5.50)) is fitted. The red curve shows the result for the F-functions

given by (3.39).

had their maximal squeezing, but for the Schwinger model that point lies elsewhere.
The squeezing parameter can be found to be

&= N%@ (1 +2 (g - (J})) —2 g — (J )1+ g —~ <jx>) (5.49)

and a plot of €2 as a function of (.J,) can be seen in fig. .
We want to find the minimal squeezing for each value of N. This can be done
numerically, and inspired by (3.39) we fit a function £ = a/(N + b) to the results.

This gives us an expression for the minimal squeezing paramete

2.784
N +2.709

which is plotted in fig. A comparison with shows that &%, = 1.392 - &%
for large N, showing that less squeezing is produced by the Schwinger model than
by the two-mode approximation, even though the scaling with the particle number
is the same.

£ = (5.50)

26The fit to £2 = a/(N +b) gives the values a = 2.783940.0009 and b = 2.7086+0.0022. Initially
I fitted a/(N + b)© which gave a ¢ = 1.0044 4 0.0003 almost but not entirely consistent with ¢ = 1.
On the other hand the other parameters gave a = 2.8297 + 0.0029 and b = 2.7565 £ 0.0031 where
we see that the uncertainties are greater than they are in the ¢ = 1 case. Another option is to fit
a/(N + a) which gives a = 2.8167 £ 0.0034, which also has a higher uncertainty than the ab case.



Chapter 6

The full Bogoliubov calculation

At last we are ready to do the full Bogoliubov calculation central to this thesis. The
calculation will be split into a first and second part as described in section 5.6.

6.1 The full calculation: first part

We want to diagonalize the two-species Hamiltonian (5.11])

b () = 0 (1)) ) (6.1

A large value of —Q) will cause the Q-term in to be dominant, so in that case
the lowest energy state will be one where all the particles are in the \i/+—state, which
means that this is where the condensate will be. The following calculations will
be perturbations around this state, which justifies the approximation of small (51/},
where the (52[15 are defined by the rewritings

Uy(r) = Z Citripir (T) = Coypo4(r) + Z Ciripir (r) = Coo(r) + 5%/;+(1°>

Vo) = Y b ()= 8- (6.2)

Assuming 54(r) to be small enables us to ignore terms of more than second order
in 91, which allow us to write H as

~

H = Ho+Hy+Hao+ 0(5@&3) (6.3)

67
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where

=<
1

U+U, NOVUURE Y/ N
/dr (go*HogoéTé + %WFCTCTCC + 5|¢|20Tc) (6.4)

~ N R o N Q N R b o
H, = /dr (5@/}1}[0@0 + e Hyoth, + 3 (5@&19@0 + CT5¢+)

+U—|—Uab
4

(200 o Petec + 20" |pl2eletco), ) ) (6.5)

Hy, = / dr <5¢1H05w+ + 0T Hodop_ + 5 (wiam - M_aw,)

+ +4 b(52#15@/400(90)2+c*c*(go*)25¢+5¢++4cTc|¢|25¢15¢+) (6.6)
LU _4U“b (éTéT(sO*)QW_&E_ + &/Ziég&iéé(go)?) " U<@fé|w|z5ww_)>

We see that 7:{0, ﬂl, and H, are terms of zeroth, first, and second order in 5@@
respectively. For clarity, the r-dependence is no longer written explicitly from ((6.4])
and onward. We see that the expression for H, 1} is equivalent to , the
expression for H derived using the two-mode approximation. This means that to
zeroth order we expect the behaviour of AJ,((.J,)) to be similar to the F-functions
derived in section 3.4. But since the F-functions describes the absolute maximal
squeezing, we expect the corrections coming from the higher order terms to be in
the direction of decreased squeezing.

We want to rewrite H, to to be a function of a new operator ¢ for which N = ¢f¢,
is the total particle number operator. This should be compared to the usual ¢-
operators for which (¢f¢) = Ny, the number of particles in the condensate. The
reason for introducing the c-operators is that while the number of particles in the
condensate mode can fluctuate, the total number of particles is a constant, making
terms in H proportional only to this operator constant as well.

We can rewrite the N—operator as

N o= / ar (¥4, + 910 = e / ar (30100 + 601 50_) &
ée = ¢e—on (6.7)

where on = [dr (51@15124 + 5@&5@@). Since 67 is of order (61))%, we can ignore
terms of more than first order in 0n when we insert the above in the expression for

Ho.
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Ho = /dr (gp*Hogp (ETE —on) + %|90|2 (ETE — on)
U+Uy

a o2 fetn ea
+— |o[* <(cTc —on)" — (e — 5n)> )

a.  U+U, i 0 R
~ /dr(go*HogocTC—i— i b|g0|4cTcch—|—§|90]2cTc>

4
a Q
- /dr ((p*HO(p(Sﬁ—i— U_;U 2| o6n + 5]@]251%)
= 9 —/drgp*,ugoéﬁ = $Ho— pon
— S [ dr (80100, + 53150 ) (6.9)
where

. . U+U, ciaban 1 oain
Ho = /dr (gp*Honchc + %M%ch + EMQCTc) (6.9)

The approximation in consists of assuming that N > 1 and of skipping terms

of second order in dn. As part of the calculation we used the GPE (5.12), where we

identified the first quantization many-body wave functions ¢ with the term oc.
When handling the Hy-term 1) we observe that by usin the GPE 1} it

can be rewritten to
H, = p/dr(ézﬁlgpé—i—éﬂp*&ﬁ) =0 (6.10)

where the last equality is true due to the orthonormality of the ¢;-functions in the
expression W(r) = ) . ;(r)¢;. This means that H has no contributions to first order
in 0.
Let us now define an operator A as
A o (r)
Cc +\r
Ar(r) = ———= 6.11
) = (6.11)
and insert it in the results for 7:(0, 7:{1, and H,. This gives us an expression for the
total H

~ ~ o A ~ o (VNN Nt oA
H = $Ho+ / dr (AZ(HO — Ay + AL (Hy — p)A_ + E(ALM - AiA_)
U+ U (71 7 i d -
+ -  (ALAL @) + ()AL Ay + 4uPALA, ) (6.12)
U— Uab

(A A+ ALAL (1)) + U(|¢|2AT_A))

!Here we identify the first quantization wave function v with the term é.
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which can be rewritten td2

~ ~ 1 _ _ 1 _ _
H = ﬁo+§/drAiM+A++§/drATM_A_ (6.13)
where
x As(r)
Ay = N .14
.= (it 614)
and
_ | Ax By
My = {BQ’L A, ] (6.15)
where

Q
Ay = Ho—p+ U+ U)o+ 5

2
B, = Tl
A = Ho—p+ Ul -5
B = Utk (6.16)

With (6.13)) we have written the Hamiltonian on a form that enables us to do
the Bogoliubov transform, which is the subject of the next section.

6.2 The full calculation: second part

Let us define a function Q(r,r’) as
Qr,x’) = d(r—r') —p(r)e"(r) (6.17)
and a corresponding operator Qo as
Qof(r) = [ ar'(s(c 1) - wl)e' ) 1) (6.18)

This operator functions as a projection operator into the hyperplane perpendicular
to ¢(r). This can be seen by considering a function g(r) = k&(r) + kp(r) where £(r)

2This step may appear like cheating, since we disregard the commutator [5@2}*(1‘),5@2(1‘)} =

©*(r)p(r) — §(0), which is actually infinite. One can always disregard a constant term in a Hamil-
tonian, but when that term is infinite it seems questionable. Is is, however, all right, and this issue
is a part of a larger discussion about renormalization which will not be discussed further here.
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is perpendiculaif| to ¢(r) and k and r are some constants. The result is Q o g(r) =
k&(r), which is what defines a projection operator. We notice that the function
Q(r,1’) obeys Q(r,r') = Q*(r/,r) and [dr’Q(r,r”)Q(r",v') = Q(r,r’), which are
results we will use later.

Let us do the Bogoliubov transform by writing the functions A (r) and A_(r)
as

Ap(r) = Z Qo (UH(I')@H + Ui+(r)dj+>
Aw =Y (ui_(r)di_ + o (r)dj_) (6.19)

i

The reason for the Qo-operator and the counting from one in the expression for the
/A\Jr—operator, is that the 5@E+—operator and therefore also the A+—operat0r has to be
perpendicular to ¢. When we have this extra requirement, we know that the terms
on the right hand side of must span a function space one dimension smaller
than that of the ¢;,-functions, and this is ensured by skipping the 04+-mode. The
requirement that the skipped function is ¢y, and not something arbitrary, is ensured
by the Q-operator.

The u(r) and v(r)-functions should be found so that insertion of results
in

/dr/_\i./\/hr/_hr = Z€i+ (dj+di+ + deL)

>0

/ arft MR = Y e (dj,di_ + o}i_@},) (6.20)
which will diagonalize the Hamiltonian (6.13)) giving it the formﬁ
7:{ = 5;,)0 + Z <€Z‘+0Aé;-r+d7;+> + Z (57;_65;[70%‘_) (621)
>0 i

The reason for this rewriting of the Hamiltonian is that it insures that the energy
eigenstates are the same as the number states in the a-basis, which makes them
much easier to calculate as long as the states are expressed in this basis.

The goal of this section is to find a way to calculate a set of u(r) and v(r)-
functions making this diagonalization possible, and in order to achieve this goal we
will take a look at the commutators. The derivation will be made for the plus-
operators since the calculation for the minus-operators is similar but simpler, so for
the rest of this section &;, u; and v; will refer to a;, u;y, and v; .

*Perpendicular means that [ dre*(r)¢(r) = 0.
4Yet again we skip an infinite but constant term in the Hamiltonian! This is the term (e +
¢; ). Like in the previous case this is allowed for reasons related to renormalization.
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We want all the involved operators to obey the canonical commutation relations.
That is

[@i,aﬂ] =6, |audy] = [oﬂ oﬂ] ~0 (6.22)
and
[\if(r),\iﬁ(r’)] —§(r—1'), [\Iﬂ(r),iﬁ(r')] - [@(r),@(r')} —0  (6.23)

From the final set of these, we can derive

andf’]

~ ~

[A(r),AT(r')] — Q(r,r) [AT(r),AT(r')] - [A(r),A(r')} ~0 (6.25)

Let us insert (6.19]) in (6.25)). Insertion in the [A,AT] -term gives

~

[A(r), AT@-')} — Z (Qo (Ui(r)di + vi(r)dj) O (uj(r’)d} + v?(r')ég)

_o% @;(ﬂ)@; v U;(r')@j) Qo <ui(r)di v v,.(r)a%) ) =
Qr,r') = Z (Qouy(r) Qouf(r') — Qouv;(r) Qv (r')) (6.26)

and insertion in the [A, /A\} -term gives similarly
[A(r), /A\(r’)} = Z (Qo (ui(r)di + ’Ui(r)ol;r) Qo <uj (r')a; + vj(r')ol;r)

—Qo (uj(r’)o?j + vj(r’)o?}) Qo <ui(r)c}i + vi(r)dD ) &
0 = Z (Qouy(r) Qou;(r') — Qouy(r) Qou,(r')) (6.27)

(6.26) plays a role as a completeness relation for the u and v-functions.
We want to invert (6.19)) in order to express the G-operators as functions of the
A-operators. We assume that 1} can be inverted to

Q; = /dr (hl(r)f\(r) + kl(r)/A\T(r)> (6.28)

5In all the [[\, /A\} -terms we disregard a term of order N1,
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where h;(r) and k;(r) are some functions, which we are going to derive. Inserting in

gives
Alr) = Z Qo (ul(r) /dr' (hi(r’)[\(r') + k‘i(r')fﬁ(r’)>

>0

+u;(r) /dr” (h;"(r”)f\T(r”) + kf(r")f&(r”)) )
= [ary ((Qoui(r)hi(r’) + Qou()k; (') ) A(r)

>0

+ (Qoui(r)ki(r') + Qov(r)h?(r'))[ﬂ(r’)) (6.29)

which is consistent only if the functions h;(r) and k;(r) makes the right hand side
equal to A(r) as it should be. If h;(r) = Qou?(r) and k;(r) = —Qov;(r) the Af-term
is seen from to be zero as required, and the coefficient to the A-term will
become Q(r,r') which can be seen to give one after the r'-integration since A(r) is

perpendicular to ¢(r). Therefore do this choice of h; and k; fulfil our requirement.
This means that (6.28) should be written

G = /dr (Q*ou;‘(r)f\(r) - ng(r)fﬁ(r)) (6.30)

which is consistent with (6.19).

Let us compare the commutators once again, this time the other way around,
using the above relation:

[di,d}] = // drdr’ (Q*ou;‘(r)f\(r) — Qovi(r)AT(r)> (Qouj(r’)f\T(r’) - Q*ov;(r’)f\(r’)>
_ / / ardr’ (Qou (AT (r) — Qovj(r)A(r) ) (Qouf (AR — Qou(r)AT())

~

= // drdr’(Q*ouf(r) Qou,(r') [A(r),fﬁ(r’)] — Qou;(r) Qovj(r') [A(r),f\(r’)}

— Qou;(r) Qouy(r') [[\T(r),m(r')} + Qoui(r) Qv (r') [AT(r),A(r’)] ) o

dij = // drdr’ <uf(r)Q(r,r’)uj(r’) — vi(r)Q*(r,r’)v;‘(r’)>
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and

) = [[ @ (@A) - Qou@Ale) (Qous)Aw) - Qony()Ar))
/ / drdr’ Q*ou (r)A(r) — Qou;(r)A ()) (Q*ou;%(r')A(r')_Qou,-(r')m(r')>

~

= // drdr’(Q*ou;k(r) Qouj(r') [/A\(r),f&(r’)] — Qou}(r) Qou;(r') [A(r),fﬁ(r’)]

~Qou(r) Qou;(r') [AT(r), A)| + Qovi(r) Qouy(x') [A(r), AT(r)] ) =
0 = / / drdr'@(r)g*(r,r’)u;(r')—u;(r)g(r,r’)vj(r')>

where (6.31) plays a role as an orthonormality criterion for the u and v-functions.
This can help us on in our search for expressions for u;(r) and v;(r). Let us insert
the expressions for M and A into (6.20)

/ drAt MA
_ / rY (Q* (urdd +v1de) A Qo (uid; + vy
ij>0
+ Qo (ual +vjai) B Qo (uja] + vid)
+ Qo (wd + 0 w) B Qo (uyd; + vd)) (6.33)

+ Qo (i + i) 4 Q' (1] + 154, )
= /drz ( (Q*ov;‘AQouj + BQov; Q%ov; + B*Qou;Qou; + QouiAQ*ov;) Qi Q;
ij>0
+ (jg*omgovj + BQov; Q'ou’ + B*Qou; Qov; + Qou; AQou?) did]
+ (Q*ou AQou; + BQou; Q*ov + B*Qov;Qou; + Qov; AQ v} ) j Q;
+

(Qrou; AQov; + BQ'ou; Q%ou} + B*Qov;Qov; + Qov; AQ"ou)) jaj)
We can see that a solution to (6.20)) are the relations
€i0ij = /dr(Q*oquQouj + BQou; Qov} + B*Qov;Qou; + QoviAQ*ov;‘>

0 = /dr(Q*ov;‘AQouj + BQ*OU;Q*OU; + B*Qowu,;Qou; + QOUZ'AQ*OU;>

(6.32)
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which can be rewritten to
by = /dr(g*ou;‘AQouj + BQou! Q%ov} + B*Qov;Qou; + QomAQ*ovj>
_ / drdsdt (u;(s)g*(r, S)A(r) Q(r, by (8) + 1 (5) Q* (r, ) B(r) Q* (r, )07 (t)
vi(s)Q(r, ) B*(r) Q(r, t)u;(t) + vi(s) Q(r,s) A(r) Q" (r, t)v} (t))
_ / dpdrdt (Qouf(p) , ~Qovi(p) ) L(p.,t) (:}%8) (6.34)
and
0 = /dr<g*ov;*AQouj + BQov; Q'ov] + B Qou;Qou; + QouAQ'0v; )
_ / drdsdt (v;(s)g*(r,s)A(r)Q(r,t)uj(t) +0() Q" (r,8) B(x) Q" (r, )] (t)
u;(8)Q(r,8)B*(r) Q(r, t)u;(t) + u;(s) Q(r, s) A(r) Q*(r, t)v] (t))
_ /dpdrdt(g*ovj(p) . ~Qouy(p)) £(p,x,t) (ZJEE;) (6.35)

J

where p, r, s, and t are different positional variables, and £ is a matrix defined as

[ QpnAMQrt)  Qpr)B(r)Qr(r t)
£p,r,t) = { —Q'(p.0)B*(1)Q(rt) —Q*(p,1)A(r)Q"(r, t) }

A set of u;(r) and v;(r)-functions making (6.34)) and (6.35)) true, is obtained if

wi(t) = (;‘EE)) ) (6.37)

(6.36)

7

is a solution to the eigenvalue equation
/ drdtL(p, T, t)(t) = £i15;(p) (6.38)
since this will allow us to rewrite and to
€i0ij = €; /drdr’ (uf(r)Q(r, r')u;(r') — v;(r) Q*(r, r’)v}‘(r’))
0 = ¢ /drdr’ <v;‘(r)Q(r, r)u;i(r') — u;(r)Q*(r, r’)vﬂr’)) (6.39)

which are both true, according to (6.31) and (6.32)).
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The corresponding calculation for the w;_(r) and v;_(r)-terms is similar, just
with the replacements Q(r,r’') — d(r,r’), Qo — 1, and >, — >,

So to summarize this long calculation: The Hamiltonian (6.1)) can be expressed as
a function of the set of operators Ai(r), which is done in 6.13!. The sets of functions
u;+(r) and v (r), which can be found by solving (6.38)), enable us to express the
operators Ai(r) as functions of another set of operators a;1 through the relations
and . The reason for doing this is that the &;i-operators diagonalize
the Hamiltonian giving it the form (6.21)). This diagonalization procedure is known
as a Bogoliubov transformation.

It turns out that some of the previous results can be simplified by introducing o,
as the metric for the space in which the w;-vectors live, such that w;-w; = uju;—v;v}.
If we in addition introduce the alternate w;-vectors

_ - QOUH_(I')
mz+(r) — ( Q*O’UL_(I') (640)
we see that (6.31)) and (6.26]) can be written

5 = [ dr (@) o)
Srx) = G )er) + 3 (o (1) - i (1) (6.41)

>0

for the case of real u; and v-functions. From (6.41]) we clearly see how (6.31) and
(6.26) correspond to orthonormality and completeness, something which was stated
at the original expressions.

6.3 Rewriting the operators

In order to be able to use the results of the the calculation in previous sections to help
us calculate the spin-squeezing, we need to express the various operatorsﬂ involved in
the calculation of the squeezing parameter in the new d@-basis. This is done by first
expressing the W operators in terms of the (51# operators, then expressing those in
terms of the A—operators and finally expressing the A—operators in terms of u, v and
a-operators. This section will introduce some new notation. The summation >,
indicates that the sum should go over all modes if it is a sum over minus-modes, but
exclude the 0-mode if it is a sum over plus-modes, and the operator o is defined asﬂ

fog= [drf(r)g(r).

6This refers to the operators N, jz, jz, and jzz
"This definition is different from, but consistent with the o in the Qo-operator.
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Let us start by calculating the jx—operator.
A 1 Stos St s
Joo= 5 far (b, — 9l )
1 St st (4 p i\ (50
- o e o) (e i) - (1) 56

AF A
chc 1 PP P
= =43 / dr (5¢15¢+ —5¢15¢_)

2
A 4 1 o o
e /dr (ALA, —ATA )
2 2
1 R . . R
= 3 /dr Z (Q*o (UL@L + vHaH) Qo <uj+aj+ + 'Uj+Oé;+)

9,0%
T

. . . . . ¢l é
_ (ui_ai_ + vi_aj_> (ujfoz;_ + /Ujioéj_> ) + +2+

1
— § : * A A * Ao AT * At oA
=5 0;,0Q0Uj 4 Oy Oy + V;,0 Qovj+ozi+ozj+ + u; 0 Qou Gy

1,7%
+uf0Qov; &l &t — v owui Gy & — v ovi_dy_al
i+ IS+ S5+ i— J— =)= i— J— =g —
RN
* At oA * NS CiCq
— Ui O UGy Qi — U;_ O Uj%_aj_) +—5 (6.42)

Similar calculations can be doneﬁ for the other operators, with the results

Y * A oA * A~ oAf * At~
N = E (UHO Qoujt it Gy + v, 0 Qovj+ozi+ozj+ +uj 0 Qou; &y Gy

* Aal * B - & Al
tu; 0 Qovj &y &gy + U ouy Q- + v 0o vj

71—

+ul ou; Gl &, +ul ov;_al d}) +éfe (6.43)

. 1 o .
S = 9 Z (vj0Qouj— + w0 Qovs_) dipdyj— + (vf0 Qov;— + u; 0 Qou_) 04i+04}7
+ (uj0 Qou; - + v;40 Qv ) dl'Lerj— + (uf,0Qov;_ + v ;0 Qoul_) dLOAé;)

+ / drz ( ((p*uif + U;_QD) Qi + (go*vif + uf_gp) o}j_) (6.44)

i

8The full calculations for all j—operators and combinations thereof, can be found in appendix
D.
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. N,
JI = 70 ((s@*oui-so*ouj— + 2v}_oppTou; + vé‘_osov}‘_w) it
2%
+ (w*oui—w*ovj— + 2v;_oppTov;_ 4 vj_opu; o 90) Gial

~

—i—(gp ov;_pou;_ + 2u; oy ou; + u; opv; ogo)d _Qyi
/\"—/\
* * * * * * ~t ~f cc
—i—((p 0V;—p oV + 2u; oYY ov;_ + ui_owu]—_ow) Q0 |+ e
1 ~ ~ * ~ ~ * ~ ~ * N ~
+Z Z (vj_ouj_ozi_aj_ + vi_ovj_ozi_oz;f + ui_ouj_ozzfaj_ + ui_ovj_ozjfoz}f>
.3
1 * A * A At
+Z Z (UHO Qoujy Gy Gy + v 0 Qovj+ozi+ozj+
3,5>0
+u;,0 Qouj+é‘j+é‘j+ + ujjo QOUﬁé‘LdL) (6.45)
Let us in the following assume that the occupation of the Bogoliubov modes is
caused by thermal excitations alone. In order to investigate such thermal excitations,

let us calculate the probability of having the system in the state x, which has n,,
excitations in the ith Bogoliubov state.

o eXP(—ﬂEz) _ eXP(—ﬁ (Eo—l-zi 51”11:)) _ HZ exp(—ﬁsmm)
: 2w exp(=BEy) Y exp(=f(Eo+ 2 emir)) 2, [ exp (—Peimix)

~ HZeXp (=Beinia) (6.46)

exp (—fBein;)

where (3 is defined as G = % where 7 is an unitless temperature defined as 7 = %

where T is the temperature. The terms in the product on the final line of (6.46)) are
the probabilities of having n,, excitations in the ¢th state, so if we want to calculate
the average number of excitations in the 7th state we can use these probabilities and
get

exp ( ﬁemz) >, na" (lfa)z 1
<n>2 = anpzn Z Z = = =

cexp (—fem;) o, a™ — at—1

;
exp (Be;) — 1

where we have defined a = exp (—f¢;) along the way. This result is similar to the

Bose-FEinstein distribution, but differs by an absence of a chemical potential, which

is caused by the number of excitations in the Bogoliubov modes not being fixed.
We can use this result to Calculate the expectatlon value of the combinations of

Q;-operators appearing in to . oz 1a;) = (n;) = (n);, and inserting this
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in (6.42) to (6.45) gives

<N> = No+ Z (U;FJFOQOUH <<”>z+ + 1> + u; 0 Qoui (n)iy

+v;_ o v (<n>i7 + 1) +ul_o ui<n>i) (6.48)
A Ny 1
(Jo) = 70 + 2 Z (ULOQOUH— <<n>z+ + 1) + uj 0 Qougy (n)iy
—V;_ o v <<n>@7 + 1) —uj_o u1<n>z> (6.49)
(J.) =0 (6.50)
A Ny N,
(J?) = IO + IO <(g0*oui_g0*ovi_ + 207 opprov;_ + vfﬁogpufﬁogp) (<n>l_ + 1)

1

+ <gp*ovi_g0*oui_ + 2u] _oppTou;_ + u;_opv; o gp) (n),_)

1
12 (Q ({mhos +1) + u;oQoui+<n>i+) (6.51)
i>0
which are the results we will use when doing calculations for non-zero temperatures.

For 7 = 0 the occupation number of all the Bogoliubov states goes to zero, and
the result for the expectation values of our operators reduces further to

(J.) = 0
(L) = % + % 3 (vf,0Q0v,s — v} ov,)
(N) = No+ > (v},0Q0ui4 + vfov,_)
(2 = 20 S (e 0ou, v on)
+% 3 (pouspiov, + 20 oppiou + viopui_op)  (6.52)

1

which we will use when doing calculations for zero temperature.
When we know these expectation values, calculating the spin-squeezing using
(3.30) is no problem.
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6.4 The symmetry-breaking approach

In this section the consequences of trying to do the symmetry-breaking calculation
will be described in more detail’l Some reasons to why the full calculation was done
using the (in some aspects) more complicated non-symmetry-breaking approach are
given, since we will show some of the problems arising from the symmetry-breaking
approach.

As mentioned in section 5.6 the symmetry break arises if the rewritings in (6.2))
are replaced with

+(r) = () + 0 (r)
_(r) ~ §Y_(r) (6.53)

which is an approximation, since it substitutes the operator ¢¢ with the c-number
1. The symmetry in question is the U(1)-symmetry induced by the fact that the
Hamiltonian is invariant under the transformation ¥ — e, and the symmetry
break can be seen from the fact that <\if+) = e’ after the transformation ,
where we would have had (¥,) = 0 from the non-symmetry-breaking rewriting
6. A

In the symmetry-breaking approach we do neither need to introduce the A-
operator, since the definition would become A= 5@@, nor to introduce the Qo-
operators since there no longer is a demand for the ¢, -functions to be orthogonal
to . When calculating the various operators, we can follow the same method as
for the non-symmetry breaking approach used in section 6.3, and we get for most
of the operators the same result as previously, except for the lack of Qo-operators
and the fact that all sums start from zero. But in the calculation 0 jf a problem
arises. We can of course follow the same path as previously:

. (5 [ (008 + 0 0 )
1
1

Q

S (6.54)

9For the full calculation of the main result of this section, see appendix F.
0Tn section 6.3 the result of the calculation of J2 was just stated. For the full derivation of this
result see appendix D.
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which would give the same result as we got for the non-symmetry-breaking approach.
But another option is to insert (6.53]) before doing the normal ordering

o= (%p/dr<@10j®0)%—@100@+0ﬁ>>2

_ (% [t () 4 80 0) (39 ) + (507 () (010 + 5%(?))))2

i / drdr’ (w*(r)w*(r/)&ﬁ—(r)&ﬂ—(r’) + 20" (1) (') 591 ()80 (x)

() ()30t (r)adL (x))
_—_— (6.55)

Q

where we see that we get a different result. The difference arises from the fact that
¥(r) and ¥*(r') commute where ¢p(r) and éfp*(r') do not. Of course it should not
be possible to get different results by calculating the same thing in two different
ways, so this is an indication that the symmetry-breaking method is inadequate,
and if we try the same for the non-symmetry-breaking approach this problem will
not arise. But even if we by chance had the right result here and carried on the
calculation, other problems would arise.

The w and v functions will be found to be those that solve the simpler version
of (6.38))

L(r)w;(r) = g;w;(r) (6.56)
where
L(r) = _’gf()r) _Bfg‘(?) (6.57)

*

and w;(r) = (u;(r),vf(r)) as in the main calculation. Insertion gives

A(r)u;(r) + B(r)vi(r) = €u4(r)
B(r)u;(r) + A(r)vi(r) = —eui(r) (6.58)

from which we see that if we interchange u and —v we would have another eigenvec-
toxE] with eigenvalue —e. This means that if ¢ = 0, a possible solution is ©u = —v.
For the plus-mode such a solution actually exists and by inserting the values of A,
and B, we get

(U + Uab)

S () =0 (6.59)

<HT4H4U+QMWP+%)%4n_

10One could argue that such an eigenvector can not fulfil u*ou — v'ov™ = 1 which
we require, but it could if one allows for complex eigenvectors and instead defines ' = v and
v’ = iu, where such a phase shift always is allowed in an eigenvalue equation. This is related to
the discussion of positive and negative eigenvalues in the section on the Schwinger model.
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and from the GPE we see that a solution to this is ugy (r) = —voy(r) = ¢¥(r).
Something is, however, wrong with this result, since we see that it never will fulfil
6.31) because ug, ougy — Vot 0 VG, = Ups O Uy — Ug O Ups = 0. Fortunately it turns
outl?| that we can find a possible other eigenvector with the same eigenvalue, and a
superposition of the two turns out to be in accordance with (6.31). This new state
is, however, not an eigenstate to the matrix £, and therefore we can not diagonalize
H to the form given by 1} Instead we can write it as

~

- 1 du -~ N
H o= Hot o ooQ+ 0P+ ey (@LdH) +3 e (a}fai_) (6.60)

2dN ;
>0
where
A 1
_ A A
= — +
Q \/5( 0+ 0+)
. 1
P = — (4o, — & 6.61
5 d0s — ) (6:61)

has been defined. We see from the expression (6.60), that the coefficient on the
P2-term is zero, and the particles created by excitations in this P-mode are the
massless Goldstone bosons mentioned in section 5.6. An illustration of the P and
Q-modeq™| can be seen in fig.

An infinite amount of particles could be created in this Goldstone-mode and
we would need to exclude them artificially from sums over all modes, like those
appearing in to . It is in order to avoid this that the main calculation
in this thesis uses the non-symmetry-breaking approach.

6.5 Numerical calculations

Unlike the case of the simpler Schwinger model, the v and v-functions can not
be found analytically for our main calculation. So therefore we need to find a
way to implement the calculation numerically*} In order to be able to do any of
the calculations we must find the value of . This can be done by isolating it in
the GPE (5.12)), where the value of ¢ is found using the imaginary time formalism

12Gee appendix F.

13Excitations in the Q-mode play a role analogous to that of Higgs bosons in the standard model,
with the coefficient j—j’\‘, playing the role of the Higgs mass. Using the Thomas-Fermi approximation
, that value can be found to j—l’\‘[ ~ 0.163 - (U + Uyy)?/°N—3/5.

*In principle this sentence could have ended "which we have done.”, and then we could have
went on to the next chapter presenting the results. But in the introduction I wrote that the thesis
is aimed at people at the same academical level as my own, and I am far from sure that everyone
would find numerical solutions of differential matrix-equations a trivial task. This is the reason for
the inclusion of this section in the main text, and not just as an appendix.
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Figure 6.1: An illustration of the Goldstone mode, which is a consequence of the symmetry
breaking approach. (a) represents the condensate-mode, while (b) represents the other
modes. The vertical axis shows the energy, and the horizontal axis shows the real and the
imaginary part of the wave-function for the mode in question. For modes different from
the condensate-mode, we see that any excitation in the mode increases the energy, but
for the condensate-mode the situation is different. The condensate contains per default
Ny particles, and any deviation from that number increases the energy, as shown by the
@-mode. However, the phase is not fixed due to the symmetry break ((‘i&r} — ¢pe?) and
changing the phase changes none of the physics, which is shown by the fact that excitations
in the Goldstone-mode P do not change the energy.

described in connection with , which can be solved using a fourth order Runge-
Kutta algorithmﬂ. How to implement the V2-part of the Hy-operator in the time-
dependent GPE is described below.

The u and v functions are the solutions to the equationﬂ

/dr’ﬁi(r, r w4 (r") = 2w (1) (6.62)

where

metr) = (1)) (663)

. r/ _ f dI‘”(Q(I‘, I‘”)A+ (I‘”)Q(I‘”, I‘/)) f dI‘”(Q(I‘, I‘”)B+(I‘”) Q* (I‘”, I‘/)
£+( ) ) — l _ fdr”(Q*(r,r”)Bj(r”)Q(r”, I./)) _ fdr”(Q*(r, I‘")AJF(I‘”) Q*(I'”, I'/)) (}-64)

and

L_(r,r') =

[fxr—r'm_(r') o(r =) B_(x') } (6.65)

—6(r—1r)B*(r') —6(r—1")A_(r)

15See [f].
16Here we have redefined £ so that the integration over the third variable which were called r
in (6.38)), is moved into the definition.
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All of the variables r, r’ and r” are position variables, and when integrated they
are integrated over all of three dimensional space. The functions Q, A, and B, are
functions of r through the function ¢(r), which is radially symmetric, and therefore
a function of r = |r| only. In addition AL depends on Hy which is a function of the
differential operator V2 which can be written

1 0? 1
2, 107 Lo
Vif = 92 (rf) 7GQL f (6.66)
in spherical coordinates, where the differential operator L? is defined as
1 0 0 1 0?
L? = — | sin(0) = —_— 6.67
sin(6) 00 <Sm< )86’> i sin?(0) 0¢? (6.67)

This means that the only part of the £-matrix that depends on # and ¢ is the oper-
ator L2, and it turns out”] that the spherical harmonics Y™ (0, ¢) are eigenfunctions
to L? with eigenvalue {(I+1). This means that if our functions @ can be separated|
as f(r) = f(r) - Y;™(0, ¢) the V*-operator can be written V2f = %g—;(rf) — l(l:gl)f,
and thus £ becomes a function of r only. For functions of a radial variable only, an
integration over three dimensional space can be written

/ drf(r) = dr /0 “dr 2 f(r) (6.68)

which is the result we will use for the integrations in (6.62) and (6.64).

We are now left with a one dimensional eigenvalue equation involving the variable
r, which we (in principle) need to solve for each value of [. In order to solve this
numerically we need to turn r into a discrete variable, with step-size dr, and write
the four components of £ as huge matrices. The local parts of A and B are easy
to discritize, since they can be written as diagonal matrices, and the only nonlocal
part of these operators is the g—:g(rf)—operato in A, which can be discretized as

-2 1 0 0 dr - f(dr)

o2 1 1 0 2dr - f(2dr)

52f) = g : (6.69)
0 0 1 -2 T'mazx ° f(rmam)

17See [f].

18This separation requires a little more explanation. A more general separation would be f(r) =
f(r)©(8, ¢), where O is some function. But any angular function can be written as a superposition
of spherical harmonics and if some of the spherical harmonics in the expansion of © have different
values of [, that function can no longer be an eigenfunction of anything for which the L2-operator is
the only angular dependent part. If all of the spherical harmonics in © have the same value of [ they
could be eigenfunctions, but so could other superpositions of the same harmonics perpendicular to
the first one, and all these functions would have the same eigenvalue. In general if two functions
solve the same eigenvalue-equation with the same eigenvalue, then so does some superposition of
these two functions, implying that we can always pick © as being one single spherical harmonic.

19The operator is local in the limit dr — 0, but since we are doing a discretization this limit is
not taken.
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There are no errors at the endpoints since the function rf is 0 in » = 0, and also
in 7 — oo since the trap-part in Hy would give an infinite contribution for r — oo
if the function had any other value than 0. If we choose ry, sufficiently large,
correct behaviour is guaranteed for the functions with smallest eigenvalueg®’} The
projection operator Qo f(r) = [dr'Q(r,r’) f(r') can be discretized as

o(dr)p*(dr)dr®  o(dr)p*(2dr)(2dr)?
Qo — | I —4ndr | ¢(2dr)g"(dr)dr®  o(2dr)p*(2dr)(2dr)* ... (6.70)

for the spherical symmetric parts of f(r), and as Qo — I otherwise. This means

that if f is proportional to a spherical harmonic Y;™(6, ¢), we only should use the

expression (6.70]) if that spherical harmonic is Y, or rather when f has [ = 0.
Using this we can write the left hand side of as a compound matrix

u.(dr)
S [Qoa,00]  [QoB.@] s )
/dr Li(r,rwy(r') — [_ Q*ij;Qo] [_ Q*OA+Q*O} v* (dr)
Ui(rmaX)

u_(dr)

/ AL (r () — [_AB* b } “U*(($3X> (6.71)

0 (Tmax)

and then we can find the w-functions as the eigenvectors to these matrices.

Since ¢(r) is a real function, @ = Q* and B = B*, which means that both £,
and L£_ are on the form _CI; _DC } From this we see that if some w; with
ui(r) = x(r) and v/ (r) = y(r) is a solution to (6.62) with eigenvalue ¢, then so is
another w; with u;(r) = y(r) and v}(r) = x(r) with eigenvalue —e. But we see from
(6.31) that all solutions should fulfil

uioQou, —vo0Qovl =1 or ulou_ —wv_ov: (6.72)

and these equations cannot be solved by both of the two functions w; and w; si-
multaneously. It turns outl] that the w-functions solving (6.72)) are those with a

20See appendix H.
2In the Schwinger model we proved this to be the case, and for the the full model the result is
the same.
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positive energy eigenvalue, i.e. the physical ones, so after discarding the negative
eigenvalue eigenstates we are left with a number of k-states equal to the number of
steps in the discretization, as would be expected. When we have found the correct
set of ws, we can use them to find the expectation values of the j—operators using
the results from the previous section.

After the numerical solution procedure, we get each w labeled with three quan-
tum numbers k, [ and m. But in (6.52)) the states are labeled using only one number
7, so each 7 must correspond to a unique combination@ of k, [ and m. This means
that whenever a sum over all states occurs, we should do the replacement

5 Fumax lmax | Fuma lax
STE=Y DN fam= ) (241 fu (6.73)
i=0 k=0 1=0 m——1 k=0 1=0

where the equality is true because there are (21 4+ 1) m-states for each [-state, and
the results of the above calculations are independent of the m quantum number.

The source code to a program doing the calculations described in this section
can be found in appendix G. The code is commented so it should be understandable
using the results from this section. For a discussion of the precision of the numerical
calculations, see appendix H.

22What exact relation we use does not matter as long as i = 0 corresponds to k =1 =m = 0. If
we use a maximum [-number lnax a possible indexing is i = ((lmax+1)?-k+1({+1)+m). If we use
an infinite number of I-states a possible indexing is i = ((I(l 4+ 1) + m) - (kmax + 1) + k) where kpax
is the number of the final step in the discretization of the r-axis. Even if both kyax and ., are
infinite an indexing is possible. Inspired by the proof of the fact that the cardinality of Q is the same
(DG4 (DGHAD |y y ) +m>‘

as for N, we find a possible indexing to be i = (



Chapter 7

Results

In this chapter the results produced by an implementation of the theory derived in
the previous chapter, will be presented. The source code to the program producing
these results can be found in appendix G. A discussion of the numerical input
parameters (like the resolution and the length of the r-axis) is presented in appendix
H, which concludes that the values of (.J,) and (A.J,)? found in this section are
correct within a margin of error of 0.5%, while the calculated values of £2 are correct
within a margin of error of 1%. Not all results will be presented in this chapter, for
further results without the thorough discussion found here see appendix I. Some of
the figures in this chapter are shown in higher resolution in appendix J.

7.1 Structure of the equations: preliminary results

In this section we will discuss the structure of the equations and present some
preliminary results, before discussing the main results about spin-squeezing in the
next sections.

As we now know, the equation can not be solved analytically, and it will
therefore be solved numerically using the results from section 6.5. We can, however,
look at the equation in various limits, and thereby try to get some ideas about how
we expect the solutions to behave. As mentioned in section 6.4, the solutions will
come in pairsﬂ such that if @w is a solution with eigenvalue e, then so is @’ with
v = v, v = uand & = —e. All the negative eigenvalues can be discarded as
unphysical, which leaves us with eigenvalues that we know to be > 0. Let us write

out the equation for the plus-states.

QoA Qou,(r)+ QoB,Q%v}(r) = ecuy(r)
Q0B Qouy(r) + QoA Qovi(r) = —evi(r) (7.1)

'In the mentioned section this was calculated using the symmetry breaking approach where the
Q-functions were absent. But the same calculation can be done with £ as given by (6.36).

87
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where A and B are given by ([6.16)

Q
Ay = Hy—p+ U+ Up)lP + =

2
B, = ULl
AL = Ho—p+ U -5
p. = U lulyy (72)

We see that a solution to is u(r) = ¥(r) and v(r) = —(r) with eigenvalue
e = 0 because Qo (r) = Q*y*(r) = 0. A problem could arise from this solution,
namely that it can not be properly normalized since (6.31])) would always give zero
and not one as required, as we saw in section 6.4. But luckily this problem does not
concern us: We know that this i)-eigenstate must have [ = 0 because v is spherically
symmetric. And because none of the eigenvalues are negative, we know that this is
the lowest one, which assigns it k£ = 0 as well. This means that this y-eigenstate can
be identified as the wy -eigenstate which was excluded from all the sums from (6.42])
to , and therefore it will never influence our physical results. The physical wg, -
mode is of course the condensate-mode described by the ¢-operator, but is is not a
part of the perturbation and it is not treated as such. With the exception of the
wor-mode all the rest of the plus-modes will be orthogonal to ¥ thanks to the O-
operators, and ensuring this is the only function of these operators. In the following
we will disregard the Q-operators in order to simplify the equations.

Let us first have a look at the limit U = U,, = 0. In this case By = 0, so our
equation for the radial part of the plus-states will become

et = 5~ i)+ U0+ 0 0)
n-eniin) = 3 (o) + 04 o) @
where
i=ng (7.4

We see that the equations for v and v* are uncoupled in this limit, and that both
equations are identical to the Schrodinger equation for the three dimensional har-
monic oscillatmﬂ with B, = fi+¢ and E,« = i —e. From and we know
that 1 = % (in this limit), so this means that F, always will be positive, while E, will

2This is not surprising since our GP-Hamiltonian (4.17) was constructed by adding an inter-
action term to the 3D harmonic oscillator Hamiltonian, and the limit regarded here consists of
setting that interaction to zero.
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be negative if ¢ > % The Schrédinger equation has no negative energy solutions, so
the only way a contradiction can be avoided is if v, = 0 in all cases. This means
that

bunete = (#0301 .

is the correct solution to (7.3), where ¢y (r) is the radial part of the wave function
for the three dimensional harmonic oscillator with quantum numbers &, [, and m.

The Schrodinger equation can be solved analytically in this case, and the solution
(in NOU) is

du(r) = Nur'e 3L (2) (7.6)

where Ny, is a normalization constant and where the Lg{") (x)-functions are known

as the generalizedﬂ Laguerre polynomials defined by
x~ %" "
n!  OJx™

(e %z ) (7.7)

The associated energies are Ey,, = 2k + [ + % which translate to
Ekl+ — 2k + 1 (78)

The equation for the minus-modes is identical to (7.3) with the exception that
Q — —Qor i — i+ €. This transformation leaves the eigenfunctions the same
Wy = Wy, and the energies are e, = 2k + [ — 2. This means that the energy
difference between a plus- and a minus-mode with the same quantum numbers is
Ei— — Ei-l— =&i— — &+ = —Q.

The calculated energies and ¢-functions are plotted in fig. We see from fig.
and from that the u-functions go as 7! close to r = 0 and that the functions
have value zero at k different point§’] So even though reincluding the interaction
terms will change the form of the u-functions, these features are essential enough
to remain after including the U-terms. Another effect of reincluding the U-terms is
that the Bs in become non-zero, which makes the vs different from zero, as we
see in fig. where the u and v-functions are plotted for non-zero values of U and
Uab-

Also the energies will change when the non-linear terms are included. Let us
calculate the expectation values of 7 in the states [N)oy, [N — 1)oy ® |1)ss, and

3These differ from the ordinary Laguerre polynomials by the constant a. If we set o = 0 we
get the ordinary Laguerre polynomials.
4Excluding the zero at the limit » — oo and for [ # 0 the zero at r = 0.



CHAPTER 7. RESULTS 90

-0.2

Figure 7.1: The solution to the three dimensional harmonic oscillator, corresponding to
U="Uy = 0. (a) shows the ¢p;(r)-functions (or ug(r)-function) for various values of k
and /. Black curves correspond to k = 0, blue correspond to k = 1, red to kK = 2 and green
to k = 3. For each k value a curve is plotted for { = 0, 1, and 2. (b) shows the values of €;.
Blue points are the results for the plus-modes and red points are the minus-modes. The
[ quantum number is on the horizontal axis and each curve corresponds to a fixed value
of the £ quantum number starting from zero from below. The plus- and minus-states are
split by —Q = 0.6.

IN — 1)o+ ® |1);— using (5.11). The results are

B = [ar (N, Hugne+ NV - DT g 1) 4 N

B = [ dr((V = 1) Huns + oty Hopis + (V= DIV =275
HV = (U + Ualgos Ploul?) + 5

B = [ ar((V = g Hugns + ot Hop + (8 - DOV - 2T g
HY = 0l Ploi ) + (V- 25 (7.9)

where as usual F;_ includes ¢ = 0 while E;, does not. In order to get a quantity
similar to the ¢;s, we can calculate the energy relative to the ground state
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Figure 7.2: Some of the u and v functions as functions of r, for the parameters N = 1000,
U = 0.06, Uy, = 0.04, and Q2 = —0.01. u and v have been normalized so the u function
always starts out as positive, and all the plots show both of the functions. (a) and (b)
show the functions for various values of the k-quantum number, while [ = 0. (a) shows the
plus-states while (b) shows the minus states. Black, blue, green, red, and azure correspond
to k = 0, 1, 2, 3, and 4 respectively. (c¢) and (d) show the function for varying [ while k
is fixed at 0. (c) shows the plus-states and (d) shows the minus-states, while black, blue,
green, red, and azure correspond to [ = 0, 1, 2, 3, and 4 respectively. We notice on (a)
and (c) that the upy-mode is absent. This is due to the mode being a numerical artifact
as discussed in the main text.
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Eix = By — Eyy, with the results

i = /dr (SOEHMPH — o Hopoy — (N — 1)%|¢0+’4
(¥ = (U + Ul Pl
& = /dr (90?_1‘-’0%— — o Hopor — (N — 1)%“#0#4
(Y = DU Pl ) -2 (7.10)

The ¢-numbering of the states in refers to the index of the ¢;-functions. This is
contrary to the use in the greater part of this thesis, where the i-numbering refers to
the index of the u;- and vz-—functionﬂ We have seen that in the case of U = Uy, = 0
there is a one to one correspondence between the two indices, so this means that
&; =~ ¢; can be regarded as true in the limit of small U and Ul,.

From (7.10) we can calculate the energy difference between a plus-state and a
minus-state with the same value of i. Under the approximation ¢,y = ¢;_, we
obtain the results

U-U,
ASO = 50_ — 80+ =-0+ (N — 1)Tb/dr]<po|4

A(C/'Z = gi— - (.C:H_ =—-0- (N - 1)Uab/dr|<,00]2|<pi|2 (711)

where ¢ # 0.

We see that in the limit U = U,, = 0, both of these reduce to AE = Q like we
found previously. When this limit is not taken we get that A&, increases with the
interaction, as long as U > U,,. A&,y on the other hand decreases with U, showing
that given a large enough U, the sign of A€y can change so that & > &;_. In fig.
[7.3] the simulated values of ¢; are plotted for a non-zero value of the U-terms. We
see that the values behave in accordance with what is expected from ([7.11]).

As we saw in section 5.1 the two-mode approximation predicts that = 0
corresponds to (.J,) = 0. But as we will see later, that is not the case for the
full Bogoliubov calculation, where a slightly positive €2 is needed in order to get
<j$> = 0. This can be explained by the positive extra term in the expression for
A& in (7.11). The expressions and their similarity to the g;s will be of further
use in the coming sections where they are used to explain other details of our results.

SIf we split the two different i-indices in &, [ and m quantum numbers, we get that the [ and m
quantum numbers has a one to one correspondence between the two different numberings, while
the k£ has not, except in the limit of U = U,, = 0 as we have seen.
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Figure 7.3: Some of the energy eigenvalues for the parameters N = 1000, U = 0.06,
Usgp = 0.04, and €2 = —0.01. Blue points correspond to plus-modes and red to minus-
modes, and X, o, +, e, and * correspond to kK = 0, 1, 2, 3, and 4 respectively. The [
quantum number is on the horizontal axis.

Let us have a look at the expectation values of the J- operators. For the case of
zero temperature they are given by (6.52)), which can be written

N

<jcs> = 5 - V_
(AJ,)? = N NV m ey, (7.12)
4 4
where
V. = Z (v:_ovif)
Vi = Z (vgﬁro Qovzqr)
i£0

W_ = Z (Qp*oui_gp*ovi_ + 2v} oppou;_ + v;‘_ogpuf_ogo) (7.13)

%

We see that if v; = 0 for all 4, we get V. =V, = W_ = 0 corresponding to
(J,) = % and (AJ.)? = &, which are the values we get for the SCS in the J,-
direction. This indicates that at the point of perturbation, we expect v; = 0 for all
1. In order to explain this and predict the behaviour away from that point, we will

make a model where we ignore the r-dependence of the u and v-functions. In that
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case we can find a crude expression for v like we did in the case of the Schwinger
model, by diagonalizing £ analytically. The result is similar to (5.45)), and is given
by

-1
v, = ——— 7.14
71 (7-14)
where
B;
VA? — B — A
A similar expression for v can be found using u;0 u; — v;ov; = 1. If we define
&, = B;/A;, we can rewrite the expression for C; to
P,
Ci= — (7.16)

V1I-92 -1

from which we see that only the proportion between A; and B; matters, and not
their absolute values. We see that C? is a decreasing function of |®;|, and that —uv;
is a decreasing function of C?, showing that —uv; is an increasing function of |®;].

The function is plotted in fig. in the next section, and we can calculate that

near |®;] = 0 it goes as v; = —5|P;|.
As Q — —oo we see from (7.2) that A, — oo while B;_ stays unchanged,
making ®;_ — 0 and thereby v, — 0. This explains why v;_ = 0 corresponds to

the point of perturbation, since the perturbation is made around the point where
—Q > 1.

7.2 Results for zero temperature

In this section the results for the spin-squeezing at zero temperature will be pre-

A

sented. In figs. and we show (AJ,)? vs (J,) for different values of
s =U+ Uy and f = U, /U, and using we can easily calculate that all the
included values of s and f produce some amount of spin—squeezinéﬂ The curves
have been made by doing the calculation for different values of 2, and each value of
() corresponds to a point on the curve in question. We see that some values of s and
f bring the curve closer to the F-function which is plotted in red as comparison, and
since the curves do not cross each other, we know that the curve closest to the F-
function gives the most spin-squeezing. We see that the point of maximal squeezing
is relatively close to (J,) = N/2 which is unlike the result for the two-mode function
where the minimum was found to be at (J,) = 0. Q—function for the produced
states are shown in fig. for one combination of parameters.

6As mentioned in sections 4.3 and 5.1 we limit the discussion to U and Uy, > 0, and U > Ug.
This corresponds to s > 0 and 0 < f < 1.

"We have to use the Q-function defined by instead of the more physical Q-function, since
we do not have the Bogoliubov states expressed in the |j, m)-basis. See sections 3.3 and 8.2.



CHAPTER 7. RESULTS 95

100 100
80+ 80+
60 - 60~
40! 40
20/ 20

O — T L = T L
400 420 440 < J1> 460 480 500 400 420 440 <JT> 460 480 500

100 100
80" 80
60" 60 -
40| 40+
20} 20
0 — : 0= e —— ‘
400 420 M0 ) 460 480 500 450 460 470 ( ] ) 480 490 500
100 100
80| 80 f =0.9
60 60 ">'§
N
<]
40} 40—
20 20|
0= ——— : 0 : ‘ n : ‘
450 460 470 ¢ J$>480 490 500 470 480 () 490 500

Figure 7.4: Graphs for (AJ,)2 vs (J,) for zero temperature and N = 1000. Each subplot
corresponds to a fixed values of U,,/U and each of the black curves to some value of
U + Ugp. The values of U 4+ Uy, are 0.01, 0.1, 0.3, 0.6, 1, and 3 from below. The red
curve is the ideal result given by the F-function. We see that as U + Uy, approaches zero,
the curves approach the ideal curve, indicating that for zero temperature, the parameters
maximizing the squeezing are U + Uy, =~ 0. The data plotted here are the same as those

plotted in fig. [7.5]
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Figure 7.5: Graphs for (AJ,)2 vs (J,) for zero temperature and N = 1000. Each subplot
corresponds to a fixed values of U + Uy, and each of the black curves to some value of
Uap/U. The values of Uy, /U are 0, 0.1, 0.3, 0.5, 0.7, and 0.9 from above. The red curve is
the ideal result given by the F-function. We see that as U,,/U approaches one, the curves
approach the ideal curve, indicating that for zero temperature, the parameters maximizing
the squeezing have U ~ U,. The data plotted here are the same as those plotted in fig.

4
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Figure 7.6: Q-functions for the states at different values of 2, for U = 0.06, Uy, = 0.04,
N = 1000 and 7 = 0. The values of Q from (a) to (f) are 0.00015, 0.00012, —0.000005,
—0.001 —0.01, and —1 respectively. € = —0.000005 gives a squeezing very close to the
maximum for these parameters, the value is £€2 = 0.0346. The plot for © = 0.00015 has
(jx> = —365.30, and at that point the approximation N ~ Ny has broken down.

It turns out that small values of s and values of f close to one, bring the curves
closest to the F-function. In section 4.3 we saw that a larger value of the constant
Uy, which for the one-species case discussed there played the same role as s/2 does in
two-species GPE , corresponds to a broader ¢ (r)-function. From the classical
expression for the angular momentum L = r X p we see that a broader ¢ therefore
makes the value of p needed to access a state with some angular momentum, smaller,
which is equivalent to stating that less energyff|is needed to access modes with [ # 0.
This will decrease the value of the Y, (o ¢;_)-terms in the expression for (AJ,)?,
since the terms in the sum with [ # 0 give zero contribution. The consequence of
this is that the curves will be moved in the direction of less squeezing, which explains
why a small value of s gives the most squeezing.

The observed f-dependence can be explained from the time-energy uncertainty
relation, from which we see that a smaller characteristic time of an excitation of
the system corresponds to a greater uncertainty of the energy, meaning that the

8This can also be seen directly from the classical expression for energy in terms of angular
2
momentum E = S—I where I is the moment of inertia which in general goes as 2 and therefore

increases when s does.
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Figure 7.7: These graphs explain the behaviour of the subplots in figs. and (a) is
a plot of the simplified functions u; and —v; as functions of the fraction ®; = B;/A;, given

by (7.14]) and (7.16). (b) is similar to fig and shows the values of e for different
values of s = U + U,,. Black points correspond to s = 0, blue to s = 0.2, green to s = 0.6

and red to s = 1. The [-quantum number is on the horizontal axis and each set of curves
corresponds to values of & =0, 1, 2, 3, and 4 from below. (c) shows values of v}, _owvy_
with the same colour code as (b) excluding s = 0 which gives v~ = 0, and (d) shows the
same values multiplied with 2/ + 1 showing how large s ensures that only a small part of
W_ comes from the [ = O-states. On (c) and (d) each set of curves correspond to k = 0,
1, 2, 3, and 4 this time starting from above.

chance of the excitation being to a higher energy state is larger which decreases
the squeezing. The characteristic time is inversely proportional to xy which goes as
x o s(1 — f)/(1 4 f) from which we see that x decreases when f increases. This
explains why values of f close to one maximizes the squeezing.

A more mathematical explanation of these results can be seen from our position-
independent model from the previous section. Around the point of perturbation,
each ®; and consequently every v; will be small, meaning that we can disregard the
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vZ-terms and set u = 1, giving

N N
(AJ,)? = TV, W > groui (7.17)

indicating that all the relevant contributions come from the minus-states. Keeping
f fixed and increasing s will have the effect of increasing ®; , —v;_, and thereby
V_ and —W_. But we see that only terms with [ = 0 give a contribution to W_
since the other terms have ¢*ov;_ = 0, so the value of W_ will be most sensitive to
change, in configurations where a large part of the contribution to V_ comes from
the [ = O-terms.

From ([7.2]) we see that a higher value of s corresponds to a higher value of ®,_ for
high values of —(2. A higher ®;_ causes a higher v;_ for each value of ¢, which means
that configurations with high s has more of the contribution to V_ coming from the
[ # O-states which makes the response in W_ to changes in {2 relatively smaller,
giving higher values of (AJ,)? for a given value of (.J,). Another way to formulate

this is that higher s corresponds to lower values of %, thereby making the slope of

the (AJ,)? vs. (J,)-curves smaller close to (.J,) = N/2 which takes it further away
from the F-function in the direction of less squeezing, just as we see from fig [7.4]
Likewise we see from that higher values of f correspond to a higher value of
®,_ which indicates that increasing f has the same effect as decreasing s, which is
just what we see from fig. [7.5]

We notice that isolating Ny in gives Ny = %N - Vi+ (JA:C> This means

that if V, < (J,) as is the case close to the point of perturbation, we have that the
“correctness-parameter” for the approximation of discarding higher order terms in

51 is given as % = % — <‘]]§> showing that for the values plotted in figs. and

the approximation is still valid.

For the ideal case of the F-functions (3.39), the Schwinger model (5.50)), and
for the time-dependent two-mode model described by in the "Kitagawa and
Ueda-part of section 5.3, we were able to find an expression for the squeezing as
function of the particle number. For the F-functions and for the Schwinger model

we had €2 oc N7! for large N, while the time dependent case had &2 o N_§ as we
saw in (5.18). For the Schwinger model the result was found by fitting a function to
the numerical results, and the same technique will be used here. We keep the value
of N(U+Uy) in order to keep the value of’] ji. In addition we have the free variables
f, €, and the temperature 7, so we limit the discussion to some fixed values of these
parameters: zero temperature, N(U + Uy) = 100, and f = 2. A plot of (AJ,)?/J
vs. (J,)/J is shown in fig. for different values of N, and from these results we

9As we saw in section 4.3, u is a function of N and U only through the product NU in both
the Gaussian approximation and the Thomas-Fermi approximation. This result is also valid for
the two-species model, with the replacements p — g and Uy — %(U +Uuw)
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0.03

Figure 7.8: This plot shows (J,)/J vs. (AJ,)?/J for different N, but constant N (U +
Uaw) = 100 and U, /U = % The black curves are the results, while the red curves are
the F-functions as comparison. The values of N are 500, 1000, 1500, 2000, 2500, 3000,
4000, 5000, 7500, 10000, 20000, and 50000 from above. The insert shows the curve given

by (7.18) and the points of data to which it is fitted.

get that the ) minimizing £ gives the squeezing paramete@

1.31

2
&R (N —17)0-527 (7.18)

where we see that the scaling with N is less advantageous than for all the previous
models. is plotted in the insert in fig. , along with the data points. The fact
that the scaling with N is worse than for the squeezing produced by the F-functions
is not surprising, since the existence of the Bogoliubov modes bring the system away
from the two-mode approximation as argued above. The fact that the scaling with
N is worse than what was calculated from the time-dependent approach, is, however,
bad for the usefulness of the steady-state approach presented in this thesis.

7.3 Results for non-zero temperatures

The results of a simulation of how the squeezing depends on the temperature, can
be seen in fig. We see that the (AJ.)? vs. (J,)-curves for high temperatures
lie above those for low temperatures, giving rise to less spin-squeezing. Fig.
shows a zoom on the rightmost part of these functions, and we see that independent
of the temperature, some amount of squeezing is obtained very close to the point of
perturbation. Q-functions for a non-zero temperature are plotted in fig.

I0The fitted function had the form iy, and the fitting result was a = 1.30648 + 0.02111,
b= —17.792 + 1.067, and ¢ = 0.526847 + 0.002174. The fit was made to the 13 points seen in the

insert in fig.
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Figure 7.9: The black curves on these figures show (AJ.)% vs. (J,) for different tem-
peratures. The red curve shows the F-function describing the ideal case as comparison,
while the green curve shows the function corresponding to & = 1. The temperatures go
from 0 to 0.49 with an interval of 0.049 from below. For the trap-frequency mentioned
in [13], 7 = 0.049 corresponds to 7" = InK. The interaction constants are U = 0.06 and
Usp = 0.04, and N = 1000. The two subfigures differ by the zoom only.
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Figure 7.10: Q-functions for the states at different values of €2 for 7 = 0.049. The shown
states have U = 0.4, Uy, = 0.2, and N = 1000. The values of © from (a) to (f) are
0.00006, 0, —0.00025, —0.004 —0.1, and —10 respectively. 2 = —0.00025 gives a squeezing
very close to the maximum for these parameters, the value is £ = 0.1039. The plot for

2 = 0.00006 has (J,) = —80.29, and at that point the approximation N a Ny has broken
down.
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It is not surprising that higher temperatures corresponds to lower squeezing,
since higher temperatures will give rise to higher occupation levels of the Bogoliubov
modes, as seen from (6.47). We see that further away from the point of perturbation
where — is small, (AJ,)? takes an almost constant value proportional to the tem-
perature. This can be explained by the parallel to the zp-case explained in section
5.5, where we see from that J, behaves as \/N/2 & near the point of per-
turbation. This means that the Hamiltonian can be written as H o %552 ignoring
the Q-term. This is similar to the classical expression for the potential energy in a
harmonic oscillator £ = %Imz with £ = xN. For a classical harmonic oscillator the
thermal probability distribution is p(z) = \/k/(27T ) exp (—k2?/(27)) from which
we can calculate (#2) = 7 /k which is proportional to 7, as we see for (AJ,)? in fig.
7.9

For a more detailed explanation of the behaviour shown in fig. we use our

position-independent model. As we can see from (6.48)-(6.51)), we can let ((7.12))
maintain its form if ((7.13) is redefined to

Vo = Z (v;‘_ovi_ ((n)ie +1) + uf_oui_<n>i_>

%

Ve = Z (’U;;o Qoviy ((n)iy + 1) +uj,0 QouH(n)H)

W_ = Z ((g&*oui_gp*ovi_ + 20F oppTou; + vj_ogpui‘_ogp) <<n>z_ + 1)

i (gp*ovi,@*ouif + 2u’ opytou;_ + u;[o@v;iogp) <n>z) (7.19)

where the final result can be approximated as
ooy (90*0%‘— + Sﬁ*ouz‘—(n%—) (7.20)

near the point of perturbation.

v; = 0 and u; = 1 at the point of perturbation as we have seen, and from
(7.10) we see that &_, and therefore ¢;_, is infinite at that point, which makes
V_ =V, =W, = 0. This ensures that (AJ.)> = N/4 and (J,) = N/2 at the point
of perturbation, as we saw in the temperature independent case.

We know that near the point of perturbation, the points of maximal squeez-
ing will almost coincide with the minima of the (AJ,)? vs. (J,)2-curves. These
points can be found by finding the minimum of (7.20), which will be where the
o v;_-term dominates the most over the ¢*o u;_(n); -term. A higher tempera-
ture will give more weight to the ¢*o u;_(n);_-term, which makes the values of —(
required to make the energy high enough to make the po v;_-term dominant even
larger. This ensures that the curve will diverge from the zero-temperature case even
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closer to the point of perturbation, thus giving less squeezing as we see from fig. [7.9

A simulation with varying s and f, similar to the zero temperature case from
the previous section, has been made for non-zero temperatures as well. In figs.
and the results are plotted for one value of 7, and for other values of 7 the
results can be found in appendix I. The same values of s and f have been used as
in the previous section.

We see that it is no longer the case that a low s and a f close to one maximizes
the squeezing, as we saw in the zero-temperature case. In fact the limit becomes
the opposite for sufficiently high temperatureﬂ and for the temperature used in
figs. and we see that the optimal values are somewhere in between the
two extrema. This can be understood from the fact that inclusion of a tempera-
ture introduces a new energy-scale, that of 7, in the system. The effects of the
temperature will be smallest when 7 < x, and y is largest for large s and small f.

Our position-independent model can explain these results as well. We remem-
ber that the points of maximal squeezing are the points making the po v;_-term in
dominant. For low temperatures, the po v;_-term will always be dominant
and the behaviour will be as described for the zero-temperature case. But for the
high-temperature case we want some values of s and f that give as much weight to
the pov;_-term as possible for a given value of (2, and we saw in the previous section
that —v;_ is maximized by high s and low f, indicating that for high temperatures
the squeezing will be maximized in this opposite limit. For temperatures between
the two limits, some set of s and f between the two extrema is expected to maximize

the squeezing, just as we see in figs. and [7.12]

I have tried to make a detailed calculation which imitates the values used in
the experiment by Marcus Oberthaler described in [13] and in section 5.4. When
calculating the value of U the average of a,, and ay, is used resulting in the scattering
length a = 97.5a9. From this we can calculate U using with the resultlT_Z]
U =4.99-10"°" Jm? which corresponds to U = 0.124 in the natural oscillator units.
As described in section 5.4, the experiment adjusts the value of a,;, using a Feshbach
resonance, so that the measured value of y becomes y = 27 x 0.063Hz corresponding
to y = 148 - 107% in NOU. We know, however, that in the limit of large interaction
Ns > 1 the physical value of y i + times the value x = [¢|*(U — Uy) given by
(5.7). This means that the value of x we should use when finding Uy, using is
X = 212-107°. From this we can Calculateﬁ U,y with the resuhff] Uy, = 0.103. The

'We can not see this from figs. and alone. Similar plots for different temperatures are
shown appendix I. See specifically fig. in that appendix.

12The values for w and m used in these calculations are w = 27 x 425Hz and m = 87u where u
is the atomic mass unit. Both values are listed in the relevant part of section 5.4.

13See section 5.3, and the papers [4] and [11]

1Since the value of U,y affects the value of ¢(r), this must be done by numerical iteration.

15This result corresponds to Uy, = 4.14-1075 Jm? and a4, = 81.0ag corresponding to a decrease
of 17% from the original value of agp.
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Figure 7.11: Graphs for (AJ.)% vs (J,) for N = 1000 and a temperature of 7 = 0.049.
Each subplot corresponds to a fixed value of f while s is varied. The blue, dark green, red,
cyan, violet, and brass curves correspond to s = 0.01, 0.1, 0.3, 0.6, 1, and 3 respectively,
while the black curve is the ideal result given by the F-function. The data plotted here
are the same as those plotted in fig [7.12] and the values of s and f are the same as those

in fig. [7-4]
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Figure 7.12: Graphs for (AJ.)% vs (J,) for N = 1000 and a temperature of 7 = 0.049.
Each subplot corresponds to a fixed value of s while f is varied. The blue, dark green, red,
cyan, violet, and brass curves correspond to f = 0, 0.1, 0.3, 0.5, 0.7, and 0.9 respectively,
while the black curve is the ideal result given by the F-function. The data plotted here
are the same as those plotted in fig [7.11] and the values of s and f are the same as those
in fig.
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Figure 7.13: Graphs for (AJ.)? vs (J,) for the values of U, Uy, N and 7 used in the
experiment described in [13|. The black curve is the result, and the dark blue curve shows
the result for similar values at zero temperature. The red curve shows the F-function for
comparison, and the green and cyan curves correspond to £2 = 1 and &2 = 0.15 respectively.
The two subfigures differ by the zoom only.

temperature at which the experiment takes place is not reported in [13|, but since
the experimental setup is similar to the one described in [15], T will assume that
the temperature is half of the smallest of those described in [15] namely 7" = 10nK
corresponding to 7 = 0.49. The particle number is N = 2300 which T will use
ignoring the 15% particle loss reported in [13].

The result of a simulation using these parameters is plotted in fig. [7.13] The
minimal value the squeezing parameter may assume is £2 = 0.9199 which should be
compared to the €2 = (.15 obtained in [13]. This does not contradict my theory
since the experiment described in [13] uses a time-dependent approach to generation
of spin-squeezing, as described in section 5.4, which is different from the steady-state
approach described by my theory. The conclusion we can derive from this is that
when the temperature is as high as 10nK a dynamical approach to production of
squeezing is preferable. In fig the steady-state result for zero temperature
is plotted as well. We see that if zero temperature was to be obtained, it would
be possible to obtain more squeezing than was done by Oberthaler. The point of
maximal squeezing corresponds to £2 = 0.0271 in this case.



Chapter 8

Conclusions and outlooks

8.1 Conclusions

As stated in the introduction, the purpose of this thesis is to derive a steady-state
Bogoliubov model of a Bose-Einstein condensate, use the result to calculate the
spin-squeezing, and investigate the results. This derivation was done in chapter 6,
and the results are shown and analyzed in chapter 7.

The result of the derivation is that the two-species Gross-Pitaevskii Hamiltonian
can be diagonalized by expressing the quantum-field operator for the particles
according to (6.2)), (6.11), and (6.19), where the u; and v;-functions are eigenstates
to the matrix £ as given by . The expectation value of the angular momentum
operators and thereby the squeezing, can be calculated from the u; and v;-functions
using and to (6.51). How the calculations are implemented numerically
is described in section 6.5.

Simpler models, like the Two-mode model and the Schwinger model, result in a
squeezing scaling with the number of particles as £2 o« N71, showing that a large
number of particles gives better squeezing. This is still true for the case described
by my theory, even though the scaling is not as good as for the simpler models. For
one set of parameters the relation was found to be £2 oc N=95%7 for a fixed value of
the chemical potential. The results for various particle numbers can be seen in fig.
[.8

The best results for the spin-squeezing are obtained at low temperatures. This
is not surprising since the system is closer to that described by the two-mode model
in that limit. The results for various temperatures can be seen in fig. and in
appendix I.

For the case of zero temperature, the optimal squeezing is obtained for atoms
with U =~ Uy, and U+ Uy, &~ 0, which can be seen in figs. [7.4 and [7.5] But for higher
temperatures, like the 10 nK that were used in the discussion of the experiment
by Oberthaler, the limit is the opposite, in this case atoms with U > U, and
U+ U > 1 optimizes the squeezing. The results for non-zero temperatures giving
rise to this conclusion can be seen in figs. and [7.12] and in appendix I.

107
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A comparison with the experiment by Oberthaler described in [13] shows that for
physical temperatures like 10nK, the dynamical approach used there results in an
amount of squeezing surpassing the amount that can be obtained using the method
developed in this thesis. Therefore I must conclude that a dynamical approach to
creation of spin-squeezing is to be preferred, if the only concern is to squeeze as
much as possible. The results of this comparison can be seen in fig.

8.2 Outlooks

The ultimate result of this thesis would have been a formula for the squeezing
parameter £y, as function of all the free parameters U, Uy, N, €2, and 7. Since &,
cannot be found analytically, such a formula could only have been made by fitting
some function to the numerical results, like we did for the N-dependence alone in
(7.18). The reason this has not been done is that the time needed to make the
required number of simulations for all possible combinations of the free variables
simply was not available.

If one was to realize the method described in this thesis experimentally, the
primary limit on the amount of squeezing would be particle losses from the trapE].
Such atomic losses are not part of the model in this thesis, since it is hard to assign
reason to the notion of particle loss in a steady-state formulation requiring a system
in equilibrium. If this thesis was to be improved, I would need to find a way to
include such effects in the model anyway. In order to do this, one would presumably
need to go into further detail on the experimental setup than what is done in this
thesis, in order to find some optimal time being long enough to allow the system to
obtain equilibrium, but short enough that only a few atoms will have escaped the
trap. A similar calculation for the time-dependent approach can be found in [19].

Not the entire space of parameters was explored in this thesis. The discussion
was limited to the cases of positive scattering lengths U > 0 and Uy, > 0, and to the
antiferromagnetic regime U > U,,. As we saw in section 4.3 the condensate collapses
for large negative values of U and U, and as mentioned in section 5.1 U < Uy,
results in a physical split of the a and b modes. Still it could have been interesting
to investigate the behaviour a little into these 'forbidden’ parts of parameter space,
since we saw that for zero temperature, the squeezing is optimal for U ~ U, ~ 0,
which is close to the forbidden area. Another possibility could have been not to
make the assumption U,, = Uy,. If the two constants were kept separate, the two-
mode approximation would have included terms proportional to jz, which would
imply that the maximally squeezed states would not be at the equator of the Bloch
sphere. The full calculation could have been done without this assumption?l The
result would have been that the plus- and minus-modes would not separate as they
do in (|6.13]), which in this case could be written H = 5;)0 + %/_\T./\/l/_\ where M would

!Marcus Oberthaler: Private correspondence.
2See [4].
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be a 4 X 4-matrix.

In section 5.6 some choices that had to be made in order to do the full calculation
were discussed. One of them was the choice of the non-symmetry-breaking approach,
and the consequences of a different choice are discussed in detail in section 6.4. But
another choice that was taken in section 5.6, was the choice of treating the ¢y_mode
as part of the perturbation, and not as a condensate-mode. We see in fig. in
appendix I, that the occupation number of that mode is much larger than of all
the other moded’] which makes the choice a little questionable. The reason for
this treatment of the ¢y_mode is that otherwise we would have to choose py_ o ¢
analogous to the case of g since it is not obvious how else we could find ¢y_. This
choice would, however, be wrong, as the small differences in ¢, and ¢, would not be
taken into accountﬂ. Finding a way to solve this problem would be another possible
improvement of the thesis.

In order to plot the states resulting from an implementation of my theory, we
used the Q-function instead of the more physical Q-functions. The reason for this
is that we do not have an expression for the Bogoliubov-states in the |j, m)-basis,
and finding such an expression would be another possible improvementﬂ

Finally T should mention the efficiency of my numerical simulations. T have
chosen to do all my programming in the programming language 'Matlab’, since
that language is perfect for handling matrices, like those in that have to be
diagonalized in order to find the squeezing. ’Matlab’ is however not that efficient
in handling loops, of which my programg| contain plenty. It is very likely that
implementing the code in a lower level language, like 'C’, would be more efficient.
For handling the matrices undoubtedly some C-algorithms exist, which I could have
used for those parts of the calculations.

3At least for the value of Q used to produce that plot. In fig. the difference is not nearly
as large.

Y, o pa+op, soin that case small differences in ¢, and ¢, does not matter. But ¢_ o ¢, — s,
in which case any small differences would be blown up, and ¢_ o ¢ would accordingly be very
wrong.

5A way to do this inspired by the Bogoliubov transform could be to express the G-operators
using some new B operators &; = Zj (,uijBij + I/ijB;rj) where p1;; and v;; are chosen so the operator
J2 = JE + jy2 + jzz becomes diagonal. In that case the eigenstates to the 3t 3-operator will be

eigenstates to J2, and thus similar to the |7, m)-states. This leaves the problem of how to find the
m~-quantum number. Whether this proposed method will work, is yet to be investigated.
6See appendix G.



Appendix A

Second quantization

The state vector for a pure state made up of N particles can be written as

)= > Copn - YD @)D @ ... @ [9)) (A1)

V1,02,

where \w)(y? is the y;th quantum state of the ith particle. We assume the set of
\w>£? for a given ¢ to be complete. In this thesis we will only consider bosons,
and for bosons the many-particle wave function is (per definition) symmetric under
exchange of two identical particles. So if our particles are indistinguishable, the
Cyy vs,..-coefficients must be symmetric under exchange of v; and v;, for any ¢ and j.
When the particles are indistinguishable it makes no sense to enumerate them like
we do in (A1), and we can get rid of the enumeration by changing to the so called
number basis. In this case we notice that all the ;s can assume the same values,

named 1,2,3,..., so in the number basis |¢) is written| as
) = Z Kiyng. o)1 ®@[na)a ® ... (A.2)

where |n;); means n; particles in the v-state 1.

Inspired by the quantum-harmonic oscillator we define a set of annihilation and
creation operators a; and dj- which remove or add particles from the v = i quantum
state respectively. These operators are defined to have the commutation relations

ai,at] =6 .  [ai,a) = [al,al] =0 (A.3)
which lead to the relations
ailn); = Vnln —1); . allny; = Vn+1|n+1); (A.4)
from which we see that the number operator n; can be written as

laifn); = nln); = uln), (A.5)

N!

1The expreSSion for the Kn,l7’7127,,__Coefﬁ(:ients must be KTL],'”27~-- = nilnal...

but this result is never used.

011,---,177,1,21,---,277,
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Let us have a look at a basis change from the complete basis enumerated by v
to another complete basis enumerated by p

=Y OBl ) = D (Wulth) ), (A.6)

If we write [¢)),, = a},|0) and [¢), = @} |0), we can deduce the transformation relations
for a to be

al = (ulw)al L au=d (Gl (A7)

v v

We see that the total particle number operator is given as

N = Zdzd,u = ZZ<¢V|¢/L>&Z Z<¢H|¢V’>d

o

= Y (i) *a,, Zcﬂay (A.8)

vv!

showing that the total particle number is unchanged by the transformation. If we
let the p-basis be the continuous r-basis with [¢), = |r), then the transformation

becomes
U(r) =D (rlvn)a, Z@by i, (A.9)

where d, has been named ¥(r) and is known as a quantum field operator. We see
that the total particle number operator is given as

N:/@@@mﬂ (A.10)

Let us for a moment go back to first quantization and have a look at the local,
one-particle operator O. Inserting the completeness relations and transforming to
the r-basis, allows us to reexpress this operator as

0 = Tlwiels [ il [ a)w 3wl
- Zo i [ V (A1)
where
O = [ a0 ()00 () (A.12)

The second integral has vanished due to the delta function coming from the locality
of O. The many-particle generalization of O is

~

O = 0WePg.. oMt +1Ve.. oIl Vgo®™ (A13)
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and acting with that operator on the many-particle state

W) = Rl e.. el e.. .ok (A.14)

gives

Oy = YN O, I}V e )P e.. .0 e.. @) (A15)

where we have used the fact that (i,#|,,) = d,n,,. Rewriting the above using
creation operators gives

) = abal, ...af ...al |0) (A.16)

v, Vo v

and

Olp) = >3 Opal,al,...al, .. af0)
j v

= Y Oyt a|v) (A.17)

VIV”

where the final equation has renamed v; v".

gives us

Reinserting the expression for O,/

o) = % / drt, (£) Oy ()il o |0)
_ / dri (r) O (r) (A.18)

with the definition ofA‘i/(r) inserted. By comparing this to the expression for the
expectation value of O

©0) = / dry* (£) Oy (x) (A.19)

we see that the form of these two expressions are the same. This is a general
principle true not only for one-particle function§?] So if we have an expression for
the expectation value of some operator, we can immediately generalize this to second
quantization using’|

0) = [ def(ww) » 0= [ arf(¥w) (A.20)

This principle will be used when going to second quantization throughout the thesis.

2In [e] the same calculation is done for two-particle operators, with the note that higher order
operators will not be encountered. This is true for this thesis as well.

3This is not entirely well defined, since the s commute, while the Us do not. The rule of thumb
is that the W-operators should appear in normal order. When the particle number is large we have
that (T¥) ~ (UUT) which makes the order of the W-operators less important in this limit.



Appendix B

Angular momentum in quantum
mechanics

In classical mechanics angular momentum is defined as
L=rxp (B.1)

This is generalized to first quantization by inserting the position operator 7 and the
momentum operator p = —iV giving

5 : 0 o)
Ll = —1 ([Ema—xn - CE'HE) €lmn (B2)

where the Einstein summation convention is used. From this we can derive that the
commutation relation for angular momentum-likd'| operators should be

A

[j,, jm} S (B.3)

We see that the operator J2 = J2 + J2 + J2 commutes with J, (or any of the other

Jl—operators), which means that we can find a common complete set of eigenstates
to the two operators. Such states are denoted [j, m) and obeyﬂ

Jg,m)y = j(j+1)|g,m)
J.lj,m) = m|j,m) (B.4)

where j can take integer or half-integer values, and m can take values from —j to
J with integer steps. 7 can be thought of as the total angular momentum, while m

!By angular momentum-like operators is meant operators that obey these commutation rela-
tions. Examples are the orbital angular momentum L, but also the spin S and the total angular
momentum J. J is the standard name for angular momentum-like operators, which is why it is
used in this thesis even when there is no orbital component.

2See |b.
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can be thought of as the component in the J.-direction. When calculating J, or J,
for states in the |j, m)-basis it is useful to introduce the operators

A A A

Jotid, , J-

Jy Jo —iJ, (B.5)

invertible to
~ 17/~ ~ o ~ ~
@=§QL+L>, J, = (L—L) (B.6)

since the ji—operators obey the relations

Jiljm) = VG —m)(G+m+1)]jm+1)
Jjm) = VG +m)(j—m+1)jm—1) (B.7)

in the |j, m)-basis. The related commutation relations are
Pﬁi}:2i
Lyﬁ}ztg (B.8)

The lowest dimensional representation of the algebra defined by 1) iS jm =

15,, where
01 0 —1 10
ax—{l 0},%—[2. 0 },Uz—lo _1} (B.9)

2
are the Pauli spin-matrices. These j-operators are angular momentum operators
for particles with total angular momentum %, and for this specific representation of

the j-operators, the (1,0) and (0,1)-states are eigenstates for the j,-operator. For

particles with total angular momentum > % a higher dimensional representation

is needed. A representation for the j—operators for particles with total angular
momentum j is

S~
I

1-(j—3) 0 : (B.10)

<
N
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0 - %.j 0 0
50 1-(j—3) 0
J, = i 0 1-(j-1 0 : (B.11)

: i

0 0 j-i 0
i 0 0 0
0 j—1 0 0

J, =10 0 j-2 0 (B.12)
0 0 0 —j

where each matrix is square with dimension 25 + 1. The basis vectors in this rep-
resentation are the states | J,m) mentioned previously, and the parts of the matrix
representations of J, and J above and below the dlagonal may therefore be regarded
as a matrix representatlon of the operators J+ and J_ respectively.

For a spin-; particle in the state |¢) = @4(r)|a) + ¢y(r)|b) where a and b cor-
respond to spin up and spin dovvnl ’| and where [ dre(r)e;(r) is the probability of

measuring the particle in the ¢th state, the expectation value of J» will be
o 1 * *
(plizlo) = 5 / dr (5 (r)¢n(r) + @5 (r)¢a(r)) (B.13)
For an ensemble of N particles the total angular momentum operator is defined as
jk = 3121) ® 7@ Q- ®f(N) 4+ o+ 7 R ® JIN=-1) ®j‘](€N) (B.14)
and if the particles are 1dent1(;all Wlth SplIl , the resulting expectation value is
T 1 * *
WILp) = 5 [ dr(uie)nte) + v @) (B.15)
where 1) = /N¢ fulfils
[ (@) + viwim) = N (8.16)

Results similar to (B.15) can be obtained for the jy and J.-operators. Going to
second quantization®| corresponds to doing the substitution 1 (r) — ¥(r) with the

3In strict notation |a) = |1, 1) and |b) = |4, —3).

*This does not require the particles to be strictly identical. The requirement is that ¢, (r) =
¢a;(r) and similarly for b, for two particles numbered 7 and j.

5See appendix A.
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results
o = 5 [ Ar(@l)b) + Bww) (B.17)
Iy = o [ a0 - bjmb.m) (B.18)
J. = % / dr (i ()T, (r) — U] (r)¥y(r)) (B.19)

and likewise (B.16]) in second quantization corresponds to the particle number op-
erator

N = /dr(\ilg(r)@a(r) +\ill(r)\lfb(r)) (B.20)

In the main thesis we will denote these operators as J; and N respectively.



Appendix C

Squeezing implies entanglement

In this section the "squeezing implies entanglement™proof will be presented in full
detail. For the same derivation with less equations but more discussion, see section
3.6.

(AL)? = (J2) = (L) (C.1)
Let us calculate the two terms using the separability-criterion

p=> pip’ 0o ®... @ p" (C.2)

(L) = ToJ.p)

_ m(}jm(g”®1®.u®1+.”+1®”.®1®£m)é”®“.®ém>

= 2op (DGO + - DG

= D (4 G0) = Yomil s (€3)
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(J2) = T(J2p)

“ " 2
_ Tr(Zpi<j£1)®1®...®1+...+1®...®1®jzn)> ﬁ§1)®...®ﬁ§”)>

= Zp¢<ZT1<<5§’<>> )+ T (G @ i >><ﬁ§k>®ﬁ£”>)>

KK/
- S (S T
i k k#k!
S P CETE SELED SEEED DR
i k k k KAk

] k k

- X (St ) c)
giving

(ALY = () = (L)

=y [ (z@%)

- o (S
i 2
= > p (Z(Aj(k))?> +(A-A)(B-B)-(A By (C.5)
i ke
where A; = \/p; and B; = \/p; <jz>, Now we can use the Cauchy-Schwartz inequality
stating that (A - A)(B - B) > (A B)? for any set of vectors A and B, to give us
(AL)* > sz Z AP (C.6)

We know that (Aj.)? > jF;((j.)/4), so therefore
> v iF(G)i/)) (C.7)
i k

where we have used that all the subsystems have the same j. Since F' is a convex
function, we can use Jensen’s inequality, stating that

3w F(ay) (Z k> (Zz‘; ’““”’““’“) (C.8)

k
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if ['is convex. If used twice, once on the k-sum where the as are 1, and once on the
1-sum where the as are p;, Jensen’s inequality gives

(AL? = Y piYy iF (GQ(C;)%) =

(AT)? > ZPiNJ'Fj (Zk@(ﬁ))é) =

JN
S0y,
(AL} > NjF, (Zip’%\’;<‘7”” >l> &
J

Ja)
AJ)? > NjF; (a C.9
(ALY > NjE, ( = ) (©9)
where the final step uses a result similar to 1) for J,. Let us now use that Jj= %
and calculate the corresponding F-function. For a state [¢) = c[f) + s||) where ¢
and s are short for cosine and sine to an angle, we get (J,) = 0.5C, (J,) = 0.55 and

(J2) = 0.25, where C' and S are short for cosine and sine to twice the angle. This
gives (AJ,)? = (J,)? or

Fi(z) = 12’ (C.10)
and insertion gives
7\2
(AJZ)Q > <°§ff> =
VN(AJ)

> > 1&

(Je)
£, = 1 (C.11)

showing that the state is not squeezed. So if the state is squeezed, we know that our
initial assumption about separability was wrong, proving that if a state is squeezed,
the state is entangled.

The discussions in the final part of section 3.6 showing a way to find a minimum
for the amount of entangled particles giving rise to a state with certain values of
(J,) and (AJ,)?, are based on the following calculation
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(AJ,)?

v

2 p 3 E (%,k
0 A (

)
?)
o () (5
j
> =

~(k
:(

v

v

k

1szz Jmax <—

o

Vv
2M>

1NF

Jmax

v

<22p12
iN

(AJ)?* > %Nijax((l;)) (C.12)

where we have used the fact that any convex, positive function with f(0) = 0 obeys
f(lz|) > af(|x|/a) where a > 1. In this case a = _N<k)

kJi



Appendix D

Calculation of combinations of
J-operators

In this appendix we are going to express the J}—operators and combinations thereof
using the results of the Bogoliubov approximation. Some of the results are stated
in section 6.3, and the rest are used when drawing the Q-functions for the results
of the main calculation in figs. and
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Q

e, + / dr (ALA++AT_A_)
% x at * A ~ At
/drE (QO<Ui+O‘i++Ui+O‘i+> Qo <Uj+aj++vj+aj+>
,5%
+ (w_éy + v @l WA vt A +éte
i— Mg — i— j—Y5— e + &+
* Aoa * N * ~t A
E (Ui+OQOUj+az‘+aj+ + 0530 Qovjy Qi Gy + Ui 0Qou; Gy iy
1,j%
+uf0Qov &l al, + v oui_dy G +vov,_ai_al
i+ J+S iS5+ i— J—="g— i—> Vg,

+ul_ou;_af_d;- +uj_o zg&j_d}_) +éley (D.1)
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~ 1 Ay A g A
j, = 5/ch~< gxlfb+\1/j,\11a>
1/d ol ol @+—A_+\i/1—\ifi U, 0
e — r .
2 V2 2 V2 V2
1 Ar oA Ar oA
= 5 /dr A
= far( (for ol (eeps o) - (901) (56) )
ey 1 N R
= 243 / dr ((miaw - wiaw,)
ey 1 e
~ G2 /dr (ALA+ — AT_A,>
2 2
1 P ) .
= §/d1" (Q*O (ULQLJFUHO%) Qo <Uj+0<j++vj+04;+>
7,7%
e,
— (i +vical ) (wal+vray ) ) e

1
. * A oA * A At * S I
= 3 E 0740 Qo iy (jy + v;,0Q0V Ay Gy + U 0 Qouy Ly Gy
E

% At At % A~ A % Aot
+ u; 0Qov; Q. — U O UGy Gy — U 0 Uy

* AT A * At oAt CyCr
—u;_ouj_G&_G&j_ —u;_o vj_oziozj) + 5 (D.2)
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&~
I

e e /N . .
dr (ALA, - AT_A+> 4o - / dr (go*A, - Ahp)
Yy (Q*o (ool +vfyais) (w-dy +v5-al)
VN,
! 5 0 Z / dr (go* (ui_di_ + vi_dj,) - (uf_dj, + vf_di_) gp)

/1: A A A A
- 9 Z Z ( (U;;OQOUJ'* — Ui40 Q*ov;[) Gy O+ (U;;o Qov,_ — u;40 Q*ou;l) OéiJrOé;’_

i>0  j

+

+ (uf0Qou;_ — vi;0Qovs ) al a;_ + (uf,0Qov;_ — v 0 Qou ) O‘LO‘;‘)

Z\/Qﬁo / dr Z ( (P ui- — v ) G- + (P vim — ul_yp) ézj_) (D.3)

+
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J. = dr (@;@a_¢g¢b>
_ I T A e
V2 V2 V2 V2

_ dr (5@151;_ + 5@&15124) % / dr (gp*@iaz&_ + 5¢i@+¢)
~ L far (A 1 4TR,) + Y0 [ar(eh v ir)

\\\?\\\
Py

N = N = N = N N = N = N -

(o
L]
-]
\®)
3
o
+
L
+
+
<
+
2
+
N—
VR
<
3
Q
T
+
T
joN
M‘ —+
N—

\s/
o

+ Qo (ui—i-di-i- + Uz’+071+> (u;_d}, + U;f_dj_> )
N,
+ V2 3Y / dr (go* <ui_ozi_ + vi_dj,> n (u;k_&;[ + v;_@i_) 90)

1
Y Z Z ( (U:+OQOUJ'— + u;40 Q*OU;,) GG + (v;‘+o Qow;_ + u;40 Q*ouj;) dz’+07;_

i>0 j

j_

\/;V_O /dr Z < (P ui + v ) dim + (@ vi +uj_o) o?j_) (D.4)

+ (ULO Qou;_ + v;40 Q*ov;ff) d;~r+ézj_ + (ULO Qov;_ + v;40 Q*Ou;,) O}LdT >

_|_
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A

W)+ / ar (WL (e) (1) + B (1) T (r))

_l’_
<
=
<
=
l}‘eb
=
=5

A A af o4
cheqychey 1

Tt / dr(ze+e+5¢1<r)5¢+(r)_2@Le+5¢i(r)5z/3_(r>

Q

£ 861 ()50. (e) + 641 (r)0d <r>)
eeéley 0 Sr o T
sefte D far(mim - A wi-e)
+ i / ar(AL )AL () + AL (A1)

]. N * * oA * A A \
03 o) )

NE

Q

T

1 N hercle
o (375 Jarss ((wean vucal) (s al o o) )+ SO0
4,J

1 N

_ * AoA * AoAT * AT oA

= (Z_l + 5 E 0740 QoU 1 iy (i + V;,0Q0V Ay (jy + U 0 Qous Ayt
1,J%

1 N . A

+ uj,0 QovHaLaL) + <Z Y v ouj Qi Gy + v 0w Gy Gy

1—

At x At chepele
+ul ou; Gl é; +ul owv;_al oz}_) + % (D.5)
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Q

Q

~

= o)A WAL ) + ;[ ar(RLwA ) + A A

N
= IO ((21):_08090*ouj_ _ Sp*oui—SD*ouj_ — v;ﬁ_oapv;_ogp> di—dj_
i?j

+ <2'UZ<_OSDSD*O’U]~_ — rou;_prov;_ — vf_ogpu;_ogp) di_djf
+ <2uf_03030*ouj, — @rov;_pTou,_ — u;k_ocpv;_030> &Iﬁdj,

2t * * * * * AT AT éié-i-
+ | 2u;_oppTov;_ — plov;_prov;_ —u;_opu; o |&; o | + 1

_i_l *o A A + *04 P AT + *o . A-I- q + *O' AT AT
1 V;_0U -GG + U0V Gy (O Uy OUj- Gy G+ U 0v; Gy

i7j

1 * 0Q0Ui, iy O * 0Qov. Gy Al
T V; 0 L0Uj L Qi Ay + U, 0 L0V 4 Ol

0,70

+ uj,0 Qouj+d:-r+@j+ + u; 0 QOUjerLdL) (D.6)
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Q

~ S B e (e (A WA-() + 2607 ()pwA (DA ()
+ o)A WAL )+ [[ar(RLwA ) + A A
No

= 1 <<¢*Oui¢*0uj + 2u] opprou,_ + U:70QOU;70¢> GGy
iJ

f
i

+ ((p*ou,;,gp*ovj, + 2v]_oppov,_ + vfﬁogpu}logp) Q&

+ (cp*ovi_cp*ouj_ + 2u]_opprou,;_ + uf_ogpv}‘_ogo) olj_dj_

At A
Cc,C
+ (@*OUFQD*OUJ'* + 2u;_oppov;_ + UE‘_Osou;_osO) aTOJ) + +T+

.I.

1
S (v 4 G v G dl L ous & G 4 ut ovs al 4
+ 1 <vz-_ouj_ozi_ozj_ + U0V 0G0+ u;_ou; -y oy + ui_ov]_aifaﬁ)

1]

1
* A oA * A oAt
+ 1 E <Ui+0 Qoujy iy Gy + v;,0Q0V; iy
i,j>0

* AP * AT oAt
+ uj0Qouj by &y + up 0 Qovj+ozi+aj+>

T

(D.7)
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>
>

~ i/dr <N0 ([\L[\_ - ]\UL) +V/Noel ey (so*f\— — fﬂs@) )

4
= —No/drzz (Q* ( z+dj++vf+di+> (uj—dj_—i_vj_d}*)
— Qo <ui+d,~+ +vi+d1+> (“ _af_ +“}<—df">)
4! No ot é+2/dr Ui Gy + ViG] > - (uz_&z +; az—) 90)
_ —NoZZ< vi0Qouj — u; ;0 Qo] ) diy by

+ (vHoQovj_ U0 Qou; )deL
*

+ (uHo Qou;_ — v;10Q" ov;_ ) &Ldj,

+ (uj,0Qov;_ — vi;0Q%u}_) de})

N AT A * * ~ * * ~
N i ; OCJﬂr +/drz ( (P uim — vi_ ) G + (PHvi — uf_yp) aj) (D.8)

7

jij = ;LNO Z Z < (v;‘+o Qouj_ — ;40 Q*ov;-‘_) Qi O

>0 j
+ (v;,0Qou;_ —u0Q U] ) iyl
+ (uHOQou]_ — ;4009 ov;‘ ) Laj_
At At
+ (uj,0Qov;_ — vi0Q%u}_) ai+ozj_) (D.9)

WA
41 . 0

dr ( (P uie — Vi) die + (P v — ul_p) @j_) ey
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tihes [ar( (o 60t (50-) + (500) (enos 50 ) )
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A A N,
ol = IOZZ((vaoQouwuHoQ*ov;) Gisdy
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+ (UH_OQO’U] + u; 0 Qou’ )di_,_@;[-_

*
j—
+ (uZJro Qou;_ + v;40 Q*ov;k ) &Ldj,

+ (u1,0Qo0v; +viyo Qo)) a;a;) (D.11)

\/_/drz ( rui ) i+ (Prvis Fulp) af )C+c+
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(ot 2dy) = 5 [ar [ (Ve @il @) - 8 @b, ()9 ()0 ()

N | —

4
~ L el oo pro_ —e, 6, 0t o
~ o \G +¥ O O —C4Cy _OPY_OQP
N A ) A A
~ ZI (gp*oA, oA — Al oY Aiogp)

= ZI Z ((p*o (ui,@i, + Ul'féé;r_) QO*O (uj,ézj, + Uj,éé;r-_>
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- (u;k—@j— + U;k—&i7> % (u;_&j_ + U;-(_CAYJ‘,> ng)
ZN * * * * ~ ~
= e (<P OUj— P OUj— — V;_Op vj,Ogo)ozi,Ozj,
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+ (SO*OUF (p*ovjf —u; oy ujfogp)@j_d}
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A

+ <S0*0Ui— prouj — u;_op vi_op j

+ (gp*oui_ prov;_ — v _op uj_ogp)di_a;f) (D.12)

In case of a product state 1)) = |ng4)o+ @ [no—)o— @|n14)14 @. .. the expectation
values of our operators becomes

<z>:<y>:

. o Ly dy) e+ udy)y (ad+ Jud)
2 2 2
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() = No+ Y (oo Qovi ((ahe + 1) + 0 Qo ()

+ v ovi_((n)i- +1) +ul_o ui_(n>i_)

R N, 1
gy - D ls (U;;ogom((nm +1) + ufy0 Qousy (n)i
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<J5> = 7 + 72 <(2@i_og0<p ov;_ — prou;_pTov;,_ — Ui_ogoui_og0> (<n>l_ + 1)
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+ <2u;k_os0s0*oui- — prov;_p ou,;_ — uz‘_osovi‘_oso> <n>i—>

+ iz (UL_O Qov;y <<n>z+ + 1) + u;-k_i_o Qoui+<n>i+)

>0
. Ny N,
(J2) = IO + IO > ((s@*ouitp*ovz + 20]_opprou;_ + viiosouzlosO) ({n)i +1)

%

+ <<p*ovi_gp*oui_ + 2uf oppou; + uf_ogovf_ogp) <n>z_)
1
+ 1 Z (v;k_ovi_ <<n>i_ + 1) +u;_ou; (n)z_)

1
+ 13 (sti0Qovis ((nhse +1) + o Qo (e ) (D.14)

>0

If we try to use the above results to calculate (AJ,)2 = (J2) — (J,)%, the re-
sult becomes inconsistent, since the <jx)2—term would contain terms proportional to
(81))*, while those terms were discarded in the calculation of (J2). Therefore we
need to calculate a specific expression for (AJ,)? containing all terms to all orders!
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The calculations are tedious, but the result is

1 * *
(AJx)g = Z Z (’UH_O QOUH_U,H_O QO’UH_ <<ni+>2 + 3(n1+) + 2>

+ ug0 Qovi v 0 Qouyy ((nz‘+> - 1) (nit)

+ v} ou;_u; ov;_ ((ni_)2 + 3(n;—) + 2)

+ u;_ov;_v; ou,;_ ((nl_) - 1> (n;—)

+ Z (v;‘:ro Qowu,j u;,o Qoijr((nH) + 1) <<nj+> + 1)

(#i)*
+ UH_O QOU]+U]+OQOU2+ <<n1+> +
+ v 0 Qov; v, 0Qou;y ((nH) + 1) (njs)
+

+ v 0 Qovj ;0 Qouyy ((nz+> 1) <<nj+> + 1)
+(n

+ uj_ovj_vi ou; (n;) <n]_>)> (D.15)

If the state in question is [¢) = |[N)oy ® [0)o- @ [0)14+ @ ... the results (D.14)
and (D.15) reduces further to
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Appendix E

Time dependence

In this appendix we will calculate the equations of motion for the A—operator and
show that the time-dependent approach gives the same form of the matrix £ as the
time-independent steady-state calculations done in the main text. Before carrying
out the calculation for the full theory, we will do it for a two-mode approximation
and for the Schwinger approximation.

As these calculations are similar to the time-independent calculations in the main
text, they will be done with a minimum of discussion.

A two-mode calculation

Tn this subsection we will use the two-mode approximation W(r) — ¢ on the Hamil-
tonian

00 (i ()0 () () (1) 0 () () () ()
Ul (G ) (1) (1) + 0 ()0 (o) (1) )
+ % (\ifi(r)m(r) - xiﬁ_(r)fp_(r)) ) (E.1)
giving
H o= dpe +dpe + o (de—de) v +4U“” (dhelere, +dldlec )
+ v _4Uab (Aléié,c, +etel é+é+> +U (clcT c+c,> (E.2)
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We wish to find the time dependence of A as it was defined by 1) in the context
of the Schwinger model. This is done using the Heisenberg equation with the result

—@A:[ﬂ eri]:[HcT]c—_qLi[Hc_] (E.3)
VN YN YN LT
Let us find the various commutators
denel] = d
[é+é+, dl = 2,
[éLéLé+é+, &l = 2déle, (E.4)
o] = —o
[eiéi,é_' — oot
[éiéié_é_,é_— - —odte e (E.5)
This gives
[7%, aﬂ = B + %61 LU +2U‘“’ el el + %éiéi@ +Ué el e (E.6)
[ﬂ, é_} - _Ee_+ %é_ _v ZUabé_é_é_ _Y _QU“”éT_é+e+ —Ude,e

which gives

: 9)
—iV/NA = FEéle + 5@16_ +

5 CLCyCyC 5 c.clcyco
+Uet el e el — Bélel + géié_ - w&éié_é_
—%éﬂéf_aq ~vide e o

ik = oi4 Y +2U“b (éiag —ete - 1) A
+ % (e — e, —1) A
+U (éT_é_ —de, + 1) A (E.7)

Let us do the same for Af

A At A R

L O N L )

VN VN

=
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The commutators are

[c+é+,é+ = ¢
el e ] = —od
[éiéi@@,é{ = —odte,e, (E.9)
[a*_é_,éf — o
[é_é_,éf — 2
[éiéié_é_,éi_ = odtete (E.10)

which gives

Q U+Up .+ . . U—UaAAA o s
[H, é+] = —E(Ali, — 56+ — —i_z bC:_C+C+ — TbCT —Uc T C_Cyq
Q U+U, U—-Uuw .t .
[H, éi] = Bl -+ %é%*é_ +——telel e vl e eyBay)
with the result
, Q U+Uwp .+ . . . U—-Uwp.i. . .
—iVNAT = —Fedl - el - +2 il el - =20 e el
Q U+Up. 4. ;
Ul eyel + Beyel - Sedl + %cﬁ i
U—-Uw. 4 .4. I
+Tbc+clcic, +U e &
A A U Ua A
—iAT = —QAT—F%(TC_—C c+—1)AT
U-U, . o N
—l—Tb(lq—cT —1>A
+ U (ehey e 1) Al (E.12)

If we replace éléi — Ny and assume that N, > N_, the above results 1)
and (E.12)) can be written on matrix form as

iN = LA (E.13)
where
- A
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and
c = ( o0 > (E.15)
where
A= Q- UzU“bN+UN
p =Y _2U“bN (E.16)
If we use the GP-like equation
p=E+ UJ;U“NJF% (E.17)

we get

A = (E—u)—g—l—UN

2
B = U;U“bN (E.18)

which is just the result we want, since it is just as similar to A_ and B_ as given by
(6.16)) in the time independent calculation, as the two-mode approximation allows.

The Schwinger calculation

In this subsection we will do the time-dependent calculation for the Schwinger ap-
proximation, see section 5.7.

~

H = xJ2+QJ, (E.19)

te AT A

_ X/ ot e ot e Qo o
= 1 ciele_c_ +ccc+c+—|— c+c +c+c++cc —1—2 CiCy —cC.C_

The commutation relations for the ¢-operators found in the previous subsection gives
for the A-operator

~

VNiA = [élé,,ﬁ] = [C_,_,H} c_ +c+[ H]
-2 (dhelece, +eleee —ddee —dede)-ade o
iA = (% (dhey—dle 1) =) A+ 2 (dey —dle +1) AT (B20)
and for the AT—operator we get
VNikt = [@J_,H] [C+H} & 1e, [CT_H}
st At A afbala ot

= = <c+c_c_éT_ +cpcle_cl —cepeleles —cpcleqcl > + Qe &

Nt = X(éié_—éiq—i— )A+(2<TA —éley - )+Q)]\T (E.21)



APPENDIX E. TIME DEPENDENCE 139

If we, as in the previous subsection, replace ¢'¢ — N and assume that N, > N_,
the above results can be written on matrix form as

iN = LA (E.22)
where
c = (_AB _BA> (E.23)
and where
A = Mx g
2
B = Ngx (E.24)

which is the same result as for the time independent Schwinger calculation in the
main text.

The full calculation

Finally we will do a time-dependent version of the full calculation.

H = /dr<@1(r)Hoqf+( )+ Ut (r)H,

SH

|
~—

=
S~—

_ / dr (wﬂwm ol Hodths + 00 Hoéy + 601 (Ho)dths + 5001 ()5
U + Uab AT A

+— 1 (‘ |4AT eheyey + 20" C+‘90|2éT C0Y4 + 25¢1’<P‘ ChCrply

+(p")Pel el 0, 60, 5PL 5L (p)% e ey + APl e sl 6y

2 cL 0 0100 + 2001 001 9000 301 5 800 + 0T 80 50 )
PO (el o) _sd_ + 2p e 60l o050 + 50l 0L bi

OO ol (0)2enn + 2001 60t ey o0, + 51&15&15%5%)

+U(W e o0l ah + ot dlabiaitov + sl pe,sitep + il oplab )

<|90|20+C+ + el oy + 0dlpe, + 6PLod, — w_w)) (E.25)
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Let us calculate the equation of motion for A and At by calculating the commutators:

P e 5 Q . .
[CLH] = /dr( — " Hopél, — 091 Hop — §<|90|201 + 5@0190)
U+ Ua

2

+ 00001 ()%, + 2pl?el 0P Lo + 5T 69800
- D (5064 (pe + 59150 i, )

- U(lePelsit o+ ailp0l 65-) ) (5.26)

<|90|2|%0|261516+ + o |pl?el él 0vy + 20pPpovl el ey

PN R - U+1U, R
0 H| = Hoplr + Hodth + ——=2 (el eyt + 0b(p) e ey

+ 2lplPel e 0y + "L o0, + 2000 bl + L6000, )
R
2 (el 0d- g + 600050 )

+ U(gocmw_(w_ + 5¢+5¢15¢_) +5 <goc+ + 5¢+) (E.27)

+

v + Uab 51 500 — —(w,

(wi (0)2eses + 2008 i, 0, + 5;&15%5@) (E.28)
+ U (lpleh 2.0 + el ot o0 + o9l e 69— + 091 09,09 )

[5&,,7%] = (Hy)otp + —~ab

U-U,
. b

which gives
iVNA, = [c+, ] Sy + el [(m, }
= Dys + D1y + Doy + O(60?) (E.29)
and
iWNA_ = [c+, H} 5+ e [&p }
— Dy + Dy + O(60?) (E.30)
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where
At 241 4 Y N

Doy(r) = ¢ ( Ho+ 5 <‘90| C+C+) + 5 ety

Dii(r) = —/dr’ (gp*(r’)é+

Danlr) = (Ho+ U+ Uil (cles — 1) + 3 ) cladu ()

2
U+Ua NN A~ N
+ ( 5 b(go)%iu) ¢80 (r)

0 -
Dy (r) = (Ho + U2 <6Lé+ . 1) - 5) & 5 (r)

Ho+ g+ CEPR P, ) o)) 66t

" (U ;U“"w)%ia) 691 (r) (B.31)

If we make the identification ¢ = ¢, we can use the GPE to transform the the D, -
term into Npu@dt,(r) and the Dy.-term into —uél&ﬁi(r). The Dy, -term is just
the $o-term from the time independent theory, so ignoring that, and approximating
N ~ N — 1 we get the equation of motion

iAy = Ay Ay + BoAy (E.32)

where

Q
Ay = Hoy—p+ U+ Up)lP + =

2
B, = U0y
A = HO—M+U|¢|2—% (B.33)
B = Ty

just like we got from the time-independent calculation in (6.16)).



Appendix F

The symmetry-breaking approach

In this appendix we will calculate the expression which is postulated in the
main text.
The symmetry breaking approach consists of using the rewritings

A

() = )+ 00 ()

U _(r) ~ 6_(r) (F.1)
instead of the more correct (6.2). In this approach we do not need to introduce
the operators A, since the definition would become A = 5¢ and nor does we have
to introduce the Qo-operators as there no longer is a demand for the ¢;,-functions
to be orthogonal to v». When calculating the various operators, we can follow the
same method as for the non-symmetry breaking approach and we get for most of
the operators the same result as previously, except for the lack of Qo-operators and
the fact that all sums start form 0. The v and v functions will be found to be the
solutions to the simpler version of

L(r)w;(r) = g;w;(r) (F.2)

where
aw = (1) (F.3)

and

_ | Al)  B()
,C(I‘) = [ —B*(I‘) —A(r) } (F4)

since Q(r,r’) gets replaced with d(r,r’) in the symmetry-breaking approach. Inser-
tion gives

B (r)ui(r) + A)i(r) = —ef(r) (.5)
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We see that if we switch « and —v we would have another eigenvectoi ] with eigen-
value —e. This means that if € = 0 a possible solution is u = —v. For the plus-mode
such a solution actually exists and by inserting the values of A, and B, from (6.16|),
we get

(U + Uab)

@) =0 (F6)

(# =+ © + Ol + 5 ) ) -

and from the GPE (5.12)) we see that a solution to this is ug(r) = —wvp(r) = ¥(r).
Let us denote the eigenvector describing this solution wy. Something is, however,
wrong with this result. We know that all w-functions should fulfill (6.31)

5 — / ar (u (x)uy () — v, ()05 ) (F.7)
and (6.32)

0 — / ar (v () — () ) (F.8)
but inserting wy in (F.7) gives u$oug—vgo vy = ugoug—ugouy = 0, but if we could
find another eigenvector with the same eigenvalue, then a superposition of the two
might do the trick. From (I.5)) we see that any eigenvector w with u = v will give
the eigenvalue zero, and the same questionable result for insertion into (F.7)) as the

previous solution. Let us name this u = ¢ and then define the superposition, which
we will denote w, as

T2\ () + ¢ (r)
Requiring that w, obeys (F.7) is equivalent to requiring that

w+(r):i( W(r) +¢(r) ) (F.9)

[ar(cwee)+ v ) =1 (F.10)

dy(r)
dN

/dr(%‘")wmwm ) 5 [ =G5 =1

This implies that

So now we can identify a possible value of { to ((r) = since

: L[ o)+
wi(r) = —= @) (F.12)
\/§ ( —W(T) + dN
We could argue that such an eigenvector can not fulfil (F.7 . uou’ —vov’* = 1 which we require,

but it could if we allow for complex eigenvectors and instead define v’ = iv and v/ = iu, where
such a phase shift always is allowed in an eigenvalue equation. This is related to the discussion of
positive and negative eigenvalues in section 5.7.
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We must also test (F.7) between @, and @;.o4, and in order to do this it is convenient
to regard the expression

/dr (u‘;j/\/le — (u_);/\/lu?i)*) = 0 (F.13)

which can be seen to be true from the fact that M is Hermitian. If w; and w; both
are eigenvectors to £ = 0,M, we can rewrite (F.13) to

(ej —€7) /dr (uj(r)u](r) — vi(r)v;(r)) =0 (F.14)

which is equivalent to (F.7) (assuming the eigenvalues to be non-degenerate). This
implies that wy obeys with another state, even though it does not obey it with
itself.

We want to insert w; = w4, but in order to do that, we must first calculate
M, , by inserting the concrete expressions for M and w,:

1 ( Ay — By* + A%t + BY )
s A% * 1 dy* )
V2 \ —AY* + B + AT + B* 52
Because of (5.12)) the two first terms in each component are seen to be 0, and in
order to handle the last two terms we regard the derivative of the GPE ([5.12)):

M, = (F.15)

d UtUp . QN  d
o (#0500 4 So) = -5 o)

&) ydy  U+Up, od*  Qdy  dy  dp
& Hogg + Ut Un)Wlon+ —— W gy * a8 = Fan T av?
Syt dp
& AdN +BdN = de (F.16)
which implies
1 Ay (r)) 1 du

M, — — ( 9§ Y F.17
= (B00) - (10

We thereby see that w, is not an eigenvector to M, and not to £ = 0, M either,
shoving that the (-eigenvector is not an eigenvector at all. But (F.13)) holds anyway,

so we can insert w; = w, in (F.13)) and get
0 = /dr (u?j/\/lm - <uv1/\/lu?i) >

1 d *
= /d[’ (wjﬁd—jl\iO’zwo — (’lﬁiEiO'zwi) )
= ——— [ dr(uuy—vivy) — & [ dr (viu; —vivf) =

V2 dN
0 = /dr (wu; — vyv)) (F.18)
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where the facts that w, fulfils , and that ¢; # 0 have been used. This means
that w, fulfils with another state, in addition to doing it alone. All states
fulfil with themselves, and in order to investigate for wy and a W;zo4,
we will regard the quantity

/dr (gji/\/lwi - (ijg+>*> = 0 (F.19)
Ui ( Z ) (F.20)

1 r (x)
. = _<¢w<)+ J(V)> (F.21)

On the exact same way as for w, we can calculate that My, = ﬂjN

(5.12) and (F.16)) have been inserted. Inserting this into (F.19) gives
0 = /dr (gLMw,» - (w}M%) )
1 d
- Juftnn- o))
dr

where

which implies

0,1y, Where

1 d
— 5i/dr (viul — u+vi) — Td_]/if (wjug — vivy) =

0 = dr (vyw; —ulv; F.22
+

where the fact that w, and w; fulfil together, have be used. This shows that
w4 and w;zo together fulfil (F.8).

Summarizing: w, fulfils all that is expected of a w-state, except being an eigen-
state to £. This means that different states fulfil (F.7), and (F.2)). But
and were derived from the commutation relations which are fundamental, so

therefore we have to discard (F.2).
Let us try to calculate [drAl MA,, where

1o [ 0y
=00 2

with a 5¢+ that includes the w,-state so that

Sy = wsdo +vidh + Y (quH n deL) (F.24)

1>0
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This gives
Jartimoie = [ ar (30LA50, + 008,801 + 60,800, + 60, 4.00)

=y ( (/ dr giMmj) Qi+ (/ dr ijmj) alag + h.c.)

2

1 d
— Eﬁ( (/ dr ngwo) Qolrg + (/ dr wiazw()) al oG + h. c)
+ Z&j( </ dr g+azwj) ééoééj + (/ dr 71)10'211}]-) OA%OA(J -+ hc)

J#0

1d
\/’ d]ﬁ\bf Z ( < / dr gmzwo> by + ( / dr u_),jazu_)()> alag + h.c.)
+ Z €j< </ dr gz‘O’z’U_Jj) OAéZOAéJ + </ dr IDJO'z’U_Jj) OAzIOAzJ + hC)

1,j7#0
1 dp 1

A

:———aa+aa+aa+aa> 5l<azo¢+ozoz>
\/§dN\/§(00 0% 0o 0% Zﬂ] J

1,j7#0

di

As part of the calculation (F.7)) and (F.8)) have been inserted where they hold (that
is between w; and w;, between w; and w,, and between w; and w,) and

~ 1 R

Q = —2(a0+a$)

~ 1 ~ R

P Lia-al (r.20)
V2

have been defined. If we insert (F.25)) in (6.13)), and use the commutation relation
for the &;s the result is

H = Ho+ iﬁQQ + ZéTH < +ozl+> + Zgi, (d}_@i,> (F.27)

which is identical to (6.60)), the result which we had set out to derive.




Appendix G

The source code

This appendix shows the source code to the program that have been used to produce
the data plotted in figs. and Most of the data shown in the "results”-section
and in the "further results”-appendix could have been made using this program by
varying the initial parameters.

% progl0: % This means that this program is the tenth version.
N = 1000; % The particle number.

% First we calculate the F-function for the two-mode approximation.
Gchi = 1;
Gstor = 50;

for(j = 1:Gstor)
Gomegaer(j) = 1x10~(-5) * 10~(j/5);
end % Only positive values of (-Omega) are needed
% to produce the F-functions.

list = 1:(N+1);

lizt = 1:N;

GMx = sparse(list,list,(N/2-1list+1)); % See (B.10)

GMz = sparse([lizt, (lizt+1)], [(lizt+1),lizt], % and (B.12).
0.5%sqrt([lizt,lizt] .x(N+1-[lizt,1lizt])));

GMz2 = GMz*GMz;
Genhedsmat = sparse(list,list,1);

for(j = 1:Gstor)

GOmega = - Gomegaer(j);

147



APPENDIX G. THE SOURCE CODE 148

GOper = Gchi*GMz2 + GOmega*GMx + N*abs(GOmega)*Genhedsmat;
% The operator defined by (3.33).

[Gt, Gw] = eigs(GOper,1,’sm’); % Diagonalizaton.
Gen(j) = Gw;

GJx(j) = Gt’*GMx*Gt;

GJz2(j) = Gt’*GMz2x*Gt;

Gxi2(3) = (GJz2(j) - GJz(j)~2)*N/(GJx(j)*GIx(j));
% The results for the two-mode case.

end
% At this point the calculation of the F-function is finished.
% Here we begin the central calculation.
antr = 200;
maxr = 10; % Variables related the precision on the r-axis.

dr = maxr/antr;

antt 30000;
maxt = 3; % Variables related the precision on the t-axis.
dt = maxt/antt;

antl = 30; % Number of l-modes incuded.

Ter = 0.049; % The temprature(s).

stort = size(Ter);

stort = stort(2); % This gives 1, since there only is one T.
ser = [0.01, 0.1, 0.3, 0.6, 1, 3]; % The sums s.

stors = size(ser);

stors = stors(2); % The number of s-values.

fer = [0, 0.1, 0.3, 0.5, 0.7, 0.9]; % The fractions f.

storf = size(fer);

storf = storf(2); % The number of f-values.

omegaer = [-0.00010, -0.00008, -0.00006, -0.00004, -0.00002, 0, 0.00001,
0.00002, 0.00003, 0.00006, 0.0001, 0.00015, 0.00025, 0.0004, 0.0006,



APPENDIX G. THE SOURCE CODE 149

0.001, 0.0015, 0.0025, 0.004, 0.006, 0.008, 0.01, 0.02, 0.03, 0.06,
0.08, 0.1, 0.2, 0.3, 1, 10]1; % The values of (- Omega).

stor
stor

size(omegaer) ;
stor(2);

rud=(1l:antr)’;

r = dr*rud; % The r-axis.
rud = rud - 1;

rmat = repmat(r,1,antr);

[}
I

4xpixdr*( (r*r’) .*x eye(antr) );
% Integration matrix corresponding to the o-operator.

% Some of the output will be stored in these variables (see later).
eudp = zeros(stor,antr,antl,stors,storf,stort);
budp = zeros(stor,antr,antl,stors,storf,stort);

%uudp = zeros(stor,antr,antr,antl,stors,storf,stort);
hvudp = zeros(stor,antr,antr,antl,stors,storf,stort);
nudp = zeros(stor,antr,antl,stors,storf,stort);
Nudp = zeros(stor,antr,antl,stors,storf,stort);
eudm = zeros(stor,antr,antl,stors,storf,stort);
budm = zeros(stor,antr,antl,stors,storf,stort);

%uudm = zeros(stor,antr,antr,antl,stors,storf,stort);
%vudm = zeros(stor,antr,antr,antl,stors,storf,stort);

nudm = zeros(stor,antr,antl,stors,storf,stort);
Nudm = zeros(stor,antr,antl,stors,storf,stort);
d2dr2 = -2xeye(antr);

for j = 1:(antr-1)

dodr2(j+1,3) = 1;
d2dr2(j,j+1) = 1; % The d2/dr2-matrix. See (6.69).

end
d2dr2 = d2dr2/(drxdr) ;

antn = 40; % The number of times we will allow N and Nst to update.

fprintf(’\n Hello proglO\n\n’);
% This tells us that the loop-part of the program starts.

fil = fopen(’outputl02.txt’, ’w’);
% This creates a text-file to store the output.
fprintf(fil, ’\n\r Output from proglO\n\r\n\r’);
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for(s 1:stors)

for(f = 1:storf) % Loops for different s and f.
Uer(s,f) = ser(s)/(fer(f) + 1);
Uaber(s,f) = (ser(s)*fer(f))/(fer(f) + 1);
U = Uer(s,f);
Uab = Uaber(s,f);
% The values of U and Uab corresponing to the values of s and f.

for(b = 1:stort)
kT = Ter(b); % The temperature.
fprintf (fil, ’\n\r\n\r kT: %f, U: %f , Uab: %f , N: %d , antr: %d ,
maxr: %d , antl: %d , antt: %d , maxt: %d\n\r\n\r\n\r’, kT, U, Uab,
N, antr, maxr, antl, antt, maxt);
fprintf (£fil, *%s\t\ths\t\ths\t\ths\t\t%s\t\t%s\t\t%hs\t\tls\n\r\n\r’,
’-Omega’, ’lambda’, ’Jx’, ’Jz2’, ’xi2’, ’mu’, ’Nst’, ’Nat?) ;

% This writes in the text-file.

for(x = 1l:stor)

Omega = -omegaer(x); % The value of omega.

Nst(x,s,f,b) = 0.5x%N; % A first guess of N_O is N/2.
Natgl = 2x*N;
Nstgl = N;

% Nst(x,s,f,b) = N;
% This should have been used if the zero-temperature
% form of the program was used.

for(y = 1:antn) % This loop updates N and N_O.

% Calculation of psi.

upsi = exp(-r.*r/2) .*r;
upsi = upsi*sqrt(Nst(x,s,f,b)) / sqrt( 4*pi*dr*upsi’*upsi );
% A first guess of psi. The gaussian result for U=0.

for j=1:antt % This loop is the Runge-Kutta part
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%» of the complex-time algorithm.

k1l = 0.5%d2dr2*upsi - 0.5*r.*r.*xupsi - 0.5%(U + Uab)=*
( ( (upsi.*transpose(upsi’))./(r.*r) ) .* upsi);

k2 = 0.5%d2dr2* (upsi+0.5*%k1xdt) - 0.5%r.*r.x(upsi+0.5xkl*dt) -
0.5%(U + Uab)*( ( ((upsi+0.5*k1x*dt) .*transpose((upsi+0.5%k1*dt)’))
A r.xr) ) .*x (upsi+0.5xklxdt));

k3 = 0.5%d2dr2* (upsi+0.5xk2xdt) - O.5xr.*r.*(upsi+0.5xk2*dt) -
0.5%(U + Uab)*( ( ((upsi+0.5*k2*dt) .*transpose((upsi+0.5%k2xdt)’))
J(r.*r) ) .x (upsi+0.5%k2x*dt));

k4 = 0.5%d2dr2* (upsi+k3*dt) - 0.5%r.*r.*(upsi+k3*dt) -
0.5%(U + Uab)*( ( ((upsi+k3*dt).*transpose((upsi+k3x*dt)’))
J(r.*r) ) .*x (upsi+k3*dt));

upsi = upsi + (dt/6)*(k1l + 2xk2 + 2*k3 + k4);

upsi = upsix*sqrt(Nst(x,s,f,b)) / sqrt( 4*pi*dr*upsi’*upsi );
end 7 End of Runge-Kutta part.
psi = upsi ./ r;

varphi = psi/sqrt(Nst(x,s,f,b));
%» End of calculation of psi.

Jx(x,s,f,b) = Nst(x,s,f,b)/2;
Nat(x,s,f,b) = Nst(x,s,f,b); % The major part of the J-operators.
Jz2(x,s,f,b) = Nst(x,s,f,b)/4;

lhs = -0.5%d2dr2*upsi + 0.5*r.*r.*upsi + (Omega/2)*upsi +
0.5%(U + Uab)*( ( (upsi.*transpose(upsi’))./(r.*r) ) .* upsi);
% Left hand side of the GPE.

mu(x,s,f,b) = sum(lhs)/(sum(upsi)); % Calculation of mu.

% Calculation of end-state.

Qr
Qd

eye(antr)*(G~(-1)) - (varphi*varphi’); % The Q-operator.
eye(antr)*(G~(-1));
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for L=1:antl %0ne calculation for each L-state (L = 1+1).
delap = -0.5%d2dr2.*rmat’./rmat + 0.5%L*(L-1)*eye(antr)./(r*r’) +
0.5%(r*r’) .*eye(antr) + (U + Uab)*(psi*psi’).*eye(antr) +
(Omega/2)*eye(antr) - mu(x,s,f,b)*eye(antr); % This is A+.
delbp = 0.5%(U + Uab) * (psixtranspose(psi)).x*eye(antr); % B+.
delam = -0.5%d2dr2.*rmat’./rmat + 0.5%L*(L-1)*eye(antr)./(r*r’) +
0.5%(r*r’) .*eye(antr) + Ux(psi*psi’).*eye(antr) -

(Omega/2) *eye(antr) - mu(x,s,f,b)*eye(antr); % This is A-.

delbm = 0.5%(U - Uab) * (psixtranspose(psi)).x*eye(antr); % B-.

if(L == 1)
Q = Qr;
else % Q-operators
Q= Qd;
end % Stricly speaking the Q-operator is Qx*G.

delapq = Q*G*delap*(Q*G;

delbpqg = Q*Gxdelbp*Q’*G; ) The L+ matrix.
delcpq = -Q’*Gxdelbp’*Q*G;

deldpq = -Q’*G*delap*Q’*G;

delamq = delam;

delbmq = delbm; % The L- matrix.
delcmg = -delbm’;

deldmq = -delam;

Lmatp = [delapq, delbpq; delcpq, deldpql;
Lmatm [delamq, delbmq; delcmq, deldmql];
% The L-matrices

% A little jump...

[tilstandep, energierp]l = eig(Lmatp); % Diagonalizes the matrix.
[tilstandem, energierm] = eig(Lmatm);

energierp = real(diag(energierp)); % Finds u, v and e.
uernep = real(tilstandep(l:antr, 1:2*antr));
vernep = real(tilstandep((antr+1):2*antr, 1:2*antr));
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energierm = real(diag(energierm));
uernem = real(tilstandem(l:antr, 1:2%antr));
vernem = real(tilstandem((antr+1):2*antr, 1:2%antr));

[yp, indexp] = sort(energierp); % Sorts the energies

indp = indexp((antr+1) :2*antr); % and pics the positive ones.
[ym, indexm] = sort(energierm);

indm = indexm((antr+1):2*antr);

energip = energierp(indp);

up = uernep(:,indp);

vp = vernep(:,indp); %» The sorted energies, us and vs.
energim = energierm(indm) ;

um = uernem(:,indm) ;

vm = vernem(:,indm) ;

normp = diag( up’*GxQ*G*up - vp’*G*xQ*Gxvp ); % Normalization of u and v
normm = diag( um’*G*um - vm’*G*vm ) ; % using int dr (uu-vv) = 1.

for om=1:antr
if normp(om) < O
buf = up(:,om);
up(:,om) = vp(:,om);

vp(:,om) = buf;
normp(om) = -normp(om);
end
if normm(om) < 0 % More normalization.
buf = um(:,om);
um(:,om) = vm(:,om);
vm(:,om) = buf;
normm(om) = -normm(om) ;
end

end

up = up./sqrt(repmat(normp’,antr,1));
vp = vp./sqrt(repmat (normp’,antr,1));
um = um./sqrt(repmat(normm’,antr,1)); % Even more normalization.
vm = vm./sqrt(repmat (normm’,antr,1));

tegnp = sign(up(1,:));
tegnp = repmat(tegnp,antr,1);
tegnm = sign(um(1,:));
tegnm = repmat(tegnm,antr,1);
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up = up.*tegnp,;
Vp = Vvp.*tegnp,;
um = um.*tegnm;
vm = vm.*tegnm,

eudp(x,:,L,s,f,b)
eudm(x,:,L,s,f,b)

% uwudp(x,:,:,L,s,f,b)
% uwudm(x,:,:,L,s,f,b)

% vudp(x,:,:,L,s,f,b)
% vudm(x,:,:,L,s,f,b)

nudp(x,:,L,s,f,b) =
nudm(x,:,L,s,f,b) =

Nudp(x,:,L,s,f,b) =
Nudm(x,:,L,s,f,b) =
% All m-states

nbidp
nbidm

o
~
1}

budp(x,:,L,s,f

budm(x, :,L,s,f,b) =
if(L == 1)
for j = l:antr
up(j,1) = 0;
vp(j,1) = 0;

% u starts as positive, and v as negative.

energip; % Stores the variables for output.
energim;

= up’
um;

vm;

diag (vp’*G*Q*G*vp) ;
diag(vm’*G*vm) ; % The contribution to N.

nudp(x,:,L,s,f,b)*(2+L-1);
nudm(x, :,L,s,f,b)*(2xL-1) ;
taken into account.

1./(exp(energip/kT)-1); % The expectation values <aa>
1./(exp(energim/kT)-1); 7% using Bose-Einstein distribution.

nbidp;
nbidm;

% The first-order part of Jz2.

Jz2(x,s,f,b) = Jz2(x,s,f,b) + (Nst(x,s,f,b)/4)*(nbidm(j)+1)*
( (varphi’*Gxum(:,j))*(varphi’*Gxvm(:,j)) + 2x(vm(:,j)’>*G*varphi)*
(varphi’#Gxvm(:,j)) + (vm(:,j)’>*Gxvarphi)*(um(:,j)’>*G*varphi) );

Jz2(x,s,f,b) = Jz2(x,s,f,b) + (Nst(x,s,f,b)/4)*nbidm(j)*
( (varphi’*Gxvm(:,j))*(varphi’*G*um(:,j)) + 2*(um(:,j) ’*G*varphi)*

(varphi’*G*um(
end
end

:,3)) + (um(:,j) > *Gxvarphi)*(vm(:,j) >*G*varphi) );

for j = 1:antr YCalculation of the expectation values of the operators.
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Jx(x,s,f,b) = Jx(x,s,f,b) + 0.5*%(2*L-1)*( vp(:,j)  *GxQ*G*xvp(:,j)*
(nbidp(j) + 1) + up(:,j) > *G*Q*G*up(:,j)*nbidp(j)
- vm(:,j) 2 *Gxvm(:,j)*(nbidm(j) + 1) - um(:,j) ’*Gxum(:,j)*nbidm(j) );

Nat(x,s,f,b) = Nat(x,s,f,b) + (2*L-1)*( vp(:,]) 2 *GxQ*G*xvp(:,j)*
(nbidp(j) + 1) + up(:,j) ’*G*Q*Gxup(:,j)*nbidp(j) +
vm(:,j) ’*Gxvm(:, j)*(nbidm(j) + 1) + um(:,j) ’*G*um(:,j)*nbidm(j) );

Jz2(x,s,f,b) = Jz2(x,s,f,b) + 0.26*%(2*L-1)*( vp(:,j)  *GxQ*G*xvp(:,j)*
(nbidp(j) + 1) + up(:,j)?*G*Q*G*up(:,j)*nbidp(j) + vm(:,j)  *G*xvm(:,j)*
(nbidm(j) + 1) + um(:,j)’?*G*um(:,j)*nbidm(j) );

end

end % End of L-loop.
fprintf ("Here: %d %d %d %d %d %»f %f\n’, s, f, b, x, vy,
Nat(x,s,f,b), Nst(x,s,f,b));

% prints ’you are here’.

if (Jx(x,s,f,b) > (0.5%N - 2) && Jx(x,s,f,b) < (0.5%N + 1))

npre = 0.05;
else
npre = 0.5; % The value of the precetion of the determination of N.

end

if( Nat(x,s,f,b) < (N+npre) && Nat(x,s,f,b) > (N-npre) )
break; % Update algorithm for Nst.
else
nstbuf = Nst(x,s,f,b);
if( Nat(x,s,f,b) > N || Nat(x,s,f,b) < 0 )
if( Natgl > N || Natgl < 0 )
Nst(x,s,f,b) = Nst(x,s,f,b) - 0.5x(Nstgl - Nst(x,s,f,b));
else
Nst(x,s,f,b)

0.5%x(Nst(x,s,f,b) + Nstgl);
end
else
if ( Natgl > N || Natgl < 0)
Nst(x,s,f,b) = 0.5x(Nst(x,s,f,b) + Nstgl);
else
Nst(x,s,f,b) = Nst(x,s,f,b) + 0.5%x(Nst(x,s,f,b) - Nstgl);

end
end
Nstgl = nstbuf;
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Natgl = Nat(x,s,f,b);
end
% end of update algorithm.

% For zero temperature this loop is faster,

% for non-zero T it does not converge:
% if( Nat(x,s,f) < (N+npre) & Nat(x,s,f) > (N-npre) )
% break;

% else
% Nst(x,s,f) = NxNst(x,s,f)/Nat(x,s,f);
% end

if( y == antn )

fprintf (’\n Beware!!\n\n’);
% Error statement, if the Nst update loop has
% not converged after antn rounds.

end

end % End of N-loop

xi2(x,s,f,b) = Jz2(x,s,f,b)*Nat(x,s,f,b)/(JIx(x,s,f,b)*xIx(x,s,f,b));
% Calculation of squeezing.

fprintf (fil, ’%E\tAE\tAE\tAE\tAE\t%E\t%f\n\r\n\r’, omegaer(x),
Jx(x,s,f,b), Jz2(x,s,f,b), xi2(x,s,f,b), mu(x,s,f,b),
Nst(x,s,f,b), Nat(x,s,f,b));

% Prints to the text-file.

end % End of omega-loop.
end % End of T-loop.
end % End of f-loop.
end % End of s-loop.

fclose(fil); % Closes the text-file.

clear GMx;
clear GMz; % Removes the large variables
clear GMz2; % that are not used as output.

clear GOper;
clear Genhedsmat;
clear Lmatm;
clear Lmatp;
clear Nudm;
clear Nudp;
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clear
clear
clear
clear
clear
clear
clear
clear
clear
clear
clear
clear
clear
clear
clear
clear
clear
clear
clear
clear
clear
clear
clear
clear
clear
clear
clear
clear
clear
clear
clear
clear
clear
clear
clear

save datalO.mat -v7.3 % Saves the results as a
% matlab data file.

% End

delam;
delamq;
delap;
delapq;
delbm;
delbmg;
delbp;
delbpq;
delcmq;
delcpq;
deldmp;
deldpq;
list;
lizt;
eudm;
eudp;
nudm;
nudp;
tegnm,
tegnp,
tilstandem;
tilstandep;
uernem;
uernep;
um;

up;
vernem;
vernep;
vm;

vp;

ym;

yps

Gt;
budm;
budp;

of program
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Appendix H

Numerical precision

When doing the numerical simulations in this thesis, some precision parameters had
to be chosen. These parameters are denoted antt, maxt, antr, maxr, antl, and
npre. The values used for most of the simulations in this thesis are

antt | 30000
maxt 3
antr 200
maxr 10

antl 30
npre 0.5

antt and maxt are used in the imaginary time algorithm described in the vicinity
of . In that algorithm we need to solve the time-dependent GPE, with the
time ¢ replaced with an imaginary time 7 = ¢¢. This is done numerically, and the
solution is produced using a fourth order Runge-Kutta algorithm. In this algorithm
the 7-axis needs to be discretized. antt is the number of steps in the discretization,
and the 7 for which the algorithm stops is denoted maxt. This means that each
of the equidistant steps have the length dt = maxt/antt. In fig. [H.1lp we see a
zoom on one point in a plot of 1, where each curve corresponds to a certain value
of antt. We see that the function is close to converging for antt = 30000. For antt
< 800 the curve does not converge at all, but becomes singular in either » = 0 or
r = maxr. The time it takes for the program to execute scales linearly with antt.
We can calculate the contribution to the total particle number from the 0_-mode
for different values of antt. The result is that antt = 30000 gives a relative error
of 0.00402.

In fig. ¥(r) is plotted for different values of maxt. We see that the result
has converged for maxt = 3 which is why that value was chosen.

antr and maxr are used when solving the GPE. The definitions are similar to
the 7-case, antr is the number of steps in the discretization of the r-axis, and maxr
is the maximal r used, which makes the step size dr = maxr/antr. In fig. we
see a zoom on a peak in one of the calculated u-functions for different values of antr

158
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showing the effect of changing that variable. We can calculate the contribution to
the total particle number from the 0_-mode using various values of antr. The value
obtained for antr = 200 diverges from the correct result by a factor of 0.00004. The
time it takes to run the program is approximately proportional to antr squared.

In fig. some of the u_-functions are plotted for different values of k. We see
that a larger k£ makes the function go to zero further out on the r-axis. Fig. is
made using maxr > 10, and we see that for a k£ larger than 20 the u-function has not
become zero at r = 10. This means that we expect some error on the contributions
from the Bogoliubov modes with k& > 20 when we use maxr = 10. In fig. we
see the contribution to the total particle number from modes with different k. We
see that modes with k > 20 gives a small contribution, 0.00301 of the total for the
plus-modes and 0.00002 for the minus modes. If the error from using maxr = 10 is
10% on these modes, the total relative error from maxr is 0.00030.

antl is the number of l-modes that we include in the calculation. In fig we
see the contribution to the total particle number from modes with different [. The
contribution from modes with [ > 30 is 0.00001 for the plus-modes and 0 from the
minus-modes. The time it takes to run the program scales linearly with antl.

Finally npre is the precision of the number of atoms. The formula in (6.52))
uses Ny and not N, but since the known quantity is N, we need to carry out the
calculations a couple of times in order to let N converge to the right number. The
loop stops when the difference between the calculated and the correct value of N
is less than npre. The smaller npre is, the smaller the numerical bumps on the
(AJ.)? vs. (J,)-curves will be. The data plotted in figs. and (7.5 are made using
npre = 0.05 all the way through, while the data plotted in figs. and are
produced using npre = 0.05 on the rightmost part of the curves, but npre = 0.5
for most of the data. The difference can be seen. If the numerical error from npre
is npre/N, the total relative error it is 0.0005. The time it takes to execute the
program goes logarithmically with N/npre.

This means that the relative errors from the variables antt, maxt, antr, maxr,
antl, and npre are 0.00402, 0, 0.00004, 0.00030, 0.00001, and 0.00050 respectively.
If we assume the errors to be independent, we can calculatdf] the total relative
error on the expectation value on one of the j—operators to be 0.00406 where the
vast majority of the error stems from the antt-variable. If the uncertainties on
(AJ,)? and (J,) are assumed independent, this gives the relative uncertainty on a
measurement of the squeezing parameter to be 0.00908. The conclusion I derive
from this is that the calculated values of (j ) are correct within a margin of error of
0.5% while the calculated squeezings £2 are correct within a margin of error of 1%.

!The relative errors found in this section are relative errors on different quantities. Sometimes
on the contribution to the total particle number from one Bogoliubov-mode, sometimes on the
contribution from all the modes, and sometimes on the particle number itself. This calculation
assumes the uncertainties to be uncertainties on measurements of one of the operators involved in
our calculations, which is why the error-calculation done here should be seen as an estimate only.
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Figure H.1: (a) shows a zoom on a part of ¢ for different values of antt. The values are
1000, 2000, 3000, 5000, 7000, 10000, 20000, and 30000 from above. (b) shows ¥(r) for
different values of maxt for a fixed dt. The red curve shows the initial curve corresponding
to maxt = 0, and the black curves correspond to maxt = 0.1, 0.2, 0.3, 0.4, 0.5, 1, 2, and
3 respectively, counted from above at r = 0. The curves for 2 and 3 are indistinguishable.
(c) shows a zoom on a peak of the uggy-function for different antr. Blue, green, red,
cyan, violet and brass corresponds to antr = 50, 100, 150, 200, 250, and 300 respectively.
(d) shows the uyg_-function for different values of k, blue, green, red, cyan, violet, brass
and black correspond to k = 0, 4, 9, 14, 19, 24 and 29 respectively. (e) and (f) show
the contribution to the total particle number for different k and [ respectively. Blue

corresponds to the contribution from plus-modes and red corresponds to the contribution
from minus-modes.



Appendix I

Further results

In this appendix some results that did not fit in the main text is shown, with a
minimum of discussion.

Fig. is a detailed plot of various parameters for a single set of U, U, 7
and N. Iig. shows the contributions to the total particle number for different
Bogoliubov modes. Figs. and shows the results of a simulation for varying s

and 7. Figs. .6 .7 .8 1.10] [.11] and shows the results of varying s
and f for temperatures different from the one used in figs. and [7.12]
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Figure I.1: The results of an implementation of the main theory, shown in further detail
than what is presented in the "results’-chapter. The plot is made for atoms with U = 0.06,
Uuwp = 0.04 and 7 = 0. The red curves show the results for the F-functions as comparison.
The @ on some of the axis denotes —log;y(£2) on the left hand side of the graphs, and
log,o(—2) on the right hand side. The large peaks for a positive 2 on some of the graphs
shows the break-down of the theory since N & Ny is false for these values of 2. The fact

A~

that (J;) = 0 corresponds to a positive 2 is discussed in section 7.1.
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Figure 1.2: The contributions to the total particle number, coming from the various
Bogoliubov modes at zero temperature. As we can see from the contribution is
UZlm+o Q o Vkim+ from the plus-modes and vy, © vgyy,— from the minus-modes. This
figure shows the contribution from a single m-mode. If we want to calculate the total
contribution for a given pair of k£ and [, the values in this figure should be multiplied with
(20 + 1) in order to take all the m-modes into account. The figure shows curves for values
of k£ ranging from 0 to 9 starting from above. The points on the curves for k=0, 1, and 2
are marked with o-symbols, and the I quantum number is shown on the horizontal axis.
The blue curves show the plus-modes and the red curves show the minus-modes. We see
that the zoom is made so that d Ng;4+ and d Ngg— are outside the range, the values being
0No1+ = 0.0923 and §Ngo— = 14.291. The jump between dNig4+ and §N114+ may be ex-
plained by the position-independent model presented in the main text, since the value of
AL could be smaller for [ =1 than for [ = 0 if 2 had some negative value.
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Figure 1.3: The (AJ.)? vs. (J,)-curves for different temperatures and different values of
s. Each subfigure is made for a fixed value of 7 while each curve corresponds to a specific
value of s. The values are s = 0.01, 0.1, 0.3, 0.6, 1, and 3 from the right. The plots are
made for f = %
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Figure 1.4: The (AJ.)? vs. (J,)-curves for different temperatures and different values of
s. Each subfigure is made for a fixed value of s while each curve corresponds to a specific
value of 7. The values are 7 = 0.0245, 0.049, 0.098, 0.147, 0.245, and 0.49 from below.

The plots are made for f = %
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Figure 1.5: The (AJ.)? vs. (J,)-curves for different values of s and f. Each subfigure is
made for a fixed value of f while each curve corresponds to a specific value of s. The values
are s = 0.01, 0.1, 0.3, 0.6, 1, and 3 from the right. The plots are made for 7 = 0.0098,
differing from the value used in fig. in the main text.
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Figure 1.6: The (AJ.)? vs. (J,)-curves for different values of s and f. Each subfigure is
made for a fixed value of s while each curve corresponds to a specific value of f. The values
are f =0, 0.1, 0.3, 0.5, 0.7, and 0.9 from the left. The plots are made for 7 = 0.0098,
differing from the value used in fig. in the main text.
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Figure 1.7: The (AJ.)? vs. (J,)-curves for different values of s and f. Each subfigure is
made for a fixed value of f while each curve corresponds to a specific value of s. The values
are s = 0.01, 0.1, 0.3, 0.6, 1, and 3 from the right. The plots are made for 7 = 0.0245,
differing from the value used in fig. in the main text.



APPENDIX I. FURTHER RESULTS 169

300 T T T T 150 . :
5$=0.01 s=0.1
200+ 100+
o DI
L~ ) ~
4 <
100+ 50
0 r T L 0 T I . .
470 480 <j;> 490 500 470 480 @jc> 490 500
100
80+
60+
40|
20
o
470 480 </;> 490 500 O400 420 440<j;>460 480 500

100 100

s=3

80} sol
60 60+
40 40}
201 20
%00 220 440 (J,)460 T 430 500 300 340 380 (J,)420 460 500

Figure 1.8: The (AJ.)? vs. (J,)-curves for different values of s and f. Each subfigure is
made for a fixed value of s while each curve corresponds to a specific value of f. The values
are f =0, 0.1, 0.3, 0.5, 0.7, and 0.9 from the left. The plots are made for 7 = 0.0245,
differing from the value used in fig. in the main text.
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Figure 1.9: The (AJ.)? vs. (J,)-curves for different values of s and f. Each subfigure is
made for a fixed value of f while each curve corresponds to a specific value of s. The values
are s = 0.01, 0.1, 0.3, 0.6, 1, and 3 from the right. The plots are made for 7 = 0.0735,
differing from the value used in fig. in the main text.
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Figure 1.10: The (AJ.)? vs. (J,)-curves for different values of s and f. Each subfigure is
made for a fixed value of s while each curve corresponds to a specific value of f. The values
are f =0, 0.1, 0.3, 0.5, 0.7, and 0.9 from the left. The plots are made for 7 = 0.0735,
differing from the value used in fig. in the main text.



APPENDIX I. FURTHER RESULTS 172

200 200

160 160

120 120

80, 80

40| ’J | J
%0 340 380 (] )40 460 500 %0 340 380 (] )40 460 500

250

F=0.3

300+

2001

150+ 200 -

100 ¢
100

50F

400 420 440< jT>460 480 500 400 420 440< jm>460 480 500

500 500 : : :
_ f=0.9
400+ f = 0.7 400
300 = 300 S
< <1
200 — 200 —
100 100 j
0 . : ‘ 0 . : ‘ .
470 480 (J,) 490 500 470 480 (J.) 490 500

Figure 1.11: The (AJ.)? vs. (J,)-curves for different values of s and f. Each subfigure is
made for a fixed value of f while each curve corresponds to a specific value of s. The values
are s = 0.01, 0.1, 0.3, 0.6, 1, and 3 from the right. The plots are made for 7 = 0.098,
differing from the value used in fig. in the main text.
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Figure 1.12: The (AJ.)? vs. (J,)-curves for different values of s and f. Each subfigure
is made for a fixed value of s while each curve corresponds to a specific value of f. The
values are f =0, 0.1, 0.3, 0.5, 0.7, and 0.9 from the left. The plots are made for 7 = 0.098,
differing from the value used in fig. in the main text.
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Figures in higher resolution

In this appendix some of the figures from chapter 7 are shown in higher resolution.

Fig. is equivalent to the f = 0.5 subfigure in fig.
Fig. is equivalent to the s = 0.6 subfigure in fig. [7.5]
Fig. is equivalent to fig.

Fig. is equivalent to fig. [7.9h.

Fig. is equivalent to fig. [7.9pb.

Fig. is equivalent to the f = 0.5 subfigure in fig. [7.11]
Fig. is equivalent to the s = 0.6 subfigure in fig.
Fig. is equivalent to fig. [7.13}.

Fig. is equivalent to fig. [7.13p.
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Figure J.1: The f = 0.5 subfigure in fig. in higher resolution. The temperature is zero
and the values of s are 0.01, 0.1, 0.3, 0.6, 1, and 3 from below of the (AJ,)?-axis.
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Figure J.2: The s = 0.6 subfigure in fig. in higher resolution. The temperature is zero
and the values of f are 0, 0.1, 0.3, 0.5, 0.7, and 0.9 from above of the (AJ,)?-axis.
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Figure J.3: Fig. [7.8in higher resolution. The values of N are 500, 1000, 1500, 2000, 2500,
3000, 4000, 5000, 7500, 10000, 20000, and 50000 from above of the (A.J,)%-axis.
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Figure J.4: Fig. in higher resolution. The temperatures go from 0 to 0.49 with an
interval of 0.049 from below of the (A.J,)%-axis.
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Figure J.5: Fig. in higher resolution. The temperatures go from 0 to 0.49 with an
interval of 0.049 from below of the (A.J,)%-axis.
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Figure J.6: The f = 0.5 subfigure in fig. in higher resolution. The temperature is

~

7 = 0.049 and the values of s are 0.01, 0.1, 0.3, 0.6, 1, and 3 from the right of the (.J,)-axis.
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Figure J.7: The s = 0.6 subfigure in fig. [7.12] in higher resolution. The temperature is

~

7 = 0.049 and the values of f are 0, 0.1, 0.3, 0.5, 0.7, and 0.9 from the left of the (.J,)-axis.
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Figure J.8: Fig. [7.13h in higher resolution. The black curve corresponds to 7 = 0.49 and
the blue curve corresponds to 7 = 0. The red curve is the F-function, and the green and
cyan curves corresponds to €2 = 1 and &2 = 0.15 respectively.
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Figure J.9: Fig. [(.13b in higher resolution. The black curve corresponds to 7 = 0.49 and
the blue curve corresponds to 7 = 0. The red curve is the F-function, and the green curve
correspond to £2 = 1.
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