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Preface

The work presented in this thesis was carried out by my group based at the
Niels Bohr Institute, Copenhagen under the leadership of Troels C. Petersen
in collaboration with a group from the Technion University at Haifa, Israel
led by Professor Shlomit Tarem. Our work was based on earlier work on the
same topic within the ATLAS collaboration which has resulted in numerous
publications such as theses by Mackeprang [1], Kraan [2] and Ohm [3] and
papers published by the ATLAS collaboration [4–7].

The parts that are truly new and have not been used in earlier work are
the calibrations presented in chapter 7, the weighted combination of layers
and sub-detectors to one overall β measurement presented in chapter 8, and
the inclusion of the liquid argon calorimeters. Also our work was the first
to use all information available from the ATLAS detector in a combined
analysis.

Our work was submitted to Phys.Lett.B. titled Searches for heavy long-
lived sleptons and R-Hadrons with the ATLAS detector in pp collisions at
sqrt(s) = 7 TeV [8].

In addition to this physics analysis I have carried out technical work on
the transition radiation tracker (TRT), an ATLAS sub-detector. This work
is described along with the description of the TRT in chapter 5.
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Abstract

In this thesis I motivate and present a search for long lived massive R-
hadrons using the data collected by the ATLAS detector in 2011. Both
ionisation- and time-of-flight-based methods are described. Since no signal
was found, a lower limit on the mass of such particles is set. The analysis was
also published by the ATLAS collboration in Phys.Lett.B. titled ‘Searches
for heavy long-lived sleptons and R-Hadrons with the ATLAS detector in
pp collisions at sqrt(s) = 7 TeV’.

Summary in Danish

Denne afhandling handler om søgningen efter en ny type partikel, s̊a-kaldte
R-hadroner, som kunne blive skabt i proton-proton kollisioner ved LHC ac-
celeratoren. Til vores analyse brugte vi data fra ATLAS detektoren og
vores arbejde har ført til en publikation fra ATLAS kollaborationen med ti-
tlen ‘Searches for heavy long-lived sleptons and R-Hadrons with the ATLAS
detector in pp collisions at sqrt(s) = 7 TeV’.

R-hadroner er sammensatte partikler som best̊ar af en tung, lang levende
partikel som bærer farveladningen fra kvantechromodynamik, sammen med
lette standard-model kvarker og gluoner. Efter skabelsen i midten af AT-
LAS ville den slags partikel bevæge sig ud igennem hele detektoren lige
som en myon. Signalerne vi brugte var m̊alinger af specifik ionisation og
tidsm̊alinger som begge to gav et estimat af partikelhastigheden. Hast-
igheden kunne derefter kombineres med den m̊alte impuls til at give et
estimat af partiklens masse. Vi ledte efter et signal ved at sammenligne
antallet af begivenheder hvor begge masser l̊a over et vist niveau mellem
data og en baggrundsforventning.

Vi fandt ingen tegn p̊a eksistensen af s̊adanne tunge partikler i masseomr̊adet
mellem 100 til 1500 GeV/c2. Ved at sammenligne med en teoretisk forventet
produktionsrate kunne vi udelukke eksistensen af R-hadroner med en masse
under 985 GeV eller 612 GeV for henholdsvis gluino eller stop baserede R-
hadroner.

Summary in English

Please see section 1.2.
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Chapter 1

Introduction

1.1 Motivation

Modern particle physics has reached a point where the Standard Model (SM)
predicts no further particles in order to be self consistent. Also, all particles
that have been observed can be described consistently within the SM. Thus
the SM stands as a very good theory that is unchallenged by any particle-
physics data. Yet, at the same time we know that the Standard Model is
not complete and must break down at energies beyond those on which it
was originally based. Also, there are phenomena in other areas of physics
that can not be explained by the SM, such as the Dark Matter and Dark
energy of astronomy, or even gravity itself. Of these Dark Matter is though
to be the one most suitable for a particle explanation.

With the availability of new data from the LHC at unprecedented high
energy scales we would ideally like to make progress in our search for deeper
understanding of the natural world just by looking at the data and inferring
from them any new laws of nature that are active in these new energy
regions. Unfortunately our experiments today are so complex, and so many
peripheral effects are convoluted into the data, that a straight deduction
of this kind is no longer possible. This is why we rely on mathematical
models to guess what nature is like and then we try to verify or falsify
these guesses experimentally where the observed outcome is compared to
an outcome predicted by a model. Making good models that are consistent
both with themselves and with existing experimental data as well as making
interesting predictions for new data is a difficult job in and of itself and is
the realm of theoretical physics.

Much experimental work today consists of taking these new mathemat-
ical models and trying to find or exclude the new particles or interactions
they predict. The models provide a useful starting point at which to search
for signals in a vast multi-parameter space of possible signatures. However,
if these searches are too closely based on the predicted models, new physics
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10 CHAPTER 1. INTRODUCTION

might be missed unless it matches one of the models. Historically the most
interesting new discoveries in physics were those that did not conform to any
predicted or anticipated models. Therefore many experimentalists today try
to make their searches model independent wherever possible.

One type of new physics that is predicted by a range of models is the
existence of new stable or meta-stable particles at masses that are accessible
at the LHC. The lifetime of these heavy particles may be so great that they
could be observed directly as they are passing though our detectors. These
stable massive particles (SMP) present a very striking signature if they exist.
There are no known particles or processes that could mimic the physical sig-
nal from an SMP and thus a search for SMPs has no irreducible background.
Because of this it is possible to search for SMPs using physical intuition and
data driven methods and thereby arrive at a model independent search, the
epitome of experimental particle physics analysis.

Searches of this kind have been carried out before both at ATLAS [5]
and at other experiments such as CMS [9], D0 [10], CDF [11] and others. In
the work underlying this thesis we tried to improve upon previous ATLAS
results [5, 7] by using improved calibration methods and more data.

1.2 Analysis Outline

The analysis presented in this thesis was intended to discover the existence
of stable or meta-stable massive particles that may be created at the unpre-
cedented high collision energies at the LHC and leave the detector without
decaying. Should they not exist, the aim was to set an upper limit on the
production cross section of such particles in as general a way as possible.
Such a limit would be useful in constraining many proposed models of phys-
ics beyond the Standard Model (SM). The work was based on data from the
ATLAS detector at the Large Hadron Collider (LHC) at Cern.

In this analysis we looked for particles that did not decay again and were
stable at least on scales of the size of the detector. Thus such particles could
be observed, detected and measured directly instead of via their decays.
This made our analysis very unusual within the ATLAS collaboration where
nearly all other analyses deal with decay products only. This led to a number
of challenges where we had to address some low level issues ourselves, such as
calibration, that would already be taken care of in a more standard analysis.

In our work we focussed on the search for R-hadrons, compound states
of new massive coloured particles, hadronised with SM quarks and gluons.
Although the heavy component of these hadrons originates in an unknown
theory, the resulting compound particles nevertheless have well-modelled
hadronic and electromagnetic interactions because the interactions nearly
only proceed via the SM components. Our collaborators from the Technion
institute in Israel used the same analysis framework, but tuned their cuts to
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the search for sleptons, heavy stable leptons without colour charge and hence
without hadronic interactions, such as those predicted by Supersymmetry
(SUSY).

The way to look for both types of particles was by measuring their mass
via their speed. Assuming a mass of a few hundred GeVthe new particles,
collectively called Stable Massive Particles (SMP) would be non-relativistic
at typical LHC energies, a property which clearly separates them from any
other known particle. The speed was measured in two different ways by
several different sub-detectors using different technologies.

The pixel detector, the innermost tracker, is able to measure the specific
ionisation of traversing particles. At speeds of 0.25 < βγ < 1.0 the rela-
tionship between the specific ionisation and a particle’s velocity is a single
valued function, allowing a translation from one to the other.

The other speed measurement, a direct measurement of the time of flight
(ToF) was performed by both the calorimeters and the muon spectrometer
which both have a high timing resolution. Together with a known distance
from the collision point each hit time in these detectors could be translated
into a speed measurement, giving overall a very reasonable resolution on the
particle’s β.

The fact that no other SM particle can give a meaningful signal in either
of these measurements was both a blessing and a curse for us. Since neither
measurement is meaningful to carry out on SM particles, timing and specific
ionisation (dE/dx) are not centrally calibrated like most other features of
the ATLAS data. Also, both are not properly reproduced in simulated
Monte Carlo samples. We therefore had to carry out extensive calibration
on our data before the resolution became good enough for our purposes.

The timing systems suffer from random offsets that differ from one sub-
detector to another, from run to run, and can depend on particle momentum,
hit-energy deposit, etc. These offsets were calibrated using samples of muons
tagged in data from Z → µµ decays. Muons are known to have a β ≈ 1
and the timing offsets as well as accuracy in various categories could thus
be obtained.

The dE/dx measurements were calibrated using low momentum protons.
Tagged from ∆ baryon decays, the known proton mass and well measured
momentum make these particles excellent calibration probes, allowing for a
good calibration of the dE/dx to βγ conversion function.

After all calibrations, each of these speed measurements was separately
combined with the momentum obtained from the track curvature to give
two measurements of the particle’s mass. A signal of a true SMP would be
expected to show a peak in both mass spectra. This gave a good rejection
power against cases where only one or the other measurement randomly gave
a very high mass. To be able to quantify our discovery potential, however
we needed to find a good description of our background.

Since no known particles of high mass exist, the only source of back-
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ground in the double-high-mass signal region were mismeasurement. Such
outliers in the mass spectrum can come from an error in the momentum
measurement, the ToF or the dE/dx. It is extremely unlikely for a error to
occur in all three measurements at once such that a SM particle lands in
the signal region. This is positive for our analysis, but makes it expensive to
simulate Monte Carlo (MC) background in the signal region. For this and
other reasons we decided to implement a data-driven background method.

If errors in the three measurements are totally uncorrelated, a large
amount of background can quickly be generated by the following method:
The distribution of each estimator is produced without any cut on the others.
This gives a high-statistics graph from which a representative value can be
chosen at random. A set of three random values of the three estimators
can thus quickly be generated without a full simulation of a particle. By
then combining these estimators into the mass measurements, a smooth
distribution of the expected background can quickly be generated. Even a
small admixture of true signal does not invalidate this method, as will be
explained later. In practice, the distributions were not fully independent,
but by binning in pseudorapidity η, sets of independent distributions could
still be found.

Using this data-driven background, we could now evaluate the signific-
ance of the number of data events observed in the signal region of our analysis
of the ATLAS data collected in 2011. No deviation from a background only
hypothesis was found.

We proceeded to set cross section limits. For this we needed to evalu-
ate the efficiency for discovering signal using our analysis. We used sets of
simulated MC samples of R-hadrons of various masses and measured how
efficient we were at selecting these tracks in our analysis. Using these num-
bers and the used total integrated luminosity of our data we were able to set
cross section limits around 10−2 pb for most of the range of masses available
to us (400 to 1400 GeV). Combining these with the cross section prediction
as a function of mass in a certain supersymmetric model we were able to
exclude g̃ R-hadrons with masses below 985 GeV and t̃ and b̃ R-hadrons with
masses below 683 and 612 GeV respectively.

1.3 Document Layout

In chapter 2 I start out by giving a brief introduction to the theory of particle
physics in order to form a background upon which the further work can be
understood. Chapter 3 dives further into the background and phenomeno-
logy of the particular type of SMP that we worked on namely R-hadrons.
Chapters 4 and 5 introduce the experimental setup. The LHC accelerator
and the ATLAS detector are introduced in some detail. Chapter 5 also
includes an account of the technical work on the TRT that I carried out in
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2010. This chapter also describes some aspects of the detector operation,
such as triggering, in as far as they are relevant to our analysis. Some de-
tails on data processing and our computing setup are given in chapter 8.
In chapter 7 I describe the various calibration schemes that we employed to
calibrate the time measurements.

Chapter 8 then outlines how we intended to observe the stable massive
particles. The data-driven background method used in our analysis is also
introduced here. The several stages of selection are described in chapter 9.
The limit setting procedure is described in chapter 10.

Finally chapter 11 presents the results of our search and the conclusions
that can be drawn from them as well as an outlook for how this work might
be extended into the future.

1.4 The Author’s Contributions

In this section I summarise in how far the work presented in this thesis is
attributable to my own efforts and which parts are my collaborators’ work
which is added here for completeness.

January to August 2010 I was involved in improving the electron iden-
tification capability of the TRT. For this I thoroughly revised a software
tool that forms part of the ATLAS reconstruction algorithms, extending it
with new, more detailed calibration and time-over-threshold based methods
developed within the collaboration. This software work was accredited as
authorship qualification.

For the main stable massive particle (SMP) search I was directly in-
volved in planning, setting up and running the whole analysis since spring
2011. The search for lepton-like SMPs which also formed part of our com-
bined analysis was more reliant on the muon spectrometer (MS) which our
Israelian colleagues had more expertise on and was therefore left to them.
This is also why the MS calibration is not described in as much detail as the
calorimeter calibration which I was directly involved in.
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Chapter 2

Theory

2.1 Units and Coordinates

Throughout this thesis I will use a system of measurement that is known as
natural units. This is the standard in high energy physics (HEP). Natural
units are based on a simple scaling which is

~ = c = 1. (2.1)

This simplifies many equations of relativity and quantum field theory by
removing those factors. It means that mass, impulse and energy are all
measured in units of energy.1 Multiples of eV(electron-volts) have a natural
relationship to high energy physics (HEP) because they relate to the exper-
imental setup, namely the electric acceleration of unit charges. They are
therefore used as the unit of energy instead of the SI unit Joules.

The coordinate system of the ATLAS detector is set up such that the
x-axis points to the centre of the accelerator ring, the y-axis points straight
up and the z-axis points in the anti-clockwise direction of the accelerator,
leading to a right-handed coordinate system. Often the cylindrically sym-
metric construction of ATLAS make it more appropriate to use a polar
coordinate system centred on the z-axis with φ being the angle in the x-y
plane starting at the x-axis. The physics of hadron collisions make it more
appropriate to use pseudorapidity instead of a polar angle, defined as

η = −ln
[
tan

(
θ

2

)]
(2.2)

where θ is the polar angle away from the z-axis. Pseudorapidity is related
to the relativistic rapidity in a way that is explained in more detail in sec-
tion 4.3. Distances between particles are often expressed in terms of ∆R

1Space and time would thus have units of inverse energy, but these are rarely used.
Millimetres (mm) and nanoseconds (ns) are the conventional units in ATLAS.
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defined as

∆R =
√

(∆η)2 + (∆φ)2. (2.3)

This should not be confused with r which is sometimes used as the radial
distance from the beam-pipe, i.e.

r =
√
x2 + y2 (2.4)

In our analysis two different means of expressing speeds are used. β is
the speed of the particle in units of the speed of light and thus has values in
the interval [0, 1). Speeds are also expresses as values of βγ where γ is the
Lorentz gamma factor. This is the more convenient quantity when working
with specific ionisation losses as described in section 5.3.1. It takes values
on the range [0,∞). The two are equivalent and can be converted to each
other.

2.2 Quantum Field Theory

All modern theories that we use to describe the behaviour of particles at
sub-atomic scales are of a type called Quantum Field Theories (QFTs).
They describe the world as consisting of a number of fields. Particles are
the quantised excitations of these fields. Interactions are described as local
interactions of the fields with themselves or each other.

The structure of a QFT can be expressed in a single equation, called
the Lagrangian, which sets all possible interactions and thus all possible
physics. The Lagrangian is expressed as a special relativistic scalar. This
ensures Lorentz invariance and makes all interactions local. In order to make
statements about experiments, advanced mathematics is required in order
to turn the Lagrangian into interaction rules for particles. One such set of
rules are the Feynman rules that make it possible to make a perturbative
expansion of an interaction around the vacuum state. Using this and other
tools, such as renormalisation, interaction cross-sections for, say, electron-
positron collisions can be calculated.

One aspect of QFTs that make them be considered mathematically beau-
tiful, is that various mathematical constraints, such as self-consistency and
renormalisability, severely limit the number of possible interactions. Fur-
ther, as it turns out, the majority of all interactions that are mathemat-
ically possible, are in fact realised in nature. Thus according to QFT the
world we live in is the only possible world, up to a number of free paramet-
ers, like particle masses and interaction strengths. This fact, together with
experimental successes, is the beauty of QFTs that make them a popular
candidate for a possible theory of everything.
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2.3 The Standard Model

Our current understanding of the world of particle physics is summed up
in the collection of QFTs that are collectively called the Standard Model of
Particle Physics (SM). The SM is thus not a single theory that can easily
be overthrown as additions, such as the recent discovery of neutrino masses,
can be added, extending the meaning of the name ‘the Standard Model’.

The SM consists of two separate theories, Electroweak Theory (EW) and
Quantum Chromo Dynamics (QCD). Each will be introduced in some more
detail in the following sections. The EW part is a unified QFT description
of the electromagnetic and the weak force. QCD describes the force that
holds quarks bound inside protons and neutrons and also in turn binds these
into nuclei.

The SM is very successful in as far as all its parts unite into a self-
consistent theory. All experiments to date, of the kind where the SM is
applicable, confirm the theory time and time again even as the energy fron-
tier is being pushed further and further away from the region for which the
SM was first constructed. With the recent discovery of a candidate for the
higgs particle [12, 13] the SM has once again proven its worth as a good
description of nature at sub-atomic scales.

2.4 Electroweak Theory

Electromagnetism is the force that acts between all particles that carry
electrical charge. It is transmitted by a single massless boson, called the
photon (symbol γ). Free charges can only be integer multiples of the electron
charge (abbreviated e), although fractional charges of 1/3e and 2/3e are
observed in the quark sector. Electromagnetism is the part of the SM that
is most easily observed and studied. It was first described as the unification
of electricity and magnetism by Maxwell in 1862. It was also the first part
of the SM to be cast into a QFT.

The weak nuclear force is the one that is responsible for nuclear beta-
decays and interactions of neutrinos with matter. The weak force is special
in that it is the only force of the SM that is able to change particles from
one species into another (within certain restrictions). It is also the only
force that is transmitted by massive bosons. These boson masses restrict
the force to act over very small distances and make it appear weak in all
interactions where the total energy is less than the boson mass scale. All
known particles carry weak charge and can interact via this force.

The first successful description of the weak force was in its unification
with electromagnetism in 1964, a discovery for which Sheldon Glashow, Ab-
dus Salam and Steven Weinberg shared the 1979 Nobel Prize. This unified
description predicted five bosons, one of which is the photon of electromag-
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netism. The other four, the Z0, the W+ and W− and the higgs boson have
all subsequently been found. They are presented in table 2.2.

The structure of EW theory forbids an intrinsic mass term for any
particle, a problem which was remedied with the introduction of a new field,
called the higgs field. Couplings of all particles to the non-zero vacuum value
of this new field lead to the apparent masses that we observe. The prediction
of at least one higgs boson is a consequence of this mechanism. In spite of
the recent discovery of a matching boson [12, 13], the mechanism is not yet
generally considered as accepted and all mentions of the higgs boson in this
thesis should thus be treated with caution.

2.5 Quantum Chromo Dynamics

Quantum Chromo Dynamics (QCD) is the theory of the internal structure
of protons, neutrons and other hadrons. The force of QCD is also called the
strong force due to its confining nature.

QCD describes protons and neutrons to be made up of quarks, element-
ary particles that carry fractional electric charge and also carry a colour
charge, the charge of QCD. Colour charge has three possible values, red,
green, and blue and the corresponding anti-charges, anti-red, anti-green,
and anti-blue. Quarks are colour singlets, they carry a single colour charge.
Anti-quarks carry anti-colour. The force between quarks is carried by a
massless boson, called the gluon. Gluons are colour octets, they carry a
combination of a colour and an anti-colour. In an interaction where a quark
absorbs or emits a gluon the colour of the quark is changed, and the differ-
ence between the two states is carried by the gluon involved in the interac-
tion. Thus colour continuously flows within any system that contains colour.
Systems of this kind that carry colour charges on the inside are collectively
referred to as hadrons.

The interactions of colour charges are distinctly different from interac-
tions of other kinds because of the property of QCD that is called asymptotic
freedom. This means that at high energies, above ΛQCD, colour charges are
asymptotically free and non-interacting, while they are confined at lower
energies. For experiments, this means that only colour-neutral or ‘white’
objects can ever be observed in detectors. A colour-neutral state can be
achieved as the combination of three coloured quarks (or anti-quarks) or the
combination of one quark with an anti-quark. Combinations of three quarks
are called baryons while quark-anti-quark states are termed mesons. The
conservation of quark-numbers means that baryon-number is conserved in
all processes if baryons are assigned a value of +1 while anti-baryons carry
−1.

When describing QCD processes at colliders, one generally views the
process as being split into a hard and a soft part. The hard part is the in-
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teraction between particles that originate from the two different beam and
have large initial relative momentum. Due to the asymptotic freedom of
QCD this process can be calculated using perturbative calculations. The
processes before and after this part are soft and confining and can there-
fore not be described perturbatively. The soft processes leading up to and
following a hard interaction are generally viewed as independent of the ac-
tual hard process. Before a hard process, the colliding partons have to be
selected from the incoming hadrons. This process is described by parton
distribution functions which are described more closely in section 4.3. The
evolution of coloured particles that are the products of a hard collision is
called hadronisation.

2.5.1 Hadronisation

The evolution of coloured systems can not be described mathematically
using the bare equations of QCD. The perturbative equations that are
valid for hard QCD processes diverge as the momentum exchanged in an
interaction decreases. . The experimental consequence of this is that the
coloured products of a hard interaction that are initially free, become bound
in colour-neutral hadrons before they emerge from the interaction region.
The process is called hadronisation. The non-observability of colour charges
is called colour confinement.

A number of phenomenological models exist that describe the process of
hadronisation. One of the key criteria of such models is that they should be
able to explain the observed structure of the jets of hadrons that are observed
in hadronic interactions. One such model is the Lund String Model [14]
which is implemented in the program Pythia [15]. The Lund model de-
scribes the colour field between two receding charges as a tube of with con-
stant energy density per unit length. This tube can break to produce new
pairs of quarks and anti-quarks with intermediate momenta to the primary
quarks. The jets created by Pythia have been confirmed to behave very
similar to real jets [16]. On top of this, Pythia is tuned to the observed jet
structure at the LHC (e.g. [17]).

2.6 Particle Content

The SM contains twelve spin-1/2 matter particle, and five unit-spin force
carrying particles. Half spin particles are called fermions, unit spin particles
are called bosons. The fermions are shown in table 2.1. They are divided into
three generations or families, shown as rows here. Corresponding particles
in each generation differ only by their mass and have the same charges
and relative interactions within their generation, although the difference in
mass strongly affects the decay rates, lifetimes and allowed decay channels.
All but the neutrinos interact through the electromagnetic force, and carry
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Generation Leptons Quarks
1 e νe u (up) d (down)

(511 keV) (<2 eV ) (∼2 MeV) (∼5 MeV)

2 µ νµ c (charm) s (strange)
(106 MeV) (<0.19 MeV) 1.27 GeV (∼104 MeV)

3 τ ντ t (top) b (bottom)
(1777 MeV) (<18.2 MeV) (171 GeV) (4.2 GeV)

EM charge = -e 0 +2
3e −1

3e
weak charge : yes yes yes yes
colour charge : no no yes yes

Table 2.1: This table shows all matter particles currently known to exist. The
mass is shown in parentheses. Not shown are the anti-particles which have identical
mass and opposite charges. All matter is made up of these particles and their
interactions.

Name Mass Description

Z0 91.19 GeV EW boson

W+/− 80.39 GeV EW, responsible for β-decay
γ (photon) 0 light, carrier of electric and magnetic force
H (higgs) 125.5 GeV breaks EW symmetry and gives mass
g (gluon) 0 carrier of the strong force, QCD

Table 2.2: This table shows all force carrying particles currently known to exist.

electric charge. Only quarks carry colour charges and interact through the
strong force which binds them into hadrons. The weak force affects all
particles and is the only force that can couple different leptons or quarks
to each other. Ascribing a lepton number of 1 to all leptons and -1 to all
anti-leptons, total lepton-number is always conserved in all known processes.
Similarly quark-number is also conserved where quarks have a value of 1 and
anti-quarks a value of -1. Anti-particles are denoted by adding a bar above
the particles symbol, or by stating the charge in the case of leptons.

The five bosons in the SM are summarised in table 2.2. They are the
carriers of the forces. All QFTs are local theories, meaning that all inter-
actions are restricted to occur in a single spacetime coordinate at a time.
All interactions between particles that do not directly couple to each other
are mediated by bosons. Other than the restrictions of charge conservation,
boson numbers are not conserved.

2.7 Stable and Meta-Stable Particles in the SM

The ordinary matter that surrounds us is made up exclusively of fermions
from the first generation, namely electrons, up-quarks and down-quarks.
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Name
mass

in MeV
charge composition lifetime

decay length
at 10 GeV

gamma (γ) 0 0 elementary stable ∞
electron (e) 0.511 −1 elementary stable ∞
proton (p) 938.3 +1 uud stable ∞

neutron (n) 939.6 0 udd 881.5 s 2.8× 1012 m
pion (π+) 139.6 +1 ud̄ 26 ns 558 m
muon (µ) 105.7 −1 elementary 2.20 µs 62.4 km
kaon (K+) 493.7 +1 us̄ 12.4 ns 75.2 m

K-long (K0
L) 497.6 0 ds̄+sd̄√

2
51.2 ns 308 m

deuteron 1876 +1 pn stable ∞

Table 2.3: Particles that appear as stable products at collisions at the LHC. Notice
that the largest distance of an ATLAS sub-detector from the interaction point is
about 25 m, the closest distance of the calorimeters to the collisions is about 1.5 m.
In this analysis particles down to 5 GeV were used, so 10 GeV is a representative
particle energy. All of these particles can be detected directly by ATLAS before they
decay. Anti-partners are not listed separately.

These are the only elementary particles that are entirely stable. Neutrons
are made up of one up and two down quarks, while protons consist of two
up and one down. Together with electrons they make up the building blocks
of atoms, and are thus all that we normally see.

In collider experiments, like ATLAS, the situation is slightly different
however. In the high energy interactions created by the LHC, all possible
particles are created at some time or other, some more frequently, others
very rarely. Since most particles have a rest mass that is considerably below
the energy that they are created with, they are moving very quickly, usually
at relativistic speeds. Because of the high speed and the associated relativ-
istic time dilation, many of the particles that would ordinarily be called
short lived, appear quite stable from the point of view of the experiment.
This is because their lifetimes are long enough that they are able to pass
through the detector elements before decaying, and can thus be detected
directly. The particles that are viewed as stable from the point of view of
the ATLAS experiment are listed in table 2.3. Not mentioned in this table
are the neutrinos. They cannot be detected by ATLAS due to their weak
interactions with matter.

The discovery of the kaon and the muon were historically important to
the development of the SM, the kaon being the first particle with ‘strange-
ness’ to be discovered. They are of particular illustrative value to this ana-
lysis though, as they have several of the features that we are looking for in
this analysis. This will be explained further in section 3.1.2.

The stable particles of the SM are useful in this analysis for calibration
purposes. They are also the source of the background though, as a mismeas-
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ured timing or ionisation can make, say, and energetic muon appear quite
massive.

2.8 Beyond the Standard Model

The standard model is an extremely successful theory. Most of its predic-
tions are confirmed experimentally, some with very high precision. The most
famous example of this is the prediction of the anomalous magnetic dipole
moment of the electron where both the theoretical prediction [18] and the
experimental value [19] are both precise to better than a part per trillion
and agree within 0.26σ.

With the recent discovery of a candidate for the higgs boson the SM
stands unchallenged in its description of all processes that can be reduced
to non-gravitational interactions between known particles and describes all
known processes within these limitations. Nevertheless we know that the
SM can not be a fundamental theory of everything because of a number of
shortcomings contained in it. In the following, we will outline a few problems
that the SM in its current form is unable to solve.

2.8.1 Gravity

There exists today a very good theory of gravity, called General Relativ-
ity (GR). It relates the effects of gravity to the curvature of 4-dimensional
spacetime. GR is used to describe the evolution of gravitational systems
such as the formation of galaxies and the history of the cosmos as a whole
since the Big Bang. GR stands as unchallenged in its description of these
phenomena as the SM does in particle physics. Nevertheless, the two seem
inconsolable on a mathematical level. Any attempt to cast GR in a QFT
framework leads to non-renormalisable divergencies preventing a unified de-
scription of the two theories. Although experimentally inaccessible to us, we
know there exits a scale, called the Plank-scale, at which the effects of both
theories must be equally visible. From this we can conclude that the disson-
ances between the two theories are merely the consequence of our limited
understanding, and not an inherent conflict between the phenomena. As
long as this problem of unification exists between the SM and GR, neither
can be regarded as a fundamental theory of everything.

The inaccessibility of scales at which both theories are active is frequently
cited as one of the main reasons for the lack of progress in unifying SM with
GR. As an example of how difficult it is to study gravitational effects in
particle systems one can look at antimatter. First discovered by in 1933 by
Anderson [20] some 80 years ago, there exists as of today no evidence that
anti-matter has the same gravitational attraction as matter, even though
there is wide consensus that it should. First now, the experiment AEGIS [21]
has been proposed at CERN to measure this effect.
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2.8.2 Dark Matter

We know today from observations of galactic rotation curves as well as
simulations of cosmic scale formation since the Big Bang that there exists
about a factor of 5 more matter in the universe than can be seen in the
form of atoms and particles, what astrophysicists call baryonic matter. The
remaining matter content of the universe is termed Dark Matter (DM),
pertaining to its mysterious nature. Not much is know about DM except
that it does not interact more than weakly with either itself or with baryonic
matter. It also cannot consist of neutrinos since their known low mass would
make neutrino DM too hot to be bound in the structures where we see DM
today. DM is therefore a true mystery of 21st century physics that must be
answered by any theory with aspirations of being considered fundamental
or universal.

2.8.3 The Hierarchy Problem

There are a number of internal consistency issues within the SM itself, as
an example, I will here mention the hierarchy problem. This name has been
given to the unexplained discrepancy between the scale of EW symmetry
breaking (O(102 GeV)), the highest scale in the SM, and the Planck scale.

The Planck scale is the scale (in space or energy) where gravitational
effects need to take on a quantum aspect. It is universally agreed among
physicists that a suitable description of phenomena at this scale must be a
true description of quantum gravity. The magnitude of the Planck scale is
about 1019 GeV.

Within the SM, the hierarchy problem becomes more concrete when con-
sidering loop corrections to the higgs mass. In order to fulfil its role in EW
symmetry breaking, the mass of the higgs needs to be not too different from
the mass at which a suitable candidate has recently been found (126 GeV).
When calculating the mass of the higgs from theory, including loop correc-
tions, one finds the following, however.

Because it is predicted to be a true scalar, the higgs is not protected from
the type of process shown in figure 2.1. In these processes the higgs radiates
and reabsorbs a virtual particle. The momentum of the virtual particle
needs to be integrated over in the calculation of the diagram’s contribution.
This calculation yields for each fermion a correction to the higgs mass of

∆m2
H = −|λf |

2

8π2
[Λ2
UV + ...] (2.5)

where λf is the coupling strength of the fermion to the higgs field and ΛUV
is the scale to which the momentum integral is evaluated. The contribution
of bosons has the same form but an opposite sign.

Hence we see that in the absence of any natural limiting scale below the
Planck scale, the mass corrections to the higgs mass would be O(mPlanck).
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Fermion

Boson

Figure 2.1: The higgs free propagator is not protected from picking up arbitrarily
large mass corrections from fermion or boson loops like this.

The only way this can be avoided within the SM is to fine-tune the contri-
butions of the SM bosons to be of equal magnitude as the fermionic con-
tribution so that the two can cancel out. This in itself is called the fine
tuning problem and is generally not regarded as a solution to the hierarchy
problem.

A possible solution to this problem is given by Supersymmetry as presen-
ted in section 2.8.6.

2.8.4 Dark Energy

Another experimental challenge to the SM which should be noted for com-
pletes’ sake is the existence of Dark Energy. This mysterious quantity has
been discovered by astronomers in the study of the cosmological expansion
history of the universe. Form observations of distant galaxies, we can see
that the expansion of the universe, which might be assumed to be slowing
down since the Big Bang due to gravity, is actually accelerating. This ac-
celeration is assumed to be driven by a universal pressure that is equivalent
to a constant energy density in all of space. This energy density is called
‘Dark Energy’ or ‘the cosmological constant’. It has the unusual property
that it maintains its density while space is expanding and is not diluted as
would be expected from any ordinary energy, such as, for example, a photon
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Figure 2.2: The present energy content of the universe as obtained from cosmo-
logical models.

gas. Figure 2.2 shows that current estimate of the composition of the energy
density of the universe.

Dark Energy stands on a much less solid experimental basis than DM as
the prediction of its existence is more model dependent than that of DM.
Partly due to this and partly due to the strange non-diluting properties,
there are currently no good models for physics beyond the SM that attempt
to address the issue. Nevertheless, the phenomenon should be explainable
in any fundamental theory of everything.

2.8.5 Models Beyond the SM

There exists today a plethora of models for physics beyond the standard
model (BSM) that stem from a range of approaches. Given the consistency
of available data with the SM, some efforts for BSM theories are guided
by trying to bridge the gap between particle physics and other branches
of fundamental theory, in particular astronomy and cosmology, others are
motivated primarily by considerations of possible mathematical structures.

In general many approaches are based on an extending the symmetries,
dimensions and/or particle content of the SM. Thus, for example, Tech-
nicolor adds a new SU(3) group that gives compositeness to particles today
thought of as fundamental. The most popular and well studied model for
new physics is called Super Symmetry (SUSY), which proposes a new sym-
metry between bosons and fermions in the SM.

From an experimentalists point of view one common requirement to BSM
models is that they need to be mathematical, and that they need to al-
low the calculation of new signatures, such as new resonances or modified
cross-sections or angular distributions. This excludes some more esoteric
approaches, such as string-theory, from being studied at high energy phys-
ics experiments. This requirement for calculable predictions comes from the
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fact that virtually all physics analyses today rely on Monte Carlo simulation
methods to compare real experimental results with simulated results. From
this, conclusions are then drawn about the similarity between the physical
reality that controls the collisions and the theory that goes into the MC
calculations.

2.8.6 Supersymmetry

Supersymmetry (SUSY) is a symmetry between bosons and fermions. Math-
ematically it is one of the few ways of directly permitted ways extending the
SM Lagrangian.

On the phenomenological side SUSY would mean that there exists a
super-partner particle for every boson and fermion with the same mass and
quantum numbers. Since the SM bosons and fermions display no such pair-
ing behaviour, imposing SUSY requires at least a doubling of the number
of SM particles. New bosons that are the SUSY partners of SM fermions
are named by prefixing an ‘s’ to their partners name. Collectively they are
referred to as sfermions. New fermions that are the SUSY partners of SM
bosons are named by appending ‘-ino’ to the SM bosons name. Thus, the
supersymmetric partner of a gluon would be called a gluino. The single
letter symbols for SUSY particles are the symbol of their SM partner with
a tilde added above them (e.g. g̃ for gluino).

SUSY has a number of attractive features. It provides an elegant solu-
tion to the hierarchy problem by cancelling the contribution of each SM
particle with the equally large, but oppositely signed contribution of the
SUSY partner particle. In fact it was for this purpose that the Minimal
Supersymmetric Standard Model (MSSM) as first proposed [22].

Experimentally SUSY partners have not been observed at the same
masses as the SM particles, SUSY is therefore assumed to be a broken
symmetry, should it exist. This means that the SUSY particles have masses
considerably higher than their SM partners. The several different mech-
anism of this breaking can be postulated leading to different models with
different phenomenologies. Examples of such models are listed in table 3.1.
The breaking usually originates in a much higher lying sector of the model,
which is far out of experimental reach, and is communicated down to the
SUSY scale by one or several messenger particles.

One aspect of SUSY that cause problems initially is that when including
all possible interactions, SUSY no longer naturally conserves baryon and
lepton number separately. This allows, amongst other things, the proton to
decay. The experimental limits on proton stability are very stringent with
lower limits on the lifetime of over 6× 1033 years at 90 % confidence [23].
This made it necessary to introduce a new conserved property, called R-
parity defined as

PR = (−1)2s+3B+L (2.6)
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where B is baryon number, L is lepton number and s is spin. All SM
particles have PR = 1 while super-partners have PR = −1.

The introduction of R-parity means that SUSY particles can only be
produced in pairs, and that the lightest supersymmetric particle (LSP) must
be stable since its decay would violate R-parity conservation. This last
observation was welcomed when it was realised that the LSP would be a good
candidate for DM, provided that it was neutral and only weakly interacting.

The LSP as a DM candidate together with the possible solution to the
hierarchy problem are the core motivations behind the development of SUSY
as a model for BSM physics.
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Chapter 3

Stable Massive Particle
Theory

3.1 Motivation

As explained in section 2.8 there is a need for new models that extend the
theoretical reach beyond the Standard Model. One recurring theme of such
new models is the existence of new types of particles that may be stable or
at least long lived on the scale of a detector with

cτ ∼ O(m) (3.1)

where τ is the proper lifetime of the particle. Our search focused on new
particles that are heavy and are therefore referred to as stable massive
particles (SMP). An excellent overview of various models that predict the
existence of SMPs can be found in [24]. A general justification for the pos-
sible existence of SMPs can be given both on theoretical and experimental
grounds as outlined in the following sections.

3.1.1 Theoretical Motivation

Many proposed models for physics beyond the SM attempt to bridge the gap
to other disciplines by including a particle as a candidate for dark matter
(DM), a clearly missing part of the SM described in section 2.8. Usually
a DM candidate takes the form of a heavy neutral stable particle. The
stability of these particles is usually ensured by a new conserved quantum
number X. These models usually introduce whole families of new particles
that all carry X and that can decay to each other. The lightest particle of
this family cannot shed its X through further decay and is therefore stable.
A prominent theory that has this feature is supersymmetry (SUSY) where
the new quantum number is called R-parity, under which all SM particles
have R = 1 and all new SUSY particles have R = −1. In all following

29
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discussions we will use R-parity although the arguments apply equally well
to the conserved parities of other possible new models.

The lightest R = −1 particle, also called the lightest supersymmetric
particle (LSP), can be a DM candidate. In order to fulfil this role, the LSP
can at most couple weakly to all SM particles and itself. This is due to
experimental constraints in astronomical and direct DM searches. It must
therefore be neutral and colourless. The next-to-lightest supersymmetric
particle (NLSP) (or second lightest X-charged particle in other models)
however does not have this constraint and can carry both electric charge
and/or colour charge. In general the NLSP would be expected to quickly
decay to the LSP, but in some cases, if the mass splitting is too narrow or
the phase-space is otherwise constrained, the NLSP can obtain a very long
lifetime and might be directly observable. In other scenarios, R-parity may
be only nearly conserved, meaning that the LSP can decay. In this scenario,
charged LSPs are no longer constrained from cosmology and thus the LSP
itself may be observed as a charged metastable particle in collider searches.

With the continued absence of any direct evidence for SUSY, the search
for SMPs becomes ever more important. The SUSY parameter space is by
now very constrained by observation, threatening its “naturalness”. One
way of sidestepping these constraints is if there exist one or several stable
massive particles, which conventional collider searches are not sensitive to.

Supersymmetry without prejudice

A large effort to describe the phenomenology of the remaining allowed super-
symmetric models was published under the name “Supersymmetry without
prejudice at the LHC” [25]. This study was carried out by generating a
large number of supersymmetric (SUSY) models by randomly choosing sets
of SUSY parameters and afterwards checking if the model generated by this
set is allowed by current experimental bounds. Disallowed models were re-
jected, leaving only models that are still allowed by current experimental
bounds. The parameters of all models were chosen from a flat prior giving
rise to the title ‘without prejudice’. The analysis of common features of
the remaining ∼70k models showed that one common feature that allowed
the models to evade exclusion was to predict long-lived massive charged
particles. The non-decay of such particles makes them fall below and out-
side the signal region of many regular jet- and cascade-based searches. This
finding alone provides a large incentive to launch searches for long-lived
heavy particles as an orthogonal approach to ordinary resonance searches in
the hunt for SUSY.
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Model Overview

The SMP overview paper [24] contains a good overview table over various
SUSY scenarios that predict the existence of some kind of SMP. The table
is reproduced as table 3.1. All models in this table are SUSY models. They
differ in the way that the supersymmetry is broken.

MSSM is the Minimal Supersymmetric Standard Model. SUSY break-
ing is soft and originates in an unspecified sector [22]

GMSB, a version of the MSSM, is Gauge Mediated SUSY Breaking
where SUSY is broken in an inaccessible sector and this breaking is
communicated down to SUSY scales by gauginos [26,27]

g̃MSB is like GMSB except the messenger particle is a gluino.

SUGRA stands for Supergravity. The breaking is mediated to the
MSSM via supergravity.

AMSB (Anomaly Mediated SUSY Breaking) is a special type of gravity
mediated SUSY breaking [28,29]

All these models predict the existence of SMPs of which some carry electric
charge (τ̃1, ˜̀

i1, χ̃+
1 ), some carry colour charge (g̃), and some both (t̃1, b̃1).

3.1.2 Experimental Motivation

There are ways to justify the search for SMPs on experimental basis alone.
Discoveries of new particles with surprisingly long lifetimes are a recurring
theme in experimental physics. Examples of such particles are the muon
and the kaon. The muon is long lived because its decay can only proceed
via an intermediary heavy W -boson. Such a situation can well arise in a
new theory if the mass difference between the NLSP and the LSP is much
less than the mass of the boson mediating the decay.

In the case of kaons we also find many of the features that can be ex-
pected for new SMPs. Kaons carry a quantum number that was unknown
until their discovery, namely strangeness. Strangeness is approximately con-
served, which is why kaons can easily be produced in pairs, but decay quite
slowly. The discovery of kaons played an important role in the development
of the quark model of hadrons.

Because of such general considerations, both theoretical and experi-
mental, it can be argued that the search for long lived particles is one of the
most essential approaches in the quest for new unexpected physics.
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SMP LSP Scenario Conditions

τ̃1 χ̃0
1 MSSM τ̃1 mass (determined by m2

τ̃L,R
, µ, tanβ, and Aτ ) close to χ̃0

1

mass.

G̃ GMSB Large N , small M , and/or large tanβ

g̃MSB No detailed phenomenology studies, see [30].

SUGRA Supergravity with a gravitino LSP, see [31].

τ̃1 MSSM small mτ̃L,R and/or large tanβ and/or very large Aτ .

AMSB Small m0, large tanβ

g̃MSB Generic in minimal models.

˜̀
i1 G̃ GMSB τ̃1 NLSP (see above). ẽ1 and µ̃1 co-NLSP and also SMP for

small tanβ and µ.

τ̃1 g̃MSB ẽ1 and µ̃1 co-LSP and also SMP when stau mixing small.

χ̃+
1 χ̃0

1 MSSM mχ̃+
1
− mχ̃0

1
. mπ+ . Very large M1,2 & 2TeV � |µ| (Hig-

gsino region) or non-universal gaugino masses M1 & 4M2,
with the latter condition relaxed to M1 &M2 for M2 � |µ|.
Natural O-II models, where simultaneously also the g̃ can
be long-lived near δGS = −3.

AMSB M1 > M2 natural. m0 not too small. See MSSM above.

g̃ χ̃0
1 MSSM Very large m2

q̃ �M3, e.g. split SUSY.

G̃ GMSB SUSY GUT extensions [32–34]

g̃ MSSM Very small M3 �M1,2, O-II models near δGS = −3.

GMSB SUSY GUT extensions [32–36]

t̃1 χ̃0
1 MSSM Non-universal squark and gaugino masses. Small m2

q̃ and
M3, small tanβ, large At.

b̃1 Small m2
q̃ and M3, large tanβ and/or large Ab � At.

Table 3.1: Brief overview of possible SUSY SMP states considered in the literature.
Classified by SMP,LSP,scenario, and typical conditions for this case to materialise
in the given scenario. Table from [24].
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3.2 Production and Decay

3.2.1 Production

SMPs are generally thought to be pair produced at colliders ( [24]) in a
process like

ab→ XcXd (3.2)

where a and b are partons of the incoming beams and the X particles carry
a new quantum number. The production cross-section of such a process
may be quite large even while the decay of the X can be suppressed by the
conservation or near conservation of X. This may make the production of
X particles a very prominent feature at the LHC where the centre of mass
energy may for the first time be sufficient for the process to occur.

If X is not conserved single production may also be possible as

ab→ X. (3.3)

If this process is allowed however, the reverse is also allowed as a decay
channel where the strength of the decay is coupled to the production cross
section. In order to obtain a long enough lifetime for X to be observable
as an SMP from this channel, the production cross section needs to be so
low as to make the precess essentially never occur at the LHC. Hence pair
production via the process 3.2 is the only viable production mechanism for
SMPs.

In order to estimate the production cross section of these new states at
the LHC, one can calculate the matrix element of the process 3.2 and fold
it with the parton distribution functions for a and b. From this all relevant
differential cross sections and distributions can be obtained.

The pair production cross section of coloured states can proceed via
strong interactions. They can be be produced by either gluon-gluon (gg) or
fermion-antifermion (ff̄) collisions. Charged, colour neutral states however
rely on EW production via ff̄ only. The relative cross sections of these
two types of particles therefore differ by a factor of (αs/α(EW ))

2 in the ff̄
channel alone. Hence coloured states would be produced in much greater
number should they exist [24].

3.2.2 Decay

Our search was motivated by stable as well as meta-stable particle signa-
tures. All particles that are not absolutely stable will decay at some point.
The precise phenomenology of that decay is very much dependent on the
nature of the SMP. We tried to keep our search as much as possible inde-
pendent of the theory from which the SMP arises. This is possible because
of the detector interaction models that are described in section 3.4.
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The signature of a decaying SMP would be a slow, highly ionising track
that ends before the end of the detector. Possibilities for what happens
next range from simple disappearance to the production of powerful showers,
depending on whether the SMP decays to a DM candidate with a small mass
difference or whether an R-parity non-conservation leads to the entire SMP
mass being turned into SM particles. Selecting candidates based on these
possible end-of-track features would severely limit our model coverage. On
the other hand, simply assuming that SMPs never decay inside the detector
would also limit our model coverage. These considerations together with
the possibility of charge-flips in R-hadrons led to the development of the
following strategy:

In total we carried out several searches where each search considered a
progressively larger part of the detector starting from the interaction point.
A search based on the pixel detector only had already been published sep-
arately by a different group within ATLAS [4]. We extended this strategy
with two more searches, one considering only the inner detector and calo-
rimeters, the other including also the muon spectrometer. This way our
discovery potential includes SMPs that decay after any distance and to any
secondary particles.

3.2.3 ISR and FSR

In a pair production that has coloured particles in both the incoming and
outgoing states, both initial state radiation (ISR) and final state radiation
(FSR) can occur. This is the radiation of soft gluons that are more or less
collinear with the emitting particles. Since the probability of FSR scales
inversely withe the mass of the secondaries, which in our case are very
heavy, we expect to have a very low levels of FSR.

ISR however may occur at a significant rate such that the production of
SMPs is often associated with jets in other regions of the detector. This is
an important feature of such events because it allows us to trigger the events
even when the SMPs themselves are not detected at the trigger stage.

The rate of ISR emission rises with the amount of colour charge in the
initial state. It is therefore expected that gg production will lead to more jets
than ff̄ production. How these associated jets are relevant for triggering
the events will be described in more detail in section 6.4

3.3 Types of Stable Massive Particles

In our analysis we used simulated signal samples of two distinct types of
SMPs, R-hadrons and sleptons. Sleptons are supersymmetric lepton part-
ners. This means that they carry a single unit of electric charge and no
colour charge. R-hadrons are composite particles of a coloured SMP and
several SM quarks. The two types of particles share many characteristics
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but also have some distinct differences that make it necessary to tune the
search criteria to get the best sensitivity for both types.

3.3.1 Sleptons

The detector interactions of a slepton are be purely electromagnetic. This
makes their signature somewhat simpler than R-hadrons. However, as noted
in section 3.2.1 the absence of colour charge makes their expected production
cross-section considerably lower. Because of this the sleptons predicted by a
range of SUSY models with masses of 300 GeV or lower are not yet excluded
by previous analyses. At LHC energies SMPs of this low mass can have
a large speed β which makes the use of pixel discriminators less useful.
Because of this the slepton search makes use of the pairing of candidates to
define a cleaner signal region.

3.3.2 R-hadrons

The name R-hadron derives historically from particles carrying the R-parity
of super symmetry, but is used today to refer to a wider class of particles
with the same kind. R-hadrons are composite hadronic particles consisting
of a new coloured massive particle that is bound together with one or several
SM quarks and/or gluons to produce a colour neutral particle. The lifetime
of the new particle must at least exceed ΛQCD to allow the hadronisation to
occur.

The behaviour of R-hadrons is in large parts dependent on their strong
interactions. These can be considered in two parts, hadronisation and de-
tector interactions. The dynamics of the creation of the new particles in a
parton level hard process (as in equation 3.2) are determined by whatever
new theory that describes the SMP. The hadronisation and detector inter-
actions however are much softer processes which can be described within the
existing framework of QCD. The probability that the heavy parton inter-
acts perturbatively is small as such a process is suppressed by the square of
its inverse mass. Hence all processes and interactions are mainly the result
of interactions of the SM partons. The massive parton acts primarily as a
momentum source with a colour charge. Hence QCD alone can be used to
model both the hadronisation process and nuclear interactions.

The detector interactions of the SMP can be divided into electromagnetic
and hadronic interactions. The electromagnetic interactions of an SMP are
thought to be very well understood in that they should behave the same as
all other charged particles as described in section 5.3.1 [37]. The hadronic
interactions however are subject to some uncertainty and various models
have been proposed to describe them. They will be presented in section 3.4.
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3.4 R-hadron Hadronisation and Hadronic Inter-
actions

3.4.1 Hadronisation

As mentioned in section 3.3.2, the hadronic interactions of any R-hadron is
thought to be described entirely by its QCD effects. When an coloured heavy
particle emerges from its production in the interaction point it will hadronise
with SM particles. The process can not be described perturbatively because
it is soft. The end-point of this process depends on the stability of possible
hadron states.

A coloured new particle that is a colour triplet, denoted C3, can form
hadrons of the form C3q̄, C3qq, C3q̄, a colour anti-triplet, denoted C3̄q,
C3̄q̄q̄, a colour octet C8, can form C8qqq, C8g, etc [37]. The energy of the
hadronic system can be described by the same equations that can be used
to model the energies of the lowest SM hadrons. Higher hadronic states
will decay too quickly to be of importance. Modelled this way, the hadronic
system contributes less than 1 GeV to the total mass of the R-hadron, the
mass is thus essentially the same as that of the heavy parton.

The most important aspect of the relative stability of the various had-
ronic states in the context of our search is whether the resulting hadron
is charged. Fairbairn et. al. [24] show that both Pythia [15] and Her-
wig [38] predict around 55 % neutral R-hadrons following the hadronisation
of a colour octet and around a 41 % neutral fraction for a stop quark (super-
symmetric top). The remaining states are charged with both positive and
negative singe and double charges being seen. Table 3.2 shows the predicted
composition of R-hadrons from the two generators.

One feature worth pointing out in table 3.2 is that the squark based R-
hadron is only able to acquire positive charge. This is because of the electric
charge of the squark.

3.4.2 Interactions

A good overview of R-hadron interactions is given in section 5.2 of [24]. A
summary of the essential aspects is given in this section.

The detector interactions of R-hadrons can have profound effects on
their observed behaviour. This is because R-hadron are able to change their
identity radically by exchange of the light quark system. Such an exchange
can result in a change of charge, i.e. an R-hadron is not guaranteed to remain
charged throughout the detector. It can loose its charge, or even reverse the
charge’s sign.

Several models have been proposed to understand these nuclear interac-
tions. One central theme that is common to them all is that the interactions
involve only the light quark system. Any interaction of the heavy parton is
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R-hadron PYTHIA HERWIG

Fraction Fraction

(%) (%)

R+

g̃ud
, R°

g̃du 34.2 28.2

R0
g̃uu, R0

g̃dd
34.2 28.2

R+
g̃us, R°

g̃su 9.7 17.5

R0
g̃ds, R0

g̃sd
, R0

g̃ss 10.4 26.1

R0
g̃g 9.9 —

R++
g̃ , R°°

g̃ (anti)baryons 0.1 —

R+
g̃ , R°

g̃ (anti)baryons 0.8 —

R0
g̃ (anti)baryons 0.7 —

R-hadron Fraction

(%)

R+

t̃d
39.6

R0
t̃u

39.6

R+
t̃s

11.8

R++
t̃

baryons 0.8

R+
t̃

baryons 6.7

R0
t̃

baryons 1.5

Table 3
Predictions from PYTHIA of the fractions of different species of R-hadrons following the
hadronisation of a gluino (left) and a stop (right) of mass 500 GeV produced at the LHC.
The HERWIG gluino predictions [230] are for a 2000 GeV mass, but almost identical for
50 GeV.

is expected than if the lightest state would be charged.

The masses of the produced R-hadrons are best understood from the mass formula
for the lowest-level (i.e. no radial or orbital excitation) hadrons [231, 232]

mhadron º
X

i

mi ° k
X

i6=j

(Fi · Fj) (Si · Sj)

mi mj

(15)

where mi are the constituent masses, Fi are the colour SU(3) matrices, Si the spin
SU(2) ones, and k a parameter related to the wave function at the origin. The C3,8

is so heavy that it provides an almost static colour field in the rest frame of the
R-hadron, and therefore its spin, if any, is decoupled (cf. “Heavy Quark Effective
Theory” [233]). The heavy C3,8 has thus a strongly localised wave function, while
the light degrees of freedom are spread over normal hadronic distance scales. The
relative localisation of the wave functions largely accounts for the expected en-
ergy loss and scattering behaviour of R-hadrons in matter, as discussed in detail
in Section 5.2. It also ensures that the mass splittings, given by the second term in
Eq. 15, are determined by the light degrees of freedom. It must be noted that the
“experimentally observable” constituent masses used below are different from the
renormalisation-scheme-dependent running masses found in the Lagrangian of a
theory although it is possible to provide an approximate translation for any specific
case. The mass splittings discussed below agree with those obtained earlier with a
similar bag model approach [234, 235], and with lattice calculations [236].
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Table 3.2: Predictions from Pythia of the fractions of different species of R-
hadrons following the hadronisation of a gluino (left) and a stop (right) of mass
500 GeV produced at the LHC. The Herwig gluino predictions are for a 2000 GeV
mass, but almost identical for 50 GeV. (Taken from [24])

suppressed. Thus the heavy Ci can be seen as a spectator to the interaction
and serves merely as a reservoir for kinetic energy.

When considering the interaction between the light quark system and
a hadron, the interaction energies are low. As an example, a C8qq̄ with
a mass of the C8 of 300 GeV and a total energy of 450 GeV will have a
Lorentz factor of γ = 1.5. The kinetic energy of the quark system is the
only (1− γ)mqq̄ ∼ 0.3 GeV [37]. Thus the interactions of such a system can
be seen as analogous as the known interactions of, in this case, a qq̄ meson.

Possible iterations are shown in figure 3.1. Elastic scattering (figure 3.1(a))
contributes little to the overall energy loss because of the large difference
in mass between the incoming partners. Baryon exchange (figure 3.1(b)) is
thought to cause any R-hadron to acquire a baryon number as the reverse
process is suppressed by phase space considerations and the low natural
abundance of pions in matter. Charge exchange processes as in figure 3.1(c)
can occur both for R-baryons and R-mesons. While it is difficult to make pre-
cise predictions for the relative strengths of the possible interaction modes,
charge exchange may contribute significantly.

Previous publications [7] have investigated the effects of different interac-
tion models and found no strong effect on the final limit. In our simulations
we used the same interaction models as in [7].

The hadronisation and interaction model used for our search is described
in [39]. According to this model ∼ 50% of the coloured massive particles
produced in the hard collision will hadronise to a neutral R-hadron and
∼ 75% of the R-hadron will be neutral in the muon spectrometer after
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Fig. 13. R-hadron-proton scattering processes. (a) Elastic scattering, (b) Inelastic scattering
leading to baryon and charge exchange, (c) Inelastic scattering leading to charge exchange,
(d) Resonance formation.

the system of quarks and a stationary nucleon can thus be at most around a few
GeV. Thus, the energy scales relevant for heavy hadron scattering processes from
nucleons are low and comparable with low-energy hadron-hadron scattering for
which Regge theory is often applied. The heavy state Ci serves only as a reservoir
of kinetic energy.

Although R-hadrons may scatter elastically or inelastically the energy absorbed in
an elastic scattering process, such as that illustrated in Fig. 13 (a), is expected to be
small [266], since the high-mass R-hadron scatters on a lower mass target nucleus,
and inelastic collisions are expected to be largely responsible for the energy loss
of an R-hadron. These inelastic collisions may cause the conversion of one species
of R-hadron to another in two ways: baryon exchange, which was overlooked until
recently [232], and charge exchange, as shown in Fig. 13 (b) and (c), respectively.
In the first process, an exothermic inelastic R-meson-nucleon interaction results in
the release of a pion. The reverse reaction is suppressed by phase space and because
of the relative absence of pions in the nuclear environment. Thus, most R-mesons
will convert early in the scattering chain, in passing through hadron absorbing ma-
terial, e.g. a calorimeter, to baryons and remain as baryons. This is important, since
baryons have larger scattering cross sections. Baryon formation offers one oppor-
tunity for a charge exchange process to take place. Charge exchange may arise
in any meson-to-meson, meson-to-baryon, or baryon-to-baryon process. Although
exact predictions of individual processes are difficult to make, the low energies in-
volved in R-hadron scattering imply that reggeon and not pomeron-exchange will
dominate, and thus charge exchange reactions may well form a substantial contri-
bution to all interactions. This may lead to striking topologies of segments of tracks
of charged particles with opposite signs of charge on passage through hadron ab-
sorbers or calorimeter material. It is also interesting to note that such a configuration
can also arise if a neutral R-meson, formed as an intermediate state during scatter-
ing, oscillates into its own anti-particle and then subsequently interacts to become
a charged R-hadron [241, 242].

Several phenomenological approaches have been developed [26, 232, 267] to de-
scribe R-hadron nuclear scattering which are described later in Sections 5.2.1 and
5.2.2. Although these differ in the phenomenology used, they are largely based on
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Figure 3.1: R-hadron-proton scattering processes. (a) Elastic scattering, (b) In-
elastic scattering leading to baryon and charge exchange, (c) Inelastic scattering
leading to charge exchange, (d) Resonance formation. Figure taken from [24]

having passed through the high mass of the calorimeters. Therefore, not all
the R-hadrons can be considered as candidates in this analysis.

3.5 Cross-Section Calculations

In the search for stable massive particles, that is the theme of this thesis, we
relied in some parts on the predicted behaviour of new hypothetical particles.
Particularly the distributions in pseudorapidity, the expected missing trans-
verse energy and the production channel (ff̄ vs. gg) affect our analysis.
These predictions can in some parts be justified without losing too much of
the model independence that we aspire to.

When thinking about new physics, we mostly think about the hard pro-
cess that governs the pair production. This is the part that depends on the
new physics that may allow the creation of new SMPs for example. Such
a model is also needed to generate the signal samples that we used to tune
our cuts. The full expression for a differential cross section, however, de-
pends on more than just this new matrix element. One important factor
that needs to be folded into a cross section expression is the availability of
contribution partons in the incoming protons as a function of their fraction
of the full proton momentum, the so-called Parton Distribution Functions
(PDFs). While the matrix element is important with respect to the absolute
cross section, the PDFs have a strong influence on the η distribution of the
resulting particles.

Because PDFs are independent of the nature or strength of the hard
interaction, the prediction of the way the SMPs are distributed in the de-
tector can be seen as independent of the model that was used to simulate
their generation.

This fact, together with the model independent interaction models we
used makes our search applicable to a wide range of theories that predict
the existence of SMPs.



Chapter 4

The CERN Accelerator
Complex

The particle physics laboratory CERN, located on the Franco-Swiss border
is host to a collection of accelerator based high energy physics experiments
the best known of which are the Large Hadron Collider (LHC) [40] and the
experiments based around it. The LHC is a proton-proton collider. It was
designed for a collision centre of mass energy of 14 TeV, but in practice it
was run at a per-beam energy of 3 TeV in 2011 and is currently running
with 4 TeV per beam for 2012. These lower energies are less demanding on
the machine and are used as precautionary measures after a failure of the
magnet system in 2009.

The task of the LHC accelerator is to bring protons at high energies
into collision at four interaction points, each of which is surrounded by
a detector. At these unprecedented high collision energies new physical
phenomena reveal themselves and can thus be studied.

4.1 The Accelerators

As a rough overview, the working principle of the accelerators can be de-
scribed as follows: Protons are collected from ionised hydrogen in bunches
with fairly low spacial extent (O(cm)) which are accelerated by sending them
through long series of electric cavities. The cavities are fed with a high fre-
quency high voltage signal which is designed such that the alternating fields
in the various parts of the cavity always align to push and accelerate the
charged protons. The frequency that the cavities are fed with is 400 MHz
and lies in the radio band. Therefore the driving signal is often referred to
as the radio frequency (RF) signal, and the cavities are called RF-cavities.

Systems of multipole magnets are employed to keep the bunches together
in the transverse directions and focus them onto the beam axis. Figure 4.1
shows how quadrupole magnets are arranged in series in order to focus the
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Figure 4.1: The effect of a quadrupole focussing cell on a charged beam. The beam
path is shown in orange, magnetic filed lines are black and the effective force on the
beam is drawn in red.

charged beams.

Finally, dipole magnets are used to bend the beam on circular paths and
return it to the acceleration cavities. In the LHC there are two beams, one
going in each direction. The two beams need opposite magnetic fields and are
therefore kept in separate beam-pipes. Figure 4.2 shows the arrangements
of the fields in an LHC dipole magnet.

The dynamics of the beam in magnetic and electric fields dictate that
the physical dimensions of the accelerator be matched to the beam energy.
It is therefor most practical to accelerate the protons from rest in several
stages in separate accelerators, each matched to successive ranges of energies.
The beams are transferred between the accelerators via transmission lines.
At CERN, this has lead to the development of a whole series of different
accelerators. Where each one started out as an experiment in its own right
and ended up as pre-acceleration stage to the next one. A schematic layout
of the accelerators at CERN is shown in figure 4.3.

The counterrotating beams are crossed in four interaction points. A
very small crossing angle means that the beams collide virtually head-on.
The non-zero crossing angle is usually neglected in the analyses. The size
of the individual bunches within a beam is dictated by the RF-signal. A
part of the beam that can potentially hold a bunch of protons is referred to
as a bucket. At the LHC each beam has a total of 2808 bunches. Giving
a minimal bunch-spacing of 25 ns and a maximal bunch-crossing rate of 40
MHz. In practice not all buckets are filled, and so far (until 2012) the LHC
has not been run with a bunch spacing of less than 50 ns. This was chosen
to give the detectors more recovery and processing time after each collision.
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Figure 4.2: The arrangement of the dipole fields in the LHC magnets is shown.
Two counterrotating proton beams need opposite fields [41].

Figure 4.3: The layout of the CERN accelerator complex [42].
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During normal operation, bunches are produced by the LINAC, and sub-
sequently accelerated in stages in the BOOSTER, the Proton Synchrotron
(PS) and the Super Proton Synchrotron (SPS) up to a total LHC injection
energy of 450 GeV. The LHC is filled in steps, bucket by bucket, until the
desired number of buckets have been filled. Injection then stops and the
beams are accelerated while the magnet current is increased to keep the
beams in the ring. Once the beams have reached full energy and are de-
clared stable, they are brought into collision by adjustments of the focusing
magnets around the experiments. The whole process including ramp-down
of the magnets from a previous fill gives a turn around time between fills
of minimum 70 min [40]. The collision rate is highest at the start of a run
and then falls roughly exponentially as the bunches slowly disperse through
coulomb interactions during collisions. The loss of protons from the bunches
due to the collisions themselves is negligible. When the interaction rate has
fallen far enough to make it more worthwhile to refill than to keep running,
the beams are dumped in tangential beam-dump tunnels near the CMS ex-
periment. At the beam-dump, the beams are dispersed by powerful magnets
so as not to overheat the beam dump absorber.

4.2 The Detectors

The four interaction points are each surrounded by a detector. They are
called ATLAS, Alice, CMS and LHCb. Their location is shown in the
schematic in figure 4.3. ATLAS and CMS are large general purpose de-
tectors that are designed to discover new physics by detecting all particles
emerging from the collisions. Alice was designed to study the collision of
heavy ions. Only its trackers have full coverage while other sub-detectors
only cover a subset of solid angles since these collisions are assumed to be-
have as thermal systems with spherical symmetry. LHCb is built as a single
arm very forward detector. It is designed to study b-physics. On top of
these, there are also smaller experiments, TOTEM near CMS and ALFA
near ATLAS designed to measure the absolute value of the produced lu-
minosity.

Being a member of the ATLAS collaboration I only used this detector
for my analysis. The ATLAS detector is described in detail in chapter 5.

4.3 Proton Collision Physics

Collisions of protons are very complicated processes because protons them-
selves are composite particles. The internal structure of protons is governed
by QCD in the non-perturbative regime and can therefore not be calcu-
lated from the theory using Feynman diagram technology. When probing
the structure experimentally, the particle content of the proton depends on
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Figure 4.4: The CTEQ6M parton distribution function at Q2 = 2 and 100 GeV2.
Provided by [45].

the momentum that is exchanged between the probe and the parton but
appears independent of the process in which the parton is subsequently in-
volved. To lowest order, the proton can be described to consist of three
valence quarks, two up-type and one down-type quark, bound together by
some gluons. Since the binding energy of the proton far exceeds the rest
masses of the partons, relativistic dynamics are needed to describe the mo-
mentum distributions of the partons. Figure 4.4 shows a momentum fraction
distribution for low and high Q2, where Q is the exchanged momentum. As
Q2 is increased, it becomes increasingly possible to realise a virtual par-
ton. Because of the non-perturbative nature of the proton structure, there
exist an infinite number of virtual pairs of gluons and all types of quarks.
The number of these particles diverges as the momentum fraction carried
by them goes to zero. An input of energy is needed to make these particles
real, which is why they become more visible at higher Q2. Since the PDFs
cannot be calculated, they are obtained by a global fit to all particle physics
data by specialised collaborations such as CTEQ [43] or MSTW [44].

4.3.1 The Rapidity Plateau

The entire process of a proton-proton collision can thus be split up into the
parton selection and the hard process. From the point of view of the hard
process, the proton can be thought of as just a beam of partons. Which
partons are selected is governed by the PDFs as described above. Because
of the shape of the PDFs, the combination of the two randomly selected
momentum fractions, makes the rapidity of centre of mass of the hard col-
lision approximately uniformly distributed with respect to the laboratory
frame. The width of this uniform rapidity plateau depends on the process
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and the beam energies. Harder processes that require a higher centre of
mass energy, also require a larger momentum fraction from each beam, they
therefore occur more centrally in the detector and have a narrower rapid-
ity plateau. Since rapidity is the quantity that is additive under successive
relativistic boosts, the secondary particles resulting from these collisions
will also be uniformly distributed in rapidity. In the ultra-relativistic limit,
rapidity reduces to pseudo-rapidity. The rapidity-plateau is also the reason
that pseudo-rapidity is chosen as the natural measure of polar angle since
equal steps in pseudo rapidity will be occupied by approximately the same
number of secondary particles.

4.3.2 Total Cross-Section

The total cross-section of diffractive proton-proton collisions is many orders
of magnitude larger than the cross-section of interesting physics. Figure 4.5
shows the expected rates of various physics processes at the LHC in compar-
ison to the total cross-section σtot. For comparison the scale of the limit that
we set with our analysis is added. This figure alone illustrates the need for
a good trigger, i.e. to be able to reject the majority of all irrelevant events
while still retaining most of the signal.

When comparing to the higgs cross-section predictions one can see that
if R-hadrons should yet turn up at the LHC they would be one of the rarest
processes known to exist.

4.4 Accelerator Operation

A rough overview over how the accelerators operate is helpful in under-
standing work behind our analysis. This is because the structure of the run
periods and individual runs is reflected in the way the data is organised.
Also, all pile-up dependent effects can vary within a run or between runs,
so understanding what a run is, is quite important.

A run at ATLAS is a period of continuous detector operation in which
the detector settings do not change. In all data that is used for analyses, a
detector run has the same length as an accelerator fill. A fill is the procedure
of filling, accelerating, colliding, and finally dumping the LHC beams. The
filling and acceleration phase take less than an hour before the beams are
ready to be collided. When the beams are brought into collision inside
the detectors, this is what ATLAS uses as the start of a run. The beams
are circling and colliding in the LHC until the beam is either lost through
instability or until the instantaneous luminosity has fallen so low as to make
it more worthwhile to dump the beam and refill.

In the case of beam instability or failure of any critical element of the
LHC the beams are automatically dumped. An actual beam loss at full
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4 Physics selection strategy
This chapter provides an overview of the strategy for the online selection of events in ATLAS.
The challenge faced at the LHC is to reduce the interaction rate of about 1 GHz at the design lu-
minosity of 1 × 1034 cm−2 s−1 online by about seven orders of magnitude to an event rate of
O(100 Hz) going to mass storage. Although the emphasis in this document will be on the contri-
bution of the HLT to the reduction in rate, the final overall optimization of the selection proce-
dure also includes LVL1.

The first section describes the requirements defined by the physics programme of ATLAS. This
is followed by a discussion of the approach taken for the selection at LVL1 and HLT. Next, a
brief overview of the major selection signatures and their relation to the various detector com-
ponents of ATLAS is given. Then, an overview of the various parts of the trigger menu for run-
ning at an initial luminosity of 2 × 1033 cm−2 s−1 is presented, together with a discussion of the
expected physics coverage. The discussion in this chapter concentrates on the initial luminosity
regime; the selection strategy for the design luminosity phase will crucially depend on the ob-
servations and measurements during the first years of data taking. This is followed by a de-
scription of how changes in the running conditions are going to be addressed, and finally ideas
for the strategy of determining trigger efficiencies from the data alone are presented.

Details on the implementation of the event-selection strategy, in terms of the software frame-
work to perform the selection, can be found in Section 9.5. More information on selection-algo-
rithm implementations and their performance in terms of signal efficiency and background
rejection are given in Chapter 13. Finally, Chapter 14 addresses the issue of system performance
of the online selection, presenting our current understanding of the resources (e.g. CPU time,
network bandwidth) needed to implement the selection strategy presented in this chapter.

4.1 Requirements

The ATLAS experiment has been designed to cover the physics in proton–proton collisions with
a centre-of-mass energy of 14 TeV at LHC. Amongst the primary goals are the understanding of
the origin of electroweak symmetry breaking, which might manifest itself in the observation of
one or more Higgs bosons, and the search for new physics beyond the Standard Model. For the
latter it will be of utmost importance to retain sensitivity to new processes which may not have
been modelled. The observation of new heavy objects with masses of O(1) TeV will involve very
high-pT signatures and should not pose any problem for the online selection. The challenge is
the efficient and unbiased selection of lighter objects with masses of O(100) GeV. In addition,
precision measurements of processes within and beyond the Standard Model are to be made.
These precision measurements will also provide important consistency tests for signals of new
physics. An overview of the variety of physics processes and the expected performance of
ATLAS can be found in [4-1]. Most of the selection criteria used in the assessment of the physics
potential of ATLAS are based on the selection of at most a few high-pT objects, such as charged
leptons, photons, jets (with or without b-tagging), or other high-pT criteria such as missing and
total transverse energy. Furthermore, ATLAS expects to take data during the heavy-ion running
of the LHC.

The online event-selection strategy has to define the proper criteria to cover efficiently the phys-
ics programme foreseen for ATLAS, while at the same time providing the required reduction in
event rate at the HLT. Guidance on the choice of online selection criteria has been obtained from
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the variety of analyses assessing the ATLAS physics potential, aiming for further simplification
to a very few, mostly inclusive, criteria.

Event selection at LHC faces a huge range in
cross-section values for various processes, as
shown in Figure 4-1. The interaction rate is
dominated by the inelastic part of the total
cross-section with a cross-section of about
70 mb. The inclusive production of b-quarks
occurs with a cross-section of about 0.6 mb,
corresponding to a rate of about 6 MHz for de-
sign luminosity. It is worth noting that the
cross-section for inclusive W production, in-
cluding the branching ratio for the leptonic
decays to an electron or a muon, leads to a rate
of about 300 Hz at design luminosity. The rate
of some rare signals will be much smaller, e.g.
the rate for the production of a Standard Mod-
el Higgs boson with a mass of 120 GeV for the
rare-decay mode into two photons will be be-
low 0.001 Hz. The selection strategy has to en-
sure that such rare signals will not be missed,
while at the same time reducing the output
rate of the HLT to mass storage to an accepta-
ble value.

The online selection thus has to provide a very
efficient and unbiased selection, maintaining
the physics reach of the ATLAS detector. It should be extremely flexible in order to operate in
the challenging environment of the LHC, with up to about 23 inelastic events per bunch cross-
ing at design luminosity. Furthermore, it has also to provide a very robust, and, where possible,
redundant selection. It is highly desirable to reject fake events or background processes as early
as possible in order to optimize the usage of the available resources. Presently the selection is
based on rather simple criteria, while at the same time making use of the ATLAS capabilities to
reject most of the fake signatures for a given selection. It is, however, mandatory to have addi-
tional tools such as exclusive criteria or more elaborate object definitions available for the online
selection.

4.2 Selection criteria

In order to guarantee optimal acceptance to new physics within the current paradigm of parti-
cle physics, we have taken an approach based on emphazising the use of inclusive criteria for
the online selection, i.e. having signatures mostly based on single- and di-object high-pT trig-
gers. Here ‘high-pT’ refers to objects such as charged leptons with transverse momenta above
O(10 GeV). The choice of the thresholds has to be made in such a way that a good overlap with
the reach of the Tevatron and other colliders is guaranteed, and there is good sensitivity to new
light objects, e.g. Higgs bosons. Enlarging this high-pT selection to complement the ATLAS
physics potential requires access to signatures involving more exclusive selections, such as re-
quiring the presence of several different physics objects or the use of topological criteria. A fur-

Figure 4-1  Cross-section and rates (for a luminosity
of 1 × 1034 cm−2 s−1) for various processes in proton–
(anti)proton collisions, as a function of the centre-of-
mass energy. 
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energy would be quite a catastrophic event. The total beam energy at 7 TeV
per beam is about 360 MJ.

The instantaneous luminosity that the LHC delivers inside ATLAS is a
measure of the total number of proton-proton collisions per second. There
are a number of factors that limit the achievable instantaneous luminosity.
With time these parameters are better understood and the degree of con-
trol over the beams is improved. Higher integrated luminosity is mostly
associated with better discovery potential for new physics which is why the
instantaneous luminosity is always pushed to the maximum safe levels by
the LHC operators. Because of this instantaneous luminosity increases with
time. This has a number of consequences for our analysis such as changing
trigger menus and increasing occupancy. These will be mentioned in the
relevant section.

For the data that was used for our analysis the LHC was run at 3.5 TeV
per beam with a bunch spacing of 50 ns. The beam was filled with trains of
bunches with gaps in between.



Chapter 5

The ATLAS Detector

The ATLAS detector is one of the main four experiments at the LHC and
is placed around the LHC’s Point 1, closest to CERN’s main site. Its op-
eration and parts are described in some detail in this chapter. Most of the
information presented here is taken from the official technical description of
ATLAS, which can be found in [47] where more details can be found. An
overview of the entire ATLAS detector is shown in figure 5.1. It consists of
several sub-detectors that are outlined in the following sections.

5.1 Layout

ATLAS is designed as a general purpose detector covering nearly 4π in solid
angle. It is built out of several sub-detectors in onion-like layers. The inner
sub-detectors are tracking detectors with a low material budget. They try
to measure as much as possible about the passing particles while influencing
them as little as possible. A 2 T solenoidal magnetic field bends the paths of
charged particles allowing for a momentum measurement. The trackers are
called the pixel detector, the silicon strip tracker (aka semiconductor tracker
or SCT) and finally the transition radiation tracker (TRT).

Surrounding the trackers are the calorimeters. In general with increasing
radial distance, the calorimeter density increases, and the spacial resolution
decreases. This reflects the fact that electromagnetic showers occur earlier
and are more well-described, hence precise measurements can yield good
particle information. The later, hadronic showers are intrinsically more
random making precise measurements less useful.

The outermost part of ATLAS is the muon spectrometer. Built as a
low density tracker with its own toroidal magnetic field it can identify and
track muons with high precision up to very high momenta.

In general the design of ATLAS was driven by a range of requirements
such as good coverage in η, good muon identification and good triggering.
Timing was only a requirement in as far as it was necessary to be able to

47
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Figure 5.2: The atlas magnet system consists of a solenoid and three toroid sys-
tems. Figure from [47].

handle and distinguish events at the very high bunch-crossing frequency in
nominal LHC operation, up to 40 MHz. This will be mentioned in more
detail in section 5.10.

5.2 The Magnet System

The unique ATLAS magnet system consists of a solenoid and three toroid
magnets as shown in figure 5.2. The solenoidal field with a strength of 2 T
provides the bending power for the momentum reconstruction in the inner
detector trackers. The toroidal system consists of a barrel and two end-caps
which each consist of eight planar coils. The toroid coils interleave as shown
in figure 5.2. The purpose of the toroid magnets is to provide an independent
momentum measurement in the muon spectrometer by providing a bending
plane perpendicular that of to the inner detector.

5.3 The Inner Detector

Figure 5.3 shows a cutaway of the entire inner detector (ID). There are three
different tracking technologies which constructed as concentric cylinders for
the barrel part, and as discs that are spaced along the z-axis for the end-
cap. The innermost detector uses silicon pixel sensors to obtain distinct
space points. The second uses pairs of crossed silicon micro-strips (SCT)
to obtain tracking points. The outermost sub-detector, the Transition radi-
ation tracker (TRT), uses gas-tube sensors and is only able to measure in
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Figure 5.3: An overview of the ATLAS inner detector from [48].

the r − φ (z − φ) plane in the barrel (end-cap).

The main purpose of the ID is to provide tracking and precision measure-
ments of momenta of charged particles. The entire ID sits inside a 2 T solen-
oidal magnetic field which bends the paths of charged particles. The desired
momentum resolution dictates the spacial resolutions of each sub-detector.
Each sub-detector contributes about equally to the total momentum resol-
ution.

5.3.1 Interactions of Ionising Particles

As particles pass through matter, they will interact with the electrons as well
as the nuclei of the material being traversed. During these interactions a
particle will in general lose energy. This energy can deposited in the form of
electronic excitations, ionisations, production of secondary particles, nuclear
transformations or several others. This is a complex stochastic process that
is difficult to calculate analytically which is why Monte Carlo (MC) methods
are used extensively when trying to predict these interactions.

For energy loss based on ionisation there exists a parametrisation based
on various models. Known as the Bethe-Bloch equation, it describes the
average ionisation per unit material traversed. Its functional form is com-
plicated and is spilt up into several regions of increasing βγ of the particle.
Figure 5.5 shows the graph of the Bethe-Bloch equation for muons on copper.
For other particle species and materials the graph will be shifted and distor-
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Figure 5.4: A detailed view of the layout of the inner detector. Tracking is possible
out to |η| < 2.5. Figure from ATLAS detector paper [47].

ted slightly, but all general features remain. The regions that are of interest
to us are the steep falloff to the Minimum Ionising Particle (MIP) level and
the following slow relativistic rise. These occur in the range 0.1 < βγ < 100
in figure 5.5.

While the average energy disposition is well defined, the actual process
is stochastic. This means that in a given volume the energy deposited is
a random number drawn from a Landau distribution [50] with its mode at
the value given by figure 5.5. Because of its long tail, the moments of this
distribution, like mean and variance, are not well defined.

5.4 The Pixel Detector

5.4.1 Layout

The pixel detector [47] is the innermost tracking detector of ATLAS. Its
detector elements are silicon pixel sensors. The pixel detector provides at
least three precision hits for most tracks in the region |η| < 2.5. Each hit
has a precision of 10 µm in the r− φ plane and 115 µm in the z-direction of
the barrel.

The barrel consists of three concentric cylinders while each end-cap con-
sists of three disks. In total there are approximately 80 million channels. In
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Figure 5.5: The graph of the Bethe-Bloch formula for the special case of muons
impacting on copper. The monotonously falling region between 0.25 < βγ < 1 will
be used to convert the measured specific ionisation to βγ. Figure from [49].

each pixel where a certain signal threshold is crossed, the time over threshold
(ToT) is measured with 8 bit dynamic range. The maximum ToT value on
a single pixel corresponds to 8.5 times the average charge released by a MIP
moving perpendicular to the detector. Pixels where the ToT exceeds this
maximum value are discarded as bad measurements.

5.4.2 Specific Ionisation Measurement

The relation between ToT and the charge deposition in each pixel shows
good linearity and stability as measured in devoted calibration scans, en-
abling an energy loss measurement for charged particles using the Pixel
detector [4]. To calibrate variations between pixels or pixel modules, the
average of all channels is equalised at regular intervals.

The charge deposited by a traversing particle is rarely deposited in a
single pixel which is why pixels are grouped into clusters where the charge of
the cluster is the sum of the charges of the pixels in the cluster after the local
calibration. To define the ionisation loss for a track the average is formed
between all clusters on that track. The average of several measurements from
a Landau distribution is a biased estimator of the mode. Because of this,
the highest cluster is discarded in the average from three or more clusters1.
The resulting value is ofter referred to as the pixel dE/dx measurement.

1The highest two clusters are discarded from five or more clusters.
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Figure 5.6: Distribution of dE/dx versus signed momentum for minimum bias
collisions and in the case of three good cluster tracks. In this data sample from 2010
collisions, tracks are reconstructed down to 100 MeV of transverse momentum. The
distribution of the most probable value for the fitted probability density functions
of pions (black), kaons (grey) and protons (blue) are superimposed. Figure taken
from [8].

(dE/dx refers to energy loss per crossed material.)

Figure 5.6 shows the distribution of the pixel dE/dx versus signed mo-
mentum in special low-pileup runs where momenta were reconstructed down
to 100 MeV. Superimposed are three fitted Bethe-Bloch curves for various
particle species. A fourth band, which is not fitted, can be seen on the
positive side only. It can be ascribed to deuterons.

5.5 The Silicon Strip Detector

The silicon strip tracker (SCT) consists of 15912 single sided sensor modules
that are divided into strips with∼80 µm pitch in both the barrel and the end-
cap. The sensors are paired back-to-back with a crossing angle of 40 mrad.
This provides an accuracy of 17 µm in the r−φ and 580 µm in the z-direction.

The binary read-out electronics provide hit/no-hit information only, with
no further level of detail. This was done in the interest of limiting bandwidth.
For our analysis, this means that the SCT cannot be used except to provide
precision momentum measurements.
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5.6 The Transition Radiation Tracker

5.6.1 Layout

The transition radiation tracker (TRT) [47] is a gas tube detector. It con-
sists of conducting tubes (or straws) of 4 mm diameter, built of carbon and
aluminium, with a thin (31 µm) tungsten wire running down their centre.
The straws are packed in modules and are aligned along the z-axis in the
barrel. The end-caps consist of a set of wheels of several straw layers each.
The straws in the end-cap wheels are aligned in the radial direction. The
end-cap straws are instrumented on the outer edge of the wheel. The straws
in the barrel are split in the centre (at z = 0) with a glass bead insulating
the two wire-ends and are instrumented at both ends of the barrel. The
innermost nine straw layers of the barrel are split into three parts where
only the outer 31.2 cm on both sides are active. This reduces the occupancy
in the straws closest to the interaction point. The space between the straws
is filled with a fibrous radiator material in the barrel, while sheets of ra-
diator are inserted between successive straw-layers in the end-cap wheels.
The purpose of the radiator is to maximise the emission rate of transition
radiation.

The tubes are filled with a gas-mixture consisting of 70% Xe, 27% CO2
and 3% O2. The xenon, with its high nuclear charge, maximises the inter-
action cross-section for TR which typically lies in the X-ray spectrum.

A negative high voltage (HV) is applied to the straw walls while the wire
is kept at ground voltage. This creates a gas cascade effect which amplifies
any primary ionisations by O(104). After this intrinsic amplification the
signal is strong enough to be amplified further by standard semiconductor
technology.

Each track has on average about 30 hits with a spacial precision of bet-
ter than 130 µm allowing good track identification and momentum measure-
ments. On top of this the TRT provides excellent electron identification by
capturing transition radiation as explained below.

An illustration of a track passing though TRT straws is shown in fig-
ure 5.7. It illustrates how a track can have low threshold (LT) hits, high-
threshold (HT) hits, dead straws and outliers, which are hits that are not
crossed by the reconstructed track but are activated nonetheless.

5.6.2 Signal Reception

The electrons from any primary ionisations in the gas volume of a straw
immediately drift towards the central wire at a fairly constant rate while
the remaining ions drift towards the straw wall. A simulation of this process
is shown in figure 5.8. Once the electrons arrive at the wire, they cascade
to produce more and more secondary electrons. During this cascade, a
charge will be induced in the wire. The signal from this charge travels in
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high threshold hits

outliers Path of the charged particle

low threshold hits

Figure 4.3: Figure showing the way an electron’s path might be reconstructed in the
TRT.

tube diameter is 4mm, the spatial resolution is considerably better than this of the
order of 150 µm. This is because timing information can be used to determine the
distance of the primary ionizations from the tube centre.

The TRT is the first large particle detector to use the e↵ect of transition radiation.
This radiation is emitted by particles with a large Lorentz gamma value (� > 1000-
10000) when they pass from a material with one refractive index into another. The
only secondary particles light enough to have such high � at ATLAS are electrons.
An emission of transition radiation can therefore be used to tag electrons. To provide
many transitions at which the emission can occur the space between the TRT straws
is filled with a fibrous material. The transition radiation emitted in these processes
is in the X-ray region. Xenon is particularly good at absorbing X-rays, hence the
rather expensive choice of gas. The transition radiation emitted by an electron will
be collinear with the electron’s motion and will cause large amounts of ionisation in
the next straw to lie in the particles path. The readout electronics of the TRT have a
second threshold level, called the high threshold (HT). The HT is usually not triggered
by the passage of an ordinary ionising particle and indicates the emission of transition
radiation. A particle will pass between 20 and 36 straws on its way through the TRT.
An electron is typically expected to trigger HT hits in about eight of these, giving
good confidence on the particle ID. A diagram illustrating some further terms used in
connection with the TRT is shown in figure 4.3.

4.3.2 Layout

The straws of the TRT are split into a barrel and two end cap sections.

The barrel contains about 67 ⇥ 106 channels and extends radially between r = 56
to 107 cm. The barrel straws are arranged parallel with the field thus providing a
measurement perpendicular to the bending plane. They have a total length of 144
cm. Their wires are insulated in the centre. Electronics at each end thus provide two
channels per straw to reduce the occupancy. The innermost nine layers of straws in
the barrel are inactive in their central 80 cm, again to reduce occupancy.

The end-caps contain about 6.6 ⇥ 106 channels each. The straws in the end caps
are arranged radially and are instrumented at the outer radius. Each end-cap consists
of three disks at z =495, 580 and 650 mm.

Figure 5.7: An illustration of terms when talking about a TRT track. A track
contains LT and HT hits. Some straws may be dead and some hits may be deemed
outliers by the tracking algorithm. Note, the straw diameters are not to scale.

both directions away from the ionisation. The signal going towards the
instruments will be absorbed directly while the other signal will first be
reflected at the insulated end of a straw before returning and also being
absorbed by the instruments.

The signal is shaped at the front-end electronics so as to get rid of
the long tail created by the positive ions which drift much slower than the
electrons. After shaping, the signal is digitised. This is done by monitoring
when the signal crosses each of two thresholds, the low threshold (LT) and
the high threshold (HT). The LT is sampled every 3.125 ns or eight times
per nominal bunch crossing (BC) of 25 ns. The HT is sampled once per BC.
Following a trigger, three BC periods are read out as event information.
Each sample is saved in a single bit giving a total of 27 bits per straw per
event. The process of digitisation is illustrated in figure 5.9.

5.6.3 Aside on Electron Gas Drift

Looking at figure 5.8 one can see that the electrons drift in an arc that
could roughly be described as circular. Drawing only on knowledge from
elementary electrodynamics about motions of free charges one might assume
that the observed clockwise curl of the electron paths requires a magnetic
field that is pointing into the plane of the paper. The source from which
I obtained the figure does not state the direction of the field, but from my
own reasoning I can conclude that the magnetic field must in fact point in
the opposite direction, namely out of the plane of the drawing.

The reason for this reversal lies in the the physics of electron gas drift. A
free charge placed with any initial velocity in crossed electric and magnetic
fields will perform an oscillatory motion in the direction of the electric field
and will steadily progress in the direction of the vector product of the two
fields. In the presence of a gas, and if the charge is an electron, the direction
of motion of the electron is frequently randomised through collisions with
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Figure 10.3.1: Snapshot of electron drift according to Garfield simulation with a 2 T magnetic field perpen-
dicular to the plane of the paper.

with the Garfield simulation, it helps understanding the dependence of the various parameters, and
can thus pinpoint where the TRT digitization can be improved. In the following, a simple model is
built which describes the drift of an electron to the anode wire.
In general, the time, t, spent for an electron to drift from its initial position to the anode wire can be
expressed as the following integral along the electron path:

t =
∫

path

1
v(s)

ds (10.3.1)

Since the electrons undergo scattering while drifting toward the anode, one might expect that the
effective drift distance is prolonged with respect to the direct path. One way to parametrize this is to
rewrite the length of the electron trajectory to an effective length given by:

s !→
√
r · (r+d) (10.3.2)

where r represents the length of the direct path, and d is a diffusion parameter. Apart from the electric
field responsible for the overall drift, there is also a magnetic field, which over the volume occupied
by a given straw can be assumed constant. To the extent that the field has a component perpendicular
to the direction of drift (so that !E ×!B is non vanishing) this tends to increase the drift distance as
illustrated in figure 10.3.1. A simple parametrization of this is illustrated in figure 10.3.2, which
also explains the parameters used below (note that in the following, only half the electron path is
considered for simplicity). Assuming small deviations from the direction path, the figure gives:

r = ρsinφ → φ = arcsin(r/ρ)≈ r/ρ+
1
6
(r/ρ)3 (10.3.3)

The increase of the trajectory, Δ, thus becomes:

B

Figure 5.8: Simulation of the electron drift in a TRT straw with a 2 T magnetic
field pointing out of the plane of the paper. Figure from [51]. For a discussion of
the direction of the magnetic field, see section 5.6.3.

Figure 1: A schematics of the TRT DAQ system [2]. In red the
propagation of triggers and clock, in blue the transmission of
data. The TTC board gets clock and trigger signals from the
ATLAS Trigger system, and the ROD sends data to the ATLAS
DAQ.

trigger latency. Figure 2b shows a schematic of a straw signal
and illustrates discrimination and digitization of the signal.

The DTMROC is configured for data taking using commands
from the TTC. As shown in Fig. 2a, the DTMROC is capable
of:

• configuring the ASDBLR to inject a test pulse: A test
charge pulse with known amplitude and time can be used
to estimate the radiation damage that a↵ects the gain of the
ASDBLR

• sensing the low voltage applied to both ASDBLR and
DTMROC: ASDBLR and DTMROC are powered sepa-
rately and in the barrel where they are mounted back-to-
back on the same physical board due to space constraints,
their grounds are connected via resistors. Hence, changes
in powering can a↵ect LT and HT, and the front end volt-
age is continuously monitored during data taking.

• transmitting configuration, voltage and temperature sense
data to the TTC back-end during data taking: single event
upsets from radiation can cause unexpected changes in the
front end configuration registers. Their predicted rate in
the full TRT is ⇠mHz [4]. Registers are continuously mon-
itored and rewritten in case of a change. Some registers
that are critical for data taking are triplicated.

• transmitting a trigger signal to the TTC back-end: see Sec-
tion 3.

3. TRT Fast-OR Trigger

When the LHC incident in Sept. 2008 promised an exten-
sion of the commissioning period using cosmics, the decision

(a)

(b)

Figure 2: In (a) a schematics of the front end electronics in-
cluding ASDBLR and DTMROC [2], in (b) a schematics of a
straw signal that is input to the ASDBLR. Note the two separate
thresholds for tracking and transition radiation.

was taken to finalize the implementation of a TRT trigger. It al-
lowed the TRT to collect tracks from cosmics independent from
other subsystems, with rates in both barrel and endcap that were
significantly higher than what other triggers had been able to
produce.

A “Fast-OR” circuit on the DTMROC [3] permits sending
a trigger signal to the TTC board if it receives a discriminated
straw signal from any of the 16 associated readout channels.
The TTC back-end receives trigger signals from groups of 10-
15 DTMROCs over a communication line usually used for con-
figuration and sense data transmission. Independent logic cir-
cuits on each of the 16 TTC boards in the barrel system can
generate a trigger signal if the number of communication lines
that carry a signal within a clock cycle (25 ns) exceeds a con-
figurable number.

To ensure a high fraction of hits on track (⇠a third) as well
as very low noise, the trigger electronics on the DTMROC was
configured to generate a signal from the high threshold that was
lowered to minimum ionizing particle levels. As minor disad-
vantages, this configuration makes TR calibration di�cult and
is not compatible with configuration or sense data transmission.

As the trigger jitter from cosmic tracks that traverse the barrel

2

Figure 5.9: An illustration of how the TRT signals are digitised. The LT is
sampled 8 times per bunch crossing (BC), the HT only once. Three BC are recorded
for each hit. Figure from [52].
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Figure 5.10: The path of an electron in the TRT gas will be bent in a sense that
is opposite to the curl expected from a free electron. The size of θ in figure (b) will
vary, but its direction is never reversed.

the gas. The net effect is that in this situation, the electron drifts in a
direction that has a certain angle θ to the electric field. This angle is called
the Lorentz angle [53]. The situation is illustrated in figure 5.10(a). The
direction of this deviation from the electric field direction is in the same
direction as the force acting on a free electron moving along this path. i.e.
in the direction that is the negative of the vector product of the electric and
magnetic fields. The size of θ will depend on several factors, one of which is
the electric field strength which varies strongly along the path. The direction
will be the same along the the drift path though, giving the appearance of
an inverted arc as in figure 5.10(b).

The final confirmation about my view of the magnetic field direction
will have to come from a direct inspection of a the Garfield simulation code
that was used to produce figure 5.8. I would like to thank Werner Riegler
(Werner.Riegler@cern.ch) for valuable discussions on this topic.

5.6.4 Tracking

The way that the TRT achieves a spacial resolution that is much better than
the straw diameter is via the method of drift circles. The ionisations left by a
track drift towards the wire at an approximately constant speed. Hence, the
time after the collision at which the signal arrives at the wire is proportional
to the distance of closest approach of the track to the wire. Using the time
measurement from the LT sampling of the leading edge of the pulse peak, a
circle, centred on the wire, can thus be defined for each straw to which the
track must be tangential. A number of timing and alignment calibrations
are needed to improve on this simplistic picture before an optimal spacial
resolution can be achieved. Using this method, the TRT can contribute
considerably to the total momentum resolution in the ID.

Figure 5.11 shows the distribution of measured track-wire distances,
called r, as a function of the measured drift time t. It also shows the
function for the r − t relation that is used in tracking instead of a strict
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Figure 5.11: The relation between track-wire distance and drift time. Also shown
is the fit to the average drift times that is used for tracking. Figure from [54].

proportionality.

5.6.5 Electron Identification

Principle

A charged particle traversing the TRT will create O(20) ionisation centres in
the gas of a each straw (for a track passing through the wire). The negative
charges from these ionisations first drift towards the wire and finally cascade
as they encounter the large field gradient near the wire. The rate at which
these primary ionisations are created is governed by the same dynamics
as the ionisations in the pixel detector. It is a stochastic process with a
certain probability of an ionisation occurring per unit material crossed. The
actual energy deposited in a straw is thus randomly distributed and follows
a Landau distribution. The long tail of this distribution means that the HT
can sometimes be activated by random upwards fluctuations of the deposited
ionisation. For pions this happens at a rate of about 3-5% of all hits. In
fact the HT is regulated to ensure this low background rate.

The TRT gets its name from a second process by which ionisation can oc-
cur, namely transition radiation (TR). TR is generated when ultra-relativistic
charged particles cross the boundary between two materials of different re-
fractive indices. At each such crossing there is a chance for the emission of
a collinear TR photon which lies in the X-ray spectrum. The TRT contains
radiator material surrounding the straws that is meant to provide a large
number of such transitions, thus maximising the rate of TR emission. A TR
photon can be absorbed by the xenon in the straw gas and causes a large
amount of ionisation. A TR detection like this will be registered by the HT.

The rate of TR emission is strongly coupled to the Lorentz gamma factor
γ where only the highest values of γ provide appreciable rates. At the typical
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Figure 5.12: The onset of transition radiation as a function of the γ factor is
shown by samples of electrons and pions in the TRT end-cap in 2010 data. Figure
from [54].

energies of secondary particles in ATLAS only electrons have a γ-factor that
is large enough to produce TR. The detection of high rates of HT hits on a
track is thus a good indication of the track belonging to an electron. The
dependence of TR emission as a function of γ is measured directly from data
and used for the calculation of the electron likelihood of a track. Figure 5.12
shows such an onset curve as obtained for the TRT end-cap in 2010 data.
For this plot electrons and pions are combined by calculating their respective
γ as γ = E/m. Electrons are identified via a tag-and-probe method using
photon conversions. For the pion sample, all tracks in an event are used and
are assumed to have the pion mass, this gives very good purity. Figure 5.12
was in fact the first direct measurement of the HT onset curve carried out
with 2010 data only.

Application

In practice most analyses work with cuts where a particle is decided to
either be electron-like or not based on a certain statistic. Particles failing
the cut are discarded. A simple statistic to cut on would be the fraction of
HT hits on a track. This is the simplest discriminator on e vs. π rejection
that can be obtained from the TRT and already contains the majority of
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the information. It is often deemed good enough and used directly. Using
a cut on this fraction, requiring a 90% efficiency for electrons in the range
1-200 GeV, the pion misidentification probability is about 5%.

If one is willing to use more advanced approaches however, some addi-
tional separating power can be gained. Within the ATLAS software there
is a tool called TRT_ElectronPidTool, later ‘the tool’, that implements
the following algorithm for a likelihood-ratio based discriminator.

Working on updating and maintaining this tool was part of the technical
work that allowed me, the present author, to become a full signing member
of the ATLAS collaboration.

The tool uses as input the onset curve as shown in figure 5.12. The
curve was found to depend on a number of local factor, such as the radiator
material and thickness, which is why it had to be found separately for the
TRT barrel and the A and B wheels of each end-cap which have slightly
different constructions.

For each hit on a given track the tool loops over the hits to compute the
likelihood of the observed HT hit pattern for both an electron and a pion
mass hypothesis:

Lπ =
∏hits
i PHT/LT(i|p,mπ, location) (5.1)

Le =
∏hits
i PHT/LT(i|p,me, location) (5.2)

where P is the probability of observing the given HT information on the
given hit, p is the track momentum and m is a mass hypothesis. The res-
ulting likelihood ratio L, defined as

L =
Le

Le + Lπ
(5.3)

is the optimal discriminator of the electron versus the pion hypothesis that
can be obtained from the HT information alone under the assumption that
all hits within a detector part are equivalent.

5.6.6 Double Binomial Fit Method

As stated above, the way that the onset curves as in figure 5.12 were arrived
at was by separating the tracks into electron-like and pion-like tracks, and
then use this species assumption to convert the measured momentum to a
gamma factor.

In fact there is a considerable more powerful way of arriving at the same
information. If one assumes that the HT-probability for the hits along a
single track is approximately constant, then the number of HT hits will be a
random number chose according to a binomial distribution. In the case that
pHT � 1 this distribution can be approximated by a poisson distribution.
When grouping together a sample of tracks that are very similar, it should
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be possible to fit a binomial distribution to the distribution of HT hits on
these tracks.

This picture needs to be expanded somewhat before it becomes useful.
In practice, tracks can be binned in η and momentum as well as Nhit, the
number of TRT hits on track. A narrow momentum bin will make sure
that all tracks have approximately the same γ factor and therefore the same
pHT, provided they come from the same particle mass. If, as we assume, the
sample consists of two species, electrons and pions, the distribution of NHT

should follow the sum of two binomial distributions.
Within a single bin in η and momentum, tracks of different Nhit are

expected to share the same pHT,e and pHT,π while the actual numbers of
NHT will naturally be different. Given a sample of tracks that have been
binned like this, one therefore needs to carry out a combined fit of all slices of
Nhit using a single set of the parameters pHT,e and pHT,π. In practice, there
are two other parameters needed to fully describe the sum of two binomial
distributions, the normalisation N and the electron fraction fe in each Nhit

slice. The fitted expectation E is then:

E(NHT|Nhit, pHT,e, pHT,π, fe) = N(fePBino(NHT|Nhit, pHT,e) +

(1− fe)PBino(NHT|Nhit, pHT,e))

where PBino(n|N, p) is the normalised binomial probability for getting n
successes out of N tries with an individual chance p.

In order to reduce the number of free parameters, the normalisation N
can be fixed from the normalisation of each histogram. The electron fraction
fe can be fixed by using the histogram mean HT fraction fHT and using the
fact that if the data is correctly described, then

fHT = fepe + (1− fe)pπ. (5.4)

This way only two parameters are used to fit O(20) histograms in each
η and momentum bin, leading to very good fit convergence.

This method has been the subject of a Master’s Thesis by Troels Schönfeldt
[55] who worked with me in 2011. He approximated the binomial distribu-
tions as Poisson distributions and therefore called the method ‘the double
poisson method’.

Figure 5.13 shows an example slice of such a multi-histogram fit. It can
be seen that the electron component of the sample can be reasonably well
extracted.

Once the electron component in a given sample has been fitted by this
method, a likelihood ratio estimator can again be used to assign an estimator
or even a weight to each individual track.

The method has many strengths.

• Due to the very low number of free parameters, the fit converges very
easily even for very low numbers of tracks per η/momentum bin. Down
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Figure 5.13: An example result of the double binomial fit in a slice of |η| < 0.44,
12.6 GeV < p < 31.7 GeV for Nhit = 32 using an MC sample of tracks that have
passed loose electron identification cuts.
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to 50 tracks spread across all Nhit slices the fit has been shown to
converge well.

• The resulting pHT,e is not biased by the admixture of other minimal
ionising particles in the fit. The returned value is the true probability
and not the the sample mean.

• Besides pHT,e and pHT,π the method is also able to extract an accurate
value of fe from samples with a wide range of compositions down to
electron fractions of 1 % and lower while still giving good estimates of
pHT,e.

There are however also a number of problems with this method:

• The fit relies on some degree of mixture between the species. Samples
that are too homogenous can not be used.

• The fit relies on the existence of exactly two species. If a third spe-
cies, such as protons, are in the sample, it would become necessary to
include three binomial distributions in each slice. While this is not a
problem in principle, it introduces a free parameter into each Nhit slice
which can not easily be fixed. This leads to much worse convergence
properties, spoiling the robustness of the method.

• The fit converges better when the range of true pHT in each species is
narrow. This can be difficult to achieve when one tries to recover the
onset region of the HT onset curve.

• Momentum slices where both species lie above or below the onset can
be difficult to fit because both pHT values are very similar.

• The method can only be employed if the HT fraction has not previously
been cut on in a given sample.

• Because the method uses the total HT count on a track, the difference
in HT probabilities between different detector parts can not easily be
taken into account for tracks that cross several of the parts.

In summary, this method shows many promising features, but much
more work would be required to address a number of issues that are still
problematic. The final gain from this method is quite small since only minor
gains in electron identification can be expected compared to the potential
work-load.

5.6.7 Specific Energy Loss Measurement

Efforts have been made to use information from the TRT to measure the
specific energy loss of particle tracks. This measurement is based on the
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Figure 5.14: The situation in the TRT straw for a minimum ionising (top) and a
highly ionising track (bottom). The furthest cluster will have a larger distance from
the straw wall in lower ionising tracks.

time-over-threshold (ToT), i.e. the time number of time bins for which the
LT bit is active. A particle with a larger specific energy loss will typically
have a larger ToT. This is explained in figure 5.14. At constant drift speed
the leading edge (LE) of the LT signal is highly correlated with the distance
of closest approach while the trailing edge (TE) comes from the straw wall.
In practice, this situation only correspond to the maximum achievable ToT
because the discrete ionisations may cause the actual ToT to be less as
illustrated in figure 5.14. Longer ToT will in general correspond to larger
dE/dx although the actual relationship has a number of other influencing
facts and needs to be calibrated on data.

The best estimate for dE/dx using this approach is shown as a function
of momentum in figure 5.15. Proton and Kaon bands can be discerned.

This method of measuring the specific ionisation was not used in our
search. It is far less sensitive than the pixel dE/dx when the quantity
of interest is βγ. Hence not much sensitivity could have been gained by
including it. More importantly though, this dE/dx value was found to
have a strong dependence on particle momentum. Taking this into account
would have made our data based background estimation method much more
complicated.

One aspect in which this method has advantages over the pixel dE/dx
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Figure 5.15: The best corrected estimator of the specific ionisation of tracks in the
TRT as formed from the signal time over threshold of all TRT hits. Figure taken
from public TRT results [54].

measurement is that it does not saturate. The pixel detector is quite noisy
which makes it necessary to reject single pixel energy deposits that exceed
∼ 8 MIPS∗. Extremely high energy deposits will thus never be detected by
the pixel detector. Such large ionisation energy deposits are not expected
from any SM particle, but can be a strong signal for multiply charged, highly
ionising stable particles predicted by some models. In the TRT there is no
limit to the amount of energy deposition that will still lead to a signal, which
is why it was used in a search for such particles published by ATLAS [6].

5.6.8 Time of Flight Measurement

From figure 5.4 one can see that the distance from the interaction point
to the TRT sampling volume is between 563 and 2890 mm. At typical β
values of 0.5 or 0.7 this corresponds to time delays between 3.8 and 19.3 ns
or 2.7 and 13.8 ns respectively. The TRT has a time resolution of 3.125 ns on
individual LT samples. Seeing as the large end of these times correspond to
several LT bins and using information form several hits, a ToF measurement
might be feasible.

There are several restrictions that make this measurement very difficult
to carry out in practice. The short flight distance make this measurement
only useful for the lowest β values. At these speeds, the ionisation is signific-

∗A MIP is the expected energy deposit from minimum ionising particles.
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antly larger than average. According to section 5.6.7 this effect counteracts
the effect of delayed arrival. To differentiate these two effects, detailed calib-
ration studies would be necessary. Unfortunately there are no SM particles
that are suitable as calibration probes. Slow protons, which were used to
calibrate the pixel response, are not able to penetrate to the outer edges
of the TRT. Monte Carlo studies alone are not adequate to calibrate this
measurement.

Partly because of the mentioned difficulties, to date no time-of-flight
measurement has been carried out in ATLAS using the TRT. We therefore
did not include it in our analysis.

5.7 The Calorimeters

A full overview of the calorimeter assembly is shown in figure 5.16. Calo-
rimeters stop incoming particles and measure the energy of the produced
shower. Calorimeters are normally divided into electromagnetic and had-
ronic types. The electromagnetic calorimeters consist of the Liquid Argon
(LAr) barrel and the electromagnetic end-caps (EMEC) which use the same
technology as the the LAr barrel. The hadronic calorimeters consist of the
tile barrel and extended barrel, the LAr hadronic end-cap (HEC), and the
LAr forward (FCal). For the purpose of our analysis it is more suitable,
however, to distinguish mainly between LAr and tile calorimeters due to
their different timing resolution.

LAr calorimeters use liquid argon gas as the active medium. Ionisation
charges that are created in this active medium by the passage of charged
particles are collected on electrodes and counted electronically. The active
medium is interleaved with a denser heavier metal, called the radiator mater-
ial. The radiator provides a high interaction cross-section for the creation
of secondary particles. This causes incoming high particles to repeatedly
cascade in to secondaries leading to what is called showers.

In the LAr barrel and the EMEC, lead and steel is used as the radiator
and an accordion folding of the radiator-active medium sandwich structure
allows for full φ-coverage combined with quick readout. The HEC uses
copper as radiator material. The FCal uses copper and tungsten. Copper
was chosen for better heat removal from the areas with highest particle flux.

The size of the LAr gap varies throughout the LAr calorimeters leading
to very different timing resolutions.

The tile calorimeter is composed of stacks of tiles of alternating materials,
steel radiator tiles and plastic scintillator tiles. The steel radiators again
provide a high interaction cross section to produce showers. The scintillator
tiles lie in the x-y plane and are read out by Photon multiplier tubes at the
outer edge of the calorimeters via wavelength-shifting fibres.

All calorimeters are segmented into cells of roughly constant steps in ∆η
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Figure 5.16: An overview of the calorimeters in the ATLAS detector. Figure
from [47].

and ∆φ and also in layers in the radial direction. The reason for the trans-
verse segmentation is the be able to measure η and φ of the particle that
caused the shower. This is of course important for physics measurements,
but also needs to be known in order to match the shower to a possible track
for the full reconstruction of a particle. The reason for the radial segmenta-
tion is to be able to recognise shower shapes. This shape recognition makes
it possible to discern electromagnetic showers from hadronic showers. The
sizes and thicknesses of the cells vary considerably as they were chosen to
optimise shower shape identification capabilities while keeping the number
of channels low.

The signals from the LAr electrodes are amplified, shaped and digitised
in the front end electronics situated close to the calorimeter. After shaping,
the signal is sampled at 40 MHz as shown in figure 5.17. The resulting
samples are used to reconstruct the pulse energy and thereby the calorimeter
energy deposit.

In the tile calorimeter the light signal generated in the scintillating tiles
is transported to photo multiplier tubes (PMTs) at the outer edge of the
detector by wavelength shifting fibres. The PMT output is also sampled
every 25 ns and peaks are reconstructed from a number of samples.

The timing resolution of the tile calorimeter is better than that of the
LAr calorimeter.

All calorimeter cells have an inherent noise level and a lower cut on the
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Figure 5.17: Amplitude versus time for a triangular pulse of the current in a LAr
barrel electromagnetic cell and of the front end board output after shaping. The
sampling points every 25 ns are indicated. [47]

cell energy deposit is imposed before a cell hit is used in our analysis.

5.8 The Muon Spectrometer

The ATLAS muon spectrometer [47] consists of four different detector tech-
nologies. Precision measurements are obtained from Monitored Drift Tube
chambers (MDT) except in the innermost tracking layer of the forward re-
gion (2 < |η| < 2.7) where cathode strip chambers (CSC) (a type of multi
wire proportional chamber) are used du to their higher rate capability and
time resolution. To provide fast triggering signals, resistive plate chambers
(RPC) are used in the barrel region up to |η| < 1.05 while in the end-cap
thin gap chambers (TGC) are used in 1.05 < |η| < 2.4.

An overview over how the detectors are arranged is shown in figure 5.18.
In the barrel region the detectors lie in three concentric cylinders at radii of
approximately 5 m, 7.5 m and 10 m. The end-cap is constructed as large
wheels in the transverse beam plane at distances of |z| =7.4 m, 10.8 m, 14 m
and 21.5 m form the interaction point.

The MDTs are gas tube detectors somewhat similar to the TRT straws.
MDT tubes have a diameter of 3 cm and each chamber consists of bundles
of tubes with 3 to 5 layers per chamber. The MDT tubes are read out with
a high time precision with an RMS of 0.78 ns.

The RPC chambers are gaseous parallel electrode plate detectors. They
have perpendicular layers of strips, one measuring the η direction, one meas-
uring the φ direction of a passing track. Both are sampled with 3.125 ns
granularity. The strip propagation times can be subtracted. The reason for
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Figure 5.18: A cut-away view of the ATLAS muon spectrometer. The toroid
magnets are shown in yellow while the detection elements are coloured in shades of
blue. Figure from [47].

the good time resolution of the RPC chambers is that ionisation clusters
from tracks form avalanches directly instead of first having to drift to a wire
as in the TRT and MDT tubes.

5.9 The Trigger System

The rate of collisions in the ATLAS detector far exceeds the rate at which
it is practical to store events permanently. The trigger is therefore designed
to select interesting events on the fly and only store the most interesting
ones.

The trigger system is divided into three levels called level 1 (L1), level
2 (L2), and event filter (EF). The three levels are arranged in a pipeline
where every event needs to be accepted by each level before it is recorded
to tape. An overview of the layout of the trigger pipeline is provided in
figure 5.19. The levels represent increasing sophistication and levels of detail
in the decision making.

L1 is a hardware based trigger that is located inside the detector itself.
It is able to make decisions based on regions within any one sub-detector
only. It has access to a reduced resolution version of the full calorimeters
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lation cuts can be applied. Trigger information is provided for a number of sets of pT thresholds
(generally 6–8 sets of thresholds per object type). The missing and total scalar transverse ener-
gies used in the LVL1 trigger are calculated by summing over trigger towers. In addition, a trig-
ger on the scalar sum of jet transverse energies is also available.

The LVL1 trigger decision is based on combinations of objects required in coincidence or veto.
Most of the physics requirements of ATLAS can be met by using, at the LVL1 trigger level, fairly
simple selection criteria of a rather inclusive nature. However, the trigger implementation is
flexible and it can be programmed to select events using more complicated signatures.

The maximum rate at which the ATLAS front-end systems can accept LVL1 triggers is limited to
75 kHz (upgradable to 100 kHz). The rates estimated in trigger performance studies, using trig-
ger menus that meet the needs of the ATLAS physics programme, are about a factor of two be-
low this limit. Given that there are large intrinsic uncertainties in the calculations, this safety
factor is not over-generous. However, if necessary, rates could be significantly reduced without
major consequences for the physics programme, for example by increasing the thresholds on
some of the inclusive (single-object) triggers when operating at the highest luminosities, and by
relying more heavily on multi-object triggers.

An essential requirement on the LVL1 trigger is that it should uniquely identify the bunch-
crossing of interest. Given the short (25 ns) bunch-crossing interval, this is a non-trivial consid-
eration. In the case of the muon trigger, the physical size of the muon spectrometer implies
times-of-flight comparable to the bunch-crossing period. For the calorimeter trigger, a serious
challenge is that the pulse shape of the calorimeter signals extends over many bunch crossings.

It is important to keep the LVL1 latency (time taken to form and distribute the LVL1 trigger de-
cision) to a minimum. During this time, information for all detector channels has to be con-
served in ‘pipeline’ memories. These memories are generally contained in custom integrated

Figure 1-2 Block diagram of the Trigger/DAQ system.
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and the muon spectrometers. Track reconstruction is not carried out at this
stage because of the time required to reconstruct tracks. The L1 decision
is made within 2.5 µs and the event rate is reduced from a bunch crossing
frequency of 20 MHz to 75 kHz. The L1 trigger is able to recognise rough
calorimeter cluster shapes and pass those on to the L2 trigger.

The L2 trigger is run on a computer farm that is located underground
next to the ATLAS cavern. The physical proximity reduces delays. L2 is
seeded by regions of interest that were identified by the L1 trigger. Around
these regions full detector information is accessed and tracks are searched
that match with the calorimeter clusters. This enables the L2 to refine
the measurement of the object and thereby make a better judgement with
tighter cuts. This stage takes 40 ms to complete and reduces the rate further
to 3.5 kHz.

At the EF the full event is reconstructed using a slightly optimised ver-
sion of the standard ATLAS event reconstruction software, called Athena.
At this level all event information is available including tracking, identifica-
tion of electrons, muons, and jets, and missing transverse energy measure-
ments. The EF further reduces the event rate to the 100 Hz that are written
to tape.

The triggers are controlled via a set of trigger menus that are short de-
scriptions of possible pathways that an event can pass through the pipeline.
Thus there are menus for accepting events with muons where the L1 is seeded
by a muon chamber until the EF confirms a good hard muon in the event,
and there are menus for triggering electrons where an L1 EMCal cluster gets
matched to a track at L2 and the event is accepted at the EF, just to men-
tion two examples. The menus are designed to keep the acceptance rates
of each trigger level at roughly the rate that was mentioned above. Some
run conditions, such as the pile-up (PU) of events within a single bunch
crossing, have a large effect on the acceptance rates. Therefore, as run con-
ditions change along a run period or even within a single run, adjustment
of the trigger menus becomes necessary. Adjustments are made by applying
pre-scaling factors to certain trigger menus such that, say, only every third
good EM cluster above 20 GeV gets accepted at a pre-scaling factor of 3.
Pre-scaling quickly makes a menu item useless as it essentially reduces the
collected data in that channel by the pre-scale factor.

5.9.1 Trigger Pre-scaling

The event rate that each of the L2 and EF trigger farms and the recording
system can accept is limited by the computing power available, i.e. the size
of the computer farm running the trigger, for the triggers and the number
of tape systems for the recording part. As the run conditions change with
time the rate of events that are accepted by a trigger level may rise beyond
what the next step of the chain can accept as input. This can happen
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because of deteriorating detector performance leading to mismeasurement,
but mostly it is the result of the ever increasing instantaneous luminosity
of the LHC mentioned in section 4.4 and the increasing pile-up associated
with this. Pile-Up (PU) is the occurrence of several pp collisions in a single
bunch crossing. The relationship between PU and rates of a trigger menu
is complex, but is generally an increasing function.

When the acceptance threshold of any step in the trigger chain is met,
one risks losing important events. This needs to be prevented. At these
times there are two simple options that could be chosen

1. changing the trigger levels

2. pre-scaling a some trigger menus.

It is generally easier to estimate trigger efficiencies when trigger levels are
constant with time which is why the first option is not chosen. The pre-
scaling of a trigger menu means that at a pre-scaling factor of n, only every
nth event that was triggered is actually passed on. High pre-scaling factors
are essentially equivalent to turning a trigger menu off. In practice, for
every type of trigger menu there is a series of trigger menus with increasing
threshold levels. Since pre-scaling is done independently for each menu, pre-
scaling the lowest menus is nearly equivalent to changing the levels. The
major difference from the point of view of the analysis is that this method
makes signal efficiency estimation easier.

5.9.2 Luminosity Counting

When carrying out an analysis where one intends to measure (or set a limit
on) a cross-section, it is important to know the total integrated luminosity
that was used. This is because while cross-sections are normally thought
of a interaction probabilities, at colliders they are measured as event rates
per integrated luminosity. The measurement of the instantaneous luminosity
delivered by the LHC inside ATLAS is in itself a difficult analysis [57] which
is carried out by a special luminosity working group inside the collaboration.
This group provides the information in the form of a software tool that is
able to calculate the integrated luminosity if given a set of runs and lumi-
blocks.

We used only non-pre-scaled triggers in our analysis, which facilitated
the luminosity determination considerably. The maximum number of runs
and lumi-blocks that we could use in our analysis was restricted by the
good-runs list (GRL) that we used (see section 9.1.2). In practice, some
computing problems in data preparation restricted us to not use all possible
data. We therefor had to form a list that was the intersection between the
data that was allowed by the GRL and the data that was actually available
to us. The resulting list could be passed to the luminosity counting tool,
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providing us with the total luminosity against which our observed counting
limits had to be measured.

5.9.3 Data Storage

The data that is recorded by the ATLAS detector is divided into several
data-streams based on which triggers were activated by the event. The
streams are intended as a first level of event selection based on what type
of triggers one is interested in. They are also a book-keeping mechanism as
not all streams are equally available for analysis.

There are streams for

• Muon triggers

• e/γ triggers

• Emiss
T /jet triggers (calorimeter based, aka. JetTauEtmiss stream)

• debug information

. . . several others.

Thus an event will be recorded in the muon stream if any of the muon
triggers were activated, in the e/γ stream if any electromagnetic triggers
were activated etc. If an event has activated triggers of more than one
kind, it will be recorded to more than one stream. The debug stream is
used to record events that took up too much time to be reconstructed in
the EF phase to see what went wrong, what caused them to take so long.
This stream is not normally included in the routine reprocessing and is not
distributed as widely since it is not normally of interest to analyses.

5.10 Timing in ATLAS

The timing systems of ATLAS had one central design goal: to be able
to distinguish which of several subsequent bunch-crossings a hit belongs
to. At a design bunch spacing of 25 ns, this set the minimum required
time resolution of all detector technologies in ATLAS. Any timing accuracy
beyond this elementary requirement was not a priority in the design of the
detector. This is the main reason why the timing systems are not at the
limit of technological feasibility.

All ATLAS timing is ultimately controlled by beam information from
the LHC Radio Frequency (RF) systems. A clock signal which is generated
from the RF signal is sent through 14 km of optical fibres to the ATLAS
central trigger processor (CTP) where small phase corrections may be ap-
plied derived from observed phase differences from a beam pickup 175 m
upstream of ATLAS. From the CTP, the timing signal is distributed out to
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the local trigger processors of each sub-detector and from there on to the
front-end electronics.

Time dependent variations in timing bias can generally be expected to
follow this hierarchy. The largest variations are expected to affect all AT-
LAS systems equally. These offsets could be associated with the ATLAS-
LHC interface and could show a bunch-to-bunch variability that is otherwise
constant with time, or a gradual drift in time associated to slowly varying
quantities such as temperature. Timing offsets within a run may be expec-
ted to depend on the bunch ID as a synchronisation signal is received once
per beam orbit in addition to the single-bunch signals (see sec. 8.2.3.2 in
ref. [47]).

Time-dependent variations between different sub-detectors, the next step
of the hierarchy, are expected to be much smaller because of the similar
technology and physical environments of the timing distribution systems of
different sub-detectors.

5.11 Detector Operation

The data from ATLAS is structured on several levels:

• events

• lumi-blocks

• runs

• run-periods

All data the is associated to the crossing of a pair of proton bunches
inside the ATLAS detector is called an event. An event can contain several
p− p interactions.

A lumi-block (LB) is the smallest unit of data for which the instantan-
eous luminosity inside ATLAS can be independently determined at a level
of precision where systematic effects outweigh statistical uncertainty. The
length of a LB in atlas is of the order of minutes. Lumi blocks are generally
the smallest unit of data on which the goodness for analysis is judged.

As already introduced in section 4.4 a run in ATLAS is the same length
as a fill of the LHC beams. This can last from a few hours to over 12
hours. During a fill the instantaneous luminosity drops continuously as the
individual bunches are blown up by coulomb interactions between colliding
bunches. This raises the internal bunch temperature which the LHC has
no means of cooling. More spread out bunches lead to lower collision rates
as the number density falls. The actual number of protons per bunch is of
the order of 1011. Particle losses due to collisions are negligible and do not
contribute to the decline of luminosity.
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run-period start date end date

D Apr. 14 2011 Apr. 29 2011
E Apr. 30 2011 May. 3 2011
F May. 15 2011 May. 25 2011
G May. 27 2011 Jun. 14 2011
H Jun. 16 2011 Jun. 28 2011
I Jul. 13 2011 Jul. 29 2011
J Jul. 30 2011 Aug. 4 2011
K Aug. 4 2011 Aug. 22 2011
L Sep. 7 2011 Oct. 5 2011
M Oct. 6 2011 Oct. 30 2011

Table 5.1: The run periods that were used for our analysis.

Runs are numbered continuously and are identified by their run number.
ATLAS also carries out runs in the absence of collisions for the purpose of
calibration and checking. This is the reason why the run numbers used in
this analysis are not consecutive.

At regular intervals, some features of data-taking change dramatically.
This can be the changing of LHC parameters, such as the beam structure,
or the changing of ATLAS conditions, such as changing from one TRT gas
mixture to another. At these times a new run-period is started to mark the
fact that the data conditions can in general be expected to be different.

Run-periods are counted as letters of the alphabet, starting from A each
year. The periods that were used for our search are shown in table 5.1. Data
taken earlier than Apr. 14 was not used for our analysis because of different
detector conditions before this date that made the data less useful for our
analysis.

The most notable change from one run-period to another is the event
pile-up (PU). PU is the name given to the number of interactions that
occur within a single bunch crossing. Increasing PU is a consequence of the
increase in instantaneous luminosity delivered by the LHC. Event features
that depend on PU are

• Emiss
T trigger rates - larger calorimeter occupancy leads to wider Emiss

T

fluctuations and larger trigger rates even in the absence of real Emiss
T .

• candidate isolation - in our search we wanted candidate tracks to be
alone in their detector element in order to allow clean measurements.
A larger number of tracks in an event reduces the average distance to
the next track or jet.
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Chapter 6

Techniques

In this chapter I will introduce several of the tools and methods that were
used in the main analysis. They are not in themselves part of the physics
of the central theme but are nonetheless necessary as background material.

6.1 ATLAS Full Chain

From the point where a particle has struck a detector element in one or
several parts of the ATLAS detector to the point where this event can
enter into a search, a lot of processing has to be carried out to make the
data usable. In this section I will outline the chain of processes that are
applied to data before the final distributions can be produced. All software
that is used for these steps is collected in a ATLAS’s own software package
called Athena [58]. All the processing steps from reconstruction to analysis
objects as well as all the simulation steps involved in MC productions are
collectively called the Full Chain.

Chapter 5.9 already described the conditions that have to be met for an
event to be recorded to long-term storage. At this point all data streams
from all parts of the detector as well as some exterior data on run conditions
and timing are written into a data format called Raw Data Object (RDO).
The information from the various detectors is at this point organised into
C++ objects that are easier to access than the raw streams. The RDOs
still do not contain any derived information that can be calculated or re-
constructed from the rest of the raw data. This keeps the size of this data
format low and means that RDOs do not need to be reprocessed at later
times when new versions of the reconstruction software become available.

The next step in the chain is reconstruction. During reconstruction
all the hits in the various detectors are read, matched to each other, and
combined into physics objects. Tracker hits are combined to tracks and ca-
lorimeter hits are combined into clusters. Tacks are matched to clusters to
identify certain species of particles such as electrons. Especially the recon-

77
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struction of tracks from the three dimensional tracker hit coordinates is very
expensive in terms of computing power.

The fully reconstructed data is stored in a file format called event sum-
mary data (ESD). This data format contain all the original hit information
of all hits that are associated with physics objects. Hits that are not found
to be associated with any physics object are discarded at this stage.

Further refinement steps are available in Athena to arrive at so called
Analysis Object Data (AOD) format data. This was not used in our analysis.
For our purposes we proceeded to produce Derived Physics Data (D3PD)
from ESDs. This was needed because we needed access to individual hit
information for timing calculations.

6.2 From Collisions to Plots

After we had condensed the data into D3PDs our further analysis was carried
out outside Athena. D3PDs are in the n-tuple format readable by the
ROOT software package [59]. We used distributed analysis methods using
PROOF [60] to speed up the considerable computational workload of the
final analysis steps.

6.3 Data Samples

Figure 6.1 shows the development of the luminosity delivered by the LHC
and recorded by ATLAS as a function of date in 2011. The strong concave
form stems from the fact that the accelerator was still being tuned and
so instantaneous luminosity was constantly increasing. Since the number of
bunches in the accelerator was approximately constant, increased luminosity
meant an increasing number of interactions per bunch-crossing, the so-called
pile-up (PU). With increasing PU, trigger menus fire at a larger rate. Since
the total trigger bandwidth is limited, this increased firing rate needs to be
balanced by pre-scaling the lowest trigger menus.

Also for our analysis this meant that we had to use different triggers
for different data-periods if we wanted to always use the most efficient, i.e.
lowest, available un-pre-scaled trigger. This can be seen in table 6.1.

6.4 Triggering

All events that enter our analysis will necessarily have passed at least one
trigger since otherwise they would not be recorded and available to us. Un-
derstanding trigger effects on signal was an important part of our analysis.
It allows us to determine the efficiency of the trigger, i.e. the chance that an
event will be triggered if a signal was present. This is in turn necessary in
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Figure 6.1: The integrated collected luminosity as a function of date in 2011. The
high data taking efficiency of ATLAS is apparent from the smallness of the green
band.

Trigger by period D E F G H I J K L M

EF xe60 noMu x x x x x x
EF xe60 tight noMu x x
EF xe60 verytight noMu x x
EF xe70 noMu x x x x x x x x x -

EF mu18 x x x x x x
EF mu18 MG x x x x x x
EF mu18 medium x x x x
EF mu18 MG medium x x x x

Table 6.1: Trigger menus utilised in this analysis along with an indication in
which data taking periods they were used.
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order to quantify the discovery potential and to set cross-section limits in
the absence of signal.

In order to be able to detect any kind of signal, we first need to make
sure that the events that contain the signal are not being discarded already
at the triggering stage. As described in section 5.9, the trigger is constructed
in three layers of increasing sophistication and each level, Level 1 (L1), Level
2 (L2) and the event filter (EF) need to accept an event for it to be recorded
to permanent storage. Because of the speed requirements, only limited local
object information is available at L1, detailed object local information is
available at L2 and full reconstruction is only carried out at the EF. In
order to detect SMPs, two different triggering strategies were utilised. One
of them relied on missing transverse energy (Emiss

T ), the other relied on
triggering on muon like objects.

6.4.1 Emiss
T Trigger

As mentioned in section 4.3 the longitudinal boost of the collision centre of
mass is not fixed at hadron colliders. The total transverse momentum (pT )
of the incoming beams however is known to be very small. If any imbalance
is detected in the sum of all secondary particle momenta, this is therefore
a strong indicator that something has been missed. This may indicate the
presence of neutrinos or DM candidates in an event and is therefore used at
the LHC as a trigger in other searches. Since tracks are not reconstructed at
L1, only the calorimeter information is summed to arrive at a first measure
of Emiss

T . The amount of energy that is deposited in the calorimeters by a
charged SMP has been studied with the help of MC samples and been found
to not exceed 40 GeV. Hence the ET sum from which Emiss

T is calculated at
L1 would not include the majority of the SMPs energy. A single SMP
would therefore lead to a clear Emiss

T signal that could easily be triggered
on. There is a further complication though. As described in section 3.2,
SMPs are expected to be produced in pairs. In an ordinary 2 to 2 process,
the final particles will be back-to-back in the centre of mass frame of the
collision. This completely removes any Emiss

T signal unless the centre of mass
has a transverse boost. Once the effects of ISR have been included however,
transverse boosts of the hard collision frame are observed as the collision
frame recoils agains the partons emitted from the incoming particles. This
feature makes it possible to use the Emiss

T trigger for R-hadron searches.

How well the Emiss
T trigger matches between data and MC was evaluated

using the calibration sample. Muons from Z → µµ are invisible to the
calorimeter based Emiss

T trigger and thus these events display many of the
same characteristics as R-hadron events. Figure 6.2 shows the turn-on curve
of the Emiss

T trigger as a function of the offline reconstructed Emiss
T . The good

match between data and MC shows the quality of the simulation.
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Figure 6.2: Turn-on curve for the xe60 verytight noMu (left) and xe70 noMu
(right) trigger chain in Z → µµ data (black dots) and in MC, before (red squares)
and after (blue triangles) pile-up re-weighting.

6.4.2 Muon Trigger

The other triggering strategy relied directly on the presence of a muon-like
object. As mentioned in section 5.8 the muon spectrometer is equipped
with fast trigger detectors in the form of RPCs and TGCs that are able to
provide a signal in time for the L1 trigger. The challenge in this trigger
is that the L1 trigger needs to make a decision within 100 bunch crossing
times, i.e. 2.5 µs. The slowest SMPs will at this point not even have reached
the RPCs and can thus never trigger an event. This provides a cutoff in β
values below which SMPs cannot reach the trigger chambers in time to cause
an event to be accepted by the L1 trigger. This cutoff was found to be at
about β = 0.63. SMPs below this speed can still be reconstructed, since the
readout window of the MDTs is much longer. Figure 6.3 shows the trigger
acceptance of the muon trigger on simulated samples of stau sleptons.

There is ongoing development of a low level slow muon trigger that would
provide a much higher trigger efficiency than the present trigger options
available to our search. Unfortunately this work was not yet mature enough
to be included in our analysis.

6.5 Monte Carlo Simulation

The data that is obtained from the ATLAS detector is the result of a mul-
titude of different effects. Some effects are related to the underlying physics
of the collision process that we are trying to study, while others are merely
the effect of the detector. Through limited acceptance or varying sensitivity
these detector effects can significantly skew or even cover underlying phys-
ical effects. It is often not possible to measure every detector effect directly
or to disentangle it from the data to expose the underlying physics. Because
of this, analyses in high energy physics often rely on simulations.

Simulations are intended to model all effects that affect the data, thus



82 CHAPTER 6. TECHNIQUES

 [GeV]τ∼mass 
50 100 150 200 250 300 350 400 450

 E
ffi

ci
en

cy

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

Trigger Efficiency

) = 5βtan(

) = 10βtan(

) = 20βtan(

) = 30βtan(

) = 40βtan(

Figure 6.3: Efficiency of the muon trigger for GMSB events as a function of τ̃
mass

allowing a direct comparison of simulated and real data. Any discrepancies
between the two are signs of unaccounted effects which may be rooted in
inaccuracies in the detector simulation, or may be caused by new physics.

One essential mathematical tool in these simulations is the Monte Carlo
(MC) method. This method allows the generation of random numbers,
that follow distributions for which no analytical form is know, by repeatedly
drawing uniform random numbers on the interval [0, 1) and applying certain
operations on them. This method gives the name for all simulations and
simulated data in particle physics, both of which are often simply referred
to as MC.

In the case of LHC collisions at ATLAS the simulation process is split
up into several stages:

1. A generator (in our case Pythia [15]) is used to select which hard
process will take place in the primary collision. The identity and
kinetic properties of the products of the hard interaction are chosen
as random variables by the Monte Carlo method. Pythia makes sure
that the collision products behave as predicted by the specific model,
be it the SM, SUSY or otherwise.

2. Any coloured products are hadronised into showers of colourless states.
This process is also simulated by Pythia according to the Lund String
Model [14].

3. The resulting products are now considered to emerge from the inter-
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action point and begin their passage through the detector. This stage
is handled by Geant4 [61, 62]. Each particle is propagated through
a detailed model of the ATLAS detector where after every small step
a decision is made via the MC method about which possible process
the particle should undergo next. Possibilities include spontaneous
decay, ionisation, nuclear interactions or free propagation. In this way
higher features, such as showers, are seen to emerge from the under-
lying mechanics.

4. After all particles’ paths have been determined, the response of the
detector electronics to the resulting signals is modelled. It is at this
stage that effects like timing errors or offsets are introduced. The
magnitudes of such errors are chosen to match observations.

Once all these steps have been completed, the resulting MC data is stored
in the same format as recorded data. From there the MC data can be pro-
cessed by the same software suite as is used for real data. In addition to
all reconstructed variables, such as particle energies etc. MC samples also
carry along information from the simulated parton level interaction. This
information, called “truth”, can later be used to verify the reconstruction
algorithms by checking, for example reconstructed energy against truth en-
ergy of a particle.

We did not have any truth information about processes that happened
outside the interaction region, i.e. from the Geant4 stage where R-hadron
interaction types, charge-flip etc. are deterined. Because of this, we were not
able to investigate the use of charge-flip as a signal discriminator. This lack
in our simulation software would enable new searches if it were addressed.

6.5.1 MC samples

The generation of MC events requires a lot of computing power. The number
of MC events that can be generated for an analysis is limited mainly by the
available computing resources. This has many consequences.

Background

As described in section 4.3.2 the total cross-section of proton interactions is
many orders of magnitude larger than the cross-section of interesting physics.
Most of the cross-section will immediately be rejected by the trigger. When
producing MC samples it would be very wasteful to generate many events
that have no chance of passing the trigger. Because of this MC samples are
typically created with only a few processes enabled, and with certain cuts on
the parton level collision products before the full event simulation is carried
out. Great care is taken at this stage to choose cuts that affect the final
distributions as little as possible.
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SMP
interaction

model
production

channel masses

g̃ generic gg 100 to 1500 GeV
g̃ generic ff̄ 100 to 1500 GeV
g̃ Regge gg 100, 300, 500, 700 &

1100 to 1500 GeV
g̃ interm. gg 100, 300, 500, 700 &

1100 to 1500 GeV
t̃ generic all 100 to 500 GeV
t̃ Regge all 100 to 1000 GeV

b̃ Regge all 100 to 1000 GeV

Table 6.2: The available R-hadron signal samples in our analysis. The samples
differ in the supersymmetric species contained in the R-hadrons (SMP). Effects of
the the interaction model (generic, Regge or intermediate) were not investigated as
they were previously found to be small [7]. The production channel determines the
η distribution. All mass ranges are in steps of 100 GeV.

In our analysis we were hunting for rare outliers and mismeasurements.
Given the very good efficiency at rejecting background, we would have had
to generate very large samples of MC events to get good estimates of the
background in our signal region. Generator level cuts would be of no help
in this endeavour since the mismeasurements only occur at the detection
stage after the particles are generated and propagated through the detector.
This is why we relied on a data-driven background estimation method as
explained in later sections.

We did attempt to use MC background to verify data driven approach
that is described below. What we found though, was that MC background
is entirely unable to describe real data even in a signal free sideband region.
The idea of using MC to generate background was thus discarded.

Signal

In order to train our search cuts and to evaluate the efficiency for selecting
signal events we needed samples of MC simulated signal events. In these
events only the pair production of coloured heavy particles of various masses
was allowed as a possible interaction in the simulation of the primary inter-
action so that every event contained a pair of R-hadrons. After production
and hadronisation of the R-hadrons, their detector interactions were simu-
lated according to several different models in different samples. The samples
that were available to us are presented in table 6.2.

At the time of our analysis truth information was passed on from the
event generator stage only (i.e. Pythia), and no truth information was
available about the detector interactions. Especially charge-flipping inter-
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data periods fraction of MC integrated luminosity fraction of Data correcting weight

B-D 3.2 % 166.65 pb−1 3.5 % 1.106
E-H 17.4 % 948.576 pb−1 20.2 % 1.158
I-K 25.8 % 1154.3 pb−1 24.6 % 0.950
L-M 53.5 % 2431.74 pb−1 51.7 % 0.965

Table 6.3: Fraction of data and corresponding MC for each run period group.

actions, as mentioned in section 3.4.2, would be important to know about.
Extending the event generation process to include this information is one of
the possible ways of extending this analysis.

The production of signal samples was carried out in parallel with the
development of our analysis. The range of masses and interaction models
that were chosen for the samples were based on experiences from earlier
publications.

6.5.2 Pile-up Re-weighting

In section 5.11 we introduced the concept of pile-up and changing detector
conditions. When simulating data with the MC method, these conditions
as well as their history of change should form part of the input to the simu-
lations. In practice, the MC simulations were carried out some time before
the end of the data taking period, and thus the full set of conditions were
not yet know. It was possible however to estimate how much date could be
expected to be taken with each set of conditions. The MC simulations were
thus carried out with these estimated conditions as input.

All MC samples were split up into four run period groups as shown in
table 6.3. The fraction of events simulated for each run period group did
not match precisely the fraction of data collected in the period. In order to
make all conditions match as precisely as possible between MC and data,
the available MC events were weighted as shown in table 6.3 so that the
total fraction coming from each run period group was correct between MC
and data.

The triggering is the major factor that is being influenced by PU for our
analysis. Since MC was not split up further than by run period group, it
was at this granularity that the triggers were chosen. This is reflected in
table 6.1.

6.6 Calibration Samples

For the calibration procedures that formed part of our analysis we needed
clean particle tracks that passed through the calorimeters and muon spec-
trometers. The calorimeters are designed to stop all particles except muons.
Therefore muons are the obvious choice as calibration particles.
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While secondary muons can be created by a range of processes, such as
decays of tauons or pions, hard primary muons are mostly created by Drell-
Yan production and Z0 mediated production. To identify muons, all MS
tracks can be used if they can be matched to an ID track segment, so-called
combined muons. The purity can further be refined by requiring a pair of
muons whose invariant mass is close to the know Z0-mass.

For our calibration we used the recommendations from the ATLAS
muon combined performance group to select good, clean muons. This in-
cludes requirements on the number of good hits in the inner detector and
goodness of the combined fit. In addition, we required the following

• that the track not share any pixel hits with other tracks,

• the ∆R to any other track be at least 0.25,

• the ∆R to any found jet be at least 0.3,

• the invariant mass with the highest pT muon of opposite charge had
to be within 5 GeV of the known Z0 mass. This other muon also had
to pass a number of rudimentary cuts such as pT > 10 GeV.

• the impact parameters had to be small, the track had to pass within
10 mm in z and 2 mm in r from the primary vertex.

The additional isolation requirements meant that the cells hit by the track
were not also hit by any other identified particles, giving a cleaner signal.
The impact parameter cuts remove cosmic muons which can arrive at ran-
dom times and skew the timing distribution.

We applied these selection cuts to a pre-selected Z → µµ data stream
and obtained a sample of muons covering the same run-periods as used in
our analysis. This sample of muons will be referred to as the calibration
sample in chapter 7.

The detector interactions of R-hadrons may be different from muons,
so in order to test the robustness of our calibration, we also selected a
sample of hadron tracks from jets. These tracks had to pass similar quality
requirements as the muons except that the selection was optimised to reject
muons. This sample will later be referred to as the jet sample.

The calibration turned out to be very insensitive to the difference between
muon and jet interactions. Figure 6.4 shows the calorimeter β distributions
obtained from a sample of simulated 800 GeV R-hadrons using both muon
and jet calibration. The distributions are in good agreement. The similar-
ity between the two calibration samples is also reflected in the fact that the
resulting calibration constants are largely similar.

The similarity in calibrations from jets and muons means that the precise
value of the muon selection cuts is not critical as long as the muon purity
can be said to be high.
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Figure 6.4: The β distribution for 800 GeV R-hadrons measured with the calori-
meter using muons (blue) and jets (red) for the calibration. The distributions are
in good agreement.
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Chapter 7

Detector calibration

7.1 Motivation

The search for stable massive particles rests on mass measurements via two
types of fundamentally different measurements of the particle speed. One of
them is the direct measurement of the time of flight (ToF) of the particles
from the interaction point to the detector elements. The other is a meas-
urement of the βγ via its known correlation with the specific ionisation loss
of a track. Each of these speed measurements can be combined with the
track momentum, measured by the track’s magnetic deflection, to give a
mass measurement.

Neither of these measurements are normally required in standard AT-
LAS analyses. Therefore centralised calibration is not carried out on these
estimators as it is on many other aspects of ATLAS data such as geometric
alignment and calorimeter energy resolution. In the case of the pixel de-
tector, another group within our collaboration had previously carried out a
detailed calibration of the curve that converts dE/dx to βγ for an R-hadron
search that was purely based on the pixel detector [4]. We were able to
make use of their work, but still needed to apply it to data ourselves. An
overview of this calibration procedure is given in section 7.2.

For the estimate of β from ToF measurements, no previous calibration
existed in ATLAS and we had to devise our own calibration scheme. This
is described in detail in section 7.3.

The reasons why timing calibration was necessary can be split into two
parts. For one thing we needed to align MC timings with data, and secondly,
we were hoping that by eliminating local biases the overall spread of the time
measurements could be reduced. Both reasons are illustrated in figures 7.1,
7.2 and 7.3.

Shown are the distributions of the raw timings of all detector elements for
the calorimeters and the muon spectrometer RPC and MDT chambers re-
spectively. What can clearly be seen is that the timing distributions between

89
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Figure 7.1: The distribution of deviations from the expected hit time for all ca-
lorimeter cells for the calibration sample. The MC distribution has been scaled to
have the same maximum as the data distribution. Error-bars are included.

data and MC do not agree at all. Particularly in figure 7.2 structure can be
seen which might be eliminated by suitable calibration.



7.1. MOTIVATION 91

t / ns∆
-20 -15 -10 -5 0 5 10 15 20

ev
en

ts
 / 

0.
02

5 
ns

0

10000

20000

30000

40000

50000

60000

70000

RPC timings

data

MC

RPC timings

Figure 7.2: The distribution of deviations from the expected hit time for all RPC
chambers for the calibration sample. Otherwise as in figure 7.1.
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Figure 7.3: The distribution of deviations from the expected hit time for all MDT
chambers for the calibration sample. Otherwise as in figure 7.1.
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7.2 dE/dx to βγ Calibration

The conversion between the measured pixel dE/dx and the particles βγ
values was carried out by numerically inverting an empirical Bethe-Bloch
curve. The parametrisation used was

MdE/dx(β) =
p1

βp3
ln(1 + (p2βγ)p5)− p4 (7.1)

whereMdE/dx(β) is the most probable value of dE/dx for a given β and pi
are five free parameters.

The values of the parameters were found separately for each number
of available clusters on a track and for positive and negative momentum
tracks. The values were found by carrying out a large fit of the data shown
in figure 5.6. In each of several slices in momentum the data was assumed
to consist of three species, protons, kaons and pions. The distribution of the
measured dE/dx in each slice was fitted as the sum of three crystal ball1

functions where the peaks of the crystal balls in all slices simultaneously had
to adhere to equation 7.1.

The pixel dE/dx response to tracks was very well simulated in MC.
Nonetheless there were small differences in the empirical Bethe-Bloch fit for
data and MC. Therefore the fitting scheme above was carried out for data
and MC separately.

The result of this calibration was monitored continuously by observing
the reconstructed proton mass that was given by this method. Figure 7.4
shows the measured proton mass for the run-periods in 2011. The good
agreement between the measurements and the known proton mass demon-
strates the viability of this method.

7.3 Time-of-Flight to β Calibration

The goal of this calibration was to reduce the spread of reconstructed β for
calibration muons as much as possible, as well as quantifying the precision
of each timing measurement. Since our signal region is at low β, a narrower
distribution from SM particles directly means less background at low β.

The primary observables of the Time-of Flight (ToF) measurement is
the time tag on a specific detector element. Together with a known distance
from the interaction point the time tag gives a particle speed, which can be
combined with the measured momentum to obtain a mass measurement.

This seemingly simple measurement has a large number of complications
that stem mostly from the fact that ToF measurements were not a primary
concern in the construction of the ATLAS detector. The sources of error

1A crystal ball function is a gaussian with a smooth transition to a power law tail first
used by the Crystal Ball collaboration [63].
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Figure 7.4: This plot shows the proton mass as measured via the dE/dx method
by the pixel detector plotted as a function of run-period. The nominal proton mass
is shown as the red dashed line. The stability demonstrates the viability of a mass
measurement with the pixel detector. Figure from [4].
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can be divided into those affecting the measurement of distance and those
affecting the measured ToF.

The distance was taken as the Euclidian distance between the interaction
point and the centre of the detector element in question. The approximations
involved in this will be discussed in section 7.3.1. The geometry required no
calibration as it is already throughly monitored and calibrated for tracking
and momentum resolution.

The calibration of the measured times has two related aspects. One
is the removal of measurement biases and the other is the determination of
expected errors. The latter were needed as weights for creating the weighted
average as a way of combining the individual hits into a single measure of
β.

I will start this section by discussing the various sources of geometric and
timing errors before proceeding to give a detailed account of the calibration
procedures that we carried out.

7.3.1 Geometric Errors

The traversed distance starts at the interaction point, passes through the
magnetic field and ends at the point at which the time measurement is taken.
All of these have uncertainties associated with them.

The vertex

The point at which the SMP was formed is called a vertex. It is the position
where two partons, each one coming from a proton from one of the beams
interact to create two LLPs in a hard process. Other particles may also
be created, such as, for example, initial state radiation (ISR) or final state
radiation (FSR). As described in section 5.11, there will be a number of
such collisions in a single bunch crossing, all of which are happening almost
at the same time. The positions of the interaction vertices are obtained
from the observed tracks as those loci where several tracks converge. Most
reconstructed tracks can be uniquely identified as belonging to one of these
vertices. Figure 7.5 shows how the vertices are distributed in an example
collision.

The vertex that has the highest sum of the squared transverse momenta
of all its tracks is called the primary vertex. Because of the very large
difference between the total cross-section and the cross-section of hard pro-
cesses, the primary vertex is virtually always also the one that the interesting
particles in an event are associated to. Because of the geometry of the beams,
the interaction vertices all occur along a line as in the example figure 7.5.
The region where these vertices appear is called the beam crossing point.
This point will generally be stable within a run, but can change from run
to run as the accelerator magnets are tuned for collisions in each run. In
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particular, it is not guaranteed to lie at the centre of the ATLAS detector,
which is conventionally used as the origin of the coordinate system, although
it is generally close to it.
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Figure 7.6: The z-positions of primary vertices in good events in the JetTauEtMiss
stream.

The z-location of the primary vertex for all good events from the JetTauEt-
Miss is shown in figure 7.6. In the x and y directions the distribution is much
narrower, with a width of just a few tens of micrometers. These plots can
be seen in the appendix, figures A.1 and A.2. The z-location has a mean
deviation from 0 of 56 mm. The typical arm-length of a ToF measurement is
between the interaction point and the calorimeters of the muon spectromet-
ers, where the time of arrival is measured. The shortest distance to the LAr
calorimeter is 1400 mm at η = 0 (2280 mm to the tile calorimeter). This is
thus the case for which uncertainties in the x and y location of the vertex
have a maximal relative effect on the measurement. The largest effect of the
z-uncertainty is reached at the edge of our measurement window at η = 2.5
where the distance between the origin and the calorimeters is about 6 m.

We can thus see that in the most extreme cases the assumption of the
primary vertex at the origin leads to an error of about 1.7% in the forward
region and less than 0.1% near η = 0. This error was expected to have a
small effect on our measurement and was ignored for the sake of simplifying
the calculations. The primary vertex position was taken to be at the origin
for in all our analyses.
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Flight path

In all our timing calibration and analysis code flight distances were taken
to be the straight line path between the start and the end of the assumed
path. This is of course not entirely valid since all particles that we studied
are charged and their paths are therefore bent by the magnetic fields of
the detector. As described in section 5.2 the magnetic field in ATLAS is
solenoidal in the central tracker and toroidal in the outer muon spectrometer.
The deflection of a relativistic particle in a magnetic field can be described
by the following expression.

BR =
p

q
(7.2)

where B is the strength of the magnetic field, p is the momentum of the
particle, q is its charge and R is the radius of the circular path along which
the particle moves. At a field strength of 2 T and a particle momentum of,
say, 300 GeV this leads to a radius of curvature of about 500 m. At a distance
to the calorimeters of about 1.5 m in the transverse plane the difference
between the curved path and the straight line is about 6× 10−7 m.

All particles used for calibration in our analysis were required to have a
transverse momentum of at least 10 GeV of momentum. At this momentum
the difference is path length is still at the 1 per mille level. Hence the straight
line approximation is very good and was used throughout this analysis.

Geometry accuracy

The positions of all detector elements is know to very high accuracy. This is
especially true of the tracker where displaced measurements directly trans-
late to mis-measured curvatures, but also the positions of calorimeter ele-
ments are measured from data in a process called alignment. Hence the only
geometric uncertainty that might be associated with the determination of
the end point of a path is uncertainty about where in the detector element
the measurement was taken.

Muon RPC and MDT the detector elements are a very constant distance
away from the IP over their entire volume. Therefore the error made by
using only the centre of the detector element as the end-point of the path is
negligible when compared to other sources of uncertainty.

Calorimeter cells, on the other hand, are quite large. The difference in
distance between the inner and outer edge of the second layer of the tile
calorimeter is 32 % of the mean distance. It is assumed that an ionising
particle that traverses a cell will ionise along its entire path through the
cell and will lead to the same average signal shape independent of the time
offset. The absolute error made by using the cell centre is thus a constant
bias which will be eliminated in the calibration procedure.

The detector element centre was therefore used as the track end-point
throughout this analysis.
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7.3.2 Timing Errors

There are two times that enter the measurement of the Time of Flight. The
start time and the end time. The start time is naturally the time of the
collision. The end time is when the electronic signal is registered against an
electronic clock.

Collision Time

The entire LHC accelerator and all detectors were designed for a 25 ns bunch
spacing, i.e. for 40 million collisions per second. In all 2011-data which was
used for this analysis however, all bunch spacings were at least 50 ns.

Section 5.10 already explained the timing system in some detail. The
time origin in each event is taken from a synchronising pulse from the LHC.
In practice there may be biases associated with these pulses on several time
scales:

• a constant offset may appear from run to run due to slow changes.

• a drifts in timing may be noticeable within a run.

• faster drifts may be observed within one beam revolution which is reset
after each orbit by the additional synchronisation signal.

Figure 7.7 shows the variation of the average time delays in calorimeter
hits from run to run. A significant variation can be seen. This variation is
thought to be the result of drifts in the time alignment between ATLAS
and LHC.

Figure 7.8 shows the calorimeter timing variations within run 189425.
No clear trends were seen for timing within runs or as a function of the
bunch index and we did not calibrate for such variations.

Detection Time

The time at which the arrival of the particle was detected in each part
of the detector is the main quantity from which the beta measurement is
derived. It is also the quantity to which we are applying all our corrections
and calibrations. Its uncertainty stems from a number of factors such as
the synchronisation of the detector part, signal delays, and sampling rate.
These effects can all be local to the particular cell or common to a section
or a whole sub-detector. Also, the effects can all be stable or vary from run
to run.
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Figure 7.7: The run-average of all uncalibrated calorimeter ∆t plotted as a func-
tion of run number in the calibration sample.
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7.3.3 Calibration Overview

Calibration of the calorimeters was carried out in the following sequence
which is also illustrated in the flow chart in figure 7.9. Each step will be
motivated in the following sections.

1. For each run all hit time measurements were combined into a single
distribution. The mean of this distribution was taken as the run-de-
pendent time offset between LHC and ATLAS and was subtracted
from the time measurements on a run-by-run basis. This step was
completed before any other calibration distributions were created.

2. The calorimeter cell hits were binned by calorimeter layer and by cell
energy deposit. At this stage times are measured relative to the expec-
ted arrival time of a speed-of-light particle. In each bin the time dis-
tribution was formed. The mean of this distribution was subsequently
subtracted from the hits in the bin. This removed any detector layer
or energy deposit dependent bias. Since hit times in MC were found to
be less spread than in data, the MC spread was adjusted by adding ad-
ditional smearing in the form of a normal distributed random variable

with width
√

width2
data − width2

MC. Finally the width of the distribu-

tion was assigned to each time in it as the expected error.

3. Next the combined calorimeter β measurement was formed. For this
each hit was converted to a β-1 estimate as β-1 = t/d where t and d are
hit-time and distance respectively. (The hit-time has had the speed
of light arrival time added again here.) The error on each estimate is
calculated as σβ-1 = widtht/d. The combination is done by weighting
each contribution with the inverse square of its error. β is calculated
as the inverse of this weighted average with an error of

σβ =
σβ-1

(β-1)2
(7.3)

4. In the final step, the pull distribution of the β measurements was
formed, i.e. the distribution of (β − 1)/σβ, as a function of |η| and β.
Such a distribution should always have unit width if the error estimate
is correct. Since the widths were not found to be unity, all σβ were
rescaled to make the pull distributions match.

All calibration distributions were formed by looping over the entire calibra-
tion data-set after all previous steps had been applied.

The calibration of the MS chambers proceeded in a similar sequence.
The difference between the Muon spectrometer and calorimeter calibration
are in the way that the hits are binned. For MS calibration approximately
1000 pairs of constants are used for the MDT and 34000 pairs of constants
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Figure 7.9: The outline of the calibration procedure. The procedure is tightly
coupled with the β combination strategy described in section 8.3.



7.3. TIME-OF-FLIGHT TO β CALIBRATION 103

for the RPC detectors. The MS hits are not binned by hit energy deposit.
MS calibration was also done based on a muon sample, however much looser
selection cuts gave a considerably larger set of tracks that allowed for the
higher calibration granularity.

7.3.4 Motivation

The general idea with calibration is to eliminate as many of the biasing ef-
fects as possible by using real signals with known physical properties that
can be used as a reference point. To calibrate the timing, one therefore
needs particles with known arrival times. Fortunately, obtaining a sample
of particles travelling at the speed of light is very simple. Since the LHC
operates at such high energies, all observable SM particles above a very
affordable impulse cut are travelling at a speed that is experimentally in-
distinguishable from the speed of light. Such particles will therefore always
arrive at the same time for a given detector element in all events. This
time, the arrival time of light, is used as the time origin for each individual
detector element. The choice and selection of the calibration data set is
discussed in detail in section 6.6.

The plan is to collect the measured arrival times of the calibration
particles. These arrival times will consist of the true arrival time (t0), a
bias, and a random error.

tmeasured = t0 + tbias + terror (7.4)

The error is assumed to be random and follow a zero centred gaussian dis-
tribution by the central limit theorem. The width of this distribution is
assumed to have the same degree of variability as the bias. The bias will
depend on many factors, but is in general assumed to be a slowly varying
function of all influences so that two similar hits in the same cell will in
general have the same bias.

By plotting a histogram of the arrival times of many similar particles, we
obtain a distribution with a certain width, and a mean, generally different
from zero. This mean, later called tc, can be used as a correction on the
measured times that contributed to the distribution, leading to a bias-free
measurement of arrival times.

This first type of calibration is carried out on signal-candidate particles
using reference particles, both from real data. What we unfortunately can-
not correct for using data is the scaling of the time measurement. Since
there are no SM particles with true late arrival time, the time scale cannot
be calibrated using data2. We therefore use Monte Carlo samples with sim-
ulated slow particles to investigate our ability to measure late arrival times
correctly. As mentioned before, correctness of timing issues was not a top

2For an exception, see the pixel βγ calibration in section 7.2.
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priority in the design of the outer detectors, and this is why also in the sim-
ulation, there are some effects that were not correctly modelled, leading to
differences in timing measurements between MC and real data. To improve
the quality of our MC samples we carried out a second type of calibration
on these on top of the bias calibration that we also apply on data.

The distributions of the measured times were plotted in MC and were
found to be narrower than their data counterparts in all cases. This means
that the measurement error was underestimated in MC, leading to too pre-
cise time measurements. To correct for this, a smearing was carried a smear-
ing was added to each MC measurement as described in point 2 on page 101.

In addition to making the MC widths match data, the widths are also
used as an estimator of the accuracy when adding various measurements.
This is described in section 8.3.

In the following sections I will discuss a range of issues that were found
to be relevant in connection with this calibration.

Calibration granularity

When carrying out the calibrations described in this chapter, decisions
needed to be made about how fine to split up the data sample. Ideally only
hits that have identical tbias and intrinsic spread terror would be grouped
together. This way all offsets could be eliminated and all errors would be
perfectly known leading to optimal measurements. The factors that we used
to group the hits for calibration were:

• the energy deposited in the hit

• the detector layer

• the detector element (MS only)

• the detector technology

• η of the track (for the calorimeter only barrel vs. end-cap)

• the run-period

Other factors that might have been worth investigating further were:

• the detector element for the calorimeters

• η of the track (finer binning)

• φ of the track

• the time of the hit:

– location within the run
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– which bunch of the beam

We found no influence of the particle species (muons versus jets) or the
particle momentum on the timing (see section 6.6 and figure 6.4).

Some of these influences are strongly correlated with each other, for
example, the position of the hit and the detector type, layer, etc. so not every
one of these influences should become an independent splitting dimension.
When choosing which characteristics to split by, it is important that the
obtained values of toffset and terror should be at least as well defined as the
expected overall timing accuracy. For this the number of entries in the
distribution of measured times in each category should be large enough. In
our analysis we chose to set the limit of 50 entries in a category. All hits
in categories with fewer entries were simply discarded. This meant a loss of
< 0.1% of hits.

The choice of how to bin the calibration track is thus a trade-off between
only grouping tracks that are as similar as possible and getting enough
statistics in the rarer bins.

There is one more way of grouping the calibration tracks that avoids the
problems of low statistics. The influence of the time of the hits, i.e. which
run, how late in the run etc., is believed to be caused by shifts in the over-
all detector synchronisation and should affect all detector elements equally.
Timing effects can therefore be factored out. In practice this means that
time dependencies should be apparent as, for example, run-by-run changes
that affect the entire detector, even when the individual parts of the detector
are still uncalibrated. In this way it is possible to first calibrate the run-wise
variation using the whole detector as one, and then recombine the run-wise
calibrated tracks from different runs for a calibration by detector element,
momentum etc. as described above.

7.4 Results

The results of the calibration procedure are presented in figures 7.10, 7.11
and 7.12. It can be seen that the MC distributions have become much more
similar to data than before calibration. The data distributions are now un-
biased but have not become noticeably narrower than before for calorimeter
and MDT measurements. For RPC measurements the data distribution has
improved considerably.
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Figure 7.10: The distribution of deviations from the expected hit time for all ca-
lorimeter cells for the calibration sample before and after the calibration procedure.
The MC distributions have been scaled to have the same maximum as the corres-
ponding data distribution. Error-bars are included.
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Figure 7.11: The distribution of deviations from the expected hit time for all RPC
chambers for the calibration sample. Otherwise as in figure 7.10.
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Figure 7.12: The distribution of deviations from the expected hit time for all MDT
chambers for the calibration sample. Otherwise as in figure 7.10.
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Chapter 8

Analysis Strategy

8.1 Goals

Our goal in this work was to search for stable massive coloured particles
at the ATLAS detector by direct observation of a slow track. Alternative
search strategies have also been considered and are the subject of different
ATLAS publications:

• Kinked and disappearing tracks could be the result of stable new
particles that decay into visible or invisible secondary particles mid-
ways through the detector [64].

• Meta-stable new particles that are stopped in the calorimeter could
lead to unexpected energy deposits when they decay at a later time [65].

These strategies are generally focussed on shorter and longer lifetimes re-
spectively, than the particles that our search is sensitive to. Thus they are
complimentary approaches.

In our search we were aiming for maximum sensitivity in order to be able
to discover such particles, should they exist, or to set a new best limit on
the production cross section if we do not find a signal. Earlier publications
from the ATLAS collaboration had used only the inner detectors and calo-
rimeters [7], only the pixel detector [4], or only the muon spectrometer [5].
Our goal was to now combine the entire detector into a single, more power-
ful analysis and use improved calibration techniques to further enhance our
sensitivity. On top of this we used a larger dataset and therefore expected
a greater discovery potential.

An analysis of this kind is quite atypical as compared to other AT-
LAS analyses. Nearly all analyses of LHC data are concerned with finding
features in distributions of invariant masses, angular distributions or other
quantities whose value is essentially fixed in the immediate vicinity of the
hard collision. The propagation of particles to the outer layers of the detector
and their various interactions with the detector material are interesting only
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in so far as these particles communicate the information about the hard pro-
cess from the interaction region out to a place where this information can
be measured. It is the job of the detector to make as accurate as possible
statements about the original 4-vectors and species of the particles emerging
from the interaction point.

In this analysis however, the particles of interest actually leave the inter-
action region. The interesting physics is therefore also happening out in the
detector, in the trackers, calorimeters and muon spectrometers. This really
sets our analysis apart from the bulk of ATLAS analyses. It is because of
this non-standard nature of our analysis that we had to develop our own
calibration, and got little support from most of the ATLAS collaboration,
something that made our job considerably harder.

The basic strategy to find SMPs was based on the high mass of these
particles. The high mass m leads to a lower velocity for a given momentum
p since

p = mβγ (8.1)

where β is the velocity in units of the speed of light and the Lorentz gamma
factor γ = 1/

√
1− β2. This reduced speed is a completely unique feature

that no SM particle is able to reproduce in the absence of mismeasurement.
This automatically sets the stage for our measurement, since a search for
low velocity particles is a battle against measurement errors of all kinds
through which SM particles can falsely appear to have a lower velocity, and
therefore appear to be very massive. Errors in the momentum measurement
do occur, but are of a much lower magnitude, making speed measurements
by far our primary source of error.

We employed two distinct ways of measuring the particle speed. The
first was a measurement of the time of flight (ToF) between the point of
creation and the point of detection of a particle. The other was an indirect
measurement where we measured the energy loss in the detector material.
As mentioned in section 5.3.1 the energy loss through ionisation of a point
charge moving at through a material depends only on the speed of the charge.
Thus, using a calibrated relationship between speed and specific ionisation
we were able to convert this measurement back into a value of βγ.

8.2 Choice of Sub-detector

In principle both types of measurement can be carried out by all types of
detectors, In practice however, there are a range of limitations that make
some measurements inaccurate or impossible.

The pixel detector does a full analog-to-digital (A2D) conversion for
every pixel. This makes it quite well suited for measuring ionisation. Just
like the rest of the inner detector, it has a much too short arm length how-
ever to make ToF measurements feasible. Figure 5.6 shows the measured
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value of dE/dx for low momentum reconstructed tracks. Different particle
species can be seen as different bands since the different masses determine
the relationship between βγ and p.

Even though the SCT has a very similar mode of operation of the Pixel.
Its channels are only read out as binary hit/no hit information. This makes
ionisation measurements impossible. The SCT was not used in our analysis.

The time resolution of the TRT was low for a ToF measurement at
the given arm-length. As described in section 5.6.7, the TRT is capable
of specific ionisation measurements. There were however unresolved prob-
lems with this measurement that meant that the TRT dE/dx could not be
included in our analysis.

The calorimeters use two different detector technologies, liquid argon
(LAr) and scintillator tile (Tile). The tile calorimeter has considerably bet-
ter time precision than the LAr. Both can be used to measure the ToF of
particles, and because the calorimeters are sufficiently far from the inter-
action point, the particle speed can be reconstructed quite well. Since the
calorimeters are built to measure energies, they can also be used to meas-
ure the energy loss of traversing particles in a dE/dx type measurement.
Previous work that had been carried out in this direction [66] had not been
sufficiently verified at the time of our analysis which is why the calorimeter
dE/dx measurement was not included in our analysis.

The muon spectrometer (MS) is made up of four different technologies.
There are thin-gap chambers (TGC), resistive-plate chambers (RPC), mon-
itored drift tubes (MDT) and cathode strip chambers (CSC). They differ in
spacial resolution and timing precision. The TGC and RPC are fast, low
resolution detectors that allow triggering while the MDT and CSC are pre-
cision detectors. The muon spectrometer provided a good measurement of
the ToF for particles that could be detected there. We did not use the muon
spectrometer to measure ionisation loss although work in this direction is
ongoing. Only the MDT and RPC chambers are useful for our analysis be-
cause of the limited coverage of the other technologies. The MDT and RPC
systems are capable of quite independent measurements of particle arrival
times. They are independent of each other and of the calorimeters as shown
in figure 8.1.

8.3 Combination Strategy

The overall strategy is to measure the particle speed in as many ways as
possible. Then we will use the correlations between measurements for signal
and the lack of correlations in background candidates to select the signal.

After the choice of sub-detector had been made we were left with one
dE/dx measurement from the pixel detector, and several time measure-
ments, one from each hit in the calorimeters, and one from each muon
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Figure 8.1: The correlation plots for β values from different sub-detectors for the
calibration sample. All calibration muons have βtrue = 1. Deviations from this are
scaled with the estimated error giving the pull distributions. The low correlation
coefficients confirm the assumption of independent estimators.
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chamber hit. The task was thus to combine these measurements into a good
discriminator of signal vs. background.

Three strategies have been discussed to achieve this, of which only one
was chosen for the final publication. The three strategies are

• a single mass estimate from a global track fit,

• a likelihood based signal estimator,

• a weighted average of all speed measurements followed by a signal cut.

Each of these approaches has advantages and disadvantages as discussed in
the following.

8.3.1 Global Track Fit

For this method all hits from both muon chambers, calorimeters and inner
detector are combined and a single track is fitted to them. The track speed
β is left open as a fit parameter and can therefore be obtained from the
fit. An uncertainty on the returned value of β is also available. The fitting
algorithm works by trying to find the track parameters (η, φ, pT & β) that
minimise the difference between observed and predicted location and arrival
time at all hits.

Once this overall optimal estimate of β has been obtained, it can be
combined with the particle momentum, also obtained from the fit, to give
the particle mass. In a one-dimensional histogram of all track masses, all
SM particle tracks will have low masses, whereas a peak around any higher
mass would be an indication of a signal.

Advantages of this method are:

• Track fitting algorithms are a standard tool in ATLAS which have
proven themselves reliable in momentum reconstruction and track find-
ing.

• A varying number of hits can easily be accommodated.

• non-gaussian errors can be taken into account.

The method also has a number of drawbacks:

• Ionisation measurements can not easily be included in the fit. They
need to be added to the analysis as a separate signal discriminator.

• Track fitting algorithms are computationally complex. The standard
implementations in ATLAS were only accessible to us as part of the
full reconstruction software package Athena. If we wanted to use
them together with our custom calibration we would have had to
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– implement all our calibration inside the Athena framework,

– run the re-fitting algorithms on all ATLAS data at a large com-
putational cost, particularly when several reruns are necessary in
the course of analysis development.

• The optimal speed estimator is not necessarily also the best signal
discriminator. Additional signal selection cuts need to be introduced
based on the consistency between the time measurements of various
sub-detectors. This is needed to reject cases where a large mismeas-
urement in a single sub-detector pulls the average speed measurement
down. (This also leads to the problem of how to define the β estimate
from one sub-detector vs. another if the estimates only come from a
global track fit.)

8.3.2 Likelihood Method

This method is based on a fundamentally different philosophy from the
above. Instead of trying to estimate the mass of all particles as precisely as
possible in order to then identify high mass particles, this method mainly at-
tempts to discriminate between particles that show high-mass like behaviour
and those that do not.

The method is based on the principle of likelihood. It works by construct-
ing the combined probability of a set of discriminators under the assumption
that they are drawn from a background distribution. This is achieved by
building a reference model of how each measurement should be distributed
in the absence of signal by using the calibration sample. Afterwards each
discriminator (timing or dE/dx) is compared to its cumulative reference
distribution in order to assign a so called r-value for that estimator. The
r-value has a range of [0,1] and gives the relative height of the cumulative
distribution at the given value. For values that are randomly drawn from
the reference distribution the r-values will be uniformly distributed on [0,1].
The combined likelihood is then taken to be the product of the r-values from
each estimator. In practice the logarithm of the r-values will be used which
can be added instead of multiplied.

Drawing combinations of independent estimator values, and plotting the
combined likelihood value, a cut value of the likelihood can be found that
would pass a well known amount of background. A value of 0.1 background
events could be selected, for example.

The estimator values of a signal track will generally originate from a
different distribution than the reference. The direction of integration for
the r-values can be chosen such that signal will generally have higher values
than the reference. Hence, counting the number of tracks with a combined
likelihood higher than the signal cut, chosen above, a signal can be identified
as an excess above the expected background.
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Advantages of this likelihood method are:

• All estimators can be combined including timings, dE/dx and mo-
mentum estimates.

• A signal region can be defined without reference to a particular sim-
ulated signal sample giving model independence. The signal region
simply states how atypical a track is.

• Non-gaussian tails are trivially accounted for.

Problems of the method are:

• It is difficult to combine tracks with different numbers of hits since
the sum of log(r) will have a different number of terms and therefore
requires a different signal cut.

• Reference distributions with very high statistics are needed because it
is the tails of the distributions where the largest discrimination power
is gained.

• Signal contamination in the reference distributions can degrade the
performance of the discriminator. This makes the selection of the
reference sample more important than it was for the purpose of timing
calibration.

• The method is a ‘black box’. This means that once estimators are
converted to likelihoods, no further physical insight can be applied to
them. This can make it difficult to identify errors in the implement-
ation and the method itself, or spurious signals that originate from
unforeseen detector effects.

A method to resolve the dependence on the number of available estim-
ators was suggested by the present author as follows:

The product of n independent uniformly distributed random variables is
itself a random variable U distributed as

P (u) = fn(u) =
(−1)n−1

(n− 1)!
(lnu)n−1 (8.2)

where P is the probability density [67]. A new uniformly distributed ran-
dom variable X can be found by numerically inverting the corresponding
cumulative distribution function Fn(u):

X = F−1
n (U) (8.3)

In the case of the above likelihood method this could be used to obtain
a single discriminator X. The advantage of X would be that it is uniformly
distributed for any number of contributing estimators n (dE/dx, timing
etc.) and a single signal cut could be defined on it.

A clear disadvantage would be that it further confounds the problem of
dealing with derived ‘black box’ discriminators.
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8.3.3 Average + 2D Cut Method

At a meeting with our collaborators in Israel the above two methods were
reject in favour of the following.

This method consists of reducing all the estimators to two distinct meas-
urements of the particle’s mass. One based on timing (later mβ) and one
based on specific ionisation (mβγ). Each mass is arrived at by combining
the best speed estimate with the measured momentum from curvature in
the relationship

p = mβγ. (8.4)

The βγ estimate already relied on a single measurement only, coming
from the pixel detector. Hence only the individual timings had to be com-
bined to give a single best speed estimate. This was done as a weighted
average of the individual measurements. This averaging was done using the
inverse of the speed measurements in order to preserve the gaussianity of
the timing errors.

To combine the speed measurements we used the method of weighted
averages. If a number of measurements xi of the same quantity exist and
each has a different expected uncertainty σi, they can be combined to the
overall best estimate x̂ as

x̂ =

∑ xi
σ2
i∑ 1
σ2
i

(8.5)

where the sums run over i. The uncertainty on the estimate is

σx̂ =

(∑ 1

σ2
i

)−1

. (8.6)

In our case the individual timings ti were actually measurements of the
particle velocity β when combined with the cell’s distance from the interac-
tion point di where

βi =
di
ti
. (8.7)

Since we decided to neglect uncertainties on the distance, the overall uncer-
tainty on βi could be calculated from the timing width σt,i as

σβ,i =
σt,i
ti
βi (8.8)

For a correct weighted average, the individual errors need to be gaussian.
Timing errors are generally gaussian as they are the result of many sources
of error, and are thus following the central limit theorem. This was seen
in in figure 7.1. Converting them to estimates for β does not generally
preserve this property though. This is why we chose to combine estimates
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of β-1 as they preserve the gaussianity of the errors. Hence we converted the
individual time measurements to β-1 measurements as

β-1
i =

ti
di

(8.9)

σβ-1,i =
σt,i
di

(8.10)

and finally we combined the resulting values as

β̂-1 =

∑ β-1
i

σ2
β-1,i∑ 1
σ2
β-1,i

. (8.11)

Besides finding the calibrated time measurements, we therefore also
needed to find the expected error of each measurement. These two parts
were closely related. As described in detail in section 7.3, we had already
grouped the various time measurements by a range of criteria related to
the expected biases and errors for the purpose of calibration. The resulting
distributions provided the widths that were assigned as errors to the time
measurements.

8.4 R-hadron versus Slepton Search

Until this point the searches for R-hadron and slepton SMPs have required
the same tools and prerequisites. There are however differences between
these two types of particles justifying different approaches.

• R-hadrons have already been excluded to higher masses than sleptons.
We therefore focus on higher mass regions when hunting for R-hadrons.
Particles of these masses will have lower β, reaching the limits of what
can be reconstructed with the MS spectrometer. Sleptons, with a lower
mass window, will have higher β, making dE/dx discriminators less
powerful.

• R-hadrons have a high chance to be neutral. Seeing both R-hadrons
in an event is so rare that it is not worth considering. Hence we
only consider the most energetic candidate in every event. Sleptons
are always charged, and if the event is triggered, looking for both
candidates is a good signal discriminator leading to a differnet set of
cuts.

The quality cuts described in the following chapter apply equally to the
slepton and R-hadron searches. The combination strategy is also used for
both. The way that a signal is defined however differs between the two.

I, the present author, was exclusively focussed on the R-hadron search.
Slepton search criteria will only be mentioned for completeness.
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Chapter 9

Quality Selection

Event selection is the process of selecting events from the input data in
order the improve the further analysis. The selection can be divided into two
major parts. In the first part, called quality checking, we removed events and
candidates where we had reason to suspect bad or noisy measurements. The
primary discriminators were not looked at at this stage. The second part,
called final selection (or just selection), was where the mass measurements
were used to separate signal-like events from background-like events in order
to be able to make statements about the signal strength. This second part
will be covered in the next chapter.

In quality checking the focuses is on obtaining events and candidates
that are well measured, i.e. events where known sources of uncertainty and
errors are avoided as far as possible. The event and candidate characteristics
used for this are not the primary discriminators, like the impulse, or the
measurements of β, but auxiliary variables that are correlated with the
accuracy of those discriminators, like candidate isolation and the number
of tracker hits. In reality, there will be some correlation between the signal
purity and some of these cuts, which is why their effect was studied on the
MC signal samples and the calibration sample to make sure that signal was
not unnecessarily discarded.

Quality checks were applied to all samples used in our analysis, includ-
ing the samples that were only used for timing calibration and on all MC
samples. The cuts were checked to make sure that true muons coming from
Z → µµ would be accepted since they share many of the properties that we
expect from R-hadrons.

In the final selection, after all detector calibrations were applied, we used
the discriminators used to divide the sample into signal and background.
This was done by combining the measured impulse once with the combined
best estimate for the particle velocity beta, and once with the estimate of
βγ obtained from the specific ionisation in the pixel detector. The resulting
two mass measurements were each cut on for the final signal selection. This
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method was first introduced in section 8.3.3 and will be further discussed in
section 10.2.

9.1 Quality Check

Quality checking can be split up into two stages, event based checks and
candidate based checks. The event quality checks consist of

1. data preparation (Stream overlap removal),

2. detector conditions checks (good-runs list),

3. trigger checks,

4. a basic tracking quality check.

Stream overlap removal and detector condiditons checks are explained in
the following sections. The choice of trigger has been expained in section 6.4.

Point 4 refers to the single physics cut that was imposed at the event
level. This cut was that an event had to have at least one reconstructed
collision vertex that had at least three tracks associated to it. There were
a low number of events where this was not the case. It was deemed that
such events likely either contained no interesting physics or had generally
bad tracking. The events were therefore discarded. This cut was partially
kept in the analysis for consistency with the work from [7].

After good events have been selected these events are searched for good
quality candidates. This candidate based selection is described in section 9.2.

9.1.1 Stream Overlap Removal

Data streams were introduced in section 5.9.3. For our analysis we used the
Muon and JetTauEtmiss streams. We would have liked to analyse also the
debug stream. The unusual event topologies of interest to us might perhaps
have caused reconstruction issues of the type that cause events to be pushed
to this stream. Unfortunately, this stream was not available to us at the
time and pursuing this data was not prioritised. The number of events in
this stream is so low that it was decided not to pursue this route further.

Since some events can appear in multiple streams it is important to
remove the overlap so that each event is counted once and only once in
the analysis. A bug in this overlap removal caused quite an excess in the
high mass region of our signal region until the bug was discovered. This is
because events with very high pT particles are more likely to trigger multiple
triggers, and such events also feature prominently in our signal region since
pT is the major signal estimator.
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9.1.2 Detector Conditions

A machine as complex as the ATLAS detector has many points of fail-
ure. Therefore the conditions of all parts of the detector are constantly
monitored. Monitoring is carried out on many levels startig with hardware
sensors checking that the electronics and mechanical parts are behaving as
expected, but the final check is to see that known physics processes are
correctly measured in the data.

These data quality checks are concluded at regular meetings of special-
ised data quality experts and data quality flags (good or bad) are assigned
for each sub-detector system independently on time units down to luminosity
blocks. These flags are stored in a central database.

Analyses that are only interested, say, in calibrating the calorimeters
can then extract a list of runs and luminosity-blocks that are flagged as
good for those sub-detectors only. For our analysis it was necessary that
all parts of the detector should behave correctly and we therefore chose a
very restrictive good-runs list. In order to be consistent with previous work,
we chose to use the good-runs list that was also used for publications in
Standard Model physics by the Standard Model working group within our
collaboration.

9.2 Candidate Selection

After the events had been selected as good, they were searched for any suit-
able candidates. As mentioned in section 3.2.2 we carried out two different
searches, one muon agnostic and one full detector search. The muon agnostic
approach was to ignore all muon spectrometer information including trigger
and identify candidates based solely on information coming from the ID and
calorimeters. For the full detector approach all information was used. The
muon agnostic approach is mostly motivated by the possibility of R-hadron
charge-flips mentioned in section 3.4.2. A muon agnostic search using inner
detector and calorimeter information only (MS agnostic) could thus be more
independent of any assumptions on the interaction model.

The candidate quality selection cuts were designed to reject candidates
where the estimators could be expected to be noisy. For the full detector
search, different selection criteria were used based on whether a MS exten-
sion of the track had been found. If none was found, the candidate could still
enter the analysis and timing information was taken from the calorimeters
only. Candidates with a MS extension are called combined (CB) candidates,
without a MS extension they are called inner detector (ID) candidates.

The cuts that were used to select suitable candidates for further analysis
are shown in tables 9.1 and 9.2 for full detector and muon agnostic searches
respectively.

The jet ∆R cut can be justified by the plots shown in figure 9.1 where
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g̃m=600GeV g̃m=900GeV g̃m=1200GeV data
generated 100.0 100.0 100.0 -
triggered 27.1 21.3 16.0 100.0

CB candidate 17.0 11.9 8.3 29.5
Nvertex

tracks > 3 17.0 11.9 8.3 29.5
Nhits

SCT +Ndeadsensors
SCT > 5 16.9 11.9 8.2 29.4

z0 < 10 mm 16.9 11.8 8.2 29.3
d0 < 2 mm 16.9 11.8 8.2 29.2
N shared hits

PIX = 0 16.9 11.8 8.2 29.0
pT > 10 GeV 16.9 11.8 8.2 28.9
20 GeV < p < 3.5TeV 16.8 11.7 8.1 27.9
∆Rtrack, pT>10GeV > 0.25 16.7 11.6 8.1 15.4
∆Rjet, pT>40GeV > 0.3 16.6 11.5 8.0 14.6

N
good dE/dxhits
PIX > 1 15.7 10.9 7.5 14.0

0 MeVg−1cm2 < dE/dxPIX < 20 MeVg−1cm2 15.7 10.9 7.5 14.0
0 < βγPIX < 10 15.4 10.8 7.5 8.9
|η| < 2.0 14.3 10.1 7.2 8.4
associated (slow) muon track 14.3 10.1 7.2 8.4
cosmic-veto 13.8 9.7 6.9 8.3
0 < βCALO < 2 or 0 < βMDTT < 2 or 0 < βRPC < 2 13.4 9.3 6.6 8.1
consistent β measurement(s) 12.6 8.7 6.3 7.0

ID candidate 6.4 6.0 4.9 77.8
Nvertex

tracks > 3 6.4 6.0 4.9 77.8
Nhits

SCT +Ndeadsensors
SCT > 5 6.4 5.9 4.9 77.5

Nhits
TRT +Ndeadstraws

TRT > 5 5.8 5.2 4.3 76.4
z0 < 10 mm 5.8 5.2 4.3 75.3
d0 < 2 mm 5.8 5.2 4.3 75.2
N shared hits

PIX = 0 5.8 5.2 4.2 75.2
pT > 10 GeV 5.8 5.2 4.2 67.6
20 GeV < p < 3.5TeV 5.8 5.2 4.2 64.0
∆Rtrack, pT>10GeV > 0.25 5.6 5.1 4.1 11.6
∆Rjet, pT>40GeV > 0.3 5.6 5.1 4.1 4.3

N
good dE/dxhits
PIX > 1 5.2 4.7 3.8 4.0

0 MeVg−1cm2 < dE/dxPIX < 20 MeVg−1cm2 5.2 4.7 3.8 4.0
0 < βγPIX < 10 5.1 4.6 3.5 2.7
|η| < 2.0 4.4 4.2 3.2 2.0
consistent β measurement(s) 3.6 3.4 2.7 1.3
sensible β measurement 3.4 3.3 2.6 1.2

CB and ID+Calo 15.0 11.0 8.1 8.1

Table 9.1: Quality selection cut-flow table from the full detector search for three
example g̃ masses hypotheses. Both ID and CB selection are shown. All numbers
are percentages of the total generated number. The cutflow is per event in each
category. Some events have both types of candidates, and hence the individual
number do not add up to the total.
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g̃m=600GeV g̃m=900GeV g̃m=1200GeV data
generated 100.0 100.0 100.0 -
triggered 18.7 16.3 13.6 100.0
ID candidate 18.7 16.3 13.6 78.7
Nvertex

tracks > 3 18.7 16.3 13.6 78.7
Nhits

SCT +Ndeadsensors
SCT > 5 12.7 10.9 9.3 77.4

Nhits
TRT +Ndeadstraws

TRT > 5 12.1 10.2 8.6 76.4
z0 < 10 mm 12.1 10.2 8.6 75.7
d0 < 2 mm 12.1 10.2 8.6 75.7
N shared hits

PIX = 0 12.1 10.2 8.6 75.6
pT > 10 GeV 12.1 10.2 8.6 72.5
20 GeV < p < 3.5 TeV 12.1 10.1 8.6 71.1
∆Rtrack, pT>10GeV > 0.25 11.9 10.0 8.5 14.5
∆Rjet, pT>40GeV > 0.3 11.9 10.0 8.4 6.5

N
good dE/dxhits
PIX > 1 11.2 9.4 7.9 6.1

0 MeVg−1cm2 < dE/dxPIX < 20 MeVg−1cm2 11.2 9.4 7.9 6.1
0 < βγPIX < 10 11.0 9.2 7.7 4.0
|η| < 2.0 10.4 8.8 7.4 3.2
consistent β measurement(s) 9.1 7.7 6.2 2.0
sensible β measurement 8.9 7.4 6.1 1.8
Final ID+Calo 8.9 7.4 6.1 1.8

Table 9.2: Quality selection cut-flow table from the MS agnostic search for three
example g̃ masses hypotheses. All numbers are percentages of the total generated
number.

900 GeV R-hadrons are used as a representative example. It is desirable
to remove track candidates that are parts of a jet because the large energy
deposit and the chance of secondary muons makes this tracks unreliable. The
calorimeter energy deposit of an R-hadron track can itself be identified as
a jet. The calorimeter energy deposit from R-hadron tracks is shown in the
bottom right part of figure 9.1 and can be seen to be well below 40 GeV. The
jet finding algorithms can however associate surrounding energy deposits to
create jets of higher energy than this. We therefore plotted the distribution
of ∆R to the nearest jet for several cuts on the jet’s transverse energy. These
are shown in figure 9.1. The spike at low ∆R can be identified as the jet that
is centred around the R-hadron’s own energy deposit. At a jet cut of 40 GeV
this spike has disappeared. This allows us to conclude that all jets above
40 GeV are independent of the R-hadron. If one assumes that the kind of
jet that could fake and R-hadron is similar to the jets caused by R-hadrons
then one can see from the first plot in the figure that ∆R = 0.3 marks a
point at which one is decidedly outside the jet. With this reasoning it was
decided to use the jet cut shown in the tables:

∆Rjet,pT>40 GeV > 0.3 (9.1)

During our analysis it was realised that there existed in our data sample
a handful of tracks with unphysical high transverse momenta of several TeV
and with very bad track fit quality. At these momenta even an expected
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Figure 9.1: The ∆R separation of 900 GeV R-hadrons from the nearest jet. An
R-hadron’s calorimeter energy deposit can itself be identified as a jet. Hence the
jet energy cut of 40 GeV is needed before the distance to the nearest real jet can be
found.
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Figure 9.2: The distribution of true absolute pseudorapidity for 900 GeV R-
hadrons.

variation in the speed measurement can lead to a very substantial recon-
structed mass and lead to a fake signal. It was realised that these tracks
only occurred at high pseudo-rapidities above |η| = 2. Figure 9.3 shows
the relative momentum error as a function of the track |η|. Especially for
high momentum particles the precision degrades considerable beyond η = 2.
A reason for this is that tracks of this pseudorapidity do not traverse the
whole bending plane before exiting the end of the ID tracking volume. This
considerably reduces the lever arm for track momentum reconstruction and
degrades performance. Figure 9.2 shows the η-distribution of generated R-
hadrons. It can be seen that restricting the analysis to |η| < 2 does not
significantly reduce the signal acceptance, while it does cut away all of the
spurious tracks. Hence, this cut was used.
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Figure 9.3: The realtive tracking resolution versus η for muons of various mo-
menta. Figure from [47].



Chapter 10

Final Selection &
Background

10.1 Goals

The goal of the final selection is to define a signal region that optimises our
ability to discriminate between signal and background. For this, we need to
determine a set of cuts on the available estimators.

Our search was focussed not on one signal, but on many different mass
hypotheses and SMP species. For each type of SMP, the signal strengths
could be expected to be different, warranting different cuts. This is why
those cut values that were optimised automatically, were found separately
for each signal hypothesis.

10.1.1 Motivation for Data-Driven Background

After the analysis has been carried out, all events have been selected to either
be part of the signal region or not. This number will contain some remnant of
mismeasured SM particles that we have not been able to remove, but might
also include a signal of true SMPs. In order to quantify our best estimate
of the amount of true signal, we need a good estimate of the expected SM
remnant, the so-called background.

There are several ways that such a background estimate can be obtained.
The most direct way is to simulate a large number of SM events and count
the number of those that fall into the signal region. This MC approach has
a number of disadvantages:

• a heavy reliance on the correctness of all simulation steps

• a large computational cost

As we have emphasised several times in chapter 7 the speed measure-
ments were not a priority in the design of ATLAS, hence the necessity for
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custom calibration. This is also true for the design of all MC methods.
Chapter 7 also highlighted numerous discrepancies between MC and data,
particularly in the tails of distributions. The kind of measurement error that
can lead to an SM particle being miscategorised into the signal region is pre-
cisely such a rare large error in the tails of the speed distributions where
the agreement between MC and data is worst. This fact alone is enough to
disqualify MC simulation as the sole estimate for background rates.

The second reason, large computational cost, is equally fatal for this
approach. The number of background events in our signal regions are very
low (O(1)). The error of a statistical estimate goes as the square root of the
number, hence

relative error =

√
N

N
. (10.1)

Thus to get, say, a 10 % uncertainty on an expected background of 1 one
would have to simulate 100 times the amount of available data.

Full MC event generation is computationally very expensive at about
30 min per event on a standard modern PC. Simulating the required number
of events might be possible if all ATLAS computing resources were reserved
for this analysis alone but is otherwise completely unfeasible.

Given these reasons, a data-driven background estimate had to be de-
veloped. In the remainder of this chapter I will describe the method that
was used for our analysis.

10.2 Final Selection

After the end of the quality control checks there are only four variables per
candidate that remain, these are

• the momentum, p

• the pseudorapidity, η

• the speed estimate from timing, β

• the speed estimate from ionisation, βγ.

The final selection is carried out in two different steps and is tightly
coupled to the data driven background generation. The steps are

I cuts on the primary estimators p, β, βγ

II cuts on the derived estimators mβ, mβγ .
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10.2.1 Primary Estimator Cuts

The cut on momentum was chosen at a fixed value of 140 GeV. This value
was found suitable as it allows good statistics for both the sideband method
and background generation, both described below. The cuts on β and βγ
were selected based on a significance optimisation.

From an overview of all available signal hypotheses we knew that no
signal should be present in any tracks with a momentum under 140 GeV.
We selected all such candidates in data in the so-called sideband sample.
We then plotted the 2D distribution of β vs. βγ once for the entire sideband
sample and once for the signal sample under study. Comparing these two
distributions we were able to find the optimal combined cut on β and βγ
that optimised the signal significance.

The significance expression that was optimised was

Sig =

√
2
(

(s+ b) log
(

1 +
s

b

)
− s
)

(10.2)

where s and b are the total number of events that fall below a given set of
cuts on β and βγ for signal and background respectively [68]. They are thus
both functions of those cuts. The optimal cut was found by looping over
all bins in the above distributions and calculating the significance for each.
The set of cuts that gave the highest significance could then be selected.

The set of cuts that was thus found defines the first part of the signal
cuts. These are applied as

• βγ < Cutβγ ,

• β < Cutβ,

• 140 GeV < p < 3.5 TeV.

These cuts together make up the cut set I. These cuts are mutually exclusive
to the selection cuts for the sideband method.

10.2.2 Derived Estimator Cuts

If at this point an event contains more than one candidate, a random candid-
ate is chosen and the rest are discarded. Since this is very rare for R-hadron
signal samples and never occurs in data, which candidate is chosen does
not affect the limit setting at all. We had to chose a candidate since the
final result was intended to be a cross section on the number of events, not
the number of candidates. The random selection was chosen because all
non-random selections would introduce a bias to the sample.

At this point the primary estimators are combined into the derived es-
timators. Besides carrying individual information, the estimators β, βγ &
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p also carry information between each other since each set of β & p and βγ
& p is also an estimate of the mass through

m =
p

βγ
(10.3)

where γ can be calculated as 1/
√

1− β2 for the β estimator.
After the mass estimates are thus formed from the primary estimators,

the signal region had to be defined for them. This meant finding a suitable
set of cuts. In order to retain most of the signal for maximal sensitivity, the
following method was used separately for both mβ and mβγ :

• using the signal sample, the distribution of the estimator was plotted

• this distribution was fitted with a gaussian covering the entire range
from 100 to 3000 GeV.

• from this fit we obtained the mean µ and width σ of the reconstructed
mass spread

• the cut was defined at µ− 1.28σ.

The single-sided cut that is defined in this way makes sure that 95 % of the
mass distribution is passed by the cut. Examples of the distributions of
mβ and mβγ that are generated this way are shown in figures 10.2 and 10.3
respectively. The final signal region is then defined as in figure 10.1.

Background

Signal

mβγ

mβ

Figure 10.1: An illustration of how the signal region will be defined in the mβ vs
mβγ plot.

10.3 Background Generation

The background was generated by sampling the distributions of β, βγ and
p. Random combinations of these values will not show the same correlations
as the signal since they are not correlated via a true mass.
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The input to the background generation were all data candidates that
passed cut set I from above. At this stage there was still so many candidates,
that an admixture of true signal would be very small and irrelevant for the
validity of this method. A straight sampling from the data distributions
of the three estimators did not work since they were all strongly correlated
with η. This correlation was taken care of via a binning in η.

Using the data candidates, three 2D histograms were filled with the
distributions of

1. β vs. η

2. βγ vs. η

3. p vs. η.

In all three histograms the η binning consisted of 17 equal bins spanning the
range [−3, 3]. A pair of random values of p and η were then generated from
the distribution in histogram 3. The slices from histograms 1 and 2 that
corresponded to this value of η were then used to generate random values of
β and βγ respectively. This method of oversampling was used to generate
the distribution of mβ and mβγ that could be expected if the estimators
were indeed independent of each other. Figure 10.4 shows an example of the
β, βγ and p distributions vs. η that were used for background generation in
the case of a 500 GeV gluino R-hadron.

In order to get a precise estimate of the number of events that could
be expected pass cut set II above, the number of background events gen-
erated in this way had to be larger than the number of data events. This
oversampling could be allowed since the number of possible distinct new
combinations of the three generators was n3 − n where n is the number of
candidates that went into the filling of the 2D histograms.

If a true signal is present in the set of input candidates, the method
can still be expected to work. If the input set contains a fraction f of true
signal, then after the random sampling only f3 combinations will correspond
to recombinations of sets of values coming from signal while (1 − f)3 will
come from recombinations of sets of values coming from background (the
rest will be a mixture). Given our previous results [7] we knew that the
admixture of signal had to be small (� 1%). This meant that the amount
of background that was falsely generated to be signal-like would also be
small (� 10−4%).

For our analysis we oversampled the histograms millions of times to
obtain a smooth distribution of background mass pairs. In order to compare
this background to real data, it had to be scaled down. Merely scaling down
by the oversampling factor did not work well in practice which is why a
sideband method was employed. The integral if the background distribution
that fell inside the cuts 0 < mβγ < 200 GeV and 0 < mβ < 200 GeV was
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compared to the number of data events that fell in the same range. The
background distribution was then scaled down to make the integrals match.

After this oversampling and rescaling was done, cut-set II was applied
to the background distribution to find the expected background count in the
signal region.

10.4 Limit Setting

In the exciting hunt for new theories one is quickly reminded that most
theories do not in fact reveal new an revolutionary truths about nature. In
most analyses, no signal is found.

Far from being uninteresting, these null-results in themselves are im-
portant observations. They constrain theories and can guide the direction
of new theoretical efforts. One wishes to quantify the degree of importance1

of a result not least to be able to compare it to earlier studies. What is typ-
ically done is to set a limit on the production cross-section of the signal that
was searched for. What this limit states is that if the signal does exists and
has a production cross-section below this limit, it might simply have evaded
detection by being too rare. A signal with a production cross-section above
the limit however can be excluded with a stated degree of certainty.

The correct way to set such a limit has been the subject of many de-
bates and a lot of literature exists on the subject. In high energy physics the
CLs [69] limit setting method has been used in practice in most publications
from the experiments at LEP and at the Tevatron. In order to produce res-
ults that can easily be compared with earlier results from those experiments,
it has been decided that ATLAS publications also use the CLs method.

10.4.1 Derivation of CLs

The CLs method gives a frequentist likelihood limit with a degree of cer-
tainty that is usually chosen at 95 %. This means that at a limit value of
x, a signal that has this cross section x evades detection in 5 % of all cases.
A case can here be taken to be an identical repetition of the experiment at
hand where the only things that changes from repetition to repetition are
those factors that are influenced by chance. Signals with a cross section lar-
ger than x would have a smaller chance of randomly evading detection. The
fact that no signal was detected is then seen as unnatural, and the signal is
deemed excluded. If the signal has a strength below x, it will have a greater
chance of evading detection. The fact that no signal was seen can then be
called unlucky, but not unexpected. The signal is in the allowed region.

The inputs to the CLs method are, in our case, the results of a counting
experiment. For data, we observe the number of events that pass all cuts

1The term ‘significance’ is not used here as it has a special statistical meaning.
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and land in the signal region. This is called the observed number. From the
generation of background described above, we get, after rescaling, a number
that is the expectation for the background in the signal region. From the
signal sample we get the efficiency, i.e the chance that a true signal event
will be observed in the signal region. This efficiency is used to rescale the
signal rate limit found by the CLs method.
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Figure 10.5: The CLs limit in a counting experiment. Yellow is 1− Lb, green is
Ls+b. In this example λb = 4 and λs+b = 6.

CLs uses the likelihood ratio of two hypotheses. H0 is the hypothesis
that the observed count stems from a distribution that only consists of
background (b-only). H1 is the hypothesis that a certain amount of signal
is present (b + s). In the case of counting experiments, each hypothesis is
described by a poisson distribution with a single parameter, the expected
count. One can construct the likelihood of H0 as the probability that an
observation would have produced a signal as low as the observed one or
lower by integrating the distribution from 0 up to the observed count. This
likelihood is called Lb. Figure 10.5 contains a yellow shading which marks
1−Lb. Similarly one can define the likelihood ofH1 as the probability that its
distribution would produce an observation this low or lower. Called Ls+b this
quantity is coloured green in figure 10.5. Using s for the expected number
of signal and b for the expected number of background, the confidence limit
on s with a given confidence level α is defined as the value of s for which
the ratio Ls+b/Lb equals α.

The value of the limit is thus defined by the values of b and the observed
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count as well as the shape of the probability distribution functions.
In our experiment there are a number of uncertainties that influence the

background expectations. Statistical effects arise because the background
estimate is based on data. Systematic effects are included to describe the
uncertainty of in how far our data driven estimate reflects reality. One
therefore wishes to know what kind of limit one would expect in the absence
of any signal, but given these uncertainties.

To solve this problem, pseudo-experiments are employed. In a given
pseudo-experiment a random value of the true background rate is chosen
based on the given uncertainties on the background rate, then an actual
number of background events is generated based on this presumed true
mean. This actual number of events is then used as an observation and
is combined with the nominal background expectation to give the CLs limit
value of the pseudo-experiment. Using many tens of thousands of such
pseudo-experiments a distribution of limit values is built up. The central
value of this distribution is taken as the expected value. The width of this
distribution is used to assess the significance of the actual observed limit
value. Other systematic effects, such as uncertainty on the signal efficiency,
are also included in the pseudo-experiments.

10.4.2 Implementation

In our search, we had one counting experiment per signal hypothesis. For
each such experiment the observed CLs limit, the expected limit and the
spread on the expected limit was determined. We used an existing imple-
mentation of the CLs method in RooStats [70] which already contained
the machinery for the generation of pseudo-experiments. The value of α was
set at 5 % giving 95 % limits. The number of pseudo-experiments was set
high enough so that any sampling effects were insignificant.
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Chapter 11

Results

No indication of signal was found in the signal region of any of our search
strategies. We thus proceeded to set cross section limits using the procedure
described in section 10.4. The result are shown in figure 11.1 for the full
detector search and figure 11.2 for the MS agnostic search. The cross section
limit is shown as an expected limit with uncertainties and an observed upper
limit. In addition to these experimental result, the figures also contain the
cross section predictions with uncertainty for the various models.

The cross section limits are a purely experimental result since we took
care in our analysis not to bias our cuts by basing them on any single model.
In order to constrain theoretical models however, a lower mass limit on the
SMP masses is more useful. A mass limit is set by finding the intersection
point between the observed limit curve and the curve of the theoretical
prediction minus one sigma. This crossing point is taken as the upper limit
of the mass that can be excluded with these results. It should be noted that
this limit is entirely dependent on the model that was used for the theoretical
cross section calculation. Different models will yield different mass limits.
The resulting mass exclusion limits for the cross sections in figures 11.1 and
11.2 are presented in table 11.1.

One reason why our result have a significant impact on a wide group of
theories, that all predict some sort of long lived stable charged particle, is
that we tried at every step to base out cuts and assumptions on physical
intuition wherever possible. We took care not to overtrain our cuts on MC
samples by, for example, using neural networks, boosted decision trees or
likelihood estimators to guide our selection of cuts as one otherwise might
have done.

11.1 Interpretation of Limits

The observed limit can both lie above or below the expected limit. Devi-
ations from of the observed from the expected limit within a few standard
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Figure 11.1: Cross-section exclusion limits for both gluino and squark R-hadrons
using the full detector reconstruction are shown as the expected limit (dashed line)
with ±1 and ±2σ uncertainty bands (green and yellow bands respectively) and the
observed upper limit (solid line with markers). In the squark plot sbottom limits
are drawn in red while stop limits are blue. The solid, rapidly sloping line is the
theoretical prediction for the production cross-section.
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which are neutral in the muon spectrometer. Colours and lines are as in figure 11.1.
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SMP inter. model full det. limit MS agnostic limit

gluino g̃ gener. 985 GeV 989 GeV
stop t̃ Regge 683 GeV 657 GeV

sbottom b̃ Regge 612 GeV 618 GeV

Table 11.1: The mass exclusion limits for the models tested in our search.

deviations are generally expected and attributed to statistical fluctuations.
This is the case in all our limit plots. The closeness of the two means that
the background was very well described.

If the observed limit lies significantly below the expected one, this means
that the background-only hypothesis does not describe the data very well. If
this occurs anywhere on a limit plot, it casts some doubt on the entire limit
result, since the background distribution used in this hypothesis also enters
in the signal + background distribution of which one is trying to quantify
the signal part.

If the fluctuation goes upward, this can indicate the presence of a signal
or at least of some signal-like events. Such an upward fluctuation is not
sufficient in itself to accept the signal hypothesis, since bad background
modelling may also in this case be the cause of the deviation. An upward
fluctuation therefore requires a careful attention before one can claim a
signal discovery. Since no such indication of signal was found in any of our
experiments, we will not now discuss this situation further.

11.2 Comparison to Competing Experiments

ATLAS’s competition, the CMS collaboration has also published their find-
ings on a similar search [9]. They found exclusion limits on gluino (scalar
top quarks) at 1098 (737) GeV in a full detector search and a limit of 928
(626) GeV if the R-hadrons become neutral before they reach the muon spec-
trometer. The higher limits set by CMS can be attributed to their ability
to trigger on slow muon-like particles, an option that is sadly lacking in
ATLAS. Also, the limits by CMS are based on a different calculation of the
theoretical cross section. Differences are therefore expected.

11.3 Systematic Uncertainties

This section will give an overview of systematic effects that have partly been
touched on in the relevant sections. An summary of the total systematic
effects that have been included in our analysis is shown in table 11.2. All
systematic uncertainties have been included in the limit setting procedure
and are taken into account in the final limits in table 11.1.
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Systematic Uncertainties R-hadrons

Theoretical uncertainty on signal acceptance 15− 30

Signal efficiency contributions:
Signal trigger efficiency 4.5
QCD uncertainties (ISR, FSR) 8.5
Signal pre-selection efficiency 1.5
Momentum resolution 1.3
Pixel dE/dx calibration 5
Calorimeter β timing calibration 1.0
MS β timing calibration 3.6

Total uncertainty on signal efficiency 11.6

Luminosity 3.9

Experimental uncertainty on background estimate 15

Table 11.2: Summary of systematic uncertainties (given in percent). Ranges
indicate a mass dependence for the given uncertainty (low mass – high mass).
From [8].

11.3.1 Theoretical Cross Section

The expected signal cross-sections are calculated at next to leading order
(NLO) in the strong coupling constant and soft gluon emission resummation
is carried out at next to leading logarithm (NLL) accuracy [71–77]. Uncer-
tainties are obtained as the maximum deviation from the nominal value
when using a set of different parton distribution functions, factorisation and
renormalisation scales as in reference [78]. For the limit setting the expecta-
tion was taken to be the lower edge of the 1 σ envelope around the nominal
expectation. Depending on the R-hadron mass, the uncertainties involved
in this method were found to range between 15 and 30 %, increasing with
mass.

11.3.2 Expected Signal

The systematic effects associated with signal selection were studied in some
detail as specified in table 11.2.

Signal trigger efficiencies were studied using the Z → µµ calibration
sample. Since the calorimeter ET sum is blind to muon energy, boosted
Z, triggered by muon triggers, can be used to construct the trigger turn on
curve as shown in figure 6.2. The signal efficiency is obtained by multiplying
the true generated Emiss

T by the turn-on curve bin by bin. To obtain the
uncertainty, the fitted turn-on curve is varied by varying every fit parameter
within±1σ. The resulting variations revealed a 4.5 % systematic uncertainty
on the signal trigger efficiency.

Effects of uncertainties in the amount of initial state radiation (ISR) and
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final state radiation (FSR) on the final signal selection were studied. This
was done by simulating samples of gluino R-hadron with higher and lower
amounts of QCD radiation than expected. The effect contributed 8.5 %.

The effect of momentum resolution uncertainties was estimated to be
up to 1.3 %. The pixel dE/dx uncertainty was estimated by comparing the
dE/dx values for high pT muons from Z → µµ in data and MC. The value
of 5 % was used as a conservative upper limit on the uncertainty.

Effects on the β measurements were investigated by smearing all timings
by an amount equal to the width of the timing distribution. This resulted
in the given systematic effect for calorimeter and MS β values.

11.3.3 Background Estimation

The uncertainty on the background estimate was found by varying the cuts
and binning that were used to select the sideband regions in chapter 10. It
was found to be 15 %.



Chapter 12

Outlook & Discussion

Checking for the existence of long-lived stable massive particles is an import-
ant part of the ongoing search for Supersymmetry as discussed in chapter 3.
As long as there is new data available to ATLAS there will always be
searches for new stable particles. Future analyses will have the opportunity
to revisit some of the assumptions that we have had to make in our analysis,
but will also have to face a range of new challenges.

12.1 Looking Back

There are several parts of our analysis that I would like to revisit given the
knowledge that I have gained through this work.

12.1.1 Calibration

The timing calibration of the calorimeters and muon chambers can probably
still be substantially improved. The calibration granularity for the calori-
meters was in large parts determined by the availability of a clean sample of
muons. The choice of muons from Z → µµ decays has severely limited the
available statistics. Since we realised that the timing is not substantially
affected by the particle nature underlying the calibration tracks, it could be
possible to use all muon candidates, or even all available tracks to calibrate
the timing biases and widths. The step to using all muon candidates for the
MS calibration was a late development and which is why it was not used for
the calorimeters.

With an increased calibration sample it will be possible to calibrate in
several new dimensions such as

• within runs as a function of bunch-crossing / Lumi-block

• with respect to φ

• a much finer binning in η

145
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• or alternatively to the last two points, calibrating every single cell of
the calorimeters separately.

The advantage of better timing resolution is to be able to set limits on
much lower mass hypotheses. Also, it may be possible to lower some of
the quality cuts that we used in our analysis and thus get a better signal
efficiency.

12.1.2 Trigger

The choice of trigger menu should be revisited. Throughout our analysis
we shied away from using pre-scaled trigger menus because of the enormous
additional complexity in evaluating the total luminosity when setting a limit.
The additional complexity may be large, but the possible gains would be

• a better discovery potential/better signal limits

• additional knowledge of the trigger acceptance on SMPs that could
guide future efforts to develop more specific triggers.

Once the additional challenges have been mastered, all available triggers
menus could be included, resulting in possibly significant increases of the
signal acceptance.

12.1.3 MC Charge-Flip Truth

At the moment the structure of our simulation software does not allow us
to pass on truth information about the interactions of particles in the outer
parts of the detectors. If such information were available to us, analyses
could be developed and tuned to look for such events specifically. Since
charge-flips should happen mostly in the calorimeters, a charge-flip might
be apparent by a reversed charge of a track in the muon spectrometer with
respect to the inner detector. This will of course need to be checked once
the relevant MC samples are available.

12.1.4 Flight Path Length

In retrospect it would have been trivial to take the path length in the ToF
measurement to start at the primary vertex instead of the detector origin.
The systematic effect of 1.7 % from this, as given in section 7.3.1, could then
have been avoided.

It might also be woth investigating if using the inner edge of a cell instead
of the cell centre as the end point could give better results.
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12.2 Looking Ahead

There are a range of issues that will need to be addressed before the full√
s = 8 TeV data set collected in 2012 can be included in this analysis, such

as pile-up and rising trigger levels. An even greater challenge will be to
move forward to after the long LHC shutdown (foreseen to end in 2015)
when event rates and energies will be much higher.

12.2.1 LHC Schedule

The current schedule for the immediate future of LHC running forsees an
end of proton-proton physics at the end of this year 2012. After a few
months with proton-ion collisions, a long shutdown of the LHC is forseen
from February 2013 until November 2014. During this period extensive
overhauls of the LHC magnets are forseen as well as maintenance and/or
upgrades of almost all other areas of the accelerator and detectors. After this
long shutdown it is expected that the LHC will be able to produce collisions
at, or cose to, the desing energy of 14 TeV. In addition, the bunch spacing
is expected to be reduced to the design value of 25 ns from the current value
of 50 ns.

12.2.2 Mass Reach

One of the immediate consequence of the increased collision energy will be
the possibility of creating particles of higher mass. Because of this, a new
R-hadron search will nevessarily have to be launched to find such particles
or to extend the current mass limit.

12.2.3 Pile-Up

The overlap of several collisions in a single bunch crossing, called pile-up
(PU), will cause problems in several ways:

• larger rates of jets and other trigger objects will cause trigger levels to
be raised

• during selection we currently reject candidate that lie too close to a
reconstructed jet or where cells in the inner detector are known to be
shared with another track. This cut may need to be revisited.

12.2.4 Trigger

With ever increasing levels of the missing transverse energy triggers it be-
comes ever more important to look at including the pre-scaled trigger menus
to maximise the signal acceptance.
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With respect to the long shutdown of the LHC which is expected to last
almost two years one frequently hears that this will be a time to throughly
examine the data without the pressure of constantly new data. For the
search of R-hadrons though I believe that it would be important to carry
out a number of full pile-up trigger studies early on to see what kind of
trigger efficiency can be expected.

It may well be necessary to look at alternative triggering strategies if R-
hadron searches are to be competitive after the shutdown. With 25 ns bunch
spacing, slow muon triggers may not be feasible, but it might be possible to
persue other strategies.

12.2.5 Time of Flight

It will be very challenging to determine the effect of the lower bunch spacing
after the long shutdown (expected to be 25 ns). The effects may range from
mis-timed triggers, SMPs appearing in unrelated events, detector effects etc.
Certainly all timing calibration methods will need to be revisited.

To truly assess the impact of the event rate it may be necessary to carry
out full simulations of R-hadron events embedded in trains of several consec-
utive bunch-crossings. This will presumably be an extremely computation
intensive task.
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Additional Figures
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Figure A.1: The x-positions of primary vertices in good events in the JetTauEt-
Miss stream.

149



150 APPENDIX A. ADDITIONAL FIGURES

mm
0.7 0.8 0.9 1 1.1 1.2 1.3 1.4

ev
en

ts
/b

in

0

200

400

600

800

1000

3
10×

primary vertex y-position

Figure A.2: The y-positions of primary vertices in good events in the JetTauEt-
Miss stream.
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