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ABSTRACT

Galaxy formation and evolution is one of the main research themes of modern astronomy.
Active galaxies such as Active Galactic Nuclei (AGN) and Ultraluminous Infrared Galaxies
(ULIRGS) are important evolutionary stages of galaxies. The ULIRG stage is mostly associ-
ated with galaxy mergers and interactions. During the interactions of gas-rich galaxies, the gas
inflows towards the centers of the galaxies and can trigger both star formation and AGN activ-
ity. The ULIRG stage includes rapid star formation activity and fast black hole growth that is
enshrouded by dust. Once the AGN emission is sufficiently powerful, energy feedback from the
AGN blows away the gas fuel and shuts off both the star formation and the black hole growth.

In this thesis I study local AGN and ULIRGs. I address 2 different studies of AGN: one is re-
lated to the potential use of AGN to measure cosmic distances and the other one is related to the
mass estimates of supermassive black holes (SMBHs). Mass estimates of SMBHs are important
to understand the formation and evolution of SMBHs and their host galaxies. Black hole masses
in Type 1 AGN are measured with the reverberation mapping (RM) technique. Reverberation
mapping analyses of ~50 nearby AGN show a tight correlation between the broad line region
(BLR) radius (R) and the mean optical luminosity (L) that is known as the R — L relationship.
The R — L relationship traditionally is used to formulate the mass scaling relationships, which
are used estimate BH masses based on a single-epoch spectrum.

Recently, it has been shown that the R — L relationship can also be used to measure cosmic
distances beyond redshifts that can be probed by supernovae. The current local (z <~ 0.3) RM
AGN sample has a scatter of ~0.33 mag in the distance modulus. This scatter is directly related
to the observed scatter of 0.13 dex in the R — L relationship. In Chapter 2, [ investigate the origin
of the scatter in the R — L relationship. I find that usage of the UV luminosity can potentially
reduce the observed scatter in the R — L relationship and thus the scatter in the AGN Hubble
diagram which would help for our use of quasars as cosmic distance indicators.

The mass scaling relationships enables us to estimate BH masses of Type 1 AGN with an
uncertainty of a factor of ~4. An accurate line width characterization is important in order to
minimize the uncertainty of the mass estimates based on the scaling relationships. In Chapter 3,
Iinvestigate the potential effect of the accretion luminosity on the line width characterization of
the broad emission lines that are used in BH mass estimates. I use publicly available optical, UV
and X-ray data to obtain quasi-simultaneous spectral energy distributions and directly measure
the accretion luminosity. I find an inverse correlation between the Eddington luminosity ratio
(accretion luminosity normalized by the BH mass) and the HJ line shape.

In Chapter 4, I present a catalog of local ULIRGs identified in the AKARI All-sky Survey. I
identify new ULIRGs and increase the number of known ULIRGs in the local Universe. I use
infrared and optical imaging and spectroscopic data from AKARI and SDSS. I investigate mor-
phologies, optical spectral types, star formation rates (SFR), stellar masses (M, ), metallicities
and, colors of the ULIRGs in my sample.
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DANSK SAMMENFATNING

Galaksedannelse og -udvikling er et af de storste forskningsomrader indenfor den moderne
astronomi. Aktive galakser sdsom aktive galaksekerner (AGN) og Ultra-luminese infrarede
galakser (ULRGs) er vigtige faser i udviklingen af galakser. ULIRG-fasen er for det meste for-
bundet med galaksevekselvirkninger og -sammensted og -sammensmeltninger. Nar gas-rige
galakser vekselvirker, flyder gassen ind mod galaksernes centre og kan starte bdde stjernedan-
nelse og AGN aktivitet. ULIRG fasen includerer hurtig stjernedannelsesaktivitet og kraftig
vaekst af det sorte hul, gemt bag en dyne af stov. Sasnart AGN emissionen er tilstreekkeligt
kraftig, vil den kraftige energiudsendelse fra den aktive galaksekerne bleese gassen i centret
vaek og slukke bdde stjernedannelse og veeksten af det sorte hul.

I denne afhandling studerer jeg lokale AGN og ULIRGs. Jeg addresserer to forskellige
studier af AGN: ét studie er relateret til den potentielle brug af AGN til at male kosmiske afs-
tande og det andet studie er relateret til masse-estimaterne af super-tunge sorte huller (SMBHs).
Masse-estimater af SMBHs er vigtige for at kunne forstddannelsen og udviklingen af SMBHs og
deres veertsgalakser. Massen af sorte huller i Type 1 AGN maéles med reverberation-mapping
(RM) teknikken. Reverberation-mapping analyser af ca. 50 neere AGN viser en relativt stram
korrelation mellem 'broad line region” (BLR) radius (R) og den optiske middel-luminositet,
kendt som R — L relationen. Traditionelt benyttes R — L relationen til at formulere masse-
skaleringsrelationerne, som benyttes til at estimere massen af de sorte huller baseret pa et enkelt
spektrum.

Det har for nyligt veret vist at R — L relationen ogsa kan bruges til at male kosmiske afs-
tande ved hojere redforskydninger end man kan male med supernovaer. Det nuveerende lokale
(z <~ 0.3) RM AGN sample har en spredning pa ca. 0,33 magnitude i afstandsmodulet. Denne
spredning er direkte relateret til den observerede spredning i R — L relationen. I Kapitel 2 un-
dersoger jeg oprindelsen af denne spredning i R — L relationen. Jeg finder at brugen af den
ultraviolette luminositet kan potentielt set reducere den observerede spredning i R — L relatio-
nen og derfor ogsa reducere spredningen i AGN Hubble-diagrammet, hvilket vil hjeelpe vores
brug af kvasarer som kosmiske afstandsindikatorer.

Masse-skaleringsrelationerne giver os mulighed for at estimere massen af de sorte huller i
Type 1 AGN med en usikkerhed pa cirka en faktor fire. En nejaftig linjebreddekarakterisering
er vigtig for at kunne minimisere usikkerheden i masseestimaterne baseret pa skaleringsrela-
tionerne. I Kapitel 3 underseger jeg den potentielle effekt som accretion luminositeten har pa
linjebreddekarakteriseringen af de brede emissionslinjer der bruges i masseestimater af de sorte
huller. Jeg bruger offentlige tilgeengelige optiske, UV og rentgendata til at bestemme kvasi-
simultane spektrale energifordelinger og direkte madle accretion luminositeten. Jeg finder en
invers korrelation mellem Eddington luminositetsforholdet (accretion luminositeten normalis-
eret med massen af det sorte hul) og formen af H 3 linjen.

I Kapitel 4 preesenterer jeg et katalog af lokale ULIRGs identificeret i AKARI All-sky Sur-
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vey. Jeg indentificerer nye ULIRGs og foreger antallet af kendte ULRIGs i det lokale Univers.
Jeg bruger infrarede og optiske billed- og spektroskopiske data fra AKARI og SDSS. Jeg un-
dersoger morfologier, optiske spektraltyper, stiernedannelsesrater (SFR), stellare masser (M,),
metalhyppigheder og farver af ULRIGs i mit sample.
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INTRODUCTION

Astronomy started with light. First it was all about understanding the light of the heavens,
then the darkness of the Universe came into play. The collective scientific knowledge of the
last century made it possible to formulate the properties of light into the laws of physics by
means of the equations of mathematics. As recognized by Zwicky (1933) the light contains the
imprints of the dark matter. Furthermore, the light from the stars or matter near the centers
of the galaxies indicate that they are under the gravitational influence of the enormous mass
concentrations of billions of solar mass, which are called supermassive black holes (SMBHs).

Evolution of galaxies is one of the fundamental questions in astronomy. Supermassive black
holes seem to be residing at the center of all galaxies (e.g., Ferrarese & Ford, 2005a). The forma-
tion of SMBHs and their evolution with their host galaxies are among the important questions
(e.g., Volonteri & Bellovary, 2012). Active galactic nuclei (AGN), containing central growing
black holes, provide a major tool to understand the role of SMBHs in the formation of cosmic
structure.

This thesis mainly focus on active galaxies namely, AGN and Ultra Luminous Infrared
Galaxies (ULIRGs). These galaxies are important evolutionary stages in galaxy and black hole
evolution (e.g., Hopkins et al., 2008a). In this thesis I investigate 2 different aspects of systems
with SMBHs: a) The scatter in the R — L relationship [also used for mass estimates] and its po-
tential origin. If we can understand the scatter in the global relation, we can potentially mitigate
it and recently suggested methods to use quasars as cosmic distance indicator can be improved
to the point of being competitive with existing distance indicators. b) The potential interrela-
tionship between the production of ionizing photons from material in process of accretion onto
the black hole and the properties of the gas (especially the velocities) emitting the broad lines
that we use to estimate the black hole mass. I also investigate the properties of a type of young
galaxy, the ULIRGs that may be an earlier evolutionary stage of AGN host galaxies (Sanders
et al., 1988a; Hopkins et al., 2008a). In this chapter, I give an overview of AGN and ULIRGs that
is relevant for the further chapters.

1.1 A BRIEF OVERVIEW OF BLACK HOLES

Laplace and Michell proposed the concept of a dark body based on Newton’s theory of gravi-
tation in the eighteenth century (Michell, 1784; Gillispie, 1997). A very massive object whose
escape velocity is greater than the speed of light would be a dark body for a distant observer. Fol-
lowing Einstein’s publication of "General Theory of Relativity", Schwarzschild (1916) derived
the solution for Einstein’s equations for a spherical, non-rotating object. The Schwarzschild
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metric (Schwarzschild, 1916) describes the gravitational field of a point mass M at a distance .
The Schwarzschild radius is defined as

Ry =2GM/c?, (1.1)

where G is the gravitational constant, M is mass and c is the speed of light.

Oppenheimer & Snyder (1939) showed that the Schwarzschild metric is relevant for the
gravitational collapse of a massive spherically symmetric star. Kerr (1963) derived a solution
for Einstein’s equations for a static, symmetric, and rotating object. Newman et al. (1965) solved
Einstein’s equations for a charged rotating object and Penrose (1965) revised the theory of gravi-
tational collapse and showed that singularities can form from the gravitational collapse of dying
stars. The black hole term was first used by John Wheeler in 1967 (Wheeler, 1968).

The definition of a black hole as used in modern astronomy is a compact object with a strongly
curved space-time inside the event horizon that nothing, not even light, can escape. Black holes
(BHs) can be described by three parameters: charge (Q), mass (Mpy) and spin (¢*) or angular
momentum ( J = a*Mpy). While an uncharged, non-rotating BH is called as a Schwarzschild
black hole (meaning that the geometry is described by Schwarzschild metric), a spinning, un-
charged BH is called as a Kerr black hole. Some of the characteristic radii around a BH are: (1) The
gravitational radius (R, = GM/c?, half of R;) is used as a distance unit around a black hole; (2)
The radius of the event horizon, R}, is the boundary of space-time within which events cannot
affect the outside observers; (3) The Schwarzschild radius (Eq. 1.1); a non-rotating BH has an
event horizon whose size is the Schwarzschild radius. (4) The Innermost Stable Circular Or-
bit, R;sco, defines the minimum radius of a stable circular orbit around a black hole. For a
non-rotating BH Rrsco = 6R, and for a maximally rotating BH Rrsco ~ 1R,.

Although we can not directly see black holes, the influence of their strong gravitational
fields on the matter around them provides the required indicator for their identification. In
general astrophysical black holes are classified according to their masses: stellar-mass black
holes (3 My < Mg < 102 M), intermediate-mass black holes (102 My, < Mgy < 10° M),
supermassive black holes (10° Mg < Mpy < 100 My).

Stellar-mass BHs are the last stages in the evolution of massive stars (> 200, Camenzind,
2007). Such BH candidates have been identified in Galactic high-mass X-ray binary systems
(e.g., Maejima et al., 1984). The first confirmed stellar-mass BH is Cygnus X-1 which was dis-
covered 50 years ago (Bowyer et al., 1965) with a companion star (Murdin & Webster, 1971).
The companion star allow us to constrain the mass of the invisible compact object and to
rule out the possibility for a neutron star because the mass range of neutron stars is between
1.4 Mg — 3.0 M, and the inferred mass of the compact object is larger than 3 M, (e.g., Gies &
Bolton, 1986; Orosz et al., 2011). Stellar-mass BHs are unique Galactic laboratories to observe
and to understand the accretion flow around BHs.

Intermediate-mass BHs are thought to be remnants of metal free massive population III stars
(Madau & Rees, 2001). Another formation mechanism proposed for the formation of such BHs
is the merging of stellar-mass BHs in dense stellar clusters (Miller & Hamilton, 2002). Although
observational confirmation of Intermediate-mass BHs is an active research field, they have not
been successfully confirmed yet.

The most convincing evidence for a SMBH is in the center of our own galaxy, Sagittarious
A* where the motions of individual stars in the center of Milky Way can be resolved. The traced
orbits of these stars over time indicate that they are orbiting an invisible mass concentration of
~4x10°M¢, (Ghez et al., 2008; Gillessen et al., 2009). Since other galaxies are too far away to
resolve central individual stars, other methods (Chapter 1.3) are used to find SMBHs across the
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Universe. The first extragalactic SMBH candidate was detected by the Hubble Space Telescope
(Harms et al., 1994). The existence of both quiescent (like the one in our own galaxy) and ac-
tively mass accreting (like the scaled up versions of stellar-mass BHs in X-ray binaries) SMBHs
are widely accepted.

1.2 ACTIVE GALACTIC NUCLEI

1.2.1 OBSERVATIONAL PROPERTIES

The term Active Galactic Nuclei refers to galaxies with distinct continuous central luminosity
produced by central accreting SMBHs. These sources are typically more luminous (10%% — 1046
ergs—!) compared to average quiescent galaxies. A variety of sources such as Seyfert galaxies,
quasars, and blazars belong to the AGN class. Seyfert galaxies are nearby (redshift, z < 0.1)
AGN with moderate luminosity (103 — 105 ergs~'). They were originally discovered by Carl
Seyfert (Seyfert, 1943) due to their strong broad emission lines. They are divided into two
groups (Khachikian & Weedman, 1974) according to the broadness of the emission lines in their
spectra: (a) Type 1 Seyferts exhibit broad (> 2000 km s~!) permitted lines, narrow forbidden
lines, powerful non-stellar optical and ultraviolet (UV) continua, and host galaxy stelar light; (b)
Type 2 Seyferts show only narrow permitted and forbidden lines with host galaxy dominated
continua. Quasi-stellar radio sources (QSRS) were first discovered as stellar-like cores in radio
sources. Quasi-stellar object (QSO) is the radio-quiet equivalent to QSRS. Now, quasars is used
to refer to both types. Their broad emission-lines revealed their high redshift origin (Schmidt,
1963). Quasars are high luminosity (My < -23) AGN predominately residing at high redshift.
In general, AGN emit a non-stellar nuclear continuum, and strong emission lines which are
produced by non-stellar radiation. AGN often exhibit emission-line and continuum variations.
Additionally, AGN emit at a wide range of wavelengths and they are sub-classified according
to their multi-wavelength properties. For example, blazars are a sub-class of AGN with their
variable multi-wavelength emission (especially radio and gamma-rays, but also optical and
UV). Low-ionization nuclear emission-line regions (LINERs) show strong emission lines that are
excited by non-stellar radiation and therefore they are another sub-class of AGN. Radio galaxies
with non stellar nuclear continuum also belong to the AGN family. AGN with extended (up to
hundreds of kiloparsecs) radio jets are referred as radio-loud and those objects without the large
jets and powerful radio emission from the center are ‘radio-quiet’. (Kellermann et al., 1989).
Classification depends on the ratio of radio to optical flux in the center, essentially. Kellermann
et al. (1989) defined the radio-loudness based on the ratio (R) of the radio flux at 5GHz to
optical B-band flux, for radio-loud AGN R > 10. The vast majority (~80% or more) of the AGN
population are radio-quiet. For example, Seyfert galaxies generally have weak radio emission
(non-thermal emission from the central engine) and therefore they are classified as radio-quiet
sources.

1.2.2 STRUCTURE AND UNIFICATION

The classification of Seyfert galaxies has been generalized to the AGN population under the
unification picture. According to the unification scheme (Antonucci, 1993; Urry & Padovani,
1995) Type 1 and Type 2 are same objects except, they are viewed from different angles. Figure
1.1 illustrates the AGN unification model based on viewing angle. According to this unified
model all AGN have a SMBH and an accretion disk as the central engine. The accretion disk
generates optical-UV continuum emission. Near the central engine (within about 1 pc), fast-



4 1. Introduction

moving, hot, and dense gas forms the broad-line region (BLR) (Peterson, 1997; Osterbrock &
Ferland, 2006). The BLR gas is under the influence of SMBHs gravity and moves with a speed
of several thousand kms™!. The broad emission-lines are produced in this region via photo-
ionization of the gas by the optical-UV continuum.

A dusty and parsec-scale torus surrounds the accretion disk and BLR. The torus absorbs the
continuum emission and reemits the received emission in the infrared (IR). The inner edge of
the dusty torus is about 1 pc and set by the dust sublimation temperature. Although the torus
has a donut shape in Figure 1.1, recent theoretical studies suggest a circumnuclear and clumpy
dust distribution (e.g., Honig et al., 2006; Schartmann et al., 2008).

The narrow-line region (NLR) is an extended (1-1000 pc) region, which has low velocity
dispersion (< 1000 kms™!), low density and cool gas beyond the torus. The narrow emission
lines seen in the spectra are produced in this region by the photo-ionized gas by the nuclear
continuum emission (Peterson, 1997; Osterbrock & Ferland, 2006).

This unification scheme suggests that orientation is the only difference between Type 1 and
Type 2 AGN. Type 1 AGN are viewed directly face-on (low inclination with respect to the axis of
rotational symmetry of the system) and the Type 2 AGN are viewed edge-on (high inclination)
and therefore the central emission is blocked along the line of sight by the obscuring torus. As
discovered by Antonucci & Miller (1985) hot electrons outside the torus scatter and polarize the
nuclear continuum and the broad-line emission and therefore BLR emission of Type 2 AGN is
visible only in polarized light. As shown in Figure 1.1 the unification of the radio-loud AGN
are similar to radio-quiet AGN but includes the radio jet (Urry & Padovani, 1995). For exam-
ple, blazars are viewed directly down the jet which is believed to produce the highly variable
Doppler boosted emission at radio, optical, UV and X-ray energies.

1.2.3 SPECTRAL ENERGY DISTRIBUTIONS

The spectral energy distributions (SEDs) of AGN span the entire electromagnetic spectrum,
from radio to Gamma-rays. The SEDs of AGN are composed of distinct emission features that
hint the physical processes forming the observed energy output. AGNs are believed to be pow-
ered by accretion of matter into the central SMBH (Rees, 1984). The SEDs display different
forms of the accretion power across the electromagnetic spectrum.

Optical-UV Emission: Figure 1.2 shows an example mean SED adapted from Elvis et al.
(1994). AGN exhibit almost equal energy per unit logarithmic frequency interval (the horizontal
line in Figure 1.2 shows equal energy per unit logarithmic frequency). The highest peak of the
SED in the optical and UV region is called as the ‘Big Blue Bump’ (BBB). As seen from Figure 1.2
the BBB covers the region between 1um to 1000A and contains a significant fraction of the total
energy output. The BBB is generated by the thermal blackbody radiation from the accretion disk
around the central SMBH, the disk is considered as annuli at different temperatures, each annu-
lus radiates like a blackbody and the combination of these black body curves form a power law
(Shields, 1978; Malkan, 1983). The peak of the accretion disk is expected to be around 100A (see
§1.2.4) that is in the extreme-ultraviolet (EUV) region of the SED. However, due to absorption
by neutral hydrogen in our Galaxy, we are unable to observe the spectral range 912A—100A.
Therefore, the possible extension of the BBB to the EUV region is observationally unclear. This
turns out to have an important impact on our ability to accurately characterize the SED and to
measure accurately the bolometric luminosity (Chapter 3).
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Narrow Line
Region

Broad Line
Region

Accretion
Disk

Obscuring
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Figure 1.1 Schematic view of AGN unification model. According to the unification model
the differences between different types of AGN arise because of their different orientations
to the observer. In Type 1 AGN the observer directly views the active nucleus. In Type 2
AGN the nucleus is observed through the torus which prevents a direct view of the optical
continuum, broad-line region. Figure adapted from Urry & Padovani (1995) and copied from
https:/ /www.cta-observatory.ac.uk/?page_id=1196.

X-ray Emission: The X-ray spectra of AGN cover a large range from 0.1keV to ~300keV and
exhibit separate components. The primary X-ray continuum of AGN is well described as a power-
law extending from 1keV to 100 keV with a high energy cutoff above 100 keV (e.g., Mushotzky
etal., 1993; Nandra & Pounds, 1994; Molina et al., 2013). The hard X-ray (>2 keV) power law that
is also referred as the primary X-ray continuum is in the form of F(X) « E', where F(X) is the
X-ray flux, E is the energy and I' is the power law index. X-ray observations show that the mean
power law index is ~1.9 (Nandra & Pounds, 1994). The primary X-ray continuum is produced
by the Compton up-scattered (inverse-Compton scattered) accretion disk radiation (optical/UV
photons) to X-rays (Sunyaev & Titarchuk, 1980). This process happens in the corona of hot
electrons above the accretion disk (e.g., Haardt & Maraschi, 1991; Sobolewska et al., 2004; Jin
et al., 2012a).

The primary X-ray continuum reflects back and irradiates the accretion disk and produces
the reflection component including the scattered continuum emission peaking at ~20-30 keV
(also referred as the Compton hump) and X-ray emission lines (e..g., George & Fabian, 1991;
Nandra & Pounds, 1994; Reynolds & Nowak, 2003). The strongest emission line produced in
the disk is the Fe K, line at ~6.4keV (e.g., Reynolds, 1997; Nandra et al., 1997). This line often
exhibits a broad profile due to relativistic Doppler effects occurring at a few gravitational radii
of the SMBH (e.g., Tanaka et al., 1995).

The X-ray spectra may also have additional components such as the soft excess emission and
absorption features. The so-called soft excess appears at soft energies (below 2 keV) as an excess
emission over the power-law continuum (e.g., Turner & Pounds, 1989). The soft excess emission
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Figure 1.2 Radio to X-ray spectral energy distribution of quasars (Elvis et al., 1994). Solid and
dot-dashed lines represent radio-quiet and radio-loud quasars, respectively. The horizontal
line shows equal power per decade, the power output of a quasar is almost equal from the far-
infrared to X-rays. Figure is copied from http:/ /hea-www.harvard.edu/~elvis/quasarsed.gif.

is characterized by blackbody (single or multiple) emission with a temperature of ~0.1-0.2keV
(e.g., Crummy et al., 2006). The physical origin of the soft excess X-ray emission is a matter of
debate. This emission was first interpreted as the tail of the thermal emission from the accretion
disk (e.g., Pounds et al., 1987; Walter & Fink, 1993), but the temperature of the soft excess is
higher compared to the predictions of standard accretion disk model (e.g., Gierlifiski & Done,
2004; Crummy et al., 2006). One possible explanation includes the produced emission lines at
soft energies by the reflection, such that, due to relativistic effects, these lines are blurred into
a broad emission component (e.g., Ross & Fabian, 2005; Crummy et al., 2006). An other view
explains the soft excess emission as the thermal inverse-Comptonization of seed accretion disk
photons in a lower temperature corona (e.g., Magdziarz et al., 1998a; Done et al., 2012).

Infrared Emission: In Figure 1.2 the broad feature longward of 1um is the infrared bump
formed by the re-processed accretion disk radiation. The optical/UV photons from the accre-
tion disk heat the surrounding dust grains (to 50—1000 K) in the dusty torus (e.g., Rieke, 1978;
Antonucci, 1993). The warm dust grains re-emits the absorbed energy in the mid-IR, between 2

and 100pum. Additionally, dust in the NLR may contribute to this mid-IR emission (e.g., Mason



1.2. Active Galactic Nuclei 7

et al., 2006). The hot dust close to the sublimation temperature (~1500 — 2000 K) produces the
‘near-infrared inflection” point between 1pum and 1.5um (Sanders et al., 1989; Elvis et al., 1994).
The ‘submillimetre break” appears as a strong drop in the far-IR emission, but the strength of
the drop is larger for ‘radio-quiet’ sources compared to ‘radio-loud’ sources (Elvis et al., 1994).
The re-processed radiation from the torus does not extend to the far-IR region; the far-IR dust
emission is mostly dominated by the star formation in the host galaxy.

Radio and ~-ray Emissions: The SEDs of some AGN (depending on the type, e.g., Urry &
Padovani, 1995) may include non-thermal radio and v-ray emissions, which are generated in
relativistic jets. Jets radiate from the radio to the gamma-ray range via the synchrotron and the
inverse-Compton scattering processes.

1.2.4 ACCRETION LUMINOSITY

Accretion of matter onto the SMBH forms an optically thick and geometrically thin accretion
disk in order to dissipate angular momentum (Shakura & Sunyaev, 1973). The accreted material
is transported inward while its angular momentum is transported outward by for example
viscosity. The gravitational potential energy at radius R in the disk is:

R )
where Mgy is the mass of the black hole. As matter with mass dM spirals inward through the

accretion disk, the change in the gravitational potential energy is:

G Mgy
R2

FE =

1.2)

AE = dMdR. (1.3)

Half of this energy change converts into kinetic energy of the accreting material and the other
half turns into thermal energy that radiates. This is the luminosity produced by the accretion,

Lgce, and it is in the form of:
GMgy -

SR MdR (1.4)
where M is the mass accretion rate. To first order it is assumed that the disk radiates locally like
a black body, therefore luminosity per unit radiating area (2 x 27R x dR, assuming spherical
symmetry) is equal to the energy loss by blackbody radiation:

Lacc =

_ GMpuM

Loce = oT?*

8 R3 ’
where o is the Stefan-Boltzman constant and 7' is temperature. The accretion disk has many
annuli at different temperatures and the resultant accretion disk spectrum is power-law that is
a superposition of many black body spectra. If the temperature of the inner disk is ~ 10° K, the
peak of the emission is at ~100A. This is only a rough approximation and in reality the observed
spectral energy distributions of AGN are not fully consistent with this standard accretion disk
spectrum (e.g., Koratkar & Blaes, 1999). One of the main problems is the absence of a Lyman
edge of hydrogen in the observed spectra (Hubeny et al., 2001). In general, the details of AGN
accretion disks are still not well understood.

The conversion of mass to energy depends on the accretion efficiency, 1. The energy is
E = nMc? and the rate at which the accretion energy is released is:

dE
dt

(1.5)

Lacc = = UM02 ) (16)
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where M = % is the mass accretion rate.

The accretion luminosity also generates radiation pressure in the form of:

Lgce
Frad = or (17)

dmer?

where o7 is the Thomson cross-section. If we consider an electron-proton pair as the accreting
matter (we assume material to be fully ionized and mostly hydrogen), this pair is under the
influence of the gravitational force:

GMBH(mp + me) N GMBHmp
7/-2 - 712 :

F, grav — (18)

The balance of the F,.,q4 and Fj,,, acting on this electron-proton pair defines the critical lumi-

nosity for spherically symmetric and steady accretion which is also known as the Eddington

luminosity, Lgqaq,:

4G M, M

ITTBHIE g 35 1038 281 (1.9)
ar M@

Lpgqs =

Since Lgqq is proportional to My and L. is proportional to the amount of accreted matter
(M ), the ratio of these luminosities, called the Eddington luminosity ratio, Agqq = Lace/LEaq. It
gives the mass accretion rate normalized to the black hole mass. In order to measure Lgqq and
thus the accretion rate, if the mass of the BH is known, one needs to measure L,.. from the
spectral energy distribution.

The total energy output of AGN depends strongly on the mass accretion rate and thus the
Eddington ratio. The Eddington luminosity ratio is proposed to affect the broad emission lines
(e.g., Collin et al., 2006) and the SEDs (e.g., Vasudevan & Fabian, 2007). The link between the
SEDs, Eddington ratio and the broad emission lines is one of the main issues studied in this
thesis. In Chapter 3 I attempt to measure Lgq4q from the observed spectral energy distributions.
This is not an easy task because, as stated in §1.2.3, SEDs of AGN span a large wavelength range
and there is a huge gap in the EUV that requires a gap repair. On the other hand one needs to
separate the luminosity, which is produced by the accretion from the reprocessed emission gen-
erated by the accretion luminosity itself. For example, the reprocessed IR radiation longward
of 1p4m is not part of the accretion luminosity. Our lack of knowledge of the exact intrinsic SED
shape brings a significant limitation to our ability to measure L,... The characteristic variations
of the optical, UV and X-ray continua brings an additional challenge to the problem. In Chapter
3, I eliminate this latter challenge by using simultaneous optical, UV and X-ray measurements.

1.3 MASS MEASUREMENTS OF SUPERMASSIVE BLACK HOLES

The presence of SMBHs at the centers of most massive and some low-mass galaxies gained ac-
ceptance over the last two decades (e.g., Kormendy & Ho, 2013). As a result, SMBHs became
a fundamental component in the galaxy anatomy; SMBHs can either be dormant/quiescent or
active. The existence of actively mass accreting SMBHs have been considered since the dis-
covery of quasars (Lynden-Bell, 1969; Rees, 1984). Over the last decade observations of local
galaxies supported the existence of quiescent SMBHs that are the remnants of active SMBHs
(e.g., Kormendy & Ho, 2013). More notably, these observations showed that in the local Uni-
verse the mass of the central quiescent SMBH correlates with the host galaxy properties such as
the stellar velocity dispersion (o), mass (Mpy14.) and the luminosity (Lyyige) of the bulge. These
correlations are referred to as the Mpn — 0, (e.g., Ferrarese & Merritt, 2000; Gebhardt et al., 2000;
Giltekin et al., 2009), the Mgy — My (e.g., Haring & Rix, 2004; Kormendy & Ho, 2013) and the
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Mgu — Lyuige (e.g., Magorrian et al., 1998; Marconi & Hunt, 2003; Gtiltekin et al., 2009) relation-
ships, respectively. The immediate interpretation of the observed correlations is not an easy task
because the bulge component of a galaxy is far beyond the gravitational influence of the central
BH. However, the general consensus is that there should be a link between the formation and
growth of galaxies and their SMBHs such that the bulge and the BH should affect each other
as they evolve. The relevant processes are unknown, however given their importance, subject
to intense study. On the theory side, the origin of the observed correlations between Mpy and
host galaxy is controversial. There are several proposed explanations for these empirical cor-
relations. One scenario includes the feedback between the BH and the host galaxy (e.g., Silk
& Rees, 1998; Fabian, 1999; King, 2003; Murray et al., 2005). When the radiation pressure from
the highly accreting quasar sweeps away the gas, the equilibrium of the inward gravitational
force and the outward radiation force result in a relation in the form of Mpy « o} (e.g., Fabian,
2012). An other explanation is galaxy-galaxy mergers (e.g., Di Matteo et al., 2005; Hopkins et al.,
2009b): When two galaxies merge, gas funnels toward the center and the BH grows by accreting
this gas; then the AGN feedback blows away the gas, and shuts off the accretion process and
the star formation at the same time. In this case, both the evolution of the galaxy and the central
BH are influenced. There is even a simpler explanation which is based on number statistics and
the central limit theorem of the mergers (Peng, 2007; Jahnke & Maccio, 2011). In this case, the
BH and the galaxy are not related and the tightness of the resultant correlation depends on the
number of merger events between the galaxies.

The empirical correlations between the BH mass and the host galaxy is currently only ex-
plored for nearby galaxies for which the masses are directly measurable. To understand the
evolution of galaxies, how and when active BHs turn into dormant BHs, how the host galaxies
are affected during this phase transition, we need to determine BH masses at different redshifts.
The black hole mass function is the space density of BHs as a function of mass and redshift (e.g.,
Greene & Ho, 2007; Vestergaard et al., 2008; Vestergaard & Osmer, 2009; Schulze & Wisotzki,
2010; Kelly & Merloni, 2012; Kelly & Shen, 2013a; Shen & Kelly, 2012). The BH mass function al-
low us to study BH population as a function of redshift and put some constraints on BH seeding
models (e.g., Natarajan & Volonteri, 2012). For example the mass distribution of Type 1 quasars
as function of redshift shows that distant quasars are very massive (between 108 M, — 100 M)
and very luminous (10%° — 10%8 ergs™!) and 10'° M, seems to be the maximum mass limit of
quasars (e.g., Vestergaard et al., 2008; Vestergaard & Osmer, 2009). Moreover, the most massive
black holes are the most actively accreting at high redshift. With decreasing redshift the less
massive black holes are the most active ones. This is down-sizing (see figure 5 of Vestergaard
& Osmer, 2009). In order to understand the formation and evolution of SMBHs we need to
determine masses for quiescent and active SMBHs over a large redshift range. There are differ-
ent methods to measure the BH masses in quiescent and active SMBHs. For quiescent SMBHs
masses can be measured by stellar and gas dynamics, however this method is limited by our
capable resolution and distance to the galaxy. Mass measurements of active SMBHs require
variability and temporal resolution. And we can only obtain BH demographics by measuring
masses of the active SMBHs because, the masses of quiescent SMBHs can not be measured be-
yond the local Universe (§1.3.1), therefore mass measurements of active SMBHs are extremely
important. To understand the basics and limitations of these different methods I will explain
them briefly.
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1.3.1 STELLAR - GAS DYNAMICS

The mass measurement of the SMBH at the center of our galaxy is based on the resolved orbits of
the individual stars. Although individual stars in other galaxies can not be resolved, dynamical
methods (e.g., Kormendy & Richstone, 1995; Ferrarese & Ford, 2005a; Kormendy & Ho, 2013)
can be used to measure BH masses. The gravitational radius of influence (R;, ) of the SMBHs,
of order ~1-100 parsecs, require spatially resolved spectroscopy and can be resolved in nearby
galaxies located within ~300 Mpc (Ferrarese & Ford, 2005a). The velocities of the populations
of stars within R;,; can be measured by high resolution spectroscopy. Observed stellar light
are fitted with stellar dynamics models that are determined by BH mass and as a result, the BH
mass can be inferred based on the models. In addition, gas dynamics via nebular emission lines
can also be used to to obtain BH mass. Both of these methods, stellar and gas dynamics, allow
the BH mass in any galaxy, both in quiescent galaxies and in AGN to be measured. However,
since bright AGN outshine their host galaxies, it is difficult to measure stellar/gas properties
for bright AGN and quasars. Also AGN are more distant which is yet another challenge for the
required spatial resolution. Therefore, BH masses based on stellar/gas dynamics are difficult to
obtain for distant, luminous AGN.

Another successful method to measure BH masses is to use the Megamaser (e.g., Lo, 2005)
emission that can be seen in Type 2 AGN due to the obscured disk. The maser emission allow us
to trace molecular gas around the SMBH and thus it gives very accurate BH mass measurement
(e.g., Miyoshi et al., 1995). But because of the special alignment needed in our line of sight to see
the maser emission these sources are very rare. Also, because of this special alignment along
our line of sight this emission can only be seen at Type 2 AGN where we look through the disk.
In Type 1 AGN, BLR gas within the gravitational potential of the central BH allow us to measure
BH mass (§1.3.2 and 1.3.3).

1.3.2 REVERBERATION MAPPING

The standard, but incomplete, picture of the BLR of an AGN includes dense, warm (~ 10*K)
and photo-ionized (e.g., Ferland et al., 1992) gas. Probably the BLR gas is not in the form of
many clouds because we do not see small scale structures in the emission-line profiles and this
put a lower limit on the number of clouds as 10® which is a large number for discrete clouds
and therefore BLR should be more like flow (e.g., Arav et al., 1998). Rather the BLR may be
in the form of a wind from the accretion disk (e.g., Elvis, 2000). Although our current knowl-
edge about the structure and kinematics of the BLR is highly immature, observations show that
broad emission lines vary on short timescales (within days to weeks) in response to continuum
variations. This indicates that the BLR gas is reprocessing the ionizing continuum produced by
the accretion disk and it is located very close to the central engine (light days to 100 light days,
micro arcsecond scales, ~0.1 pc) and therefore it is spatially unresolved and can not be studied
by direct imaging. The broad emission lines of Type 1 AGN allow us to indirectly probe this
region and measure the distance to the BLR, Rprr. The BLR gas reprocesses the continuum
photons and emit the AGN characteristic broad emission lines. Although this process is nearly
instantaneous, the changes in the line flux is delayed from that of the continuum because the
BLR is not co-spatial with the continuum region. The time delay, 7, corresponds to the light
travel times to the BLR and Rprr = c7 (c is the speed of light) is the distance travelled by the
photons. Reverberation Mapping (RM) (Blandford & McKee, 1982; Peterson, 1993) is a method
to measure the time delay, 7, between the continuum and broad emission line flux variations,
thus it provides the responsivity weighted distance to the BLR. There are two analysis methods
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to extract the time delay between the two light curves: CCF and JAVELIN. In Chapter 2 I will
use the results of the two RM analysis methods, therefore below I briefly outline these methods.

The Cross-Correlation Function (CCF) Analysis Method: The light curves are not continuous
but consist of discrete data points that may not be regularly sampled. To allow intra-day time
delays to be detected, the amplitude of the flux densities between the observed data points need
to be estimated. This can be done by the interpolation cross-correlation function method (ICCF),
which simply generates a linear interpolation of the data points in the light curve (Gaskell &
Peterson, 1987; White & Peterson, 1994; Peterson et al., 1998, 2004). Thereafter, the interpolated
continuum and emission-line light curves are cross correlated. The cross correlation function
(CCF) is the distribution of the cross correlation coefficients as a function of the time-delay. In
the CCF analysis method, the 7 value adopted is the centroid of the cross correlation function
between the continuum and emission-line variations.

The Stochastic Process Estimation for AGN Reverberation Analysis Method (JAVELIN): Zu
et al. (2011) present this new light curve analysis method with the aim of modeling an irregu-
larly sampled light curve with a more advanced statistical technique. Previous studies show
that an AGN light curve can be well described as a damped random walk process (Kelly et al.,
2009; Koztowski et al., 2010; MacLeod et al., 2010). The JAVELIN analysis models the continuum
light curve by such a damped random walk, characterized by two parameters, the amplitude
and the damping time scale. All the variability information in the continuum light curve is
used as a prior to a joint model of the emission-line and the continuum light curves, assuming a
top hat transfer function between the observed continuum and emission line flux variations. A
likelihood function is obtained for the possible time delays, and the best-fit parameters are con-
strained by maximizing this likelihood function. In the likelihood distribution, the time delay
corresponding to the peak of the distribution, is adopted as the time lag between the continuum
and emission-line light curves.

1.3.3 VIRIAL BLACK HOLE MASSES BASED ON REVERBERATION MAPPING

If the motion of the BLR gas is assumed to be dominated by the gravity of the central BH, and
therefore the emission lines are Doppler-broadened, then the distance and the velocity disper-
sion (AVprr) of the gas can be used to directly measure the mass of the BH, Mpy. The virial
relationship gives the reverberation mapping based Mgy as (e.g., Peterson et al., 2004):

Mg — fRBLR(?;VBLR)Q 7 (1.10)
where Rprr is the average radius of the BLR measured from RM analysis, G is the gravita-
tional constant, f is a dimensionless factor (probably it has a different value for each AGN, e.g.,
Pancoast et al., 2013) accounting for the unknown geometry and inclination of the BLR (Onken
et al., 2004; Peterson et al., 2004). The velocity dispersion of the BLR gas is measured from the
width of the emission-line. For RM spectroscopic monitoring datasets, the line width is mea-
sured from the root mean square (rms) of the mean spectrum. The rms residual spectrum is
preferred because it eliminates constant features and contains only the variable component of
the line that is responding to continuum variations.

If the BLR is virialized, then from equation 1.10 one expects the velocity dispersion to scale

with the BLR distance such that AV r o« cr2. The RM studies that provide lag measurements
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for multiple emission lines (Onken & Peterson, 2002; Kollatschny, 2003; Peterson et al., 2004;
Bentz et al., 2010) confirm this expected relation between the line width and time delay, which
support the notion that the BLR is virialized. Although observations indicate that gravity is the
primary force in the BLR, as suggested by Marconi et al. (2008) radiation pressure may have a
significant contribution that works against gravity. The radiation pressure force can be added
to equation 1.10 as:

Rprr(AVpLr)®

G

where L is the luminosity and g is a correction factor for radiation pressure that depends on the
column density of BLR clouds and geometrical properties of the BLR (Marconi et al., 2008). This
equation implies that if the radiation pressure correction factor (¢L) is not taken into account,
BH masses will be underestimated. Based on the analysis of Marconi et al. (2008) the effect of
radiation pressure is expected to be significant especially for objects accreting near the Edding-
ton limit. Since both gravitational force and radiation pressure depend on the distance square
it is difficult the separate the two forces without an independent measure of Mpy. Netzer
(2009) argue that in most AGN the column density of the BLR clouds is greater than 10** cm—2
(radiation pressure is expected to be significant when the column density is below 10%% cm ™2,
Marconi et al., 2008), and therefore the effect of the radiation pressure is much smaller than
expected. However, as stated by Marconi et al. (2009) AGN have a wide column density dis-
tribution and thus the overall effect of the radiation pressure is difficult to evaluate. Netzer &
Marziani (2010) take into account column density variations as a function of location in their
modeling and find that even when the radiation pressure is important the mean cloud location
and line width give a reasonable M p . Since the significance of radiation pressure for virial BH
masses is a matter of debate, the effect of radiation pressure is neglected (or g is assumed to be
zero) for the RM based BH mass estimates adopted in this thesis.

Mpy = f +gL, (1.11)

The effect of radiation pressure, the unknown geometry and the inclination of the BLR are
the main uncertainties in RM based BH masses. The f factor in equation 1.10 accounts for the
unknown geometry and the inclination that we do not take into account (Onken et al., 2004;
Peterson et al., 2004). The unknown f factor in equation 1.10 provides the largest uncertainty in
Mp g measurements. Onken et al. (2004) measured an average f factor, < f >, by assuming that
the RM based Mgy measurements follow the Mgy — 0. relationship of local quiescent galaxies.
The nearby AGN are expected to follow the relation of quiescent SMBHs because they have low
accretion rate and they ought to be close to their final mass. Other studies (Woo et al., 2010;
Graham et al., 2011; Park et al., 2012a; Grier et al., 2013a) also investigated the average f factor
of AGN. Woo et al. (2013) claim to have better data for the Mgy — o, relationship and they
find a different value of f = 5.1. Recently, Grier et al. (2013a) included new ¢, measurements
to the AGN Mgy — o0, sample and remeasured time lag measurements of this sample from
the JAVELIN analysis of (Zu et al., 2011). Grier et al. (2013a) report an average f factor of
< f >=4.31£1.05 based on the zero point of the most recent Mpy—o, relation (Woo et al., 2013).
There are new efforts that are being pursued that can directly estimate the f factor for individual
sources based on dynamical modeling of RM data (e.g., Pancoast et al., 2013). However, this
method requires a large RM data set that makes it difficult to apply for large samples, but it
has potential. AGN display an intrinsic scatter of ~0.4 dex around their Mpy — o, relationship
(Woo et al., 2013). This scatter can be taken to represent the typical uncertainty in Mpy. As a
result, the derived virial BH masses are uncertain to within a factor of a few.

Despite the caveats related to radiation pressure and the f factor, for a few Type 1 AGN
where independent Mgy measurements are available, RM based BH masses agree with stel-
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lar/gas dynamics results to within the measurement errors (Peterson, 2010, and references
therein). It is encouraging that both of these methods agree because it means both methods
are likely reasonably reliable. Reverberation mapping does not depend on spatial resolution
and therefore it is not restricted to the local Universe and can be applied to Type 1 AGN at
any redshift. Instead it requires temporal resolution and spectroscopic monitoring campaigns,
i.e., for local objects typically covering a couple of months. But for high redshift objects RM is
restricted by the required long term (e.g., over years Kaspi et al., 2007a) monitoring. Since the
required monitoring campaigns are expensive to be put into practice, RM based direct Mpy
measurements have been obtained for about ~50 nearby (2 < 0.3) AGN that are often referred
as the ‘Reverberation Mapping Sample” or the ‘RM sample” (Peterson et al., 2004; Bentz et al.,
2009b, 2010; Denney et al., 2010; Grier et al., 2012b; Bentz et al., 2013, and references therein).

1.3.4 RADIUS LUMINOSITY RELATIONSHIP

Reverberation mapping of local AGN has led to estimates of BLR sizes and BH masses for the
RM sample. These measurements reveal a tight relationship between the mean optical con-
tinuum luminosity at 5100A, L(5100A), and the size of the Hj3 emitting region, R(Hp3). This
relationship is referred to as the ‘radius—luminosity relationship” (or ‘R — L relationship’) (e.g.
Kaspi et al., 2000, 2005; Bentz et al., 2009a, 2013). Figure 1.3 shows the latest revised version of
the R — L relationship based on L(5100A) measurements corrected for the host galaxy contami-
nation and new R(Hf) measurements of additional AGN (Bentz et al., 2013). The AGN sample
of Bentz et al. (2013) includes 41 sources that cover 4 orders of magnitude in L(5100A). The
R — L relationship is in the form of a power law with a slope of a = 0.546 + 0.027 (Bentz et al.,
2013). This slope is consistent with the expected slope of 0.5 from photo-ionization physics (Os-
terbrock & Ferland, 2006). If gas density and the ionization parameter is assumed to be similar
in all AGN, as observations suggest (Peterson, 1997; Dietrich et al., 2002), then the distance to
the BLR is expected to scale with the ionizing luminosity, L(ionizing), as Rprr  L(ionizing)%®
(see Chapter 2 for more details on this discussion).

The R — L relationship can be used to estimate the distance to the BLR from a single con-
tinuum luminosity measurement without applying RM analysis that requires long term moni-
toring. Therefore, it has been used mainly for virial BH mass estimates based on ‘single-epoch’
spectrum (e.g Vestergaard & Peterson, 2006) (see §1.3.5). Recently, Watson et al. (2011) showed
that the R — L relationship can be used to measure AGN distances and therefore AGN and
quasars can be used as standard candles such as Type Ia supernovae (SNe). This method re-
lies on performing RM monitoring and directly measuring Rprr from the RM analysis and the
mean continuum flux, F(cont), from the mean spectrum. By using the R — L relationship the
intrinsic luminosity of the AGN can be measured for the given Rgrr. Then this luminosity, L,
can be used to infer the AGN luminosity distance, Dy, via:

L = 47D?% F(cont). (1.12)

As shown by Watson et al. (2011), Dy, inferred from the R — L relationship are consistent with
the actual distances within errors, which supports the hypothesis that this method works.
Cosmic distances measured from standard candles are very important to understand the
cosmological evolution of the Universe. The expansion of the Universe was discovered by mea-
surements of Type la supernovae (SNe) (Riess et al., 1998; Perlmutter et al., 1999). The expan-
sion of the Universe is also confirmed by other cosmological probes (Planck Collaboration et al.,
2013, e.g., the cosmic microwave background). The driver of the accelerating expansion of the
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Figure 1.3 The revised R — L relationship of 41 local AGN (Bentz et al., 2013). The solid line is
the best fit relationship and the gray-scale region shows the uncertainties on the best fit. The
best fit slope is a = 5.546. The scatter around the R — L relationship in R is o = 0.13 dex.

Universe is generally referred to as the dark energy. Understanding the origin of the dark en-
ergy is one of the most important scientific aspirations of this century.

Since the luminosity distance depends on the assumed cosmological model, the Hubble
diagram (Dr vs. redshift) of Type Ia SNe can be used to constrain cosmological parameters
such as the sum of the matter density (£,,), the cosmological constant (£2)) and the radiation
density (£2,.). Observations of Type la SNe are consistent with the cosmological model of a flat
Universe (2, + Qx + Q. = 1). The equation of state of dark energy (w) may change with the
expansion of the Universe across cosmic time. Unfortunately, Type Ia SNe are rare and difficult
to detect and measure at z > 1.5 thus, they are not ideal probes to constrain the dark energy
equation of state at high redshifts. Therefore, other independent distance indicators are needed
in order to measure the expansion of the Universe.

Figure 1.4 shows the AGN Hubble diagram of local RM AGN as presented by Watson et al.
(2011). Compared to Type Ia SNe the current AGN Hubble diagram has a larger scatter; a
scatter of ~0.5 mag. With the latest revised version of the R — L relationship (Bentz et al., 2013)
the scatter reduces to ~0.3 mag (Chapter 2). AGN are promising cosmic probes because they
are continuously emitting sources: they can be observed multiple times and they are numerous
at higher redshifts, z > 1.5. Therefore, AGN provide an independent, complementary distance
indicator to study the expansion of the Universe. Especially, high redshift AGN have a great
potential to probe the time derivative of the dark energy equation of state (King et al., 2014).

The current hope is to reduce the scatter in the AGN Hubble diagram and to use AGN as
cosmological probes effectively. This depends on the scatter in the R — L relationship that is
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Figure 1.4 The AGN Hubble diagram for 38 AGN (Figure 2 of Watson et al., 2011). The solid,
dashed and dotted lines represent different cosmologies as labeled. The lower panel shows the
ratio of the data compared to the current best cosmology (Komatsu et al., 2011).

currently estimated as 0.13 dex in R (Bentz et al., 2013). In Chapter 2, I further investigate the
scatter in the R — L relationship. According to Bentz et al. (2013) a large fraction of this scatter
is attributed to the inaccurate AGN distances, however as I present in Chapter 2, there are other
significant sources of significant scatter related to the variability of individual objects.

1.3.5 MASS SCALING RELATIONSHIPS

With the R— L relationship we can estimate Ry, r from a monochromatic continuum luminosity
that is measured from a single spectrum. When Rg r is combined with a broad emission-line
width measured from the same spectrum, Mpy can be calculated from equation 1.10. These
formulations are referred to as “mass scaling relationships’ and they provide virial masses based
on individual single-epoch (S-E) spectra (e.g., McLure & Jarvis, 2002a; McLure & Dunlop, 2004;
Wu et al., 2004; Greene & Ho, 2005; Vestergaard & Peterson, 2006; McGill et al., 2008; Vestergaard
& Osmer, 2009; Park et al., 2013). For example, the optical mass scaling relationship for Hf is
presented by Vestergaard & Peterson (2006) in the form of:

FWHM(HB)\* / L(5100) \°°
_ 6
MBH =8.3x10 ( 10%km s—1 > ]_04467"95 o1 M@ s (113)

where the full width half maximum (FWHM) represents the velocity of the BLR gas. Simi-
lar relationships also exist for other emission lines and continuum luminosities such as, C1v
(Vestergaard, 2002; Warner et al., 2003; Vestergaard & Peterson, 2006; Park et al., 2013) and Mg 11
(McLure & Jarvis, 2002a; Vestergaard & Osmer, 2009; Wang et al., 2009). Mass scaling relation-
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ships can be easily applied to single-epoch spectra obtained in large surveys like Sloan Digital
Sky Survey (SDSS) and provide BH mass determinations for large number of Type 1 AGN in
a large redshift range (e.g., Corbett et al., 2003; Greene & Ho, 2007; Vestergaard et al., 2008;
Schulze & Wisotzki, 2010; Shen et al., 2011, and references therein). These masses allow us to
investigate the space density of SMBH from redshift zero to six and to infer properties of SMBH
populations (e.g., Jiang et al., 2007; Vestergaard & Osmer, 2009).

Mass scaling relationships are typically calibrated to the mass measurements of the RM sam-
ple (Peterson et al., 2004), obtained from the HQ line. Therefore, the first limitation of these scal-
ing relations is the uncertainty of RM based BH masses of about ~0.4 dex (Vestergaard & Pe-
terson, 2006). The statistical uncertainty of the mass scaling relations relative to the RM masses
is ~0.3dex — 0.5dex (or a factor of ~ 2.5—3). When the two uncertainties are combined, the
absolute 1o statistical uncertainty of the mass scaling relationships becomes as large as a factor
of ~3.5—4 (Vestergaard & Peterson, 2006; Vestergaard & Osmer, 2009).

While mass calling relations can be applied by means of two measurements - the emission-
line width and the nuclear continuum luminosity- these measurements have several systemic
uncertainties (Denney et al., 2009a). The uncertainties related to continuum luminosity include
the host galaxy contamination, blending with other spectral features, data quality and AGN
variability. The emission line width measurements are affected by the presence of narrow-line
components, data quality (signal to noise, S/N), absorption features, and blending of emission-
lines. Equation 1.13 includes the second power of the line width and therefore, the uncertainty
of the emission line-width measurement leads to a significant uncertainty in Mpg.

The broad emission-line widths are typically parametrized by FWHM or the line dispersion
(the second moment of the line profile, 7;,.). Both parameters have advantages and disad-
vantages (e.g., Peterson et al., 2004): FWHM is more sensitive to spectral noise, narrow line
components and multiple-peaked lines; oy, is sensitive to line blending with other lines and
noise in the line wings (Peterson et al., 2004; Denney et al., 2009a, e.g.,). It is difficult to model
broad-emission lines because they do not have any particular shape. For example, for a Gaus-
sian profile the FWHM to oy;,. ratio is FWHM/ 04;,.=2.355, and FWHM/ 5y;,,. >2.355 indicates
a rectangular (or ‘boxy’) profile whereas FWHM/ 0y, <2.355 is a ‘peaky’ profile (e.g., Peter-
son et al., 2004). Collin et al. (2006) divided the RM sample into two groups based on the
FWHM/ 0y;p. ratio of the mean Hp lines and showed that the average f factor, < f >, obtained
from the Mpy — o, relationship depends on this ratio. This suggests that the FWHM/ oy, ratio
may be important to obtain more accurate BH masses. Additionally, Collin et al. (2006) showed
that the mean H3 FWHM/ 5y;,, ratio of the RM sample correlates with Eddington ratio, this cor-
relation is shown in Figure 1.5. However, their Eddington ratio estimates were somewhat crude
because they scaled the optical continuum luminosity with a constant bolometric correction
factor to obtain the bolometric luminosity. In Chapter 3, I further investigate the relationship
between the FWHM/ gy, ratio and the Eddington ratio for single epoch H3 and C1v profiles.
In order to obtain more accurate Eddington ratio values, I use simultaneous SEDs to measure
the bolometric luminosity and the Eddington ratio.

1.4 ULTRALUMINOUS INFRARED GALAXIES

Galaxies that emit a large fraction (~90%) of their total energy output in the infrared (IR) are
called "infrared galaxies". The bolometric IR luminosity between 8—1000pum, L;r, of these
galaxies is between Lz = 1010 — 10 L. IR galaxies are classified according to their IR lu-
minosities as: Luminous Infrared Galaxies (LIRGs) with 10! L, < Lz < 10'2 Lg; Ultra Lumi-
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nous Infrared Galaxies (ULIRGs) with 10'? L, < L;z < 10'® Lg; and Hyper Luminous Infrared
Galaxies (HLIRGs) with 1013 L, < L;g.

IR galaxies are known since the early seventies. Rieke & Low (1972) did the first system-
atic ground based IR study and found several IR bright AGN, and some ULIRGs and LIRGs
(U/LIRGS). The Infrared Astronomical Satellite (IRAS, Neugebauer et al., 1984), launched in 1983,
performed the first all sky IR survey and identified most of the IR galaxy population in the
local universe (z < 0.3) (e.g., Sanders & Mirabel, 1996a). Among these IR galaxies, ULIRGs
stand out with their high IR luminosities. The Revised Bright Galaxy sample (RBGS; Sanders
et al., 2003) and IRAS Faint Source Catalog (FSC; Moshir & et al., 1990) include the nearest lo-
cal ULIRGs discovered by IRAS. The IRAS 1 Jy sample selected from the IRAS FSC is a very
well studied sample of 118 local ULIRGs (Kim & Sanders, 1998a). This sample has increased
our understanding of these extreme galaxies. Local ULIRGs are most often interacting galaxies
and major mergers (Veilleux et al., 2002). They are powered predominantly by star formation
and/or AGN activity (Veilleux et al., 1999a,b, 2002; Ishida, 2004).

The spectral energy distribution of ULIRGs is dominated by the dust emission in the in-
frared. The main energy source of ULIRGs is the strong UV to near-infrared emission gener-
ated mainly by stellar radiation from starbursts but presumably have some contribution from
an AGN. This emission is absorbed by dust and re-emitted in the mid-infrared to millimeter
range. Figure 1.6 shows example mean SEDs for a sample of IR galaxies (Sanders & Mirabel,
1996a). As seen from the figure, the SED shape changes with the total L;g; the top two SEDs
represents ULIRGs. ULIRGs were classified based on their IRAS colors, namely according to
f(25um)/ f(60pm), the ratio of the 25um flux to 60um flux. A large fraction (~75%) of the local
ULIRGsS are "cold" with f(25pm)/ f(60pum) < 0.2; these are dominated by star formation. Warm
ULIRGs have f(25um)/ f(60pm) > 0.2; observations show that they usually harbor an AGN
and their total IR luminosity is produced by both AGN activity and star formation (Downes &
Solomon, 1998; Sanders et al., 1988b; Veilleux et al., 1999b).

ULIRGs and LIRGs are rare sources in the local (z <0.2) Universe (e.g., Soifer et al., 1987).
Compared to optically selected galaxies that very rarely have Loy > 1015 L, the only galax-
ies with high bolometric luminosities similar to U/LIRGs are quasars. But the number den-
sity of U/LIRGs is larger than that of quasars (e.g., Sanders & Mirabel, 1996a; Kim & Sanders,
1998a). Therefore, U/LIRGs dominate the high end of the local infrared galaxy luminosity func-
tion. With sensitive satellites like Infrared Space Observatory (ISO), the Spitzer Space Telescope and
Herschel the population of U/LIRGs is observed to increase out to redshift 2—3 (e.g., Elbaz et al.,
2005; Amblard et al., 2010). At high redshifts (z > 2), ULIRGs are more common sources de-
spite their relative rarity in the local Universe (e.g., Chapman et al., 2005). LIRGs and ULIRGs
provide a significant contribution to the cosmic IR background radiation at z = 1 and z = 2,
respectively (e.g., Le Floc’h et al., 2005; Caputi et al., 2007). Since infrared emission traces the
obscured star formation in the Universe, U/LIRGs represent the most rapidly star forming and
highly obscured galaxies. Observations show that at z ~ 1.5 —3 a significant fraction of the mas-
sive galaxies (> 1011 M) are ULIRGs and LIRGs (Daddi et al., 2005; Caputi et al., 2006). This
shows that understanding ULIRGs and LIRGs is important for obtaining a complete picture of
how galaxies evolve across cosmic time. In this respect, the main question is the nature of these
galaxies: do they have the same origin as the low redshift U/LIRGs? Is it the same process
that is responsible for the entire 10'* — 10'3 L, luminosity range up to z ~2-3? Local U/LIRGs
are important because they represent the nearby examples of the high redshift star forming IR
galaxies and they allow us to study the star formation activity in greater detail.

As proposed by Sanders et al. (1988a), ULIRGs may be an important phase in the forma-
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Figure 1.6 Mean SEDs of IRAS selected IR galaxies. The bottom SED is an example for Milky
Way like galaxies where the top two represents ULIRGs. Inserted panel shows examples of
warm ULIRGs. Figure is copied from Sanders & Mirabel (1996a).

tion of quasars. This is supported by numerical simulations showing that mergers can drive
material from a gas-rich galaxy disk towards the nucleus and fuel starbursts and an AGN (e.g.,
Barnes & Hernquist, 1991). Hopkins et al. (2008a) showed that mergers play an important role
in the formation of elliptical galaxies. A schematic description of the formation of quasars and
elliptical galaxies through gas-rich major mergers is shown in Figure 1.7. The evolution of the
quasar luminosity is shown in the bottom panel and the top panel shows the star formation rate
(SFR). ULIRGs represent an important phase during the strong interactions of gas-rich galaxies
(panel d). As the merger stage evolves, a lot of gas and dust has been transported into the center
of the galaxies. The accumulated gas and dust generate very intense star formation with bright
IR emission, and make the central BH grow. Due to the central dust the early BH growth and
AGN activity will be dust obscured. Then the feedback from the AGN and star formation blows
out the gas and dust in the center and the AGN will be bright at optical through X-ray energies.
Once the gas and dust supply runs out, the star formation and AGN activity will stop and an
elliptical galaxy will form. This scenario shows ULIRGs as an important phase in the evolution
of galaxies.

The merger-induced evolution of ULIRGs is supported by several observational evidences.
A large faction (56%) of the 118 local ULIRGs studied by Veilleux et al. (2002) and Ishida (2004)
are post/old mergers that are coalesced to a single nucleus. These studies also show that the
fraction of post/old mergers increases with L;r. Similarly, the fraction of U/LIRGs hosting an
AGN increases with Ly (e.g., Veilleux et al., 1999a; Yuan et al., 2010). However, the identifi-
cation of the central AGN in these systems is not an easy task because of their dusty nature.
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Figure 1.7 Schematic illustration of quasar formation as a results of major mergers. ULIRGs
represent the evolution stage when the mergers coalescence and SFR peaks. After the blowout
of gas and dust the system evolves to visible quasar phase. The star formation is quenched by
AGN feedback and a red and dead elliptical galaxy is formed. Figure is copied from Hopkins
et al. (2008a).

A common way to make this separation is to use BPT (named after "Baldwin, Phillips and
Telervich") diagrams (e.g., Baldwin et al., 1981; Kewley et al., 2006) that can distinguish the ion-
ization mechanism based on emission lines. When lines are available BPT diagrams allow us
to separate star forming galaxies and AGN based on optical spectroscopy. Optical emission
lines (such as Ha and Hp) used for BPT diagrams can be affected by dust and therefore it is
difficult to use BPT diagrams if the central emission is obscured by dust. Mid-infrared and hard
X-ray radiation that can penetrate dust provide additional tools to uncover an obscured AGN in
U/LIRGs. Star formation dominated ULIRGs and quasars exhibit different spectral features be-
tween 5um—30um (Veilleux et al., 2009); quasars have a shallower continuum and less silicate
absorption but strong high ionization lines. Based on the mid-IR spectral properties Veilleux
et al. (2009) report that the mean AGN contribution of ULIRGs is ~ 38.8 & 21.1% and ULIRGs
are therefore composite galaxies that are mostly powered by star formation.
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AKARI all-sky survey: The Japanese IR satellite AKARI (Murakami et al., 2007) was launched
in 2006. AKARI performed a new far-IR and mid-IR all-sky survey 20 years after IRAS. Com-
pared to IRAS, AKARI has a better spatial resolution (~ 1’) and wider wavelength coverage (six
bands between 9um and 160um). AKARI has two mid-IR bands centered at 9um and 18um,
and four far-IR bands centered at 65um, 90um, 140um and 160um. Especially the 90pm flux
is crucial to measure the total L;r because it is near the peak of the far-IR SED. In Chapter 4,
I present a new catalog of local ULIRGs and HLIRGs identified in the AKARI all-sky survey.
Local ULIRGs are important to understand a significant fraction of high redshift star forming
galaxies. My work increases the number of local ULIRGs.

1.5 STRUCTURE OF THE THESIS

In this thesis I study active galaxies in the local Universe. I investigate and address 2 important
evolutionary phases of galaxies. These are actively mass accreting AGN and actively star form-
ing ULIRGs. Both AGN and ULIRG are thought to be individual phases of galaxy evolution
- especially of the most massive galaxies. ULIRGs are an earlier phase where the black holes
grow during a fast but obscured accretion phase accompanied by intense star formation activity.
When the black hole is massive enough the accretion process produces an energetic feedback
that drives the gas away shutting off star formation and black hole growth on a short time scale.
AGN:s are thought to be this particular phase before the black hole runs out of fuel.

Although AGN and ULIRGs are locally rare galaxies, they are key components of the high
redshift Universe. Local AGN and ULIRGs are extremely important because it is possible to
study these galaxies in detail and understand their nature. The direct BH mass measurements
of nearby AGN based on RM analysis is a breakthrough in our understanding of the AGN
anatomy. Spectroscopic monitoring of ~ 50 nearby AGN over 25 years provided the distance
to the BLR gas that is responding to continuum variations, the empirical R — L relation and the
BH mass measurements. With the established R — L relationship it is possible to generate BH
mass scaling relationships and estimate BH masses of AGN up to z = 7 without applying RM.
The BH mass scaling relationships allow us to estimate BH masses that are used to study the
formation and evolution of supermassive black holes and their host galaxies. As it has been
recently proposed the R — L relationship can also be used to measure the intrinsic luminosity of
the AGN and the luminosity distance. This is possible by the reverse use of the R — L relation-
ship: using the R obtained from RM to measure L from the R — L relationship. Therefore, the
R — L relationship that is established for nearby AGN can be used as an independent method
to probe the acceleration of the universe (King et al., 2014). The R — L relationship has a great
importance for the BH mass estimates and has a great potential to constrain cosmological pa-
rameters. Motivated by its importance, in Chapter 2 I investigate the origin of the scatter in the
R — L relationship which is important for the accuracy with which this relation can be used for
cosmic distance measurements. Chapter 2 has been submitted for publication.

The BH mass estimates based on the virial relationship rely on two measurements: velocities
from line widths and distance to the gas as estimated from luminosity measurements and use of
the R-L relationship. Since the R — L relationship has a relatively low scatter of 0.13 dex and the
velocity enters as the square of the profile FWHM, the uncertainty in our determination of the
gas velocity dominates the uncertainties of the mass estimates. When the velocity dispersion is
measured from a single spectrum, the variable component of the velocity can not be separated
as one can when monitoring data are available. Therefore, the velocity dispersion of the entire
profile is used for mass estimates. The measured velocity dispersion strongly depends on the
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shape of the emission line, peaky profiles tend to give lower widths compared to more boxy
profiles. If the line shape changes can be related to other physical parameters one can have
a better understanding of the variable velocity components. Previously it has been proposed
that the line shapes of the RM sample inversely correlates with the Eddington luminosity ratio
(Collin et al., 2006). In Chapter 3, I investigate the impact of the BH accretion luminosity on the
shape of the line profiles that are used for BH mass measurements. I perform a detailed analysis
with more accurate accretion luminosity measurements compared to the previous studies. I
also address the potential impact from the source variability. Chapter 3 will be submitted for
publication in the immediate future.

ULIRGs are the major population of actively star forming galaxies at high redshifts. Galax-
ies that are going through such an IR bright phase are very important to determine the galaxy
evolution. Since it is difficult to study the detailed structure of high redshift galaxies, local sam-
ples are crucial to understand their properties. My work in Chapter 4 provides a new catalog
of nearby ULIRGs from the AKARI all-sky survey that help to increase the number of known
ULIRGs in the local Universe. I investigate morphological and spectroscopic properties of lo-
cal ULIRGs based on public SDSS data. I identify the AGN in my ULIRG sample using optical
emission line diagnostics. In order to understand how galaxies change during the major merger
process, I compare star formation rates, metallicities and colors of the local ULIRGs with the lo-
cal star forming galaxies. Chapter 4 has been accepted for publication in Astrophysical Journal.

Chapter 5 presents the main conclusions and future prospects.
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ON THE SCATTER IN THE RADIUS —
LUMINOSITY RELATIONSHIP FOR
ACTIVE GALACTIC NUCLEI

ABSTRACT — We investigate and quantify the observed scatter in the empirical relationship between
the broad line region size R and the luminosity of the active galactic nucleus (AGN) and find it has a
correctable dependence on color. The possible importance of this relationship for cosmological studies,
including accurate measurements of cosmic distances and black hole masses, is the motivation for this
study as we seek to further reduce the scatter. We examine six nearby reverberation-mapped AGN for
which simultaneous UV and optical monitoring data exist. We also examine the optical luminosity
variations of Seyfert 1 galaxy NGC 5548 for which more than 20 years of optical monitoring data are
available and employ Monte Carlo simulations to study the effects of the intrinsic variability of individ-
ual AGN on the scatter in the global relationship for a sample of ~40 AGN. Our study shows that for
individual sources, the size of the HB emitting region has a steeper dependence on the optical nuclear
luminosity that can introduce a scatter of ~0.08 dex into the global relationship. This is because of
the non-linear relationship between the variations in the ionizing continuum and those in the optical
continuum. Yet the dependence on the UV luminosity is consistent with expectations from photoion-
ization physics. Also, our analysis highlights the importance of understanding and minimizing the
scatter in the relationship traced by the intrinsic variability of individual AGN, since it propagates
directly into the global relationship. We find that using the UV luminosity as a substitute for the ion-
izing luminosity can reduce a sizable fraction of the current observed scatter of ~0.13 dex in the R — L
relationship with a positive impact on the accuracy of cosmic distance measurements. The uncertainty
in the luminosity distance modulus can potentially be reduced from 0.33 mag to 0.26 mag or lower
by updating the current, relatively tight R — L(optical) relationship to a well-calibrated R — L(UV)
relationship, void of object-to-object differences, such as internal reddening.

2.1 INTRODUCTION

Owing to their powerful and persistent emission that can be observed across most of the ob-
servable Universe (e.g., Mortlock et al., 2011), there has been a strong interest in using quasars
as cosmological probes since their discovery. Because active galactic nuclei (AGN) and quasars
are powered by accretion of matter onto supermassive black holes centered in their host galax-
ies and the majority reside at cosmic distances (e.g., Peterson, 1997), there are multiple ways in
which these enigmatic sources can be used as cosmic probes:

1. A quasar can be used as a background light source to study the intervening intergalactic
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medium as it absorbs the quasar emission (e.g., Wolfe et al., 2005; Krogager et al., 2013;
Fynbo et al., 2013);

2. Quasars can act as ‘light houses” by which to locate and study some of the most massive
galaxies in the Universe out to the earliest epochs. This can be done because quasars
are powered by the most massive black holes known (e.g., Vestergaard, 2004; Vestergaard
et al., 2008; Jiang et al., 2010; De Rosa et al., 2013) and the most massive black holes tend
to reside in the most massive galaxies (e.g., Tremaine et al., 2002; Ferrarese & Ford, 2005b);

3. Only for AGN and quasars can the mass of the central black hole be measured for galaxies
beyond our local neighborhood (e.g., Ferrarese & Ford, 2005b), permitting studies of black
hole growth (e.g., Vestergaard & Osmer, 2009; Kelly et al., 2010; Trakhtenbrot & Netzer,
2012; Kelly & Shen, 2013b) and feedback — as manifested in observations of galaxy clusters
(e.g., McNamara & Nulsen, 2007) and galaxies (e.g., Merloni & Heinz, 2007; Werner et al.,
2014) and in numerical simulations (e.g., Hopkins et al., 2006; Croton et al., 2006);

4. An AGN or quasar can act as a standard candle or standard ruler to measure cosmological
distances or constrain cosmological parameters (e.g., Collier et al., 1999; Elvis & Karovska,
2002; Cackett et al., 2007, Watson et al., 2011; Haas et al., 2011; King et al., 2014; Honig,
2014).

The use of AGN as standard candles/rulers has previously been attempted by means of the
broad line equivalent width (i.e., the Baldwin Effect; Baldwin, 1977) and/or accretion disk emis-
sion (e.g., Collier et al., 1999; Elvis & Karovska, 2002; Cackett et al., 2007), but neither method
has yet proven particularly useful. The situation has changed in the last few years as the em-
pirical relationship between the ‘size’ (or radius, R) of the broad emission line region (BLR)
and the nuclear continuum luminosity L (i.e., the R — L relationship; e.g., Bentz et al., 2013)
has proven to be especially tight, permitting a more robust measure of the AGN luminosity.
While the relationship has traditionally been used to predict the BLR distance from the black
hole for estimates of black hole masses of distant quasars (e.g., Vestergaard, 2002; McLure &
Jarvis, 2002b; Vestergaard & Peterson, 2006; McGill et al., 2008; Wang et al., 2009; Rafiee & Hall,
2011; Shen et al., 2011; Park et al., 2013), recent studies suggest its use as a cosmological probe
also at high redshifts (Watson et al., 2011; Haas et al., 2011; Melia, 2013). In particular, Watson
et al. (2011) suggest the reverse use of the relationship to predict the luminosity from a direct
measure of the BLR size and propose ways in which the scatter in the relationship at the time
(~0.2 dex, corresponding to a distance modulus Ap=0.5mag) can be reduced.

The AGN Radius — Luminosity Relationship The emission from the central engine in AGN
and quasars is not constant in time, but varies, likely in response to variations in the rate at
which matter falls onto the supermassive black hole from the accretion disk surrounding it. Gas
in their immediate vicinity, the so-called broad line region, is photoionized by the continuum
photons emitted by the central accretion disk and emits the characteristic broad emission lines
that are among the defining spectral features of Type 1 AGN. The emission line fluxes vary in
response to the changes in the driving continuum luminosity with a certain time delay, 7. This
delay is the light travel time of the ionizing photons to the BLR, and we can infer the size of this
region, i.e., the distance to the gas, as: Rprr = c7, where cis the light speed. The reverberation-
mapping (RM) technique (Blandford & McKee, 1982; Peterson, 1993) measures 7 by comparing
the continuum and line emission light curves. There are now nearly 50 measurements of the
size of the HJ broad line-emitting regions, R(Hp), in nearby AGN (Peterson et al., 2004; Bentz
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et al., 2010, 2013, and references therein) plus several measurements of lags for other emission
lines. We observe a tight relationship between the size R r and the optical nuclear continuum
luminosity, L(optical) (e.g. Bentz et al., 2009a, 2013, and references therein). In the following,
we use Rppr to refer to the BLR size in general, and R(H3) and R(C1V) to refer to the sizes of
the HB and C1V emitting regions, respectively.

The empirically established Rprr — L relationship is expected from the underlying pho-
toionization physics. The main parameters of photoionization equilibrium models are: (i) el-
emental abundances, (ii) the shape of the ionizing continuum, (iii) the particle density of the
photo-ionized gas, and (iv) the ionization parameter U (Osterbrock & Ferland, 2006) defined
for hydrogen as:

1 L, Wy _QUH) _ L{ionizing)
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Vo
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where ny is the total hydrogen number density; R is the distance to the ionized gas (here, it is
the BLR radius for the hydrogen broad emission lines); v is the threshold ionization frequency
for hydrogen; Q(H) is the production rate of hydrogen ionizing photons and L(ionizing) is the
ionizing luminosity. To first order, AGN spectra look the same across a wide range in luminosity
(Dietrich et al., 2002). This suggests that the values of ny and U (or the product Ung) are
generally the same for all BLRs (e.g., Peterson, 1997). Under this assumption, the distance to
the line emitting gas is expected to scale as R o< L(ionizing)®-®.

There have been several attempts in the past 20 years to test the existence of the Rprr — L
relationship and to measure its slope. Davidson (1972) was the first to emphasize the impor-
tance of the ionization parameter in early photoionization calculations. The Rp;r — L relation-
ship appeared explicitly in the early reviews that covered emission-line variability (Mathews &
Capriotti, 1985; Peterson, 1988). The first attempts at establishing the relationship were made
in the early 1990’s (e.g. Koratkar & Gaskell, 1991; Peterson, 1993) based on the early compila-
tions of the first reverberation data. Laor (1998) and Wandel, Peterson, & Malkan (1999) used
the reverberation data available at the time for the first calibration of the black hole mass scale
based on radii calculated from the photoionization formula. The observed Rprr — L(5100)
relationship finally became convincing with the addition of higher luminosity quasars (Kaspi
et al., 2000) that not only doubled the size of the reverberation database but also expanded the
luminosity range by another two orders of magnitude (Wandel et al., 1999).

Although the larger reverberation mapping sample size solidified the existence of an Rprr—
L(5100A) relationship, the observed slope (Kaspi et al., 2000, 2005) was steeper than that ex-
pected from photoionization physics — a consequence, it turns out, of reverberation mapping
campaign observing strategies. The large aperture used for accurate spectrophotometry lets in
more host galaxy light and the observed continuum luminosity contains an unwanted contri-
bution from star light that can be significant for nearby AGN and is relatively larger for Seyferts
than for quasars. This is so for two reasons: (1) Seyferts tend to be nearby objects for which
the host galaxies are larger and brighter on the sky, and (2) the large intrinsic brightness of the
nuclear source in quasars results in a large contrast of this emission relative to that of its host
galaxy. Using HST and ground-based imaging Bentz et al. (2006a, 2009a, 2013) determine the
host star light contribution to L(5100) for the reverberation-mapped AGN sample (Peterson
et al., 2004; Bentz et al., 2009b; Denney et al., 2010; Grier et al., 2012b). Based on the most re-
cent corrected AGN luminosities that also account for the recently updated extinction maps for
our Galaxy (Schlafly & Finkbeiner, 2011), Bentz et al. (2013) present the most well determined
R(HS) — L(5100) relationship for the HS line emission to date and measure a slope of 0.53,
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consistent with the theoretical prediction of the slope of 0.5 to within the errors (+o = 0.03 dex).

The slope of the ‘global’ Rz — L(5100A) relationship (i.e., that traced by a sample of AGN
with different black hole mass and intrinsic accretion state) is consistent with expectations based
on photoionization physics, because the optical and ionizing luminosities are related (see also
§ 2.4.2). However, L(5100) is only a proxy for the ionizing luminosity that drives the changes
in Rprr. We cannot directly observe or measure L(ionizing) (A < 912A) due to absorption
by Galactic hydrogen. Bentz et al. (2007) found that on the scale of an individual object, that
of NGC 5548, the ‘local’ Rys — L(5100) relationship (i.e., that traced by its intrinsic variability
and formed from multiple RM campaigns of this object) has a slope of ~0.7 that is statistically
different from the photoionization physics expectations. Yet, Bentz et al. examine the empirical
relationship between simultaneous pairs of optical and UV flux measurements and, combined
with the available Hf lags at the time, estimate a slope of 0.55 for the local R(HS) — L(UV)
relationship for NGC 5548. These results indicate the likelihood not only that L(U'V') is a better
proxy for L(ionizing) than L(5100), but also that the movement of individual objects along
their own local Rprr — L(5100) relationships, as they vary, is a source of scatter in the global
Rprr — L(5100) relationship.

Motivated by the growing interest to investigate possible ways to improve the methods by
which quasars and AGN can be used as cosmic probes, we examine in this work the scatter
in the AGN R — L relationship, since it is the heart of the quasar distance indicator method
and of quasar black hole mass estimates. In particular, we are interested in the amount of
scatter that may be attributed to the global Rprr— L(5100A) relationship by the use of L(5100A)
as a stand-in for L(ionizing), and whether such scatter can be mitigated by adopting a better
proxy. In the following, § 2.2 describes the sample and database used for our analyses presented
in §3. In § 2.3.1 we examine the L(optical)—L(UV) relationship for a small sample of nearby
AGN for which near-simultaneous UV and optical luminosity observations exist. In § 2.3.2 and
§2.3.3, we investigate the effect that the steep local Rz — L(5100A) relationship of Seyfert 1
galaxy NGC 5548 (slope ~0.7; Bentz et al., 2007; Zu et al., 2011) has on the scatter in the global
Rerr — L(5100A) relationship and consider the extension of such an effect for the larger RM
sample in the global relationship. We discuss our results in §4 and summarize our conclusions
in §5. A cosmology with Hy = 72kms~! Mpc™!, Q5 = 0.7 and Q,, = 0.3 is adopted throughout.

2.2 THE SAMPLE AND DATA

2.2.1 THE DATABASE FOR THE OPTICAL-UV LUMINOSITY RELATIONSHIP

We select six sources (NGC 5548, NGC 7469, NGC 3783, NGC 4151, 3C 390.3, and Fairall 9) from
the sample of reverberation-mapped nearby AGN (Peterson et al., 2004) based on the availabil-
ity of multiple epochs of quasi-simultaneous optical and UV data. Some basic properties of
these objects (hereafter referred to as ‘the RM sub-sample’) are listed in Table 2.1. Our study is
based on the publicly available optical and UV spectroscopic data from the International AGN
Watch! database. The UV luminosities are derived from IUE and HST spectral data. Accurate
host galaxy fluxes (Bentz et al., 2013) are available for all objects in this study. Each optical
flux density measurement is matched with a single-epoch UV flux density that is the tempo-
rally closest UV luminosity measurement to within two days. When there is more than one
observation in one day, we adopt the mean flux density and consider this daily average as ‘one
epoch’.

1http: / /www.astronomy.ohio-state.edu/~agnwatch/
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Table 2.1. Reverberation Mapping Sub-sample

Object Redshift E(B —V)?* Distance® Host Flux© Aperture  PA
(Mpc) (10715 ergs—t em=2 A-1) (%" (°)
(€] @ (©) 4) ©®) (©) @)

Fairall 9 0.04702 0.023 202.8£7.2 3.21+0.16 4.0x9.0 0.0
3C390.3 0.05610 0.063 243.5+7.2 0.99 + 0.05 5.0x 75 900
NGC 7469  0.01632 0.061 68.8+7.0 10.18 £ 0.94 5.0x 7.5 90.0
NGC5548  0.01718 0.018 72.5£7.0 3.97 +0.40 5.0x 75 900
NGC 3783  0.00973 0.105 25.1+5.0 6.55 £+ 0.65 5.0 x10.0 0.0
NGC 4151  0.00332 0.024 16.6+3.3 16.17 £1.51 50x75 900

aRedshifts and E(B — V') values are adopted from NASA /IPAC Extragalactic Database. E(B — V)
values are based on the Schlafly & Finkbeiner (2011) dust maps.

b Luminosity distances calculated from the redshifts with exception of NGC 3783 and NGC 4151, for
which we adopt the the distances determined by Tully et al. (2009). They more reliable than the redshift-
based distance because these two AGN have large peculiar velocities relative to the Hubble flow. The
distances and the associated uncertainties for NGC 3783 and NGC 4151 are adopted from Bentz et al.
(2013), while we assign an uncertainty of 500kms~1! in recession velocity for the remaining distance
uncertainties.

¢ Host galaxy flux densities, contaminating the spectral data, are adopted from Bentz et al. (2009a, 2013)
and corrected for Galactic reddening as described in §2.2.1. For NGC 4151, the host galaxy flux is a new
measurement for the specified spectroscopic aperture.

We compute the rest frame monochromatic luminosity as Ly(est)y = (1 + z)FA(ObS)47rD%,
where F) (o) is the observed monochromatic flux density, z is the redshift, A(obs) = A(rest)(1 +
z), and Dy, is the luminosity distance of the source; the values of z and D, adopted here are
listed in Table2.1. For NGC 4151 and NGC 3783 we adopt the distances determined by Tully
et al. (2009) because these galaxies are so nearby that the Hubble flow distance is inaccurate.

The optical monochromatic flux density is the average flux density in a ~ 20 — 30 wide
range centered at a rest frame wavelength of 5100A. For 3C390.3, the optical flux density is
measured between 5170 and 5180 since the wavelength region around 5100A is contaminated
by Fell emission (Dietrich et al., 1998). Similarly, the UV continuum fluxes are the mean flux
densities measured over a range of ~30 A in the UV spectra. Table 2.2 presents the object names
(column 1), the Julian dates of the optical and UV observations (columns 2 and 4, respectively),
and the wavelength range (column 7) centered at the specific rest frame wavelength (column
6) over which the monochromatic UV luminosities were measured. References to the original
studies that first presented these data are listed in columns 3 and 5. In the following, we address
the calibrations and the corrections applied to the data prior to our analyses.

Calibration and Measurements of the RM Sub-sample Data

In reverberation-mapping studies, it is common to use the [O III]AA4959, 5007 line emission as
an internal flux calibrator to place the spectra on an absolute flux scale. Internal flux calibration
is necessary to account for varying atmospheric transparency, seeing conditions and potential
slit losses due to seeing changes during the observations. The internal flux calibration is based
on the assumption that the [O I11] line emission is constant over the variability time scale (~days
to weeks) of the broad line emission. This is a reasonable assumption because the [O1I1] line
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Table 2.2. Datasets and References

Object Optical Data Optical Data® UV Data UV Data? Arest UV Continuum

Julian Dates References Julian Dates References for ALy (UV) Window Range
1) (2 3 “) 5) (6) 7)
Fairall9 2449476 — 2449664 1 2449477 — 2449665 8 1327A 30A
3C390.3 2449734 — 2450068 2 2449735 — 2450068 9 1297A 50A
NGC 7469 2450249 — 2450274 3b 2450248 — 2450273 10 1294A 20A
NGC 5548 2447509 — 2447746 4 2447510 — 2447745 10 1350A 40A
NGC 5548 2449095 — 2449133 4 2449097 — 2449135 11 1350A 10A
NGC 3783 2448610 — 2448832 5 2448612 — 2448833 12 1445A 30A
NGC 4151 2449318 — 2449335 6° 2449318 — 2449335 13 1275A 30A

aReferences: (1) Santos-Lleo et al. (1997); (2) Dietrich et al. (1998); (3) Collier et al. (1998); (4) Peterson et al. (2013a); (5) Stirpe
et al. (1994); (6) Kaspi et al. (1996); (7) Rodriguez-Pascual et al. (1997); (8) O’Brien et al. (1998); (9) Wanders et al. (1997); (10)
Clavel et al. (1991); (11) Korista et al. (1995); (12) Reichert et al. (1994); (13) Crenshaw et al. (1996).

P For the NGC7469 spectra described by Collier et al. (1998) we chose only those obtained through the 5”7 x 7.5” aperture
for which we have host galaxy flux density measurements (Bentz et al., 2009a, 2013). The observed flux densities at rest frame
5100A that we re-measured for this work are listed in Table 2.4.

¢ The NGC4151 data from Kaspi et al. (1996) are the subset obtained with the Perkins 1.8-m telescope at Lowell Observatory
with a 5”7 x 7.5” spectroscopic aperture, re-calibrated for this study using the [O 111] flux from Bentz et al. (2006b).

flux is typically constant on timescales of many years (Peterson, 1993) because it is produced
by the narrow line gas located at spatial scales of ~100 pc, much farther from the BLR, and
because the narrow-line region gas density is so low, that the recombination time scale is also
very long. All the data analyzed here are calibrated by scaling the observed [O1II]A5007 line
flux to an absolute [O11T] flux measurement based on spectrophotometric observations (see Ta-
ble 2.2 for references). Correction of the calibrated flux densities for reddening and host galaxy
contribution is addressed in §2.2.1 and §2.2.1, respectively.

We note that in the case of NGC 5548 for which we have over 20 years of monitoring data,
Peterson et al. (2013a) do see long term variations in the [O 111] line flux and have, based thereon,
re-calibrated the continuum and Hf flux measurements. We adopt these new flux values for
our study and use the recently updated host galaxy flux measurements of Bentz et al. (2013) to
compute the corresponding nuclear 5100A continuum flux densities and luminosities for each
available monitoring campaign (Table 2.3).

For a couple of the datasets, further processing and/or measurements are required. For
NGC 4151, the only optical spectra obtained during a UV monitoring campaign are those pre-
sented by Kaspi et al. (1996) from the JUF monitoring campaign in 1993. Among these data,
we restrict our consideration to the OSU spectra (dataset C), obtained with the CCDS instru-
ment on the Perkins 1.8-m telescope. This spectroscopic aperture (5" x 7.5”) is large enough
to minimize aperture and seeing effects but small enough that the host galaxy star light correc-
tion to the observed flux is smaller than the AGN flux. To perform the absolute flux calibration
for this object we compute the scaling factor to be applied from the observed [O111]A\4959 line
emission in order to avoid issues with potential saturation of the [OIIIJA5007 line (Bentz et al.,
2006b). We adopt the absolute [O 111]A4959 line flux measured by Bentz et al. (2006b) from spec-
trophotometric data. The continuum flux densities, Feon, listed in Table 2.4 are measured as the
average flux density in the observed reference frame between 5100A and 5125A.

Also for NGC 7469, we use only the OSU subset of the optical dataset presented by Col-
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Table 2.3. Updated NGC 5548 Mean Flux Densities and Luminosities

Data Set  Fqr (continuum)® F(5100A)20" log[AL(5100)/erg s—1]°
(10~ Yergs—tem=271) +o
1) () ®) (4)
Year 1 0.188 6.176 + 0.648 43.33 £0.09
Year 2 0.272 3.378 £ 0.546 43.07 £ 0.10
Year 3 0.154 5.336 + 0.551 43.26 £ 0.09
Year 4 0.386 2.901 +£ 0.504 43.00 £ 0.10
Year 5 0.148 5.375 £ 0.546 43.27 £0.09
Year 6 0.173 5.620 + 0.588 43.29 £0.09
Year 7 0.117 7.918 + 0.508 43.44 4+ 0.08
Year 8 0.244 6.021 £ 0.554 43.32 +£0.08
Year 9 0.209 3.765 £ 0.509 43.11 +£0.09
Year 10 0.146 8.344 £ 0.630 43.46 £+ 0.08
Year 11 0.229 6.899 + 0.597 43.38 £ 0.08
Year 12 0.424 2.407 £ 0.502 4292 +£0.11
Year 13 0.293 2.323 £0.510 4290 +£0.11
Year 17 0.187 0.975 £ 0.527 42.53 +£0.20
Year 19 0.157 1.346 £ 0.484 42.67 £0.15
Year 20 0.227 1.210 + 0.409 42.62 +0.14

*Based on the recalibrated nuclear flux densities at 5100A, F(5100A) (Peterson
et al., 2013a)

PUncertainty includes the mean spectral flux measurement uncertainty and the
host flux uncertainty. The latter contains an additional 5% uncertainty due to see-
ing effects (for details, see Bentz et al., 2013).

“Monochromatic nuclear (i.e., host-corrected observed) luminosity at 51004,
calculated from Galactic reddening corrected F(5100A) values. Luminosity errors
include the distance uncertainties listed in Table 2.1.

lier et al. (1998) for data homogeneity reasons. These data were obtained with the Bollen and
Chivens spectrograph on the 1.8-m Perkins telescope and a 5” x 7.5” spectroscopic aperture. For
each spectrum we measure the observed continuum flux density, tabulated in Table 2.4, as the
mean flux between 5176A and 52004 in the observed frame since Collier et al. (1998) measured
the continuum at 4845A that is likely to have He I1 A\4686 and Fe I1 contamination.

Reddening Correction

We correct the optical and UV continuum flux densities for extinction due to the Galaxy using
the extinction curve of Cardelli et al. (1989) and the E(B — V) values relevant for each source
based on the Schlafly & Finkbeiner (2011) recalibration of the dust maps of Schlegel et al. (1998)
as listed in the NASA /IPAC Extragalactic Database (Table 2.1). With no robust way to estimate
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Table 2.4. Continuum Flux Densities for NGC 4151 and NGC 7469

Object JD* Feont?

NGC 4151 49324.0 6.46 £0.04
49325.9  6.58 +£0.02
49326.9  6.64 +0.02
49327.9  6.69 +£0.02
49328.9  6.61 +£0.02
49329.9  6.61 +0.02
49330.9  6.59 +£0.02
49331.9  6.61 +£0.02
NGC7469  50248.5 1.42+0.08
50253.5 1.31£0.08
50262.7 1.35+0.08
50273.5  1.30 £0.08

2Julian Dates subtracted by 240000.

b Continuum flux densities at rest
frame 51004, in units of 1014 erg s—1
cm~2 A—1 measured in this work. Host
galaxy light is not subtracted.

the nature and amount of the dust extinction of the intergalactic medium between the AGN
and us or the interstellar medium of the AGN host galaxy, we do not apply any correction for
these two potential sources of extinction. However, internal reddening is typically expected to
be rather low in these objects, as we do not observe a UV-optical spectrum deviating strongly
from a power-law (e.g., Crenshaw et al., 2001; Richards et al., 2003). Therefore, we do not expect
the lack of internal dust correction to adversely affect our analyses and results.

Host Galaxy Star Light Correction

We subtract the starlight flux measured by Bentz et al. (2013) for each AGN from the observed
optical flux density to obtain the nuclear luminosity L(5100), adopting the host galaxy flux mea-
sured for the same specific aperture size and position as was used for the spectroscopic observa-
tions; these are listed in Table 2.1. We note that NGC 7469 has a nuclear star-forming ring with
a diameter of ~ 5" that is visible in both optical and UV imaging (Diaz-Santos et al., 2007). The
optical fluxes from this spatially resolved star-forming ring is included in the host flux measure-
ments adopted here, but the UV luminosities are not corrected for the contribution from young
stars in the starburst ring.

2.2.2 DATA FOR THE R — L(5100A) RELATIONSHIP FOR SEYFERT 1 GALAXY
NGC5548

For our analysis of the local R(Hf3) — L(5100) relationship for NGC 5548 we use the results of 15
individual monitoring campaigns that each provide independent measurements of R(H ) for a
given L(5100). NGC 5548 was monitored for 13 years by the International AGN Watch program
(Peterson et al., 2002) starting in 1988, and again in 2005 (“Year 17’; Bentz et al., 2007), (“Year 19’;
Denney et al., 2010), and 2008 (“Year 20’; Bentz et al., 2009b). Collectively, these campaigns
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provide 16 individual measurements of R(H@) for various luminosity states spanning more
than 20 years. However, we exclude “Year 19’ because the results were somewhat ambiguous:
the cross-correlation function (CCF) is broad and flat-topped with a “maximum” ranging from
~3 to ~23 days (Figure 3 of Denney et al., 2010). The velocity resolved time delay (Figure 4 of
Denney et al., 2010) corroborates that the HS emitting line region responds at this range of time
scales. Although this may be real, such a broad range of possible lags for a single epoch does
not provide sufficient information to be useful here. For the other 15 campaigns, we compute
the nuclear AGN luminosities (listed in Table 2.3) based on the most recent recalibration of the
[O111] A5007 narrow-line flux of NGC 5548 (Peterson et al., 2013a), the most recently updated
host-galaxy flux measurements (Bentz et al., 2013), and the source distance listed in Table 2.1.

NGC 5548 is the only object for which we can generate a local R(HS) — L(5100) relationship
because other objects in the RM sample have only been monitored during a single reverbera-
tion mapping campaign, or at most a couple of campaigns, insufficient for this study. Because
of this, as well as the fact that intrinsic variability drives this local R(HS3) — L(5100) relation-
ship, we first verify that NGC 5548 is representative of other objects in the RM sample, with
respect to variability properties. In the histogram in Figure 2.1 we compare the fractional varia-
tion, F),q,(continuum), a measure of the intrinsic variation amplitudes of the nuclear continuum
(Rodriguez-Pascual et al., 1997), for all the sources in the RM sample based on the previous
published RM studies. The F,,, values for NGC 5548 (listed in Table 2.3, column 2) we com-
puted based on equation (3) of Rodriguez-Pascual et al. (1997) using the updated host fluxes
and Galactic reddening of Bentz et al. (2013) and the re-calibrated measured flux densities in
column 3 of Table 2.3. Since the F),,,(continuum) values for NGC 5548 (gray shaded histogram)
fall in the middle of the sample distribution, it is reasonable to assume for the purpose of this in-
vestigation that NGC 5548 is representative of the RM sample. Yet, this comparison also shows
that NGC 5548 does not probe the most extreme variability of the RM sample, which is about
50% larger than that of NGC 5548. Sergeev et al. (2007a) present light-curves from 30 years of
monitoring NGC 5548 from 1972 — 2001 and find similar variability characteristics during this
period and when comparing the earlier (1972 — 1988) and later (1989 — 2001) campaigns. This
demonstrates that the 20 year period over which our observations span is representative of all
known variability characteristics of this source.

We use the results of two different analysis methods to determine the R(H{) values because
they yield different uncertainties that can affect the scatter that we aim to quantify. The cross-
correlation function (CCF) method uses cross-correlation of the intra-day interpolated contin-
uum and emission-line light curves to determine the time delay (see Peterson et al., 2004, for
details), while JAVELIN?’ (Zu et al., 2011) uses more advanced statistical Markov Chain Monte
Carlo techniques to derive the delay, taking advantage of the observation that AGN variability
can be well described as a damped random walk process (Kelly et al., 2009; Koztowski et al.,
2010; MacLeod et al., 2010). The 15 R(H/3) measurements based on the CCF analysis are adopted
from Peterson et al. (2004), Bentz et al. (2007), and Bentz et al. (2009b). The JAVELIN analysis of
Zu et al. (2011) provides 13 of the 15 measurements of R(Hg), since that study did not include
the Bentz et al. (2007) and Bentz et al. (2009b) data. To allow a direct comparison with the CCF
database we add our own, similar, JAVELIN analysis (following Grier et al., 2012a) of these two
campaigns for which we obtain 7yest = 5.541%2? days for year 17 (Bentz et al., 2007) and 7yest =
4.5210-3% days for year 20 (Bentz et al., 2009b).

2JAVELIN (Just Another Vehicle for Estimating Lags In Nuclei’) is formerly known as ‘SPEAR’
https:/ /bitbucket.org/nyel7 /javelin.
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Figure 2.1 Histogram of the F,,,(continuum) distribution for the full RM sample of Bentz et al.
(2013). The Fqr(continuum) distribution for NGC 5548 is shown with a gray shade. The F,,
values are adopted from Peterson et al. (2004); Denney et al. (2006); Bentz et al. (2009b); Den-
ney et al. (2010); Grier et al. (2012a); Peterson et al. (2013a) and corrected for the host galaxy
contribution to the spectrally measured monochromatic source luminosities.

2.3 ANALYSES AND RESULTS

2.3.1 THE OPTICAL—UV CONTINUUM LUMINOSITY RELATIONSHIP

We investigate the relationship between multiple epochs of simultaneous measurements of op-
tical and UV continuum luminosities for individual sources and for the sample as a whole. The
goals are to establish whether the optical and UV luminosities are mutually interchangeable
and, if not, to estimate how much scatter can be introduced into the radius — luminosity rela-
tionship by adopting L(5100A) rather than L(UV) as a proxy for L(ionizing). For this analysis,
we compile quasi-simultaneous measurements (within two days) of L(optical) and L(UV), as
described in §2.2.1. We show the relationship between the quasi-simultaneous optical and UV
luminosities for the RM sub-sample in Figure 2.2, where each object is identified by its own
symbol. For NGC 5548 we have two datasets obtained during two different monitoring cam-
paigns. ‘NGC 5548 year 1” (NGC 5548 year 5’) refers to the monitoring campaign that ran in
1988 (1993). We refer to the combined dataset of years 1 and 5 as 'NGC 5548 All'. A clear, pos-
itive trend between L(optical) and L(UV) is seen in Figure2.2, as expected. Yet, we find that
each individual object exhibits its own, i..e., ‘local’, L(optical) —L(UV) correlation that differs
in slope from that of other objects and also from the ‘global” relationship that exists across the
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Figure 2.2 Optical continuum luminosity versus ultraviolet continuum luminosity for the six
nearby AGN in our sample; the optical and UV measurements are paired to within two days.
The optical luminosities are corrected for the host galaxy star light entering the spectroscopic
aperture. The luminosities are measured at the specific wavelengths for each source as listed
in the upper left corner of the diagram. Black points denote the mean luminosities of the AGN
and their error-bars represent the 1 o standard deviation of the luminosities for each object. The
solid line shows the (global) best-fit to all sources.

entire sample.
To characterize the L(optical)—L(UV) relationship, we adopt the following parameteriza-

tion:

ALA(UV)

SEEY) 22
10# ergs—! Te @2)

L ical
1 l)\ A(optical) — A+ alog

1043 ergs—1

where A is the zero point, « is the slope, and ¢; is the estimated scatter’. We establish the
best fit relationship for each object and the sample as a whole by use of the Bayesian regres-
sion method* of Kelly (2007) because it is more robust than the commonly used FITEXY x?
minimization method (Press et al., 1992) for small samples. The Bayesian method accounts

3Note that while mathematically this is often referred to as the “intrinsic scatter’ (i.e., the additional scatter required,
above that accounted for by the measurement errors, so that the regression analysis produces a x? value of 1.0), by the
nature of the observations we do not know if this scatter really is intrinsic or contains contributions from uncertainties
in measurements and flux corrections. Therefore, we will refer to this scatter as the ‘estimated scatter’.

*implemented in IDL as ‘LINMIX_ERR.pro’
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Table 2.5. Regression Results for the Optical-UV Luminosity Relationships

Object Zeropoint, A* Slope, o* ocrms? €o°
(dex) (dex)
@) 2 3 @ ®)

Fairall 9 0.56 +£0.06 0.78 +0.13 0.049 0.027+0.014
3C390.3 0.70 +£0.02 0.84 +0.14 0.074 0.037+0.018
NGC 7469 0.36 & 0.25 0.4040.23 0.038 0.035+0.034
NGC 5548 All 0.55+0.05 0.63+0.12 0.043 0.017+0.008
NGC 5548 yearl 0.56 £ 0.05 0.654+0.14 0.050 0.01940.012
NGC 5548 year5 0.45+0.10 0.394+0.22 0.020 0.02540.015
NGC 3783 0.15+0.05 0.54 +0.05 0.036 0.037+0.004
NGC4151 0.04 £0.05 0.1240.09 0.005 0.006+£0.004
All Sources 0.614+0.01 0.8440.02 0.114 0.055+0.010
All Sources 0.63 +0.01  [1.002:0.00] 0.109 0.089+0.009

All Sources except NGC 7469 0.614+0.01 0.84%0.02 0115  0.05440.009
All Sources except NGC 7469 0.63£0.01 [1.0040.00] 0.109  0.090+0.010
Mean Luminosities® 0.59£0.11  0.9640.21 0.804  0.121+£0.129

aBest fit parameters for log[AL y (optical)] = A+axlog[ALx(UV)]+e€p. The parameters
are the median values of the posterior probability distributions, while the uncertainties are
the standard deviation of the posterior distributions.

PThe RMS scatter relative to the listed relationship.

°The measured scatter: the square-root of the median of the posterior probability distri-
bution of the variance of the scatter.

4This slope of the measurements for the entire source sample is referred to in the text as
‘the global slope’.

°The slope is held fixed to unity during the regression to allow a measure of the scatter.

fThe mean luminosities, shown as black symbols in Figure 2.2.

for measurement uncertainties in both variables and the scatter, ¢;, and computes the posterior
probability distributions of the parameters in Equation (2.2). This method uses Gaussian distri-
butions to describe the measurement errors and the scatter, and a ‘Gaussian mixture model’ to
represent the distribution of the independent variable. Since our dataset is relatively small, we
use only a single Gaussian in the ‘mixture modeling” to speed up the computations.

The results of our regression analysis are listed in Table 2.5, which contains the source name
(column 1), the best fit parameters: intercept and slope (columns 2 and 3, respectively), the rms
scatter, orars, of the data relative to the individual best fit relationships (column 4), and the
estimated scatter, ¢; (column 5). Light curve statistics for the six AGN in our sample are listed
in Table 2.6 with the time span for which we have simultaneous optical and UV data in column
2, the number of data pairs (epochs) in column 3, and the Fy,, values (§ 2.2.2) for the optical and
UV continuum light curves in columns 4 and 5, respectively.

In Figure 2.2, we also show the best fit relationship for the entire sample (i.e., the global fit;
solid line) by taking into account all the individual data points. The global L(optical) —L(UV)
relationship has a slope o = 0.84 £ 0.02, while the slope is different for each individual AGN,
with values in the range between 0.12 to 0.84 (Table 2.5). With these slopes being different from
unity, there is not a one-to-one correspondence between the two luminosities for most of the
AGN; only for Fairall9 and 3C 390.3 are the measured slopes consistent with unity to within
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Table 2.6. Light Curve Statistics of the Optical-UV Database

Object Simultaneity Time Frame® N b Fyar(optical)  Fyqr(UV)
(days)

(€] 2 3 @ ®)
NGC4151 17 8 0.012 0.077
NGC 5548 year5 37 24 0.056 0.158
NGC 7469 25 4 0.080 0.229
NGC 3783 221 44 0.142 0.218
NGC 5548 All 1624 75 0.176 0.291
NGC 5548 yearl 236 51 0.197 0.302
Fairall 9 188 24 0.233 0.287
3C390.3 333 20 0.268 0.319

2The time span covered by the simultaneous optical and UV data analyzed here.

PNumber of optical-UV data pairs.

Note. — The entries in this Table pertain only to the subset of RM AGN analyzed in
Figure 2.2 for the listed subset of monitoring data. The F, 4, histogram in Figure 2.1
is based on the full dataset of monitoring data for the full sample of RM AGN.

20. The F,,-(UV) values are clearly all larger than F,,,(optical), showing stronger variability
amplitudes at UV energies, as also indicated by the shallow L(optical)—L(UV) slopes.

NGC 7469 and NGC 4151 exhibit somewhat shallower slopes and lower variability ampli-
tudes than the other AGN in the sub-sample. This is likely related to the very few available
data points, obtained over a brief time span. Although these data are not likely to be repre-
sentative of the intrinsic variability properties of these two AGN over similar time scales as
that covered by the observations of the rest of this sub-sample, omitting these datasets do not
change the results. This is verified by the unchanged regression result and inferred scatter (Ta-
ble2.5) when NGC 7469, with the larger Fi., values of the two sources and uncorrected star
light contribution to its UV luminosities (§2.2.1), is omitted.

Figure 2.2 shows that the local L(optical)—L(UV) relationships do not fall on top of the best
fit to the global relationship (solid line in Figure2.2) but instead show slight zero-point off-
sets. These offsets can be due to, e.g., (1) imperfect host galaxy flux subtraction, (2) intrinsic
differences in the spectral energy distributions between objects, (3) imperfect absolute spec-
trophotometric calibration, which was performed differently for the optical and UV data, or (4)
uncorrected internal dust reddening in the AGN host galaxy that will be different for each ob-
ject. Note that while the former two effects can impact both the zero-point and slope of the local
L(optical) — L(UV) relationship, the latter two should not affect the slope of the local relation-
ship. Combined with the local slopes being shallower than the global slope, this introduces a
scatter in the global relationship. Our Bayesian analysis estimates the scatter of all the data pairs
relative to a unity global relationship to be ¢y = 0.09 dex. Given the relatively short time scales
for which we have quasi-simultaneous optical and UV luminosities, this scatter must represent
a lower limit of the scatter we can expect by our use of L(optical) rather than L(ionizing) for the
luminosity in the global R(H3) — L(ionizing) relationship.

One effect that can explain object-to-object differences is the accretion state of the central en-
gine. Depending thereon, the specific L(optical)—L(UV) relationship may change significantly
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Table 2.7. Host Galaxy Flux Density Comparison

ObjeCt Fgal,eztraa Fgal,cztra/ghostb Fgal,eztra/Fhostb

(ergs™! cm™2 Afl) (%)

1) (2 3 4
Fairall 9 6.60 x 10~16 44 22
3C 390.3 1.73 x 10—16 4.2 21
NGC 7469 3.00 x 10~15 3.8 35
NGC 5548 All 2.48 x 10~15 6.6 65
NGC 3783 2.64 x 10~15 5.6 55
NGC 4151 4.24 x 10714 30.3 282

& The amount of additional host galaxy flux density needed to obtain a slope of
one in the AL (optical)-ALy (UV) relationship for each AGN.

b The values of the host galaxy flux, F,,s¢, and the measurement uncertainty,
Ohost, are listed in Table2.1 and are adopted from Bentz et al. (2009a) and Bentz
et al. (2013).

in time: in the case of NGC 5548, the slope changes from 0.65 (year 1) to 0.39 (year 5). However,
the “year 5" dataset only covers 37 days, while ‘year 1’ covers 236 days, so the shallower slope
and lower F,,, value may also be related to the time span over which we have simultaneous
optical and UV data, in this case. Nevertheless, because the paired UV and optical data only
cover relatively short time spans, the slopes of the local L(optical)—L(UV) relationship for each
AGN are related to their short term continuum variations only. Since AGN continuum vari-
ations are unpredictable, we cannot assume that the slopes measured here are valid at other

times, separated by several years®.

Another potential effect that can alter the slopes of the local L(optical)—L(UV) relationships
is the accuracy of the measured host galaxy flux values, F},,s: (Table2.1, column 5). Given
the shallow slopes, the only way to get a linear relationship is to assume that the host galaxy
flux level of each object is underestimated. To test this, we iteratively subtract an increasing
amount of host galaxy flux in addition to that listed in Table 2.1 until we measure a slope of
1.0 for each source. We list this additional amount of host galaxy flux needed as Fyq; cztrq in
Table 2.7. We find Fyq1 extra/Fhost ratios in the range between ~20% and ~300% and for most of
the sources Fyq catrq is at least ~40% of F,s¢ (Table 2.7). These Fyq; cxtra Values correspond to
40 host— 30 ohost, a statistically significant change. Furthermore, the value of Fy o cztrq estimated
for NGC 5548 is particularly unrealistic because if we were to subtract this extra flux from the
continuum measurements presented by Peterson et al. (2013a), the continuum fluxes would be
negative for some epochs. We consider it very unlikely that the host galaxy flux would be so
grossly underestimated and conclude that the observed optical and UV variability amplitude
differences cannot be attributed to an inaccurate correction for host galaxy flux contamination
at optical wavelengths.

SMeasurements separated by the damping time scale of the damped random walk can be considered to be truly
independent. While the damping time scale is not well established and may be different for individual AGN, it appears
to be of the order of 200 days in the restframe for SDSS quasars (Kelly et al., 2009; Koztowski et al., 2010; MacLeod et al.,
2010).
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2.3.2 THE RADIUS—LUMINOSITY RELATIONSHIPS OF NGC 5548

Our second study addresses the contribution to the observed scatter in the global R(HS) —
L(5100A) relationship (i.e., based on the full sample of RM AGN) from the scatter introduced
by a single object as it varies in luminosity over time. Longer term variations over time scales
of several years will better probe this scatter as each measurement on the global relationship
was obtained at a random time during the lifetime of each AGN. Ideally, we would want to
examine how R(Hp) changes with the UV luminosity for all the objects in the RM sample, as
L(UV) is expected to be a better estimate than L(5100) of the ionizing luminosity that dictates
the size of the HS emitting region. Unfortunately, only for one object, NGC 5548, can the avail-
able data address its long term variability properties. Because the data are not available for a
detailed analysis of the R(HS) — L(UV) relationship itself for NGC 5548, we examine instead
the R(HS) — L(5100A) relation and the implications for its scatter from the observed L(51004)
—L(UV) relationship, presented above. We then examine the inferred R(Hp) — L(1350A) rela-
tionship in order to test our assumption that L(UV) is a better proxy for L(ionizing).

The R — L(5100) Relationship for NGC 5548

Figure 2.3 shows the R(H3) — L(5100A) relationships for the CCF (top) and JAVELIN (bottom)
datasets. The red dashed lines are the best fit regressions to each dataset. We describe the
R — L(5100) relationship as:

log (2.3)

RprLr
__TWBLR__ | _ g ]
1light — day] +Alog

AL (5100
ALBL00) |
10% ergs

where K is the zero point, § is the slope, and ¢ is the estimated scatter. Because the regression
method cannot account for the asymmetric uncertainties in our Rp;r measurements we per-
formed an extensive ‘error-bar sensitivity test’” (described in Appendix A.1) to test the effects
of adopting a particular symmetric uncertainty on Rpyr. The test revealed that the regression
results are not significantly affected by which of the possible error-bars we adopt. To be con-
servative we adopt the larger of the upper and lower 1o uncertainties for each object and quote
the best fit parameters to equation (2.3) based thereon. The best fit slope and intercept obtained
from the Bayesian analysis are the median values of the posterior probability distributions while
the quoted uncertainties are the standard deviations with respect to the median. For each of the
CCF and JAVELIN datasets, Table 2.8 lists the resultant zero-point and slope of the R — L(5100)
relationships (columns 2 and 3, respectively); the root mean square scatter, orasg, of the Rprr
data (column 4) relative to the best fit relationship; the estimated scatter ¢ (column 5); and the
precision of the scatter estimate (column 6).

The regression slopes obtained from both datasets agree to within the errors. This is ex-
pected since Zu et al. (2011) found mostly consistent lag measurements (R, r) for the CCF and
JAVELIN analysis methods. However, the CCF dataset has larger Rprr uncertainties. Bentz
et al. (2007) examine the R(Hf3) — L(5100A) relationship for NGC 5548 using only the CCF data
of the first 14 campaigns (Year 1 — 17) and find a slope = 0.73 & 0.14. Zu et al. (2011) examine
the same relationship with the JAVELIN dataset and obtain a slope 8 = 0.73 & 0.10. We note
that our current dataset is somewhat improved compared to these studies owing to updates to
the host galaxy contribution measured for individual spectral apertures and Milky Way redden-
ing corrections (Bentz et al., 2013) and the improved calibration of the nuclear fluxes (Peterson
et al., 2013a). As a result, we obtain slightly steeper slopes (8 = 0.79 £ 0.20 for the CCF data;
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Figure 2.3 The R — L(5100) relationships for NGC 5548 based on the CCF dataset (top) and the
JAVELIN dataset (bottom) updated to account for the new flux calibration of Peterson et al.
(2013a). The numbers refer to the year of the reverberation mapping campaign as described in
§ 2.2.2. The red dashed lines in each panel show the best fit relationship to each dataset (the
“local’ relation). The black solid lines show the global relationship with slope 5 = 0.53 (Bentz
etal., 2013).

B = 0.88 £ 0.17 for the JAVELIN data) than these previous studies, but our results are still
consistent to within the uncertainties.

The best fit slope for each of the CCF and JAVELIN dataset is steeper than the global slope, 5
=0.53, established by Bentz et al. (2013). For the CCF dataset, the uncertainty on the slope shows
that there is less than a 20% probability that the local slope is intrinsically similar to the global
one and, therefore, we consider this steeper local slope to be real. Since we argue that NGC 5548
is representative of reverberation mapped AGN (§2.2.2), a steeper local slope is likely typical
of AGN. This suggests that the intrinsic variability of individual sources introduces additional
scatter into the global relationship. We are, therefore, interested in assessing the scatter on the
global relationship introduced by this particular well-studied object. We estimate the scatter
of the NGC 5548 R(Hf3) measurements relative to the global relationship (black solid lines in
Figure 2.3) by fitting each of the CCF and JAVELIN datasets with a fixed slope of 8 = 0.53 & 0.03.
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Table 2.8. Regression Results for NGC 5548

Type of Intercept K® Slope 52 orMs®  €0® Aeg®
Relationship (dex) (dex) (dex) (dex)
(©) @ (©) 4) ) (6)

R — L(5100) Relationship

CCF RpLr
Local relationship ~ 1.83 £0.15 0.7940.20 0113  0.076  £0.047
Global relationship ~ 1.62 £ 0.04 [0.5340.03] 0.122 0.087  +0.046
JAVELIN RprRr
Local relationship 1.89 +£0.13 0.88+0.17 0.092  0.071 40.039
Global relationship ~ 1.59 +0.04 [0.53+0.03] 0.103 0.118  +0.041

R — L(1350) Relationship

CCF RpBLR
Local relationship ~ 1.48 £0.10 0.474+0.15 0.115  0.081  £0.052
Global relationship ~ 1.52 £ 0.04 [0.53+0.03] 0.126  0.072  £0.050
JAVELIN RprRr
Local relationship 1.45 4+ 0.05 0.52+0.12 0.105 0.073  £0.052
Global relationship ~ 1.51 £ 0.03 [0.53+0.03] 0.096  0.065 +0.041

Note. — The values in square brackets (slope 3; Bentz et al., 2013) are held fixed
during the regression in order to estimate the scatter relative to this particular slope.
The zero-point is the best fit value given the data and the adopted slope. The UV lumi-
nosities are computed as described in § 2.3.2.

2Best fit parameters for the relationship in Equation (2.3) based on adopting the larger
of the two error-bars; this is option (d) of the ‘error bar sensitivity test’, described in
Appendix A.1. These parameters and their uncertainties are the median and standard
deviation of the posterior probability distributions.

bThe rms scatter of the data points relative to the best fit relationships computed as

% (R;neasured_R{”)Q ‘
=1 ~ . The distribution of the residuals (R™eesured _ Rfit) are
shown in diagrams presented in Appendix A.2.

°The standard deviation of the posterior probability distribution of the scatter, i.e., the
precision of the scatter estimates.

We derive a scatter of 0.09 dex and 0.12 dex for the CCF and JAVELIN datasets, respectively;
each is insensitive to the size of the adopted errorbar (see Appendix A.1). For completeness we
report two types of scatter in Table 2.8 and Figure 2.3: one relative to the local R(HS) — L(5100A)
relationship for NGC 5548 (red dashed curve) and the scatter contribution of this source to the
global relationship (with slope 8= 0.53; black solid curve), which is the scatter of prime interest
to this study. We infer a larger amount of scatter based on the JAVELIN dataset compared to
the CCF dataset. This is easily understood because the measured local slope is steeper in this
case and the degree of estimated scatter depends® on the amplitudes of the uncertainties of the

6The sum of the quadratures of the measurement uncertainties and the estimated scatter ¢y (see equation (2.3)),
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Figure 2.4 The R — L(1350) relationships for NGC 5548 using the CCF dataset (top), and the
JAVELIN dataset (bottom). The L(1350) luminosities are computed based on the measured
L(5100) values and the L(optical)—L(UV) analysis as outlined in Section 2.3.2. See Figure 2.3
for symbols and color code.

Rprr and L(5100) measurements and the JAVELIN dataset has smaller Ry r uncertainties.

Since we demonstrate above that the variability of NGC 5548 is representative of reverberation-
mapped AGN, we can extrapolate these results to predict that the variability of individual ob-
jects will add a scatter of order 0.1 dex into the global R(H3) — L(5100A) relationship. We verify
this in §2.3.3 by means of Monte Carlo simulations.

The R — L(UV) Relationship of NGC 5548

Because L(ionizing) is the luminosity that sets the BLR size, and L(UV) is closer in energy to
L(ionizing) than L(optical), we test here if an inferred local R(HS) — L(1350A) relationship for
NGC 5548 will have a slope of ~0.5, more consistent with the physical expectations. This is a
zeroth-order test because the L(1350A) values are not direct measurements but inferred from the

respectively, must sum to the quadrature of the observed scatter, the oyms.
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available optical luminosities for most R(HS) measurements. To convert the L(51OOA) values to
L(1350A), we use the L(5100A) —L(UV) relationship established for the ‘NGC 5548 All” dataset
and given in Table 2.5. The data from the two separate monitoring years do produce somewhat
different L(5100A) —L(UV) slopes. However, using all available data to cover a longer temporal
baseline over which to calculate a single relationship is likely to be more representative” of the
overall relationship between L(5100A) and L(UV) over the time scales covered by our full set
of L(5100A) measurements.

To convert L(5100) to L(1350) we adopt the following parameterization, obtained by re-
gressing the NGC 5548 data with L(5100A) as the independent measurement®:

AL, (1350)

1 (2.4)
ergs—

1043erg s—1

L(51
] = 43.06 £ 0.10 + (1.73 £ 0.34) log lAA@OO)] .

The normalizations of the luminosities are introduced to better constrain the uncertainties
in the regression procedure (e.g., Tremaine et al., 2002). The errors on L(1350A) are propagated
from the uncertainties in the L(5100A), slope, and intercept values according to standard error
propagation rules (Taylor, 1997) and are therefore larger than we expect from direct UV mea-
surements. The results of this luminosity conversion are demonstrated in Figure 2.4, which
shows the R(HS) — L(1350A) relationships based on the CCF (top) and JAVELIN (bottom)
datasets.

Regression analysis on these new relationships yields best-fit slopes for the CCF and JAVELIN
datasets of 3=0.474+0.15 and §=0.52+0.12, respectively, close to the theoretically expected
slope. This suggests that L(UV) is a better proxy of L(ionizing) and for that reason we may
also expect a reduction in the scatter of the R(Hf3) — L relationship by adopting the L(UV)
luminosity. Unfortunately, we cannot strictly address this latter issue because the larger propa-
gated uncertainties on L(1350A) in our current investigation may be suppressing the estimated
scatter artificially.

The similar work of Bentz et al. (2007) also obtains best-fit slopes ~0.5. However, the cur-
rent work supersedes that earlier effort because it is based on (a) a larger database of NGC 5548
monitoring data with improved flux calibration; (b) improved luminosity measurements and
uncertainties owing to improved host galaxy light determinations, Galactic extinction correc-
tions, and updated uncertainty determinations; (c) an analysis to specifically address how the
connection between the optical and UV luminosities factors into the scatter in the observed
global R(HB) — L(5100A) relationship based on R(Hp) values derived from both the classical
CCF method and the new JAVELIN method; (d) Monte Carlo simulations (§2.3.3) to predict the
effects of the local R(HS) — L(5100A) and R(HB) — L(1350A) relations on the corresponding
global relationships (addressed next).

2.3.3 THE EFFECT OF INTRINSIC AGN VARIABILITY ON THE GLOBAL R(Hp3)
—L(5100A) RELATIONSHIP: MONTE CARLO SIMULATIONS

Our analysis of the local R(HS) — L(5100A) relationship for NGC 5548 in § 2.3.2 shows that its
steep slope can introduce a scatter of order 0.1 dex in the global R(HS3) — L(5100A) relation. If
this steep local relationship is characteristic for all the reverberation mapped AGN, the question
remains: how much of the current scatter in the global R(H3) — L(5100A) relation is due to this

7If we adopt the “Year 1’ slope for the conversion, the slope changes but the observed scatter inferred from a similar
analysis to that outlined below does not change significantly.
8This is consistent with inverting equation (2.2) but setting ¢; = 0.
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effect? To examine this, we performed Monte Carlo simulations using mock databases of R
and L pairs that sample the local NGC 5548 R(Hj3) — L(5100A) relationship and apply it to the
sample of reverberation mapped AGN presented by Bentz et al. (2013).

To generate the mock database, we assume that each AGN in the sample varies in a similar
manner to NGC 5548. We let each object vary in luminosity along its own local R(Hj) — L(5100A)
relationship with an assumed slope $=0.79 and scatter ¢; =0.081 dex in R(Hp) (i.e., applying
the results of the CCF dataset shown in the top panel of Figure 2.3). We describe the luminosity
distribution by a Gaussian function centered at the mean luminosity, < L >, observed for each
AGN (Bentz et al., 2013) with a standard deviation of o, =0.30 dex, as measured for NGC 5548
for the 15 epochs analyzed here (§2.2.2). For the purpose of this test, a Gaussian function is a
reasonable approximation of AGN variability behavior, which can be described by a damped
random walk (e.g., Kelly et al., 2009; Koztowski et al., 2010), i.e., a stochastic process with an
exponential covariance matrix. We perform 2000 Monte Carlo realizations, where each realiza-
tion samples a given object at a random point along its simulated local relationship, and we
make a mock global R(H3) — L(5100A) relationship by sampling 69 (R, L) pairs for the 39 AGN
to match the sample size presented by Bentz et al. (2013); i.e., we use multiple (R, L) pairs for
objects’ where Bentz et al. (2013) includes multiple RM results. Next, for a given realization
of the mock global R(H3) — L(5100) relationship, we compute for each of the 69 randomly se-
lected (R, L) pairs, the residuals between the simulated values of R and the radius predicted
from the Bentz et al. (2013) R(H3) — L(5100) relationship. For the resulting distribution of the
69 R-residuals, we adopt the standard deviation as the observed scatter for this particular real-
ization.

With 2000 realizations we obtain a distribution of the estimated scatter with a mean (i.e.,
the most likely scatter) and standard deviation of yyocx + oamockx =0.106 £ 0.009 dex. This
means that the combination of a steep local relationship and an assumed scatter in R around
the local relationship of ¢; ~ 0.08 dex will result in a typical scatter in the global relationship of
~0.11 dex, if all AGN vary like NGC 5548. The steep slope of the local relation alone (i.e., when
€0=0) contributes a mean scatter of prrocx = 0.077 dex £ 0.007 dex in the global relationship,
entirely consistent with the scatter contributions adding in quadrature.

In reality, each AGN will vary with a different local slope, /3, and scatter, ¢y, and a differ-
ent o7, around its mean luminosity, < L >, and will thereby contribute with a higher or lower
scatter to the global R(Hp3) — L(5100A) relationship than we estimate for NGC 5548. There are
insufficient data to address the likely distributions of 8 and ¢, for the R(HS5) — L(5100A) re-
lationships of individual AGN, but there are indications that o, is luminosity dependent and
therefore lower for quasars (e.g. Vanden Berk et al., 2004; Bauer et al., 2009; Schmidt et al., 2010).
Although Figure 2.1 shows that NGC 5548 does not have the most extreme optical variability
properties of the RM AGN, it has exhibited the largest L(5100A) differences, AL, on long time
scales (Bentz et al., 2013); a larger o, will result in larger AL. Therefore, by adopting the same
o1, =0.3dex value for all AGN in the simulations, we obtain an upper limit on the expected
global scatter. Our tests show that as the luminosity distributions narrow to o = 0.1dex, the
mean scatter pysock approaches 0.085 dex, a scatter slightly higher than the assumed scatter in
the local relationship, ¢y. Our analyses also show that as 3 approaches the slope of the global re-
lationship (i.e., the AGN vary along the global relationship, as opposed to across it), the expected
global scatter parockx converges on the assumed value of €. This underscores the importance
of further understanding the existing scatter in the local relationship and its effect on the global

9However, our tests show that the results are insensitive to how the 69 data pairs are selected among the AGN, as
expected given the assumed similar variability properties of all the objects.
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relationship.
Our estimates of the expected global scatter of ~0.11 dex, assuming all AGN vary like NGC5548,

is a significant fraction of the observed scatter of 0.13 dex determined by Bentz et al. (2013)
for the empirical global R(HS) — L(5100) relationship. We note that while our simulated lo-
cal relationships do contain a scatter (or noise) contribution (i.e., ¢y > 0) that can include some
measurement uncertainties due to, for example, small inaccuracies in the R measurements, the
scatter we simulated will not take into account other known sources of scatter in the global
R(HS) — L(5100) relationship due to distance measurements or poorly constrained lags that are
included in the scatter measured by Bentz et al. (2013). The fact that we can account for a large
fraction of the observed global scatter is good news. Understanding the origin of the scatter
means that there is a potential for mitigating it.

2.4 DISCUSSION

2.4.1 THE SCATTER IN THE GLOBAL R — L RELATIONSHIPS

Since the relationship was first established (e.g., Kaspi et al., 2000, 2005), the largest improve-
ment imposed was the correction for host star light contamination of the optical luminosities
(e.g., Bentz et al., 2006a, 2009a) that changed the global slope from ~0.7 to 0.54. Upon cor-
recting for host galaxy contamination for the 35 AGN in the RM sample at the time, Bentz
et al. (2009a) estimate the observed scatter, ¢, using the FITEXY method (Press et al., 1992) to
be ~40% or 0.15dex (in Rprr). As the measurements in recent years have improved, the ob-
served R(Hf) — L(5100A) relationship has become increasingly tighter. Peterson (2010) found a
scatter of just 0.11 dex when including only the most robust measurements, namely those based
on light curves so well-behaved that the time delay can be estimated by eye. The most recent
work (Bentz et al., 2013) suggests that for 41 nearby AGN, that cover a wide optical luminos-
ity range from 10*? erg s~! to 10%® erg s~!, the observed scatter amounts to 0.19 dex when all
data are included. When restricting the analysis to the better dataset where two AGN, Mrk 142
and PG 21304099, with poorly constrained lags'? are omitted, the more robust Bayesian regres-
sion method of Kelly (2007) reveals a scatter of 0.13 dex. The Bentz et al. (2013) study includes
new measurements of low-luminosity AGN and improved corrections for host galaxy light and
Galactic reddening.

Understanding the origin of the observed scatter can help us understand how to minimize
the scatter for future studies and application of the relationships. While high-quality data and
accurate lag measurements are important for application to precision measurements of black
hole mass and cosmic distances, other issues affect the scatter. Bentz et al. (2013) find that a
large contribution to the observed scatter is in fact the accuracy to which we know the phys-
ical distance to some of the nearby AGN. These objects are so nearby that they do not follow
the Hubble flow but have significant peculiar velocities, making their redshifts poorly suited
for distance measurements; alternative distance measurements are often lacking or have large
errors. Watson et al. (2011) also discuss known contributions to the currently observed scatter
due to uncorrected but significant internal reddening in a few objects and remaining inaccurate
lag measurements, the latter of which recent or ongoing studies are continuing to address (see
e.g., Du et al,, 2014, Peterson et al. 2014, in prep.). The main goal of our investigation has been
to quantify the amount of scatter that can be introduced by the use of L(5100A) in the observed

10Recent work suggest that the lag measurements for PG 21304099 and Mrk 142 are in error. See Grier et al. (2013b),
Bentz et al. (2013), and Du et al. (2014) for details and discussion.
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global radius — luminosity relationship and which can potentially be mitigated by adopting a
better proxy of the ionizing luminosity L(ionizing) that drives this relationship (see eqn. (2.1)),
such as the UV luminosity L(1350A).

In our study of how L(5100A) changes with L(1350A) for a sample of six RM AGN (§ 2.3.1;
Figure 2.2), we find that the two luminosities are not linearly related (the global slope is ~0.84;
Table 2.5) and therefore not directly interchangeable. Also, the shallow slopes and the F,q,,
values (Table 2.6) indicate stronger UV variability, consistent with previous observations (e.g.,
Clavel et al., 1991; Korista et al., 1995; Vanden Berk et al., 2004; Wilhite et al., 2005; Zuo et al.,
2012). Based on our Bayesian analysis, we find that the non-linearity between the optical and
UV luminosities for individual AGN may introduce a scatter into the observed global R(H3) —
L(5100A) relationship of 0.09 dex (Table 2.5), which is the best constraint that can be placed on
this effect with the currently available data.

To study the impact of long-term variability on the scatter in the global R(HS) — L(5100A)
relation, we turn to the well-studied Seyfert 1 galaxy, NGC 5548, the only source for which we
have data spanning decades. Although this is just a single source, its variability nature is repre-
sentative of the current RM sample (§2.2.2) and it is fair to assume that this AGN will provide
a representative measure of the observed scatter in the global R(Hj) — L(5100A) relationship.

While we analyze both the CCF and JAVELIN datasets of R(H/{) values in Section 2.3.2 we
mainly focus on the results based on the standard CCF method as this allows a direct com-
parison with previous work. On account of the steep slope (8 = 0.79£0.20; Table 2.8) and the
scatter (¢y = 0.08 dex) observed for the local R(Hj3) — L(5100A) relationship for NGC 5548, our
Monte Carlo simulations (§2.3.3) show that if this local relationship is representative of each
of the 39 AGN in the current global R(Hp) —L(5100A) relationship, we can expect a scatter
of 0.11 dex £0.01 dex in the global relationship, a significant fraction of the current scatter of
0.13 dex measured by Bentz et al. (2013). This estimate may likely be an upper limit to the
scatter we can expect in the global relationship, because most AGN and, especially, the higher
luminosity quasars are expected to vary with smaller luminosity amplitudes than assumed in
our simulations, as discussed in §2.3.3. We find that for a decreasing typical variability ampli-
tude for the AGN on the global relationship, the global scatter approaches a floor just above
the level of the assumed local scatter, ¢y. This emphasizes the importance of the scatter in the
relationships traced by individual AGN, as they vary intrinsically, for the global scatter. Future
work should focus on better understanding this scatter, as this is outside the scope of this work.
The fact that the steep local slope alone can account for ~0.08 dex of the expected 0.11 dex global
scatter implies that a significant fraction of the estimated scatter of 0.13 dex measured for the
empirical global relation (Bentz et al., 2013) can potentially be mitigated by adopting a more
accurate proxy for L(ionizing). In that case, we expect the local slope to be close to 0.5, as we
see for the inferred local R(HS3) — L(1350A) relationship for NGC 5548 (§2.3.2), such that the
individual AGN vary along the global relationship. This particular situation highlights, again,
the importance of the scatter in the relationship of individual AGN, which propagates directly
through to the global relationship.

Effects of JAVELIN-based measurements. We note that our parallel analyses of the R(H3) —
L(5100A) and R(Hp) —L(1350A) relationships based on R(H/) measurements with the JAVELIN
analysis method corroborate the regression results based on the standard CCF method, show-
ing a steeper slope of the optical relation and a slope consistent with 0.5 for the relation based
on UV luminosities. However, they also suggest that the actual scatter in these relationships
may be larger than estimated previously by means of the CCF method (e.g., Bentz et al., 2013).
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The estimated scatter depends on the measurement uncertainties (i.e., the size of the error
bars). With its fuller use of information, the JAVELIN method yields R(H{) measurements
with smaller measurement errors. As a result, we infer a larger scatter for the JAVELIN-based
radius — luminosity relationships. Specifically, we estimate a scatter of 0.12 dex +0.04 dex for
the R(Hp) — L(5100A) relationship of NGC 5548, ~30% larger than the value inferred based
on the classical CCF method. Repeating the Monte Carlo simulations of §2.3.3 for the local
R(H ) — L(5100A) relationship for the JAVELIN method, we obtain a predicted mean scat-
ter ftmock = 0.13 dex+£0.01 dex for the RM sample, assuming all the AGN vary like NGC 5548.
However, we cannot quantify the relative contribution of this scatter to the scatter in the global
relationship because, at present, JAVELIN-based lags (Zu et al., 2011) do not exist for the full
dataset presented by Bentz et al. (2013).

2.4.2 ON THE SLOPE DIFFERENCES BETWEEN THE LOCAL AND GLOBAL RE-
LATIONSHIPS.

Given the photoionization physics predictions that R oc L(ionizing)%?, it is notable that when
we use L(5100A), as opposed to L(ionizing), in the observed radius — luminosity relationship
the global slope is very close to a value of 0.5 (Bentz et al., 2009a, 2013). Yet, on the contrary, the
local R(HB) — L(5100A) relationship appear to be somewhat steeper than this global relation.
What may appear as a conundrum is in fact easily explained by a general AGN property and
the intrinsic source variability properties studied here. The regression results in Table 2.5 show
that the mean optical and UV luminosities of individual AGN, marked in Figure 2.2 by black
symbols, trace a linear L(optical) — L(UV) relationship across the AGN sample to within the
uncertainties: the mean luminosities scale with a power of 0.96 & 0.21. This can be understood
from the perspective that a more massive black hole will result in a higher mean luminosity
that on average scales equally across the optical-UV region. This means that the average optical
luminosity is typically a good proxy of the average UV luminosity. If the UV luminosity is a
good proxy of L(ionizing), so is the mean optical luminosity and we can expect a global slope
of the R(Hp) — L(5100A) relationship close to 0.5. The steep slope of the local R(HS) — L(5100A)
relationship for individual objects, as seen for NGC 5548 in Figure 2.3, is simply a result of
the optical source flux varying typically with smaller amplitudes than the UV flux. This is
verified by the higher F,,, values for the UV continuum (Table 2.6) and the shallow slopes of
the L(optical) — L(UV) relationship for individual AGN (Figure 2.2). That this is a luminosity
color effect is confirmed by the local R(HS) — L(1350A) relationship for NGC 5548 having a
slope ~0.5.

2.4.3 ALTERNATE PROXY FOR THE IONIZING LUMINOSITY

The Hp line luminosity, L(Hf), is considered to be a good measure of the ionizing luminosity
because Hf is a recombination line (Osterbrock & Ferland, 2006) and it, therefore, carries the
potential of providing a good readily accessible proxy in the optical observing window (Wu
et al., 2004; Greene et al., 2010). For that reason, one might expect that L(Hf) could provide a
better measure of slope and scatter of the intrinsic R(HS) — L(ionizing) relationship than the
propagated L(1350A). Unfortunately, the R(H 3) — L(H ) relationship does not offer any more
information than that of the UV luminosities estimated in this work. Because HfS exhibits a
Baldwin Effect when time delays are correctly accounted for (Gilbert & Peterson, 2003), there
is not a one-to-one correspondence between the number of ionizing photons and the number
of HfB photons. We verified this by measuring the narrow-line subtracted H(5) luminosity
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from the mean spectra of NGC 5548 obtained from each of the epochs spanning the 20-year
monitoring database available (§ 2.2.2). The resulting R(H 3) — L(H () relationships (not shown)
exhibit an even steeper slope than that of R(Hj3) — L(5100A) and only by applying a similar
correction for the luminosity color (Gilbert & Peterson, 2003) as that applied here, do we confirm
that the R(HS) — L(UV) relationship has a slope of 0.5. We therefore conclude that the best proxy
for the ionizing luminosity is a directly measured luminosity at energies close to the peak of the
ionizing spectral energy distribution, such as L(UV).

2.4.4 IMPLICATIONS FOR COSMOLOGY STUDIES

The amount of observed scatter in the global R(HS) — L(5100A) relationship is important for
cosmological implications (Watson et al., 2011). It introduces an uncertainty in the inferred lu-
minosity for a given measured R(H/) and, as a result, in the luminosity distance. However,
to use the relationship as a distance indicator, it is reasonable to use the better data and ex-
clude clearly bad measurements. Bentz et al. (2013) show that the current R(HS) — L(51004)
relationship has an observed scatter of 0.13 dex when Mrk 142 and PG 21304099 with a poorly
constrained lags are omitted, which corresponds to an uncertainty in the distance modulus of
Ap=0.33mag. This is already an improvement over the value of 0.5 mag reported by Watson
et al. (2011). Our analysis shows that by adopting a more accurate proxy of L(ionizing) than
L(5100A), such as L(UV), we may eliminate a scatter of ~0.08 dex (as estimated in this work
based on the CCF method), thereby bringing the total observed scatter of 0.13 dex to 0.10 dex
and reduce the uncertainty to Ay =0.26 mag. The scatter in the global R —L(UV) relationship
depends, however, on the scatter in the local relationships. This scatter may well be lower for
a better proxy of L(ionizing). With additional attention to other sources of uncertainties and
scatter in the R(Hf) — L(ionizing) relationship, such as reddening, improved R(H/) lag mea-
surements, and distance measurements for some of the most nearby RM AGN (see Watson et al.,
2011; Haas et al., 2011; Bentz et al., 2013, for discussion), the observed scatter can potentially be
reduced further. For the R(C1v) —L(1350A) relationship applied to high-redshift AGN, our dis-
cussion earlier emphasizes again the importance of understanding the origin of the scatter in
the local relationship of each individual AGN as the typical local scatter defines the scatter in
the global relationship. Future studies of the large reverberation mapping datasets, obtained
from multi-object spectroscopic monitoring campaigns of hundreds of AGN (some of which
are currently underway), hold promise to establish how this scatter in the global relationships
can be mitigated or minimized through a better understanding of the potential systematics in-
volved. As a result, there is a large potential for the global R(C 1v) —L(1350A) relationship to be
a competitive luminosity distance indicator, both at low and high redshift.

2.5 CONCLUSION

Since the ionizing luminosity is what drives the radius — luminosity relationship, we have

investigated whether the use of the optical luminosity L(5100A), as opposed to the ionizing

luminosity, can account for some of the scatter in the observed global R(HJ) — L(5100A) re-

lationship (e.g., Bentz et al., 2013). Based on our analysis of the relationship between multiple

near-simultaneous pairs of optical and UV continuum luminosity measurements (to within two

days) available for six reverberation-mapped AGN (NGC 5548, NGC 7469, NGC 3783, NGC 4151,
3C390.3, Fairall 9), the long-term optical and UV continuum flux variations of Seyfert 1 galaxy,

NGC 5548, and a suite of Monte Carlo simulations, our main findings are as follows:
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1. We present the most recent updates of the local R(H/3)—L(5100A) relationship for NGC 5548
that takes into account the recalibration of the flux measurements of Peterson et al. (2013a)
and the updates of Bentz et al. (2013). We present the relation for the Hg lags, R(Hp), de-
termined by both the CCF and the JAVELIN methods (Table 2.8), finding slightly steeper
slopes 8 = 0.79 and 3 = 0.88, respectively, than previously reported. The scatter measured
in this local relation amounts to 0.07 dex — 0.08 dex. We also present JAVELIN-based lags
of the Year 17 (Bentz et al., 2007) and Year 20 (Bentz et al., 2009b) monitoring campaigns,
not included in the Zu et al. (2011) study:.

2. We confirm L(1350A) to be a better proxy for L(ionizing) than is L(5100A). Our analysis
of the local NGC 5548 R(Hp) — L(1350A) relationship shows a slope consistent with the
theoretically expected slope 3=0.5 in contrast to the local R(HS) — L(5100A) relation.

3. The HB luminosity is not a more suitable substitute for the ionizing luminosity than
L(5100A) as it needs a similar color correction.

4. The typical lower variability amplitudes of the AGN optical continuum compared to the
UV continuum suggest that the local R(HS) — L(5100A) relationship for individual AGN
will typically be steep, as seen for NGC 5548. If all AGN vary like NGC 5548 with a similar
slope of the local relationship, this steep slope alone will contribute a typical scatter of
0.08 £ 0.01 dex (§2.3.3) to the currently observed scatter of 0.13 dex (Bentz et al., 2013) in
the global R(HB) — L(5100A) relationship. This suggests that a sizable fraction of the
observed scatter can be mitigated by the use of a UV luminosity in lieu of L(5100A).

5. Assuming NGC 5548 is representative of the AGN population, the combined effect of the
steep local slopes and the scatter in the local R(HS) — L(5100A) relationship can account
for most (~0.11 dex) of the current scatter in the observed global R(Hg) — L(5100A) rela-
tionship.

6. A significant contribution to the scatter in the global R(Hp) —L(5100A), R(HB) —L(1350A),
and R(C1v) —L(1350A) relationships comes from the scatter in the corresponding relation-
ships traced by the individual AGN as they exhibit intrinsic luminosity variations. If the
local (i.e., ‘intrinsic”’) R(HS) —L(51OOA) relationship for NGC 5548 is typical for AGN, then
it can contribute a scatter ~0.08 dex to the global scatter, which is about half of the current
observed scatter. To minimize the global scatter we need to better understand this local
scatter. Future studies will need to focus on this effort as it is beyond the scope of the
current work.

7. By adopting a UV luminosity as a better proxy for the ionizing luminosity than L(5100A),
the scatter in the global R(Hj) — L(UV) relationship is expected to be lower by ~0.08 dex
than the current global R(HS) —L(5100A) relationship. This will invoke a reduction of
the uncertainty in the distance modulus from 0.33 mag to 0.26 mag for cosmic distances
derived from the R(HB) — L(UV) relationship. A further decrease of this uncertainty is
expected when the scatter in the relationships traced by the intrinsic variability of indi-
vidual AGN is better understood and when object-to-object differences, such as internal
reddening, are corrected for.

8. Even though we see a steeper R(Hp) —L(5100A) relationship for individual AGN than the
global relationship for the entire reverberation mapped sample — because AGN typically
vary with lower optical luminosity amplitudes than the ionizing luminosity that drives
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the relationship — the average optical luminosity of a given AGN is an equally good proxy
of the average ionizing luminosity as the UV luminosity (§2.4.2).

By extrapolating these result we can expect that a well-populated version of the existing, but
tentative, R(C1v)—L(13504) relationship (Kaspi et al., 2007b) will similarly have less observed
scatter. Along with the emphasis made by Bentz et al. (2013) on the pressing need to obtain
accurate distances of the nearest AGN that define the lower end of this relationship, there is
therefore a strong impetus to obtain additional monitoring data in the restframe UV energy
range.
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ON THE RELATION BETWEEN THE
BROAD EMISSION LINE SHAPE AND
EDDINGTON LUMINOSITY RATIO
FOR LOCAL SEYFERT GALAXIES

ABSTRACT — The black hole mass scaling relationships of Type 1 active galactic nuclei (AGN)
provide black hole mass estimates based on single-epoch spectra with a typical uncertainty of a factor
of ~4. A significant fraction of this uncertainty is related to the characterization of the emission-line
widths. Previously, an inverse correlation between the Eddington luminosity ratio and the ratio of HB
full-width at half maximum, FW H M, to the line dispersion was observed for 35 reverberation-mapped
(RM) AGN. I revisit this inverse correlation for a smaller sample, for which I have direct Eddington
ratio measurements based on SEDs of quasi-simultaneous optical, UV and X-ray data. Although I use
archival data, the single-epoch SEDs of the seven RM AGN in my sample are generated for the first
time and I investigate the SED variability of these sources. In this work I investigate the dependence of
the shape of the broad Hf3 and C1V profiles on the Eddington ratio. The line shape — Eddington ratio
correlation of C1V profiles are investigated for the first time. For a sample of seven RM AGN, I confirm
an inverse correlation between the Eddington ratio and Hf3 profile, but I do not see a similar trend for
the C1V profile for my sample of 7 nearby AGN. Moreover, I examine the effect on this relationship of
obtaining Eddington ratios from bolometric correction scalings, and I obtain very similar line shape
— Eddington ratio distributions. Based on this I conclude that for this small AGN sample quasi-
simultaneous SEDs are not a requisite for this investigation. I further investigate the line shape —
Eddington luminosity ratio relation for a sample of ~3600 quasars selected from the Sloan Digital
Sky Survey (SDSS). This quasar sample shows a similar inverse correlation between the line shape
— Eddington luminosity ratio for HS and C1V profiles. By performing a partial correlation test, I
eliminate the possibility of this inverse correlation being an artifact of FWHM.

3.1 INTRODUCTION

The search for super-massive black holes (BHs) at the centers of nearby massive galaxies has
successfully exposed the presence of 10° — 109 M, central mass concentrations (Kormendy &
Richstone, 1995; Ferrarese & Ford, 2005a). Black hole masses of local (» < 0.1) galaxies in-
ferred from stellar and gas dynamics, show correlations with the bulge stellar velocity disper-
sion (Mg — o, relation), mass and luminosity of the bulges in their host galaxies (e.g Kor-
mendy & Richstone, 1995; Magorrian et al., 1998; Ferrarese & Merritt, 2000; Gebhardt et al.,
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2000; Tremaine et al., 2002; Marconi & Hunt, 2003; Graham, 2007; Giiltekin et al., 2009; Graham
et al.,, 2011, and references therein). These empirical correlations suggest a link between the
growth of the galaxy bulge and the BH at the center. A possible link is the feedback from the
BH during the quasar phase that may quench star formation and regulate both BH and galaxy
growth (e.g., Silk & Rees, 1998; King, 2003; Di Matteo et al., 2005). However the origin and the
nature of the scaling relationships between the black hole mass and the host galaxy properties
are not fully understood yet. Understanding the physical drivers and the reliability of these em-
pirical relationships requires studying large samples of galaxies with accurate BH mass, Mgy,
measurements over cosmic time.

When using stellar and gas dynamics to measure Mgy, the stellar/gas velocity dispersion
and the radius of the sphere of the influence of BH must be obtained. Therefore due to the tech-
nical capabilities (i.e., sensitivity and spatial resolution) of the current ground and space based
telescopes this method is applicable only to nearby galaxies (explained in Chapter 1.3.1). Cur-
rently, the most powerful tool to directly measure BH mass without source distance limitations
is reverberation mapping (RM; Blandford & McKee, 1982; Peterson, 1993) that can be applied
to Type 1 (broad-line) active galactic nuclei (AGN) due to their variability characteristics. The
continuum radiation generated by the accretion disk is absorbed and re-emitted by the gas in
the broad line region (BLR). This process produces the broad emission lines at some specific
wavelengths that are broadened due to the Doppler effect, the high gas motions are induced
by the black hole gravity. BLR varies in strength at specific line transitions (for ions and atoms
in the gas) in response to variations in the continuum, because the continuum is reprocessed
by the BLR. Reverberation mapping analysis uses the light curves of the continuum and broad
emission-lines to measure the time delay, 7, between the two light curves (see Chapter 1.3.2 for
details). The responsivity weighted distance of the gas in the BLR from the continuum emitting
region is given by R = cr. If broadening of the emission-lines is assumed to be due to Keple-
rian rotation of the BLR, then the rotation speed of the BLR gas, V.., can be measured from the
emission-line velocity width (AV). Since the kinematics, geometry and the inclination of the
BLR is unknown, the measured emission-line width should be multiplied by a fudge factor, f,
in order to obtain V,..; such that: V,,; = f%° x AV. Once we have measured R and V,..; and
further assume that the BLR gas dominated by the BH gravity, the mass of the central BH can
be estimated by the following equation (e.g., Peterson et al., 2004):

R(AV)?

Mgy = fT’ (3.1)

G is the gravitational constant and f is the dimensionless constant accounting for the unknown
geometry and structure of BLR. In this equation, R is directly measured from the RM analysis
and in order to measure the velocity of the gas that is responding to the continuum variations,
AV is measured from the the root mean square (rms) spectrum. Due to the unknown kinematics
of BLR, the f factor brings the largest uncertainty to Equation 3.1. However, for a small sample
with high quality RM data, f can be constrained for individual objects by dynamical modeling
(e.g., Brewer et al., 2011; Pancoast et al., 2012, 2013). Also, an average f factor (~4) is calcu-
lated for the RM sample as a whole by calibrating the RM-based BH masses to the Mgy — o
relation of the quiescent galaxies (Onken et al., 2004; Woo et al., 2010, 2013; Graham et al., 2011;
Park et al., 2012a; Grier et al., 2013a). In principle, R can be measured via RM at any redshift.
However it requires well sampled, long term monitoring. The required duration of the moni-
toring campaign depends on the luminosity of the source because R increases with luminosity
(e.g Bentz et al., 2013). Since the continuum variations of high-redshift luminous quasars are
slow with small amplitude, applying RM to such sources is not practical and resource expen-
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sive. Furthermore, for high-redshift sources cosmological time dilation is also important which
increases the required duration of the monitoring campaign.

Reverberation mapping studies of local AGN (z <0.3) have over the past ~25 years revealed
the following important results: (1) The radius of the broad-line region and BH masses of ~50
AGN have been measured (hereafter this sample is referred to as the RM sample, e.g., Peterson
et al.,, 2004; Bentz et al., 2009b; Denney et al., 2010; Grier et al., 2012b); (2) A relatively tight re-
lationship between the mean optical continuum luminosity at rest frame 51004, L(5100A), and
R(HP) (the so-called R — L relation, where R oc L°®) is established (Kaspi et al., 2000, 2005;
Bentz et al., 2006b, 2009a, 2013). Moreover, the R — L relationship can be used to estimate R
simply from a measured monochromatic continuum luminosity and hence allows mass esti-
mates from a ‘single-epoch’ (SE) spectrum also for high-redshift Type 1 AGN. The mass scaling
relationships that are obtained by calibrating SE masses to the RM based mass measurements
of local AGN (e.g., McLure & Dunlop, 2004; Wu et al., 2004; Greene & Ho, 2005; Vestergaard &
Peterson, 2006; McGill et al., 2008; Vestergaard & Osmer, 2009), provide a practical tool for Mz
estimates of distant luminous objects. Different mass scaling relationships are available for
different broad emission-line and continuum luminosity combinations: HF — L(5100A) (e.g.,
McLure & Dunlop, 2004; Vestergaard & Peterson, 2006), Mg 11 A2798 — L(BOOOA) (e.g., McLure
& Jarvis, 2002a; Vestergaard & Osmer, 2009; Wang et al., 2009) and C1v A1549 — L(1350A) (e.g.
Vestergaard, 2002; Warner et al., 2003; Vestergaard & Peterson, 2006; Park et al., 2013). These
mass scaling relationships allow Mgy estimates of quasars at high redshifts and they can easily
be applied to large AGN samples (e.g., Vestergaard et al., 2008; Shen et al., 2011).

The mass scaling relations are accurate to within a factor of ~4 on an absolute scale and a
factor of ~3 with respect to the RM masses (e.g., Vestergaard & Peterson, 2006). If we ignore
the accuracy of the RM masses that depends on the f factor and just consider the difference
between the SE and RM masses, a large part of this difference arises from our estimates of
the velocity width of the emission-line (see e.g., Denney et al., 2009b; Vestergaard et al., 2011;
Denney, 2012, for a discussion of systematic uncertainties of SE mass estimates). The SE BH
mass estimates are mainly restricted by the velocity information that depends on how the line
width is measured from the line profile. The line width can be characterized by the full-width-
half-maximum FWHM and/or the line dispersion (i.e, the second moment of the line, 0y;p; €.g.,
Peterson et al., 2004). There is a difference between the rms spectrum that represents the variable
emission-line component obtained during a monitoring campaign which we ideally want and
the emission-line width measured from the SE, or equivalently the mean, spectrum that may
also contain non-variable velocity components. We do not often have multiple epoch spectra of
high-redshift AGN - or have large samples of AGN with such data. It is too resource-requiring.
Therefore, the scaling relations were made to approximate what we ideally want. The quest
is thus to minimize the differences between the rms profile and the single-epoch profile in our
measurements. Comparison of the mean and the rms Hf profile shows that the mean profiles
have a non-variable high velocity component that dominates the line wings, and therefore it
is broader than the rms profile (e.g., Collin et al., 2006). Denney (2012) showed that the mean
C1v profiles are not the same as the rms profiles because the mean profiles have a low-velocity
core component that is not reverberating and or cause a change in the shape of the line as the
line width change. On the other hand the Hg profile does not change its shape as it gets wider
(Denney, 2012). It has been shown by Denney (2012) that the line shape differences between the
Hp and C1v profiles explain the differences between H/j and C1v based masses.

The shape of the broad emission line parameterized as the ratio of FWHM to 0y, (Collin
et al., 2006; Denney et al., 2013) is an important parameter that helps to characterize the velocity
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field in the BLR. For the virial BH mass estimates it is assumed that the measured emission-
line velocities are virial velocities (e.g., Keplerian velocities), but in reality the velocity field in
the BLR might be complex, and have additional components such as inflows, outflows and
turbulence. We observe different line shapes, some are peakier than Gaussians (more like
Lorentzians) while some are stubbier than Gaussians. The Gaussian profile can be used for
reference, as there is a clear scaling between FWHM and 0y, for a Gaussian function. The
FWHM to 0y;y. ratio is a useful parameter to determine if the profile is more boxy than a Gaus-
sian function (FWHM/ oy, > 2.35) or if it is relatively peakier (FWHM/ 0y < 2.35). Denney
(2012) found that C1v has a non-variable component that creates a more “peaky” profile. Since
the FWHM measurements are sensitive to the emission-line peak such an "peaky’ profile result
in a narrower line width and thus an underestimated BH mass. As shown by Denney (2012) the
line shape creates some bias for C IV based BH masses, but the bias is not so strong to make C 1v
based BH masses completely unreliable. This bias results in a larger uncertainty in the black
hole mass estimates since the masses based on C1v will deviate from that expected based on
the Hf line width. This bias gets stronger when the line width measurements are affected by
absorption features or bad data quality (Denney et al., 2013). But using high quality data can not
entirely account for this bias alone. Since oy;5. is not sensitive to the peak of the emission-line
by using the 0y, as oppose to the FWHM, this line shape bias can be reduced to some degree
(Denney et al., 2013). Line width measurements are very important for BH mass estimates be-
cause we use the square of the line velocity in equation 3.1; note that the uncertainty of the R
in this equation is relatively small (0.13 dex, Bentz et al., 2013). Since line width measurements
from FWHM and 0y;,. have different weights of sensitivity to the line shape, the FWHM to
Oline ratio can affect the single-epoch BH mass estimates significantly. Therefore, it is impor-
tant to understand why we observe different line shapes and if it depends on other physical
parameters of the AGN.

Collin et al. (2006) investigated the FWHM to 0y, ratio of the mean Hf profiles of the RM
sample. They separated the RM AGN sample into two groups based on the FWHM /oyine
ratio: (1) narrower profiles that have extended wings; (2) lines have broader relatively boxy
profiles. For 35 AGN they found an inverse correlation between the Eddington luminosity
ratio and the mean Hf shape. Their Eddington luminosity ratio estimates are based on the BH
masses obtained from the RM analysis and the bolometric luminosities that are scaled from the
mean L(5100A) by applying a mean bolometric correction of 10. Collin et al. (2006) show that,
for a single AGN (NGC 5548) that has been monitored for 14 years, the FW HM /0y;p. ratio of
the mean and the rms Hpf profiles change in time. This means that for an individual object
the line shape does not depend on the inclination or the BH mass. But of course across the
AGN population the line widths and shapes may change with BH mass and inclination. As
shown by Collin et al. (2006) the Eddington ratio may potentially affect the H3 line shape. This
is not surprising because the emission-line width and shape should depend on the velocity
field and geometry of the line emitting gas in the BLR. At the same time, the line emission
process depends on the mass accretion rate that controls the ionizing continuum luminosity.
This is because, as the mass accretion rate changes (increases or decreases), the ionization front
will change as well (it may expand or shrink). As the ionization front changes the location of
the responding gas will change within the BLR. Since the velocity of the gas depends on the
distance from the central BH, and the velocity of the line emitting gas changes as the ionization
front moves (an inverse correlation between the line widths and the continuum luminosity has
been observed for individual sources, Peterson et al., 2004; Park et al., 2012b), higher Eddington
luminosity ratios may result in low velocity dominated, peaky profiles.
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The aim of this study is to explore what fundamental parameters related to the black hole
accretion process, if any, that the line shape (FWHM to oy,.) may depend on. The focus of
my investigation is the possible dependence of the broad emission-line profiles of the RM AGN
sample on the Eddington luminosity ratio. In order to be able to eliminate intrinsic differences
in the BLR geometries, kinematics and inclinations between objects, I will look at line shape
variations measured from multiple single-epoch spectra of individual sources. This is mainly
because, if the Eddington ratio affects the line shape, we should see this effect for individual
sources as they vary and also between objects of different Eddington ratio in our sample. In this
work I will investigate the relation between the C1v line shape and the Eddington luminosity
ratio for the first time. In order to obtain Eddington luminosity ratios one needs BH mass and
bolometric luminosity measurements. I will use the RM based BH mass from (Peterson et al.,
2004). The bolometric luminosity, Lgor,, of an AGN, is the total integrated luminosity produced
by the central engine. It is not an easy quantity to measure because it needs to be measured from
the spectral energy distribution that covers a wide energy range from optical to X-rays. To ob-
serve the full broadband SED, observations from multiple ground and space based telescopes
operating at different wavelengths (radio to X-rays) are needed. In practice, such observations
are very difficult to coordinate. The variable nature of AGN brings an additional challenge to
Lpor measurements. Depending on the luminosity state of the AGN, the optical/UV emis-
sion that originate from the accretion disk, vary on time scale of days to weeks. Therefore,
variability characteristics of AGNs necessitate simultaneous multi-wavelength observations in
order to build intrinsic SEDs and measure inherent Lo, values. One practical way to calcu-
late Lpor, without dealing with these observational challenges, is to scale the monochromatic
continuum luminosity by a bolometric correction (BC) factor (e.g., Elvis et al., 1994; Kaspi et al.,
2000; Richards et al., 2006a; Runnoe et al., 2012). However, mean bolometric corrections that are
obtained from average spectral energy distributions of large AGN samples have large standard
deviations (e.g., 20%—50% Elvis et al., 1994; Richards et al., 2006a). For individual objects the
BC also depends on the source Eddington ratio (e.g., Vasudevan & Fabian, 2007, 2009). There-
fore, the Eddington ratio estimates of Collin et al. (2006) may be crude approximations, and
based on the standard deviations of the mean bolometric corrections they might have of order
20%—50% uncertainties. On the other hand, the effect of the bolometric correction scalings to
their study can only be quantified by obtaining the SEDs. In this study, in order to obtain more
accurate Eddington ratio values I avoid using mean bolometric corrections that are widely used
in the literature (e.g., Elvis et al., 1994; Richards et al., 2006a). Instead, I use spectral energy dis-
tributions generated by quasi-simultaneous optical, UV and X-ray spectra to directly measure
the bolometric luminosity. With the available multi-epoch quasi-simultaneous SEDs that give a
snap-shot for an AGN that varies, I also investigate SED variations and its impact on the Lpor,
Eddington luminosity ratio, bolometric corrections and line shapes.

This chapter is organized as follows: sections 3.2 and 3.3 introduce the sample and the data,
respectively. In section 3.4 I present the SEDs of my sample and describe measurements of SED
related parameters such as the bolometric luminosity, bolometric corrections and Eddington
ratio in §3.5. The Eddington ratio — line shape relation is presented in §3.6. In §3.7 I investigate
spectral energy distribution variations. I discuss my results in section 4.4 and my conclusions
are summarized in §4.5. I use a cosmology with Hy = 72km st Mpcfl, Qp =0.7and 2,, = 0.3.
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Table 3.1. Local Seyfert Sample

Object Redshift* E(B —V)* Distance® Host Flux® Aperture  PA  BHMass? Radio®
(Mpc) (10715 ergs—t em=2 A1) (%" (°) (10°Mg) Loud
M @ ®) @) ®) ©) @) ®) ©)

Fairall 9 0.04702 0.023  202.84+7.2 299 +0.15 4.0x9.0 00 255£56.0 No
NGC3783  0.00973 0.105  25.1+£5.0 472 +047 5.0 x10.0 0.0 29.8+54 No
NGC4151  0.00332 0.024 16.6+3.3 15.00 £1.40 50x75 900 133+46 No
NGCb5548  0.01717 0.018  72.5£7.0 3.75+0.38 50x75 900 67.1+£26 No
3C390.3 0.05610 0.063 243.5+7.2 0.83 = 0.04 50x 75 900 287+64.0 Yes
Mrk 509 0.03440 0.051 147.147.3 243 +0.12 50x76 900 143+120 No
NGC7469  0.01632 0.061  68.8+7.0 8.43 +0.78 50x75 900 122+14 No

aAdopted from NASA /IPAC Extragalactic Database (NED). E(B-V) values are based on Schlafly & Finkbeiner (2011) dust
maps.

PDistances are computed from the redshifts (Wright, 2006); uncertainties of the distances are calculated assuming a 500 km
s~ ! uncertainty in the recession velocities (similar to Bentz et al., 2013). The distances of NGC 4151 and NGC 3783 are adopted
from Bentz et al. (2013).

¢ Host galaxy flux densities for the relevant aperture sizes (column 6) and positions (column 7) are adopted from Bentz et al.
(2009a, 2013); Kilerci Eser et al. (2014).

dBlack hole masses based on reverberation mapping analysis are adopted from Peterson et al. (2004).

°Based on the R = f(5GHz)/f(B) values (log(R) > 1 = radio loud) calculated from the fluxes adopted from NED.

3.2 THE SAMPLE

In order to investigate the potential effects of the accretion state on the broad emission line
profiles, I base my study on the ~50 reverberation-mapped AGN (Peterson et al., 2004; Bentz
et al., 2009b; Denney et al., 2010; Grier et al., 2013b; Bentz et al., 2013, and references therein).
These are well studied local AGN with robust measurements of black hole mass and distance
to the BLR obtained from the homogeneously analyzed and calibrated dataset presented by
Peterson et al. (2004). The multi-wavelength spectroscopic monitoring data available for this
sample provide a particularly suited database to probe intrinsic variations in the bolometric
luminosity and Eddington luminosity ratio as gleaned from quasi-simultaneous SEDs.

The International AGN Watch! database provides optical and UV light curves and spectra
from several monitoring campaigns running between 1988 and 2001. From this database I select
AGN for which there are quasi-simultaneous optical-UV and X-ray data available to generate
SEDs I match the optical observation Julian Dates (JD) with the closest UV observation JD to
within two days. I searched the IUE HST and FUSE archives for UV observations that are
not officially part of the AGN Watch database but obtained for other reasons during the opti-
cal monitoring campaigns. Once the simultaneous optical-UV data epochs are selected, I then
search the literature for archival X-ray observations obtained during these epochs. While I aim
to obtain the contemporaneous data sets within a few days, for a couple of epochs (see the foot-
notes to Table 3.6) I take the closest data to within three weeks in order to increase the number
of available SED epochs as I would otherwise have a rather limited database.

My final sub-sample consists of seven RM AGN (NGC 5548, NGC 7469, NGC 3783, Mrk 509,
NGC 4151, 3C 390.3, Fairall 9). I list several source properties of these AGN in Table 3.1 namely:

1http: / /www.astronomy.ohio-state.edu/~agnwatch/
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Table 3.2. References for the Optical, UV and X-ray Data

a

Object Optical Data References®* UV Data References® X-ray Data References
() @ 3 4)

Fairall 9 1 11 TartarusP
NGC 3783 2 12 18
NGC4151¢ 3,4 13 19
NGC 5548 56,7 14,15 15, 20, 21
3C390.3 8 16 Tartarus?
Mrk 509 9 IUE archived 22
NGC 7469¢ 10,4 17 23

aReferences: (1) Santos-Lleo et al. (1997); (2) Stirpe et al. (1994); (3) Kaspi et al. (1996);
(4) Kilerci Eser et al. (2014); (5) Peterson et al. (1991); (6) Peterson et al. (1992); (7) Peterson
et al. (2013b); (8) Dietrich et al. (1998); (9) Carone et al. (1996); (10) Collier et al. (1998); (11)
Rodriguez-Pascual et al. (1997); (12) Reichert et al. (1994); (13) Crenshaw et al. (1996); (14)
Clavel et al. (1991); (15) Clavel et al. (1992); (16) O’Brien et al. (1998); (17) Wanders et al.
(1997); (18) Alloin et al. (1995); (19) Warwick et al. (1996); (20) Nandra et al. (1991); (21)
Magdziarz et al. (1998b); (22) Pounds et al. (1994); (23) Nandra et al. (2000).

Phttp:/ /tartarus.gsfc.nasa.gov/
¢ See Kilerci Eser et al. (2014) for data selection and measurements.

dNames of the used UV spectra are ads/Sa IUE#swp39925 and #swp39926.

object name (column 1); redshift (column 2); Galactic color excess E(B-V) value based on the
dust maps from Schlafly & Finkbeiner (2011) (column 3); distance (column 4); adopted host
galaxy flux measurement from Bentz et al. (2009b, 2013) (column 5); the aperture size and po-
sition angle used for the host galaxy flux measurements (columns 6 and 7, respectively); the
adopted central black holes mass (M py) estimate from Peterson et al. (2004) (column 8).

3.3 DATA

3.3.1 OprticAL-UV DATA

I extract the ground-based optical and the space-based (IUE and HST ) UV spectra from the
International AGN Watch database. The two UV spectra of Mrk 509 obtained by IUE during
the optical monitoring campaign in 1990, that are not provided in the AGN Watch database are
are available in the MAST? IUE archive®. I extract the processed IUE spectra observed during
JD=2448187.7 and JD=2448187.8 and create an average spectrum for further analysis. Details of
the observations, data processing and calibration are provided by the reference work listed in
Table 3.2. Since the optical spectra provided in the AGN Watch database are not calibrated, I
performed an absolute flux calibration based on the [O11I1]JA5007 line flux that is given by the
references listed in Table 3.2. For NGC 5548, I use the updated fluxes presented by Peterson et al.
(2013b). The details of this calibration is outlined in Chapter 2. In the following subsections,
I explain the continuum measurements that are used in the SED analysis and the line width
measurements that are used for the line shape correlation analysis.

2Multimission Archive at STScI
3 http:/ /archive.stsci.edu/iue/
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Table 3.3. Wavelength Windows for Optical, UV Continuum Fit

Object Optical Continuum UV Continuum
Windows(A) Windows(A)
(€Y (@) ®)

Fairall 9 4950-4970 & 5328-5352  1380-1390 & 1500-1520 & 1780-1810 & 1860-1900
NGC3783  4800-4820 & 5130-5170  1350-1370 & 1450-1470 & 1710-1725 & 1800-1820
NGC4151  4590-4610 & 5100-5125 1260-1290 & 1420-1460 & 1805-1835

NGC5548  4790-4800 & 5182-5192  1350-1385 & 1445-1475 & 1710-1730 & 1845-1870
3C390.3 4750-4790 & 5460-5470  1345-1385 & 1500-1520 & 1800-1830& 1890-1910
Mrk 509 4905-4915 & 5270-5280  1380-1390 & 1500-1520 & 1780-1810 & 1860-1900
NGC7469  4840-4890 & 5176-5200  1306-1327 & 1473-1495 & 1730-1750 & 1805-1835

Note. — Observed wavelengths are listed for the entire table. The second optical contin-
uum window contains 5100A(14-z) region.

Continuum Emission Measurements

The Optical Continuum I model the optical spectra with a power-law continuum in the
observed wavelength ranges listed in column 2 of Table 3.3. I parametrize the continuum as
F(\) = N x \* where « is the slope and N is the normalization at 5100A. The best fit values
of these parameters were determined by the Levenberg-Marquardt least-squares fit IDL routine
(MPFIT) (Markwardt, 2009). In order to constrain the uncertainty of the best-fit continuum I
compute the root mean square (rms) of the continuum flux density, o , within the continuum
windows relative to the best fit continuum. I use the best-fit continuum and o¢ to construct my
extreme continua levels: a) best-fit continuum+o¢, b) best-fit continuum—o¢, ¢) the bluest con-
tinuum possible, and d) the reddest slope possible within the measurement error, o¢. I adopt
the largest difference between the best-fit continuum and these 4 extreme continuum levels as
my conservative uncertainty on the continuum level setting. Similarly, I take the difference
between the best-fit slope and the slopes of the bluest and the reddest continuum levels and
adopt the largest difference as the slope uncertainty. I measure the monochromatic continuum
flux density at rest frame 5100A as the average over the optical continuum windows listed in Ta-
ble 3.3. The measured 1o rms flux density in this continuum window is adopted as the error of
the monochromatic continuum flux density. The best-fit continuum will be used in the SED and
it will be subtracted from the spectrum to measure the emission-line widths. The uncertainty of
the best-fit continuum will be used in the SEDs to infer the bolometric luminosity uncertainty
and in line width measurements to infer their uncertainties. The continuum measurements will
also be used to obtain bolometric corrections.

The Ultraviolet Continuum Ialso model the UV spectra as a power-law similar to the optical

spectra based on the UV continuum windows listed in column 3 of Table 3.3. The normalization
of the UV power-law continuum is defined at 1000A. The adopted monochromatic continuum
flux density at rest frame 1350A is the average over the relevant UV continuum windows and
its uncertainty is obtained in a similar way as for the optical continuum.

Emission Line Measurements
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Hp Line Widths Measurements I subtract the best fit linear continuum from the rest frame
optical spectrum. The red side of the HS profile blends with the [O111] A4959 emission line.
To reveal the Hf line flux potentially extending under the [O 111] A4959 line, I need to remove
the [O111] A4959 profile accurately. To do so, I model each of the narrow [O1II] A4959 and
[O111] A5007 lines with a double Gaussian function and subtract these models from the spec-
trum. An example is shown in Figure 3.1. I tie the position and velocity widths of the Gaussians
between the two [O111] lines and the line flux ratio is held fixed at the value of 1 : 3.03 expected
from atomic physics (Osterbrock & Ferland, 2006). Thereafter, for a given AGN I scale the mod-
eled [O1I] A5007 profile by the relevant ratio presented by Peterson et al. (2004) or Marziani
et al. (2003) and use this profile template to remove the narrow line component of H3. No Fe1I
template fit and removal was performed since the Fe II contribution is very weak for my targets.
To measure the FWHM I need to define the maximum flux density between the line limits and
to measure the line dispersion I need to integrate the line within the line limits. Therefore, I
need to define the wing limits of the line on the blue and red sides. Between 4700A and 4840
A Tapplied an automated box car algorithm to define the line limits on the blue and red sides
of the Hp line. I move the box car of 9 pixels from the line center pixel toward the wings of
Hp and define the wing limits as the middle pixel of the box car for which the average flux
of the 9 pixels is less than the mean noise level. To avoid any line wing limit dependence on

---------------- Core Gaussian Components
S Blue Gaussian Components NGC5548
—14 Fitted OIII lines 2447587
3x10 | ———— Continuum subtracted spectrum

Sx10™ % i y

1x107" - o —

Observed Flux [erg/(s A cm® )]

4700 4800 4900 5000 5100 5200
Rest Wavelength(A)

Figure 3.1 Sample spectrum of NGC 5548 showing the fitted model of the [O111] A4959 and
[O111] A5007 lines based on a double Gaussian function. The widths of these double Gaus-
sian functions are tied to have the same shape. The line flux ratio of the two [O111] lines is
kept fixed to 1 : 3.03. The solid green line shows the resultant model of the [O111] A4959 and
[O111] A5007 lines. In order to reveal the HS line flux under the [O111] A4959 line the resultant
model is subtracted from the spectrum.
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my results I measured the line widths, FWHM and line dispersion, for both the fixed and vari-
able (i.e., the box car) and tabulate these in Table 3.4. In this Table column (1) gives the object
name, the SED epoch is listed in column (2), the BLR radius appears in column (3), the JD of
the spectrum that is matched with the SED epoch is given in column (4). Columns (5), (6) and
(7) gives the FWHM, 0y;,,. and line shape measured from the fixed line limits. Columns (8) lists
the variable line limits and columns (9) and (10) gives the oy, and line shape measured from
these variable limits. I measure FWHM and line dispersion and correct these measurements for
spectral resolution following Peterson et al. (2004). Since the measured line widths depend on
the underlying continuum level, I compute the uncertainties in the line widths by accounting
for the uncertainty in the best continuum fit, as follows: I measure line width for each contin-
uum setting and compute the difference relative to the width measured based on the best fit
continuum setting. I adopt as the measurement uncertainty the largest of these difference.
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CIV Line Width Measurements I subtract the best fit power-law UV continuum from the
spectrum. It is not obvious which C1V profile wing limits are the most ideal to adopt for the
IUE spectra owing to the blending of N1V in the blue wing and and the ‘red shelf’ (e.g., Fine
et al., 2010) with He 11 A1640 blending in the red wing. One reasonable limit for the C1V is at
+10.000 km s™! from the line center (e.g., Vestergaard & Peterson, 2006) because it falls almost
half ways between C1v and Hell. For my spectra, a limit of 10.000 km s~! may truncate the
line wings and it is, therefore, not a robust C1v wing limit. I applied an automated algorithm
similar to the box car algorithm described for H3 in order to identify the optimal wing limits.
Here, I compare the fluxes in each pixel between the line center and the He IT and N 1V profiles.
I adopt the minimum flux pixels as the ‘variable line limit” on either sides of the C1v line. The
line width measurements listed in Table 3.5 are corrected for the IUE spectral resolution of 6A
following Peterson et al. (2004). I measure the line widths and their uncertainties similar to
what is described for Hf.

Line Shape Measurements For comparison with other work (Collin et al., 2006), I parametrize
the optical and UV broad emission line shapes by the FW HM /oy, ratio. Since FWHM is
sensitive to line peak and o0y, is sensitive to line wings, the FW H M /0y;y. ratio is a good way
to characterize the line shape.
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3.3.2 X-RAY DATA

I collect X-ray data obtained by the GINGA, ASCA, RXTE, EXOSAT, and ROSAT satellites from
the Tartarus database and from the literature. The references for the work from which I adopt
the X-ray data are provided in column (3) of Table 3.2; these references present the details of
the X-ray data processing and analysis. In this work, I do not perform X-ray data analysis, but
I adopt the results of the analysis already performed by other authors.

X-ray Power-law Continuum Measurements

The ‘primary’ continuum (i.e., that is not reprocessed) in AGN X-ray spectra is typically well
described by a power-law function (Haardt & Maraschi, 1991). More complex models are avail-
able to account for other spectral features in the spectra such as the hard reflection component
(Ross & Fabian, 1993) and the fluorescent Fe Ka line (e.g. Fabian et al., 2000). Although the
AGN X-ray emission can extend up to 100 keV and beyond (e.g., Molina et al., 2013), I restrict
my analysis to the available X-ray data between 2—10 keV.

The reference works listed in Table 3.2 provide the results of the X-ray spectral analysis.
This includes a power law fit to the observed fluxes, between 2—10 keV. To construct the SEDs I
adopt the quoted photon index I" and the broadband flux between 2—10 keV, F(2 - 10 keV). Since
I am interested in the continuum emitted by the AGN, I adopt the unabsorbed X-ray power-law
component from the model of the X-ray data. I express the broadband flux between 2—10 keV
as given in the XSPEC (Arnaud, 1996) manual

10keV 10keV
F(2—-10keV) = / fp dE = / NE™“dE (ergecm 25 ' keV 1) (3.2)
2keV 2keV

where fp = N E~“ is the monochromatic flux at energy £, N is the normalization, « is the

power law index: & = I' — 1, where I' is the photon index. Equation 3.2 can be written as
E-otl 10

(—a+1)

10—a+1 _ 2—a+1 f 10—o¢+1 _ 2—a+1
- == (33)
5 (—a+1) E-« (—a+1)

F(2—10keV) =N

From Equation 3.3 the monochromatic flux at energy E, I, (E), in units of ergem—2s~ ! Hz ! is

obtained as
F(2—-10keV)h (1 — a)E~®

ks 10(1—a) —9(-a)

(3.4)

where h is Planck’s constant in units of keV sec. I follow this formalism to calculate the monochro-
matic fluxes at different energies in units of keV. I adopt the uncertainties on I' and F(2 - 10 keV)
from the references listed in Table 3.2. I propagate the uncertainties on I" and the broad band
flux to estimate the uncertainty of F), (E) using standard error propagation rules.

For all AGN in my sample, except NGC 3783, I adopt the F(2 - 10 keV) broad band flux from
the original references (listed in Table 3.2) and I use equation 3.4 to calculate the monochromatic
flux for energies between 2 keV and 10 keV. For NGC 3783 I adopt the broadband flux between
1-2keV, F(1 - 2keV), observed with ROSAT from Alloin et al. (1995) because there is no X-ray
observations at the energies between 2keV and 10keV. I calculate the monochromatic fluxes
at 1 keV and 2 keV using equations 3.2 and 3.4. I estimate the 2-10keV flux for this AGN by
extrapolating the 1-2 keV fluxes, assuming a I" of 1.9 presented by Alloin et al. (1995). I note that,
the adopted X-ray measurements for NGC 3783 are not robust because the X-ray exposure was

1https: / /heasarc.gsfc.nasa.gov/xanadu/xspec/manual / XSmodelPowerlaw.html
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very short (~402 seconds) due to operational problems of ROSAT (see Alloin et al., 1995, for the
details of X-ray observations). Therefore, the count rates obtained from this short observation
were not sufficiently high to obtain a acceptable power-law fit. However, the X-ray observations
repeated after 21 days with longer exposure, and acceptable power-law fit is constrained for the
data. The X-ray flux of the first observation is estimated based on the count rate comparison of
the two observations.

Estimated X-ray Fluxes

NGC5548: Estimated X-ray Fluxes For NGC 5548, there are several epochs for which there
are simultaneous optical-UV data but no X-ray observations. In order to optimize the number
of epochs with SEDs available I opt to estimate the observed F(2 - 10keV) flux during those
epochs that are straddled by actual X-ray measurements. I have X-ray data within year 1 (JDs =
2447534 — 2447722) and within year 2 (JDs = 2448035 — 2448078) of the AGN WATCH monitor-
ing campaigns. The available data are shown in Figure 3.2 as the black filled points. I estimate
the X-ray flux level between the two epochs with X-ray measurements by linearly interpolating
between the average flux levels measured for each of these two epochs. I show in Figure 3.2
(top) the interpolation by a black solid line between the mean X-ray fluxes (red open circles)
of year 1 and year 2. The uncertainties in the interpolated X-ray fluxes (dashed gray lines) are
based on the interpolated +1¢ uncertainties of the mean X-ray fluxes showed by the red circles.
For the epochs during year 1 without direct X-ray measurements I adopt a I' value estimated as
the mean of the year 1 photon index values, I' = 1.57 £ 0.12. For the epochs between year 1 and
2 I estimate the photon index as the mean of all observed I' values, I' = 1.65 & 0.11. Then, I use
equation (3.4) to calculate F(2-10keV). Table 3.6 lists the SEDs that are based on these estimated
X-ray fluxes (epoch numbered from 12 to 45).

Fairall 9: Estimated X-ray Fluxes [have an X-ray observation at JD=24429312 and seven X-ray
observations between JDs =2449688—-2449712 (for references see Table 3.2). There are many si-
multaneous optical and UV data between JDs=2449470—2449688 without X-ray measurements.
Again, I choose to estimate the F'(2 — 10keV) flux for the epochs with missing X-ray data by
linearly interpolating between the X-ray flux on JD=24429312 and the mean F(2 — 10keV’) ob-
served between JDs =2449688—2449712. Figure 3.2 (bottom) shows the available X-ray data and
the interpolation. Again, I adopt the mean of the observed photon index values, I' = 1.9 £0.11,
for the epochs between JDs=2449470—2449688. The SEDs that are based on the estimated X-ray
fluxes are listed in Table 3.6 from epochs 1 to 26.

3.3.3 APPLIED CORRECTIONS AND LUMINOSITY CALCULATIONS

Galactic Extinction Correction The intrinsic emission produced by the AGN is contaminated
by dust and gas extinction in the AGN host galaxy, the intergalactic medium (IGM) and our
Galaxy. Since the extinctions caused by the AGN host galaxy and IGM respectively are not very
well constrained, I only apply Galactic reddening correction. To correct the optical/ UV spectra
and the observed flux densities, Fy_,_, (Aobs is the observed wavelength) for Galactic reddening
I use the reddening curve of Cardelli et al. (1989) with the color excess values adopted from
NASA /IPAC Extragalactic Database based on the dust maps of Schlafly & Finkbeiner (2011).
The Galactic color excess E(B-V) for each object is listed in column (3) of Table 3.1. Galactic
absorption correction is included when modeling the X-ray power law.
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Figure 3.2 X-ray flux, F»_1okev, interpolation for NGC 5548 and Fairall 9. The black filled circles
are the observed X-ray fluxes. For NGC 5548 the open red circles represents the mean Fs_ioxev
values over year 1(JDs:7500-7750) and year 2 (JDs:8000-8100). For Fairall 9 the open red circle
represents the mean F5_ .y values between JDs 9688—9712. The solid black lines show the in-
terpolated X-ray fluxes. The dashed gray lines indicate the =10 uncertainties of the interpolated
fluxes based on the +1¢ of the mean fluxes.

Correction for Host Galaxy Starlight Contamination The AGN host galaxy emission con-
tributes to the nuclear continuum emission in the observed optical and UV spectra. Therefore
it is necessary to remove the host galaxy contamination to assure that the observed spectra rep-
resents only the intrinsic AGN emission. Bentz et al. (2009a, 2013) measured the observed host
galaxy flux densities at rest frame 5100A for the RM sample using HST optical images. Bentz
et al. (2009a, 2013) used the exact apertures that were used for the spectroscopic observations
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that I am analyzing. In order to subtract the right amount of stellar contribution, I adopt the
host galaxy type and flux densities for the specific apertures of my sample as presented by Bentz
et al. (2009a, 2013); these values are listed in Table 3.1. I correct the stellar fluxes for Galactic
extinction as described above. Kinney et al. (1996) provide template spectra for the different
morphological types between 1200A —1um. I scale each of the elliptical, Sa, SO galaxy tem-
plates presented by Kinney et al. (1996) to match the mean 5090A — 5115A flux density to that
reported by Bentz et al. (2013) and listed in Table 3.1. For each AGN I use the appropriate tem-
plate for the galaxy type quoted by Bentz et al. (2013). I subtract the scaled host galaxy template
from the observed optical-UV spectra of each of my sources.

Optical-UV Luminosity I compute the optical and UV nuclear power-law continuum and
monochromatic luminosities as L,,,., = 47 D? F, /(1 + z) (e.g. Peterson, 1997), where z is the
redshift, vy is the rest frame frequency, Dy, is the luminosity distance, and F,, is the observed
flux density at observed frequency v,. Ilist z and Dy, in Table 3.1. The nuclear power-law
continuum luminosity will be used for the SEDs and the monochromatic luminosities will be
used to compute bolometric corrections.

X-ray Luminosity I apply the following power-law K-correction (Peterson, 1997) to calculate
the X-ray luminosities at energy F:
F,(E)4xD?

LV(E) = 47TD% X Fobs X (1 + Z)F72 = (1-'—27)(2_1—‘) . (35)

3.4 GENERATING THE OPTICAL—UV—-X-RAY SPECTRAL EN-
ERGY DISTRIBUTIONS

I combine the multi-wavelength data described in §3.3 to build single-epoch SEDs for each of
the seven sources in my sample. The advantage of a single epoch SED, a snapshot of the AGN
emission, is that intrinsic source variability does not introduce an uncertainty in the integrated
luminosity. By generating such single-epoch SEDs at a range of epochs, we can study how the
SED varies as the AGN varies with time. I restrict my SEDs to cover a frequency range from
1pm up to 10keV because I am interested in the accretion luminosity (Chapter 1.2.4) to which
the radio and IR emission does not contribute.

I show the SEDs in log(vL,) versus log(v) representation in Figure 3.3: source names and
SED epochs (in parenthesis) are listed in each panel (Table 3.6 lists the specific JDs of the SED
epochs). The optical and UV spectra are shown in gray and the underlying AGN continuum fit
is shown as the black solid thin lines. The X-ray data are represented by a ‘butterfly shape’ that
indicates the 2keV to 10keV X-ray continuum (§ 3.3.2) represented by the best fit power-law
slope and its 1o confidence limit. I mark a couple of wavelength regions of interest by vertical
dashed lines for reference.

3.4.1 ESTIMATING THE CONTINUUM LEVEL IN THE SED GAPS

For all the SEDs, gaps exist between the optical-UV and X-ray regions due to Galactic gas
absorption in the Extreme ultraviolet (EUV) region. I have two options for estimating the in-
tensity levels in these gaps: (a) I can adopt specific accretion disk models, e.g., a thin accretion
disk (Shakura & Sunyaev, 1973) or a thin disk plus an X-ray corona (Jin et al., 2012b); or (b) I
can adopt the most simple approach of linearly interpolating the continuum emission between
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the observed data sets (e.g., Elvis et al., 1994). I chose option (b) in order to avoid any model
dependence to enter my analysis. However, I briefly examine option (a) in Appendix A.5. 1
interpolate the continuum from the optical to the X-ray in log-log space.
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Figure 3.3 Four representative quasi-simultaneous SEDs of my sample. I present the rest of
the SEDs in §A.3. The SEDs at different epochs of the same source are noted by the epoch
number in the parenthesis; Table 3.6 list the relevant JDs of each epoch number. Optical and UV
spectra are shown in gray and the solid black lines on the spectra show the best-fit continuum.
Optical continuum is extrapolated to 1pm (§3.4) and the level of the 1um luminosity is set by the
extrapolation. The solid red line represents the linear interpolation between available datasets
from 1um to 10 keV of the optical, UV and X-ray continua. The ‘butterfly-shape” symbol at high
energies represents the best power-law fit slope and its 1o confidence levels of the 2-10keV X-
ray continuum. A brown ‘butterfly-shape” symbol represents the X-ray continuum based on
the estimated X-ray fluxes (§3.3.2) for NGC 5548 and Fairall 9. The frequency and luminosity
ranges are the same in each panel to allow direct comparison.
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3.4.2 EXTRAPOLATION TO 1um

For completeness and comparison with other studies, I present the SEDs and measure bolomet-
ric luminosities starting from 1um. Since my reddest data point is at ~5400A I linearly extrap-
olate the best-fit optical continuum fit to 1zm. The applied linear extrapolation/interpolations
are shown as the red solid lines in Figure 3.3. The dotted blue lines represent the 1o uncertainty
in the interpolation based on the observed +1¢ continuum uncertainties (described in §3.3.2
and §3.3.3). The extrapolation of the optical continuum to 1 m is reasonable because adopting
e.g., the v'/3 dependance expected for a pure, thin accretion disk provides an insignificant dif-
ference to Loy, (the analysis showing this result is presented in §3.5.2), which is the parameter
of main interest here.

3.5 MEASUREMENTS BASED ON THE SEDS

In order to investigate the relationship between the line shape (FWHM to oy;.) and main pa-
rameters related to the black hole accretion process I need to measure the bolometric luminosity
and the Eddington ratio. In this section I describe the measurements based on the SEDs.

3.5.1 THE SEDs

The most luminous part of the SED is the optical-UV bump. For individual sources the intrinsic
source variations in the continuum emission give rise to SED variations over time. Particularly
X-ray and UV variations affect the amplitude of the interpolated EUV range which has the
largest frequency span over the full SED. If the intrinsic variation amplitudes of the EUV flux
are much higher than that of the UV and X-ray fluxes, then such a interpolation would only
give a lower limit on the SED variations. Without data across the EUV frequency range the
intrinsic EUV variability amplitude is unknown and this brings a large uncertainty the SED
variation amplitude. As a first order approximation, I assume that the observed changes over
the interpolated EUV region represents the intrinsic continuum variations at these energies.

With multi-epoch SEDs, it is possible to compare the changing SED shape over time for
individual sources. In Figure 3.4 I show the observed single-epoch SED for the five AGN where
I have multi-epoch SEDs. To distinguish the SEDs, each epoch is color coded. The dashed lines
show the extrapolated and interpolated regions and the ‘butter fly” shape represents the X-ray
continuum and its 1o uncertainty. For NGC4151 and NGC 7469 for which I only have SEDs
spanning very short periods of seven and 25 days, respectively, I do not see a dramatic change
in the overall SED shape. This is also true for 3C390.3 for which I only have two epochs in a
time span of 113 days. For Fairall 9, I have 27 epochs spanning 248 days. Here, I see the most
dramatic changes in the optical-UV region and the change in the X-ray region is relatively small
as expected, since I estimate the average X-ray level by interpolation (§3.3.2). For NGC 5548, 1
have a total of 47 SED epochs. Among those, eleven SEDs are based on simultaneous optical-
UV and X-ray data to within two days. I show these SEDs in panel (e) of Figure 3.4. These
SEDs span a time period of two years and here I see dramatic changes across the entire SED.
The variations in continuum emission give rise to SED variations over time. In panel (f) I show
ten representative SEDs of NGC 5548 with simultaneous optical-UV data (within two days) and
estimated X-ray continuum (§ 3.3.2). Across the period of ~200 days that these SEDs cover, 1
see dramatic changes in the optical-UV fluxes. The interpolated X-ray flux clearly contain no
variability information. We quantify these SED changes in §3.7.

Figure 3.4 indicates that the amplitude of the SED variations depend on the time span over
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Figure 3.4 Multi-epoch SEDs of my AGN. SEDs at different epochs are shown in different colors.
The day numbers and the SED epochs are shown by the same color. The day number is the JD
difference to SED epoch no. (1). Dashed lines show the linearly extrapolated/interpolated
regions and the butterfly shape represents the X-ray continuum (§ 3.4). For panels d (Fairall 9)
and f (NGC 5548) the X-ray fluxes are estimated which explains the low X-ray variance there.

which these variations are measured: long term variations appear to result in more dramatic
changes in the SEDs. I address this issue in §3.7. The UV spectral region typically exhibit
higher amplitude variations compared to the optical region. Kilerci Eser et al. (2014, Chapter
2 of this thesis) quantify this by means of simultaneous optical and UV measurements and the
AGN variability statistics. This is consistent with the general variability characteristics of AGNs
that the higher frequency emission exhibits larger variation amplitudes (e.g. Clavel et al., 1991;
Korista et al., 1995; Vanden Berk et al., 2004) compared to lower energy emission.
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3.5.2 BOLOMETRIC LUMINOSITIES

The bolometric luminosity of an AGN is the total luminosity of the source integrated across
all wavelengths produced by the source. However, the luminosity produced by the central
SMBH and accretion disk system is the total luminosity from ~1um to ~10kev -100keV (e.g.,
Vasudevan & Fabian, 2009; Jin et al., 2012b). The total luminosity from 13.6 eV to ~100keV is the
ionizing luminosity (e.g., Korista et al., 1997a) that produces the broad emission lines in the BLR
by photoionization of the BLR gas. Since the data in 10-100 keV range are unavailable I adopt an
upper energy limit of 10 keV for the SEDs. Because I am interested in the bolometric luminosity
produced by the accretion, Loz (acc), I exclude the radio through IR regime because they do
not contribute to this accretion luminosity (defined in Chapter 1.2.3). For my sample I have the
SEDs (§ 3.4) with appropriate wavelength coverage from which I can calculate Loy (acc) by
integrating the SEDs from 1um to 10keV.

Bolometric Luminosity Measurements: The Interpolation Method
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Figure 3.5 One representative SED of NGC5548 (see Figure 3.3 for symbols and color code).
The /3 disk model is shown as light blue, dashed line. The linear extrapolation from optical
continuum to 1pm is shown by the red solid line. The '/3 model is not consistent with the
linear extrapolation of the optical continuum and may overestimate the luminosity.

In each SED the lowest energy data point is at the end of the observed optical spectrum
(A ~5400A). In order to estimate the luminosity between 1pm and the optical continuum, I lin-
early extrapolate the optical continuum from ~5400A to 1um. I test two methods by which to
extrapolate the SED to 1um: (A) I linearly extrapolate the best-fit optical continuum power-law
from ~5400A to 1um; (B) between 1um and the longest optical wavelength I use an accretion
disk model in the form of F, o v'/? (Shakura & Sunyaev, 1973). I show the linear extrapola-
tion and the accretion disk model for the NIR region for one representative SED in Figure 3.5.
To quantify the difference in the bolometric luminosities caused by choosing one of the two
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approaches, I calculate the bolometric luminosities by integrating the SED from 1uym to 10 keV
for both cases for all sources. For each object the difference in bolometric luminosities between
methods (A) and (B) is very small. For the sample as a whole I obtain an average difference
of 1.6£0.7% , or 0.007£0.003 dex (uncertainties quoted are the standard deviations of the mean
differences). As this is an insignificant change I do not use method (B) for my analysis later.

I tabulate the integrated bolometric luminosities Lpoy (interpolation) based on method (A)
in column (4) of Table 3.6. In this table, object names, SED epoch numbers and SED Julian Date
intervals are listed in columns (1), (2) and (3), respectively. The errors on the Lo, (interpolation)
values are obtained by propagating the measurement uncertainties on the continuum. Namely,
Iintegrate the SEDs over the 10 luminosity ranges (the blue dotted lines in Figure 3.3) of each
data point and obtain the upper and lower (L o (interpolation) 10 ) bolometric luminosities.
These uncertainties do not include the uncertainty due to my lack of knowledge of the intrinsic
SED shape in the EUV region. I also measured Loy (interpolation) by adding the emission
lines on top of the continuum measurements and find that the emission line flux contribution
to Lpor (interpolation) is an additional 5%.
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The distribution of Lpoy (interpolation) for my sample is shown in Figure 3.6; the gray his-
tograms represent NGC 5548. The bolometric luminosities cover the range between 43.56 dex
and 45.25 dex which is in the mid-to-upper luminosity range observed for Seyferts (Elvis et al.,

1994; Vasudevan & Fabian, 2009).
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Figure 3.6 Distributions of the bolometric luminosities, Eddington ratios and BCs of my AGN
sample. All of the SED epochs listed in Table 3.6 are included in the histograms. Gray shaded
histograms represent NGC 5548.
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Bolometric Luminosity Based on The SED Model of Korista et al. (1997a)

As noted earlier, the largest gap in the SEDs is in the EUV region, from ~1100A to 2keV. To
bridge this gap it is common practice to linearly interpolate between the UV and X-ray data
points (e.g. Elvis et al., 1994; Laor et al., 1997) because it is simple and does not impose any
model assumptions. Runnoe et al. (2012) show that linear interpolation in the EUV region un-
derestimates the bolometric luminosity relative to the SED model of Korista et al. (1997a). 1
therefore also compute the bolometric luminosity by this model in order to quantify the dif-
ferences. The continuum SED adopted from Korista et al. (1997a) is an empirical SED of the
ionizing continuum generated from the observed average SEDs of radio-quiet AGN. The pho-
toionization calculations by the authors show that such an ionizing continuum is successful at
producing the observed broad emission line properties. Their SED is a combination of a ther-
mal UV bump of the form f, o< v~ 9% exp(—hv/kT.,;) and a power-law component for the X-ray
emission. At energies of 13.6 eV and above a power-law with a slope of —1.0 (f,, o< v~ !) is used.
I follow Korista et al. (1997a) and adopt their typical values for the SED parameters including
the cutoff temperature T.,; at 10K and the peak energy of the UV bump E,..x at 44 eV. Figure
3.7 compares the Korista et al. (1997a) model (brown dashed line) to the linear interpolation in
the EUV region for a sample SED. I normalize the Korista et al. (1997a) model to the UV contin-
uum luminosity at 1350A and extrapolate the observed X-ray power-law component towards
the UV region until it intersects the model (brown dotted line). I integrate the SED between 1pm
—10 keV and obtain the bolometric luminosity, Lpor(K97). For completeness, I list in §A.4 the
Lpor(K97) values for all SEDs of my sample. In Figure 3.8 I compare the bolometric lumi-
nosities obtained from the two methods (interpolation and the Korista et al. (1997a) model).
I confirm the results of Runnoe et al. (2012) that the Korista et al. (1997a) SED model yields
slightly higher luminosities. Lo (K97) is on average 23.3% (equivalent to 0.09 dex) higher

1um 5100A 1350A 2keV 10keV
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Figure 3.7 Comparison of the thermal accretion disk model of Korista et al. (1997a) to the linear
interpolation adopted here for a sample SED of Seyfert galaxy NGC 5548 (see Figure 3.3 for
symbols and color code). In the UV to X-ray region the SED model of Korista et al. (1997a) is
shown as the brown dashed line. The dotted brown line shows the X-ray extrapolation.
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than Lpoy (interpolation) and the 1o standard deviation is 10.0% (equivalent to 0.03 dex). This
comparison indicates that the uncertainty in the Loy (interpolation) values due to an assumed
different EUV spectral shape is at least ~23% on average. And, obviously, if the Korista et al.
(1997a) SED model represents the intrinsic AGN SED, then I systematically underestimate the
bolometric luminosities by ~23% by use of the simple interpolated SED adopted here.
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Figure 3.8 Comparison of the bolometric luminosities based on Korista et al. (1997a) model
and linear interpolation. The solid line shows a one-to-one relationship. Figure shows that the
Korista et al. (1997a) SED model gives higher luminosities (on average 23.3%) compared to the
linear interpolation.

It is worth noting that the mean percent difference between the two luminosities is large
and comparable to the observed Lpoy (interpolation) variability amplitudes (§3.7.1) of individ-
ual sources. Even with the thermal bump of the Korista et al. (1997a) SED model included I
may not entirely capture the intrinsic SED and, furthermore, the BLR clouds may actually see
a different continuum than we do (e.g. Korista et al., 1997b). Because it is unclear which of
the two methods gives the best estimate for the Loy (acc) of the two methods, I opt for the
simpler method that provides the minimum bolometric luminosity by measuring directly the
data and which has the advantage of being model independent. I also applied an accretion
disk model (the optxagnf model Done et al., 2012) to one SED to infer Lgor(acc). The details
of this analysis is given in §A.5. The accretion disk model is not robust enough for Lgoy,(acc)
measurements but it provides at best a somewhat conservative lower limit that is 23% lower
compared to Lpoy (interpolation). As it happened, Loy (interpolation) is between the two ex-
tremes. Hereafter I use Loy (acc) and Loy (interpolation) interchangeably.
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Bolometric Luminosity Comparison with Previous Studies

The SEDs and bolometric luminosity measurements of my sample are presented by previous
studies in the literature. For completeness and mere curiosity I briefly compare in Table 3.7 my
SEDs and bolometric luminosity measurements with those published earlier. To compare my re-
sults with Vasudevan & Fabian (2009) I extrapolate 2-10 keV X-ray power-law up to 100 keV and
re-measure the bolometric luminosities between 1um - 100 keV. Those luminosities are listed in
Table 3.8, note that the epoch-averaged luminosities are listed for the sources with multi-epoch
SEDs for easy comparison.

For some objects (Fairall 9, NGC 7469, NGC 3783) I see significant changes (5 — 100) between
literature SEDs and ours. For some studies (Elvis et al., 1994; Runnoe et al., 2012) it is due to
non-simultaneous data, for others (Vasudevan & Fabian, 2009; Elvis et al., 1994; Grupe et al.,
2010) it is likely due to a change in the source accretion state because there are several years
difference between our and their SED epochs. I understand and expect these changes because
nearby (low luminosity) AGN are highly variable (e.g., Peterson et al., 2004; Vanden Berk et al.,
2004).
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Table 3.8. Basic Statistics of SEDs integrated over 1m-100keV range.

Object Mean Mean Mean Mean Mean
log[L oy (interpolation)/ergs™1] & AEdd @ BC(SlOOA) a BC(1350A) a BC(2-10 keV) &

Fairall 9 45.10+ 0.07 0.040 £0.007 16.74+ 1.67 5.19£ 0.62 11.96 £2.12
NGC4151 44.07+ 0.03 0.070£ 0.004 12.71+0.73 5.20% 0.10 14.95 £1.50
NGC 5548 44344 0.16 0.032+£0.011 15.82+3.12 7.43+1.06 9.42+1.43
NGC 5548¢ 4443+ 0.11 0.038 £0.008 15.07+2.01 7.68 +1.53 9.66+ 1.23
3C390.3 45.05+0.13 0.039£ 0.012 38.064+0.72 19.45+3.92  6.43 £0.11
NGC 7469 44.34+ 0.09 0.181+ 0.035 12.89 £1.57 4.96 +£0.26  12.25+ 0.58

Note. — Mean measurements and the standard deviations relative to the main parameter are listed.
POnly the SEDs with simultaneous Optical, UV and X-ray data is used.
¢All of the SEDs are used.

3.5.3 THE BOLOMETRIC CORRECTION FACTOR

It is not straightforward to obtain and coordinate observing time on a large range of telescopes
covering the entire electromagnetic spectrum over which AGN emit. Therefore, it is not always
possible to obtain simultaneous multi-wavelength data from which to construct the SED that
allow us to directly measure the bolometric luminosity. A practical way to overcome this prob-
lem is to apply mean bolometric corrections to monochromatic luminosities and estimate the
bolometric luminosity. However, this may not be a good approach for all applications, espe-
cially if the source is strongly varying. Also, the mean bolometric correction values obtained for
large samples have large sample spreads (e.g., Elvis et al., 1994; Richards et al., 2006a). In order
to check the difference between those BCs and the ones obtained from quasi-simultaneous of
individual sources, in the following, I determine single epoch bolometric corrections at 5100 A,
1350 A and the 2-10 keV X-ray band. I am interested in these wavelengths and energies because
these are widely used to estimate AGN bolometric luminosities.

Bolometric Correction Measurements

I calculate the bolometric corrections by assuming:
BC(A) = Lpor/ALy. (3.6)

Here Lpoy is Lpor (interpolation) BC()) is the bolometric correction at wavelength A and L
is the monochromatic luminosity. The Loy, (interpolation) monochromatic optical luminosity
at 5100A, AL A(5100), monochromatic UV luminosity at 1350A, AL 2(1350), and the total X-ray
band luminosity, Ls_10xev measured from my data are listed in Table 3.6. The bolometric cor-
rections for 5100A, BC(5100), for 1350A, BC(1350) and for 2-10 keV X-ray band, BC(2-10 keV)
of my sample sources are listed in columns (7, 9 and 11) of Table 3.6, respectively. The errors
on the BC values are propagated based on Equation 3.6 and standard error propagation rules
(Taylor, 1997, Chapter 4.4).

In Figure 3.6 I present the distributions of the optical (top), UV (middle) and X-ray (bottom)
bolometric corrections for my sample. It is noteworthy that there is there is a considerable range
of bolometric correction factors even for my small sample, namely: BC(5100A) = 8.0 — 23.1,
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BC(1350A) = 3.2 — 12.0 and BC(2 — 10keV) = 3.5 — 44.0 and even for individual objects
(NGC 5548 is clearly seen).

Bolometric Correction Comparison with Previous Studies

I compare the mean BC values for my sample (listed in Table 3.9 as ‘All Sample’) with the
widely used mean BCs of Elvis et al. (1994) and Richards et al. (2006a). The mean BCs of my
sample are computed by averaging the 86 individual BC measurements. Elvis et al. (1994) have
a X-ray bright, local quasar sample of 47 sources with sample properties similar to ours. My
mean BC(5100A) (12.2442.71) is consistent with the mean BC in the V-band (BC(V)=14.2+5.1)
given by Elvis et al. (1994) to within 1o0. However, do note that the standard deviations are
large. Richards et al. (2006a) have a sample of 259 bright, high redshift quasars, so their sample
consists of more luminous objects than my AGN. Nevertheless, their mean BC in V-band (BC(V-
band)=10.342.1) is consistent with my BC(5100A) to within the 1o standard deviations around
the mean.

My average BC(2-10keV)=8.89£4.54 is close to the mean BC(2-10keV) (between 10 and 20)
presented by Vasudevan & Fabian (2009) for the low Eddington ratio sources. My measure-
ments corroborate the previous works (Vasudevan & Fabian, 2009; Grupe et al., 2010) that show
that Seyfert galaxies and quasars have similar mean SEDs and that each AGN type exhibit a
range in Mgu, Lpor, and accretion state.

3.5.4 THE EDDINGTON LUMINOSITY RATIO

The intrinsic continuum luminosity is expected to be produced by the accretion of material onto
the SMBH. The mass accretion rate (71) is directly proportional to the emitted luminosity; the
proportionality factor is the efficiency of energy conversion n: L = nMc?. The Eddington ratio,
AEdd, is the accretion rate normalized by the mass of the central black hole and is defined as
(e.g. Peterson, 1997):

_ Lpor(acc) Lpor(acc)

Apad = - 3.7
pad LEad 1.38 x 1038(Mpy /M) (37)

where Lgqq is the Eddington luminosity for the central black hole mass Mpg. In the accretion
process the accreting matter is under the influence of gravitational and radiation forces. Note
that, since it is the accretion luminosity that balances the radiation pressure in this equation we
need to use Lpor(acc). Lgqq is the maximum luminosity satisfying the balance between the
two forces and is therefore often used as a measure of the maximum luminosity that is possible
for the central engine if the material is accreting spherically symmetrically.

To calculate the Eddington luminosities for my sample I adopt the Mgy measurements based
on reverberation-mapping analyses, as presented by Peterson et al. (2004). I use the bolometric
luminosity values obtained at each epoch (see Table 3.6). I tabulate the calculated Agqq values in
column (5) of Table 3.6, . I propagate the uncertainties in L go 1, (acc) and Mp g through Equation
(3.7) to estimate the uncertainties in the Ag4q values. The Eddington ratio distribution of my
sample is shown in Figure 3.6 with a range of 0.001 — 0.200. For the majority of my sample,
the Eddington ratios are rather small (Agqq < 0.1). Only for NGC 7469, is the Eddington ratio
moderate with a range 0.130 < Aggqq < 0.200 range.

I note that, my Agqq values agree with those of Vasudevan & Fabian (2009) for those objects
where Lpor. (acc) did not change significantly.
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3.6 SED — LINE SHAPE CORRELATION

I address the Eddington luminosity ratio and the line shape correlation based on HS and C1v
in separate sections.

3.6.1 MATCHING THE SEDS WITH THE SPECTRA

In my investigation of the single-epoch line shape dependence on Eddington ratio, I account
for the light travel time of the continuum luminosity to the BLR in an attempt to connect the
photons that generated the observed line profile. The available BLR radii are weighted mean
measurements and represent the mean distance of the gas that is responding to continuum vari-
ations. Since Rprp is a mean value gleaned from the RM analysis it has an uncertainty, AR. 1
account for light travel time and its uncertainty by using FWHM/o;,,. measurements on spec-
tra obtained at a JD delayed from the Lpoy (acc) epoch by the mean R(Hf) or R(C1V) values,
because it takes the photons the time At = R/c + AR/c to reach the BLR wherein the pho-
tons are reprocessed. Ideally I would select the JDs of the spectra according to the exact value
T = R/c. However it is not always possible to find a spectrum for that specific epoch. There-
fore, to select the JDs of the spectra I consider AR uncertainty and take the closest spectrum JD
within the At = R/c + AR/c range. For my sample the Rp r range for Hj is between 11 to
80 days and for C1v between 0.5 to 36 days; these are object to object values (not for individual
objects). The BLR radius of the relevant emission-line places the first limit to the required time
resolution required to measure Lpoy(acc). I have two options to obtain Lpoy (ace) (and thus
Eddington ratio) : (1) I may apply a mean BC(5100A) to continuum luminosities; (2) [ may mea-
sure Lpor(acc) directly from the SEDs. To obtain more accurate bolometric luminosities and
Eddington ratios, I directly measureL po,(acc) from the SEDs. The time delay that I want to ac-
count for between the JDs of the measurements of the SED and the emission-line profile brings
a limit to the SED time span, AT(SED): AT(SED) < Rppr/c. If the AT(SED) > Rprr/c
the ionizing continuum measured from such an SED can not be assumed to be producing the
measured line profiles. Once I have this restriction, the unpredictable intrinsic source variability
may bring an extra uncertainty to Lpor (acc) and the best way to minimize the effect of intrin-
sic source variability in the single-epoch L o1, (acc) measurements is to use quasi-simultaneous
optical, UV and X-ray data (e.g., Vasudevan & Fabian, 2009; Vasudevan et al., 2009). Therefore,
in §3.5 I measure the bolometric luminosities of individual sources at multiple epochs from the
SED of simultaneous (or quasi-simultaneous) multi-wavelength data. I should note that, the
preference of such SEDs brings the largest limitation to my sample size. Since obtaining such
SEDs require several telescopes observing at different wavelengths, it is difficult to find such
simultaneous multi-wavelength data obtained during RM monitoring campaigns.

3.6.2 Hp LINE SHAPE - EDDINGTON RATIO CORRELATION: COLLIN ET AL.
(2006) FOLLOW UP STUDY

Collin et al. (2006) reveal that the Eddington luminosity ratio may potentially affect the mea-
sured gas velocities used for the black hole mass estimates. They report an inverse-correlation
between the mean Hf line-width ratio (FW H M /0,y ) and the Eddington ratio for 35 reverberation-
mapped AGN. The proposed correlation (if real) is important for our ability to improve black
hole mass estimates because the line shape will influence the specific line width we measure
- and hence the inferred black hole mass (§4.1). However the Eddington luminosity ratio es-
timates of Collin et al. (2006) depend on the bolometric luminosities obtained by applying a
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mean BC(5100A) of 10. Since they do not use robust measurements of the nuclear bolometric
luminosity their Eddington ratio estimates are not robust. I seek to re-examine this relation-
ship for the situation where the bolometric luminosities are directly measured, as opposed to
crudely approximated, which the BC scaling might be. Also, I impose a few additional changes
to the original study of Collin et al. (2006). My investigation includes the following improve-
ments compared to the previously applied analysis of Collin et al. (2006): (1) In order to measure
the Eddington ratio I use the bolometric luminosity measured directly from quasi-simultaneous
SED; (2) my bolometric luminosities are corrected for host galaxy star light contamination based
on the recently updated measurements of Bentz et al. (2013); and (3) I take into account the ef-
fects of light-travel time between the ionizing continuum radiation and the emission-line radi-
ation.

I am interested in the Lpor (acc) responsible for the line emission at a given epoch, therefore
I measure the line shape in spectra obtained at a later epoch than the SED epoch correspond-
ing to the expected HfS and/or C1V lag measured from RM analysis (these are adopted from
Peterson et al., 2004, and listed in Tables 3.4 and 3.5). I thereby increase the probability that
Lpor(acc) is a good proxy of the relevant continuum luminosity.

Following Collin et al. (2006), I use the FW HM/0y;,. parameter (Tables 3.4 and 3.5 col-
umn 7) to characterize the shape of the broad line profiles. In Figure 3.9 line widths and
FWHM/oin. are shown respectively as a function of Eddington ratio for Hj (left) and C1v
(right). I determine the significance of the correlations by Pearson correlation coefficient* (r,
Pearson, 1895) and its p-value that is the probability of the correlation happening by chance;
both are shown in each panel. I find a strong inverse correlation between the H3 FWHM and
the Eddington ratio. The correlation between Hf oy, and the Eddington ratio is weak, how-
ever the resultant H/ line shape - Eddington ratio correlation is strong, and is driven by the
FWHM.

Collin et al. (2006) found a clear inverse correlation between the line shape and Eddington
ratio although with a large scatter (see Figure 1.5 in Chapter 1). When they corrected the optical
luminosities for host galaxy starlight contamination, for the available 28 measurements the cor-
relation vanished due to a lack of high Eddington ratio quasars in their sample. For the nearby
sources for which host galaxy star light contribution is anticipated to be significant, where the
authors can make that correction they do it. The bottom panel of Figure 1.5 in Chapter 1 shows
the correlation only for the sources where star-light-corrected, high Eddington ratio quasars are
not included in this panel. However, the authors discuss that since quasars are expected to
have low stellar light contributions by adding the high Eddington ratio quasars the inverse cor-
relation (shown in the bottom panel of Figure 1.5 in Chapter 1) would be strengthened. Thus
they state that the inverse correlation should also hold for their full sample of Seyferts and
quasars, not just the Seyferts alone. The inverse correlation is clear when their sample includes
sources with Ag4q > 0.1. Based on multiple measurements of NGC 5548 they suggest intrinsic
variability as a source of the observed scatter. I have only 7 of the 35 AGN in the Collin et al.
(2006) sample and the majority thereof have Agqq < 0.05. The vast majority of my AGN have
Aedd < 0.05 and only two sources (Mrk 509 and NGC 7469) have Agqq > 0.1. As seen in Figure
3.9 I mostly have low Eddington ratio sources. Compared to the sample of Collin et al. (2006)
my sample show a similar distribution with fewer data points, but the overall distributions

4Pearson correlation coefficient describes the degree of linear relationship between two parameters and it can have
a value between -1 and 1. The negative sign of » means an inverse relation between the two parameters. I consider
the strength of the correlation with respect to = as: r = 0 no correlation, r < 0.3 poor correlation, 0.3 < r < 0.5 fair
correlation, 0.6 < r < 0.8 moderately strong correlation, » > 0.8 very strong correlation.
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Figure 3.9 Distributions of line widths and line shape (FWHM/ 0;;,,¢) for H3 (left column) and
C1v (right column) with the Eddington luminosity ratio. Spectra are matched with the SEDs
by accounting the light travel time between the disk and BLR except for Mrk 509 where I use
the temporally nearest available spectra. Line widths are measured relative to the fixed limits
(83.3.1). The general trend seems mostly dominated by the FWHM and the line shape is seen to
decrease with Eddington ratio for HB3. A clear relationship is not observed for the C1V line.

look similar. The inverse correlation seen in Figure 3.9 depends strongly on the presence of two
higher Agq4q sources. Therefore, with my small sample and data base I am not able to make firm
conclusions regarding the existence of a correlation between FW HM /0. and Agqq for HB.
Despite my limited database, the observed inverse correlation is significant at 99% (or 50) level
and therefore, I interpret Figure 3.9 as a strong hint of a possible Hf line shape - Eddington
ratio inverse correlation.

In this work, I aimed to obtain the most accurate measurements of the bolometric luminos-
ity responsible for the line shapes by obtaining single-epoch SEDs from quasi-simultaneously
obtained data. However, as it turned out, such data are only available for a small sample of the
RM AGN and this severely limits this study. A practical way to increase my sample size is to use
a mean BC as it is done by Collin et al. (2006). I test the effect of using a mean BC(5100A)210 (as
Collin et al., 2006, adopted) or BC(1350A)=4.2 (Runnoe et al., 2012) to the line shape- Eddington
ratio correlation. In Figure 3.10 I show the line shape- Eddington ratio correlations based on
Eddington ratios obtained from Lpor(BC5100 = 10) (top panels) and Lo (BC1350 = 4.2)
(bottom panels). The optical continuum luminosities used to compute Eddington ratios are cor-
rected for host galaxy star light (§3.3.3). Comparison of Figure 3.10 with Figure 3.9 shows that
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the Agqq values move around but not so dramatically. As a result, the overall distribution shows
the same trend as seen earlier and by Collin et al. (2006). This shows that the same line shape-
Eddington ratio relations could be obtained by applying a constant BC(5100A) or BC(1350A)
instead of directly measuring Loy, from quasi-simultaneous SEDs. That said, there were no
way of finding this out than by doing the current test - and therefore the study and analysis
done here, still has value.
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Figure 3.10 Same as Figure 3.9 but with Eddington ratios obtained by scaling AL (5100) and
AL (1350) by BC(5100A)=10 (top panels) and BC(1350A)=4.2 (bottom panels), respectively. See
Figure 3.9 for the symbol code. Note that although the individual data points have shifted in
the diagram, the same general trend is seen here as when the Eddington ratios are based on
single-epoch SEDs (see Figure 3.9).
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3.6.3 CI1V LINE SHAPE - EDDINGTON RATIO CORRELATION

I have C 1V measurements for the same objects that I studied the H/ line shape dependence on
the Eddington ratio. Therefore, I can test if a similar Eddington luminosity ratio — line shape
correlation holds for CIV or a high ionization UV line behave differently. This is interesting to
look at because it has not been investigated before. In Figure 3.9, for C1v I do not find a similar
linear correlation between line widths/shape and Eddington ratio, but this is not surprising
given the small C1v FW HM /o, range compared to that observed for Hg. It is interesting to
note that C1V profiles are more peaky than a Gaussian function.

3.6.4 EFFECT OF UNCERTAINTY IN Rgrr ON THE EDDINGTON RATIO —
LINE SHAPE CORRELATION

I tested the impact of the uncertainties in Rpz,r on the Eddington ratio — line shape correlation.
I am only able to perform this test for the UV spectra of NGC 5548 and Fairall 9 because for
optical data for these objects, and for both the optical and UV datasets of the other objects
ARprr/cis very small and no spectra are available within this time interval. For this test I pick
another spectrum within that time span from which to measure the line shape so to include in
Eddington ratio — line shape /width distributions. For a couple of cases that there were multiple
options for some SEDs I made a random selection; the available data is not large enough to make
a sort of Monte Carlo test. For NGC 5548 and Fairall 9, when I match each of the single-epoch
SEDs with a different C 1V spectrum within the time period At = Rprr/c+ ARprr/c, 1 find
the resultant Eddington ratio — line shape/width distribution is very similar to Figure 3.9. For
the data available the fact that there is an uncertainty in Rpr,r and that in my analysis I match
the SED and spectrum to the mean Rprr does not affect the result of my analysis.

3.6.5 LINE SHAPE - EDDINGTON RATIO CORRELATION OF SDSS DR3 QUASARS

For my small, nearby AGN sample I could have obtained the same inverse correlation between
the line shape and Agqq by applying a BC scaling (see §3.6.2 and Figure 3.10). However, ap-
plying a constant BC and using single-epoch BH mass estimates, may significantly (~0.5 dex)
affect the Agqq estimates of a larger AGN sample of more luminous and higher-redshift quasars.
Therefore, based on my small AGN sample I can not assume that applying a mean BC would
have a small affect on the line shape—\gqq relation for a large sample of quasars. Such an as-
sumption would be unrealistic. However, I can still check what might be seen if BC scaling
and single-epoch mass estimates are used for a large quasar sample. In order to investigate
the line shape— Eddington ratio relation for a large sample, I use a sample of ~8000 quasars
from SDSS DR3 database (Richards et al., 2006b; Vestergaard et al., 2008). The measurements
of this dataset are made with the semi-automated spectral decomposition method (see Vester-
gaard et al. (2008) for the details). Moreover, all the spectra are visually inspected to ensure the
modeling and the spectral measurements are reliable. Here I have the advantage of having mea-
surements of a large sample, despite the fact that some of the data are of lower S/N. The bolo-
metric luminosities of the SDSS quasars are computed by the same BC factors (BC(5100A)=10
and BC(1350A)=4.2) used for the nearby AGN sample in §3.6.2, so the bolometric luminosi-
ties are comparable. In the top panel of Figure 3.11 302 high S/N (black diamonds, median
S/N>20) and 1033 lower S/N (red circles, median 10< S/N<20) measurements are shown.
Bottom panel shows 229 high S/N (black diamonds, S/N>20) and 2033 lower S/N (red circles,
10< S/N<20) measurements. Figure 3.11 shows a moderately strong inverse correlation both
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for Hg (top panel) and C1v (bottom panel). The correlation coefficients, p and r are calculated
for the high S/N data. However, since the low S/N data follow the same inverse correlation
this trend does not depend on the S/N level of the spectra. The reliability and the interpretation
of the observed inverse correlations are further discussed in sections 3.8.1 and 3.8.2.
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Figure 3.11 FWHM/ 0y, of Hf (top) and C 1V (bottom) vs. Eddington ratio for the SDSS sam-
ple. The black diamonds and the red circles show measurements from median S/N>20 and
10<S/N<20 spectra, respectively. The top and the bottom panels show an inverse correlation
independent of the median S/N in spectra.
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3.6.6 LINE SHAPE - CONTINUUM LUMINOSITY RELATION

Since the optical and UV continuum luminosities are also another measure of the accretion emis-
sion I check if the line shapes have a luminosity dependence. Figure A.4 shows HS and C1v
line widths and shapes vs. AL, (5100) and AL (1350). Again, also for these objects individually
do I mostly see the data points scatter completely. In Figure 3.9 Ag4q is a measure of luminos-
ity normalized by the BH mass, so I can compare the intrinsic accretion luminosity across the
sample. But when I have only the monochromatic continuum luminosities, BH masses are not
taken into account. Therefore, in Figure A.4 it is more important to look at individual objects,
because for those the BH mass is constant.

In Figure A.4 the uncertainties of the line widths and shape are large and different mea-
surements of individual sources are consistent to be almost same within their measurement
uncertainties. For NGC 5548 and Fairall 9 the luminosity changes are not dramatic enough to
show a real difference in the profiles. Both for H3 and C1v I do not see a strong trend for indi-
vidual objects, I mostly see a scatter. I do not probe sufficiently dramatic luminosity changes to
be able to probe significant change in the profiles. But the aspect of whether or not I can quan-
tify profile differences that I know exist® (e.g., Sergeev et al., 2007b) is an other issue. Namely,
my ability to measure the shape accurately enough might be an other important issue here.

On the other hand, one can question how representative are the optical and UV continuum
luminosities for ionizing continuum. As discussed in Chapter 2, AL (5100) may not be the most
representative of the ionizing luminosity, and therefore it may not give us a complete picture
of what is actually causing the profile changes even if it clearly correlates with the ionizing
luminosity. Also, as I showed in Chapter 2 the optical luminosity does not vary as much as the
UV luminosity. And, neither L(optical) or L(UV) is the ionizing luminosity.

3.7 VARIATIONS IN THE SEDS

3.7.1 VARIATIONS IN BOLOMETRIC LUMINOSITY AND EDDINGTON RATIO

The previous studies (listed in Table 3.2) provide evidence for intrinsic optical -UV—X-ray vari-
ability of the AGN in my sample. The propagation of multi-wavelength continuum variations
into the broad-band SED properties has to my knowledge not been investigated for my dataset
before. Here, I investigate the effect of continuum variations on the SED parameters by quanti-
fying the rms and time resolved variations of bolometric luminosity, bolometric correction and
Eddington ratio, respectively.

The mean and rms Lpoy(interpolation) values are tabulated in Table 3.9. The rms
Lpor(interpolation) (column 6) given as the percent deviation relative to the mean
Loy (interpolation) is between ~4% and ~38%. The rms variability depends strongly on the
probed time span: SED variations over a week have a negligible effect on Lo (interpolation) ,
but SED changes over a year may cause significant luminosity variations. In order to investigate
time dependence of the SED variations further, I examine the time-resolved Lz, (interpolation)
variations of my sample in Figure 3.12. The top panel shows AL g1, as a function of time; each
source is color-coded. ALpo, is the percent difference relative to the lower luminosity between
any two Lpoy, values. Here, AT is the difference in the mean JDs of the SEDs. For each source
I use all of the available SED epochs when computing the statistics. Note that the long term
variations (of a year or more) are available only for NGC 5548. For NGC 5548 the ALpoy, range
expands and becomes larger than 100% as AT exceeds ~ 300 days. In the bottom panel, I show

51 refer to the movie at http:/ /www.astronomy.ohio-state.edu/~peterson/ AGN/30year.avi
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the mean AL o within a set of time intervals; here error bars show the rms deviations. This
panel shows the average AL o, and the rms around it to increase with AT. Based on NGC 5548
I conclude that the changes in the optical-UV and X-ray continuum over the time span of a year
may alter Lpoy, significantly (up to ~200%). This will have importance when one is generating
the SED from non-simultaneously observed data §3.8.4.
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Figure 3.12 Time-resolved Lpoy (interpolation) variations. Top panel: Bolometric luminosity
percent differences between SED epochs versus the time differences. All of the available SED
epochs are used for individual sources. Large AL o1, differences (larger than 100%) is seen as
AT exceeds a year. Bottom panel: Average percent differences vs. the binned time intervals,
errors are the rms deviations of the mean values. The average ALpo; and its rms tend to
increase with AT
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The Eddington ratio of individual AGN changes with the same amplitude as the bolomet-
ric luminosity (Table 3.9). For the vast majority of my sample I probe 20-36% rms variations.
The highest Eddington ratio rms variations are moderate, around 32% (NGC 5548) and 36%
(3C390.3). As seen in Figure 3.9 individual sources do not spread out over a large Agqq range
and this shows that the probed Eddington ratio variations are not dramatic. These moderate
AEdq variations might affect my ability to see the true Eddington ratio — line shape relation of
individual sources as it will generate scatter in the relation, as also noted by Collin et al. (2006).

3.7.2 BOLOMETRIC CORRECTION VARIATIONS

The continuum variations that alter the bolometric luminosities, affect the BCs similarly. In
order to understand the robustness of bolometric corrections with respect to SED variations,
I investigate bolometric correction variability and its spread over time. The rms variability
in the mean BCs (listed in Table 3.9, columns 11, 13, 15) range between ~4% and ~20%. This
shows that BCs do not have a constant value for individual objects and they change according to
continuum variations. In the case of NGC 5548, for which I have the most reliable measurements
based on 11 SED epochs with simultaneous optical/UV and X-ray data, the rms variability in
the mean BCs is moderate (between 11%-18%).

Figure 3.13 shows the time resolved BC(5100A) and BC(1350A) percent differences of my
sample. Since most of the X-rays fluxes of Fairall 9 and NGC 5548 are estimated (§3.3.2), they do
not carry actual X-ray variability information and therefore I do not show the equivalent results
for BC(2-10keV). The comparison of the mean percent differences of BC(5100A) and BC(1350A)
over 600 days indicates that the mean ABC(5100) and its rms is slightly (~5%) smaller. How-
ever, the rms of the mean percent differences are 10-15% and in comparison 5% is not significant.
As shown in the bottom panels of Figure 3.13, the mean percent differences are almost constant
(~10%) over the time scales probed here. So, the variations in the mean BC values do not in-
crease with AT as seen for ALpor. However, the rms values of mean ABC/(5100) gets larger
with AT, and this is consistent with the behavior of mean ALgor,. Even if the mean BC does
not change more than 10% for the sample, it can be much larger for individual sources.

3.8 DISCUSSION

3.8.1 IS THE LINE SHAPE - EDDINGTON RATIO CORRELATION REAL?

In this work I investigated the Eddington ratio — line shape correlation for a sub-set of the RM
sample. I aimed for having more accurate Eddington ratio measurements for my investiga-
tion. Therefore, I used quasi-simultaneous optical/UV spectra to build up SEDs and measure
the bolometric luminosity. The simultaneous multi-wavelength data requirements brought the
largest limitation to my investigation because such data turn out to be sparse and hard to obtain
(for reasons discussed in Chapter 1). Then, in order to perform a time resolved analysis for the
line shapes, I accounted for the light travel time between the continuum and the line-emission.
For the small sub-set of the RM sample I found a moderately strong inverse correlation for Hj
line shapes. But I do not see this trend clearly for individual sources such as NGC 5548, Fairall 9
or NGC 7469 contrary to what Collin et al. (2006) found for NGC5548. But note that, since I
only have variations within two observing campaigns where Collin et al. (2006) have the mean
spectra of 14 different campaigns, this might be the reason for not observing the same trend
that they see. I only see the inverse correlation for my small sub-set of the RM sample for which
I measured the Eddington ratios from quasi-simultaneous SED. Due to the small sample size
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Figure 3.13 Time-resolved BC(5100A) (left) and BC(1350A) (right) variations. Top panel:
BC(5100A) (left) and BC(1350A) (right) percent differences between all available SED epochs
versus AT. The mean ABC(5100) and ~5% smaller compared to ABC(1350). Bolometric
correction differences do not tend to increase with increasing AT. Bottom panel: Average
ABC(5100) and ABC(1350) tend to be constant over time.

that I analyzed, it is unclear if the trend that is seen is real. But, it is consistent with the result
of Collin et al. (2006). Moreover, my analysis shows that the result of Collin et al. (2006) likely
holds when the Eddington ratios are extracted from the SEDs directly. For C1v I have inves-
tigated the Eddington ratio- line shape relation for the first time and found that for my small
sample of nearby RM AGN the C1V profiles do not appear to behave as the Hj profiles do.
The reality of the Eddington ratio — line shape relationship is not affected by the uncertainty in
Rprr or the way I selected the spectra to match the SEDS (§3.6.4).

For a larger quasar sample, I find that both H3 and C1v exhibit an inverse correlation be-
tween the line shape and AEdd. This might mean that the Eddington ratio, and the mass ac-
cretion rate is affecting C1v or Hf profiles in similar way. The measurements of the quasar
sample have large uncertainties, both for Eddington luminosity ratios and line shapes, but con-
sidering the correlation statistics the inverse correlation is significant. However, the Eddington
luminosities are computed by using the line widths measured from the single-epoch spectra,
the same line width measurements are present in both variables. Since we do not have an in-
dependent Mpy measurements that is not based on FWHM of the single-epoch emission line, I
tested the influence of FWHM by performing a partial correlation test (Akritas & Siebert, 1996).
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Table 3.10. Partial correlation coefficients

Line N T 0 Py rejection level
HB 302 -040 0.04 0.05
Civ 229 -0.15 0.06 0.05

Note. — Column (1): Emission-line for the

line shape measurement. Column (2): Number
of data points. Column (3): the partial Kendall’s
correlation coefficient. Column (4): the square
root of the calculated variance. Column (5): The
rejection level of the P, (here P,y is the
probability for accepting the null hypothesis that
there is no correlation between Agg4q and line
shape.)

Namely, the presence of a correlation between Ag4q and line shape is tested accounting for the
common dependence on the FWHM. Table 3.10 lists the results of the partial correlation test.
There is less than a 5% probability that this correlation is caused by the influence of FWHM.
This test indicates that there is a true inverse correlation between Ag4q and line shape and it is
not an artifact of FWHM.

3.8.2 THE INTERPRETATION OF THE LINE SHAPE - EDDINGTON RATIO COR-
RELATION

The interpretation of the Eddington ratio — line shape inverse correlation is not straightforward,
but it can be understood physically. If the mass accretion rate increases, the ionizing continuum
increases and the ionization front moves outward - as also stated by the R — L relationship
(see also discussion in Chapter 2). If we consider the locally optimally emitting cloud (LOC)
model (Baldwin et al., 1995), in which clouds have a broad range of density and distance from
the central ionization radiation, the emission from a certain line will come from the gas that
is most efficient at emitting that particular transition. If we assume that the BLR gas is evenly
distributed, as the ionization front moves outward from the central continuum source, the dis-
tance to the line emitting region will move outward as well. As the distance from the central
BH increases, the broad line gas is expected to have a lower velocity (Peterson & Wandel, 1999)
and the line profile would be dominated by lower velocities and may have a stronger core and
this might produce a more peaky profile. On the other hand, a positive correlation between
the line shape and Ag4q is hard to understand in this context, because it would mean that as
the luminosity increases the line profile is dominated by higher velocities. But, of course this
picture assumes that the black hole mass is constant. For example, from object to object if the
black hole mass changes, a higher Mgy means higher velocities for a given radius.

When we look at somewhat larger samples of AGN the inverse correlation is clearly seen.
Under the assumption that to first order the central engine structure is the same for all AGN,
this can be understood because the general AGN population will then probe the BLR subjected
to a wider range of Eddington ratios that clearly result in a significant change in line shapes.
However, differences in inclination and slight variations in the BLR velocity structure between
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objects will introduce scatter in the trend.

3.8.3 IMPLICATIONS FOR BLACK HOLE MASS ESTIMATES

Ideally, we want to measure the velocity width of the intrinsically emitted emission-line that
respond to continuum variations and that represents only the virial motions. As shown by
Denney (2012) the non-variable emission-line components in CIV profiles strongly affect the
black hole mass measurements. If more peaky profiles always have such a non-variable com-
ponent, then the inverse correlation between the line shape and the Eddington luminosity ratio
would mean that the BH masses of high Eddington ratio objects are underestimated. Unfortu-
nately, even if we assume that the observed correlation between the line shape and Eddington
ratio and its interpretation is real we can not directly use at this time to correct our line width
measurements that we need for the black hole mass estimates. This is mainly because BLR is
a complex region and in order to be able to account for such non-variable, non-virial velocity
components we need kinematic models (e.g., Collin et al., 2006; Brewer et al., 2011; Kollatschny
& Zetzl, 2011; Pancoast et al., 2013). However, kinematic modeling of the BLR is beyond the
scope of this work and more work is needed to settle the kinematics of the BLR and its under-
lying physics.

3.8.4 UNCERTAINTIES IN THE BOLOMETRIC LUMINOSITIES

Uncertainties in the Mean Bolometric Corrections and Eddington Luminosity Ratios

Collin et al. (2006) found an anti-correlation between the mean Hf line shape and the Ed-
dington ratio for 35 reverberation-mapped AGN. The line-width ratio range of their sample
is 0.9 < FWHM/oyine < 3.5 and the Agqq range of their sample is between 0.003 and 0.7. Since
their goal is to compare the mean Hf profiles with the mean Eddington ratio of each object,
they estimate the mean Eddington ratios as Agqq ~ 10 x A L(5100A) / Lgqq. For their purpose,
applying a mean BC is the most practical solution because they have the mean A L(5100A) mea-
surements and they aim for a mean Eddington ratio for each source. If we ignore the statistical
accuracy of the RM BH masses themselves, the largest uncertainty contribution to the Edding-
ton ratio estimate is from the applied mean BC(5100A) which has a value of 10. If I consider the
mean BC(5100A) given in the literature, the values obtained from the mean SEDs of large AGN
samples are between ~8.0 and 13.0 (Elvis et al., 1994; Richards et al., 2006a; Runnoe et al., 2012).
The standard deviation of these mean bolometric corrections is between 0.4 and 5.0, so the bolo-
metric luminosity values estimated from these are uncertain by up to ~50%. The uncertainty in
the applied BC(5100A)= 10 is ~5.0 (Elvis et al., 1994), and as a result the bolometric luminosity
estimates of Collin et al. (2006) are uncertain by up to ~50%. If we consider relative Edding-
ton ratio variations of individual objects, since the Eddington ratio changes will be driven by
bolometric luminosity in this case we may ignore the mass uncertainties. In this case, the un-
certainty in the Eddington ratio will be the uncertainty of the bolometric luminosity and if it
depends on BC it will be up to ~50%. However, if we compare Eddington ratio estimates be-
tween objects then the mass uncertainties dominate. If we consider the uncertainty of RM Mpy
that is factor of 3 (Peterson et al., 2004), then the resultant uncertainty in the Eddington ratio
becomes ~300%. So, the Eddington ratio estimates are highly uncertain. This also emphasizes
the need for more accurate Mgy estimates.
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Interpolation vs. Modeling of the SEDs

Although I have optical, UV and X-ray spectral coverage for my SEDs I am still missing the
most luminous part of the SED, the EUV, and I have three large gaps from 1um to optical, op-
tical to UV and UV to X-rays. I followed the most simple and common approach to fill these
gaps, by just linearly interpolating between the available data. For the UV to X-ray gap I also
applied a thermal bump model as an alternative option in order to test if this may provide an
improved and more realistic and robust measurements of Lgoy,(acc). The comparison between
these two approaches to fill in the UV to X-ray gap (§3.5.2) show that this may cause a difference
in Lpor(acc) of up to 23%. This uncertainty is larger than the Loy (acc) uncertainty originat-
ing from the optical, UV and X-ray continuum measurement uncertainties. In §A.5 I attempt
to fit the SEDs with the optxagnf model (Done et al., 2012) and find that I am not able to per-
form a robust fit without the soft X-ray data showing evidence of a strong soft X-ray excess as
commonly observed for NLS1s, only. Since the intrinsic SED shape of AGN is not theoretically
well understood beyond the basic thin accretion disk picture, I rely on the observed data and
simply interpolate the gaps and consider this as a reasonable approach to measure Lgor,(acc).
Even with the optical, UV and X-ray spectral coverage that I have, my lack of knowledge of the
intrinsic SED at the EUV range brings a ~23% accuracy uncertainty to my Lpoy (acc) estimates
alone. This is comparable to the level of the BC(5100A) uncertainty that I wanted to eliminate
(~ 20% - 50% Richards et al., 2006a; Elvis et al., 1994) by using single-epoch SEDs of my targets.
Although I put a lot of effort into finding quasi-simultaneous multi-wavelength data in order
to measure Lpor(acc) I am still having an uncertainty level of ~23% due to the uncertainty
related to the EUV gap. This unknown EUV emission will always limit bolometric luminosity
measurements, with this limitation in mind we can get better measurements of the data that we
can measure. However, all studies of the SEDs and measurements of bolometric luminosity will
be affected by the same uncertainty and unknown. Despite the unknown SED shape across the
gaps, I still measure the continuum level in a homogenous, systematic way. So, at the very least
for individual sources the Lo (acc) variations are physically related to accretion rate changes.
And, I have relatively better Lpor (acc) and thus Eddington ratio measurements compared to
Collin et al. (2006).

Interpolation of the SEDs vs. Applying Mean Bolometric Corrections

In Figure 3.14 I show the Lpor (acc) measured from the SEDs versus the bolometric luminos-
ity calculated by applying a constant mean BC(5100A), Lpor,(acc)(BC5100 = 10) (left panel)
and mean BC(13504), Lo (acc)(BC1350 = 4.2) (right panel). The typical uncertainty of the
Loy (acc) values measured directly from the SEDs is ~22% (this is estimated from the uncer-
tainties of the continuum measurements themselves). The difference between the Lpor (acc)
measured directly from the SEDs and Lpor(acc)(BC5100 = 10) or Lpor(acc)(BC1350 = 4.2)
is different for each source. If I were to use a mean BC(5100A) I would underestimate the
bolometric luminosity by 31% and 55% for Fairall 9 and 3C390.3, respectively. The accuracy of
Lpor(ace) calculated from a mean BC depends on the source, on average usage of a optical or
UV BC may result in a underestimated/overestimated Lpor (acc) by a factor of ~13-14%, but
again the level of the difference can be between 2%—62%. This shows that for some objects,
using a mean BC will either significantly under or over-estimate Loy (acc). And it is unclear
which objects do not follow the mean trend. NGC 5548 had large variations, yet have SEDs
consistent with the mean BCs, while Fairall9 does not. The typical uncertainty of the directly
measured Lpor (acc) is ~22% (mainly due to the uncertainties of the continuum measurements
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Figure 3.14 Comparison between Lo directly measured from the SEDs and estimated ones
by applying a mean BC(5100A) of 10 (left panel) and a mean BC(1350A) of 4.2 (right panel). The
solid line show where the bolometric luminosities are equal. The difference of each source is
quantified as the mean of the residuals between the two bolometric luminosities, and shown in
each panel.

themselves). This means, if using a BC brings an uncertainty up to 22%, this comparable to
the uncertainty of the Loy (acc) measured from the SED and the two bolometric luminosities
agrees within 1o error budget. But if the difference is above 22% and high as 62%, then this is a
significant difference and can be accounted within 3o error budget.

Effects of Source Variability

Time resolved Lpoy (acc) variations give us an estimate of the expected effect of the intrinsic
source variability and this is helpful to place a constraint on how much I can extend the time
span over which the data are taken which are adopted for the SEDs. The mean bolometric lu-
minosity variation within 20 days is about 10% and even for 80 days (the largest Rgrr/c in my
sample) it does not exceed 18%. This indicates that if I were to combine the multi-wavelength
data obtained within 20 days or 80 days, this would result in a ~10% or ~18% uncertainty in the
Lpor(acc) measurements, respectively. So I could expand my quasi-simultaneous AT (SED)
limit up to 80 days and obtain semi-simultaneous data and take into account a possible 18%
uncertainty. The typical uncertainty in the Lo (acc) measurements themselves are about 22%
('this is mainly due to the uncertainties of the continuum measurements), and thus using semi-
simultaneous data as I did for a couple of cases does not affect the Lpoy,(acc) measurements
significantly. That is, if a ~20% uncertainty is acceptable a ~80 day range of the database mak-
ing up the SED would be possible on average.



3. ON THE RELATION BETWEEN THE BROAD EMISSION LINE SHAPE AND EDDINGTON
100 LUMINOSITY RATIO FOR LOCAL SEYFERT GALAXIES

3.9 SUMMARY AND CONCLUSIONS

I'have presented quasi-simultaneous optical-to-X-ray SEDs of seven AGN from the RM sample
of Peterson et al. (2004). I used these SEDs to directly measure the accretion luminosity and
infer the Eddington ratio by using the RM based black hole masses. I have investigated the Ed-
dington ratio — line shape relation for single-epoch Hj and C 1V profiles. The main conclusions
of this work are:

1. I use quasi-simultaneous optical, UV and X-ray data and linearly interpolate the SEDs to
measure Lpor (acc). The applied linear interpolation provides a model independent first
order approach to measuring Lpor (acc). Based on the range of possible and reasonable
methods by which I can estimate the SED shape in the EUV range I estimate the uncer-
tainty in the integrated Loy (acc) to be of order 23%, caused by the unknown intrinsic
SED shape in the EUV range. I attempted to model the SEDs with the opfxagnf model of
Done et al. (2012). However, without the presence of a soft X-ray excess I am unable to
obtain a robust fit.

2. I confirm the existence of an anti-correlation between the Eddington ratio and the HS
FWHM/oyin. ratio for the seven AGN in my sample. I have investigated the Edding-
ton ratio — line shape trend for C1v profiles for the first time and found that for these
seven AGN they do show a similar inverse correlation as HfS. I interpret the observed
anti-correlation as the effect of the ionizing front on the velocities of the line-emitting re-
gion. As the Eddington ratio increases, the ionizing front reaches larger regions that are
dominated by lower velocities. Therefore, we expect to observe peaky profiles for high
Eddington ratio objects.

3. I observe a similar inverse correlation between the HS and C1V line shape and the Ed-
dington ratio for a larger sample of quasars. Since the FWHM present in both parameters
I performed a partial correlation analysis and found that this inverse correlation is not a
artifact of FWHM entering the parameterization of both variables.

4. T have demonstrated that Eddington ratios based on a scaling from A L(1350A) and A
L(5100A) give similar results as the Eddington ratios based on quasi-simultaneous optical,
UV and X-ray data for my handful of nearby Seyfert 1 galaxies. Therefore, I conclude that
quasi-simultaneous SEDs are not a requisite to examine the Eddington ratio — line shape
relation for this small sample.

5. My analysis of the multi-epoch SED variations of individual objects show that typical
L por, variations over 20 days is about 10% and the mean AL po 1, increases with the longer
time differences. For my sample, the mean ALpoy is about 29% over ~ 600 days. This
indicates the effect of the intrinsic source variability on the bolometric luminosity and
shows that using semi-simultaneous data may decrease the uncertainty from the typical
22% to only ~10%. The highest uncertainty in the L 3o, measurements is my inability to
extract the intrinsic SED especially in the EUV regime, the non-simultaneity of the data is
a minor limitation in this particular context.
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ULTRALUMINOUS INFRARED
GALAXIES IN THE AKARI ALL SKY
SURVEY

ABSTRACT — We present a new catalog of 118 Ultraluminous Infrared Galaxies (ULIRGs) and one
Hyperluminous Infrared Galaxy (HLIRG) by crossmatching AKARI all-sky survey with the Sloan
Digital Sky Survey Data Release 10 (SDSS DR10) and the Final Data Release of the Two-Degree Field
Galaxy Redshift Survey (2dFGRS). 40 of the ULIRGs and one HLIRG are new identifications. We find
that ULIRGs are interacting pair galaxies or ongoing/post mergers. This is consistent with the widely
accepted view: ULIRGs are major mergers of disk galaxies. We confirm the previously known positive
trend between the AGN fraction and IR luminosity. We show that ULIRGs have a large off-set from the
‘main sequence’ up to z ~ 1; their off-set from the z ~ 2 ‘main sequence’ is relatively smaller. We find a
consistent result with the previous studies showing that compared to local star forming SDSS galaxies
of similar mass, local ULIRGs have lower oxygen abundances. We for the first time demonstrate that
ULIRGs follow the fundamental metallicity relation (FMR). The scatter of ULIRGs around the FMR
(0.09 dex—0.5 dex) is comparable with the scatter of z ~ 2-3 galaxies. Their optical colors show that
ULIRGs are mostly blue galaxies and this agrees with previous findings. We provide the largest local
(0.050 < z < 0.487) ULIRG catalog with stellar masses, SFRs, gas metallicities and optical colors.
Our catalog provides us active galaxies analogous to high-z galaxies in the local Universe where they
can be rigorously scrutinized.

4.1 INTRODUCTION

Luminous infrared galaxies (LIRGs), ultraluminous infrared galaxies (ULIRGs) and hyperlu-
minous infrared galaxies (HLIRGs) are defined by their high IR luminosities that are in the
101 Ly < Ligr < 1012Lg, 1012Lg, < Lig < 10Lg and 103L;, < L;i ranges, respectively
(see the reviews by Sanders & Mirabel, 1996b; Lonsdale et al., 2006). The observed enormous
IR luminosity is driven by the optical and UV radiation generated by intense star formation
and active galactic nuclei (AGN), that is absorbed by dust and re-emitted in the IR. ULIRGs
have been considered as a transition phase from mergers to dusty quasars (Sanders et al., 1988c;
Veilleux et al., 2002) such that when gas-rich spiral galaxies merge, the molecular gas clouds
channeling towards the merger nucleus trigger nuclear starbursts and AGN activity via the ac-
cretion of the available fuel on to the central SMBH. According to this scenario, the starburst
phase evolves to a dust-enshrouded AGN phase, and once the gas and dust are consumed the
system evolves to a bright QSO phase.
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Tidal interactions and merger processes between galaxies play a major role in the formation
of elliptical galaxies (Toomre & Toomre, 1972). Especially, the proposed scenario by Sanders
et al. (1988c) motivated further investigation of the link between mergers and quasars in nu-
merical simulations. Hydrodynamical simulations of mergers show that merger processes lead
gas inflows towards the center that trigger starbursts and AGN activity (e.g Springel et al.,
2005). In the merger-driven galaxy evolution simulations ULIRGs represent a contemporary
starburst- and AGN-phase at the beginning of a rapid self-regulated SMBH growth (e.g. Di
Matteo et al., 2005; Hopkins et al., 2007). ULIRGs evolve to red/elliptical-type remnants by the
‘negative feedback” mechanisms (e.g. in the form of powerful winds and outflows) that inhibit
star formation and AGN activity (e.g. Hopkins et al., 2006, 2008a,b, 2009a).

The emerged link between ULIRGs and QSOs is supported by several observational ev-
idences. Morphological properties of ULIRGs indicate that they are interacting galaxies in
pre/ongoing/late merger stages (Farrah et al., 2001; Kim et al., 2002; Veilleux et al., 2002, 2006).
Compared to LIRGs that are disk galaxies (if log(Lrr/Le) < 11.5) or interacting systems (if
11.5<log(Lir/Le) < 12.0), ULIRGs are mostly advanced mergers (Veilleux et al., 2002; Ishida,
2004). Their dynamical masses obtained from near-infrared (NIR) spectroscopy show that they
are major mergers of nearly equal mass galaxies (Veilleux et al., 2002; Dasyra et al., 2006a,b).
CO observations proved that ULIRGs contain the required cold molecular gas for central star-
bursts (Downes & Solomon, 1998). Additionally, their mid-infrared (MIR) images show that
MIR emission generated in a region of diameter ~ 1 kpc (Soifer et al., 2000). At least ~70% of
164 local (z <0.35) ULIRGs harbor an AGN (Nardini et al., 2010). The coexistence of a starburst
and an AGN show that both energy sources contribute to the total IR luminosity. The AGN
fraction and the strength of the AGN emission increases with IR luminosity; high-luminosity
ULIRGS (log(L1r/Le) > 12.5) and HLIRGs have a larger AGN contribution compared to lower
luminosity IR galaxies (Veilleux et al., 1995, 1999b, 2002, 2009; Genzel et al., 1998; Goto, 2005;
Imanishi, 2009; Nardini et al., 2010). ULIRGs show starburst-and AGN-driven powerful out-
flows (e.g Heckman et al., 2000; Rupke et al., 2002, 2005; Rupke & Veilleux, 2011, 2013; Spoon
et al., 2013; Veilleux et al., 2013, and references therein) that are consistent with the expected
negative feedback mechanisms for their evolution.

The significance of ULIRGs in the galaxy evolution is not limited to the local (2 < 0.3) Uni-
verse because, at high redshift (z >1) they are more numerous and have a substantial contribu-
tion to the total IR luminosity density (?Caputi et al., 2007) compared to local ULIRGs (Soifer
& Neugebauer, 1991; Kim & Sanders, 1998b). There is a significant population of ULIRGs be-
yond z ~1 (e.g Goto et al., 2011a). An important question is the powering mechanism of these
sources: are they powered by interaction-induced nuclear starbursts/AGN or are they nor-
mal/undisturbed star forming galaxies? The key properties that would answer this question
are: morphologies, spectral energy distributions (SEDs) and the extend of star forming regions.
Observations have shown that ULIRGs at high redshift (1.5 < z < 3.0) are mostly (~ 47% )
mergers or interacting galaxies, but this sample also includes non-interacting disks, spheroids
and irregular galaxies (Kartaltepe et al., 2012). Beyond z > 2 morphological properties of sub-
millimeter galaxies (SMGs) are consistent with mergers and interacting systems (e.g Tacconi
et al.,, 2008). Morphologies of high z samples show that mergers/interactions taking place in
these systems and even comparison of z ~ 2 and z ~ 1 samples indicates a hint for a morpho-
logical evolution such that z ~ 1 sample have slightly more mergers and interacting galaxies
(Kartaltepe et al., 2012). The SEDs of high redshift ULIRGs are different from those of local
ones: for example they exhibit prominent polycyclic aromatic hydrocarbon (PAH) features sim-
ilar to those of local lower IR luminosity (10.0< log(L;r/Le) < 11.0) star forming galaxies
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rather those of local ULIRGs (e.g Farrah et al., 2008; Takagi et al., 2010). Since PAH emission
indicates ongoing star formation, observations support that high z ULIRGs are starburst domi-
nated. A similar conclusion is also achieved by the X-ray studies of high z ULIRGs (e.g Johnson
et al., 2013). The size of the star forming regions of high z ULIRGs are larger than those of
local ULIRGs with similar L;r (Rujopakarn et al., 2011). This suggest that in these galaxies
star formation do not occur in merger nuclei but, it is distributed galaxy wide. The similarities
of star forming regions of high z ULIRGs and local quiescent star forming galaxies point out
a different origin than merger-induced star formation (Rujopakarn et al., 2011). Although the
evolution of ULIRGs is not fully understood yet, observations provide evidence for changing
properties with redshift.

Understanding the role of ULIRGs in galaxy evolution through cosmic time require exten-
sive studies/comparison of local and high z samples. Local ULIRGs establish a ground to un-
derstand the nature of ULIRGs, the origin of their extreme luminosities and the interplay be-
tween star formation and AGN activity in the nearby mergers. Therefore, it is important to have
a large local sample and to master its overall properties. The great majority of local ULIRGs are
discovered with InfraRed Astronomy Satellite (IRAS). IRAS performed an all sky scan in four
IR bands centered at 12um, 25pum, 60pm and 100pum. IRAS Bright Galaxy Survey (BGS) catalog
(Soifer et al., 1987) includes 10 ULIRGs selected on the basis of 60um flux, F(60um). This cat-
alog replaced with the IRAS Revised Bright Galaxy Sample (RBGS) (Sanders et al., 2003) that
provided more accurate infrared luminosities and increased the number of ULIRGs to 21. The
IRAS 2-Jy (Strauss et al., 1992) and 1.2-]y (Fisher et al., 1995) redshift surveys identified new
ULIRGs. Sanders et al. (1988a) showed that ULIRGs with “‘warm’ colors (F(25um)/F(60pm) >
0.2) have Seyfert like spectra and thereon ULIRGs separated as ‘warm” AGN hosting and ‘cold’
star formation dominated systems. Analysis of BGS sample showed that the F(60pm)/F(100um)
color increases with higher L;r (Soifer & Neugebauer, 1991). A widely studied large sample of
local ULIRGs is the IRAS 1-Jy sample (Kim et al., 1998). This is a complete flux-limited sam-
ple at 60pm that is composed of 118 ULIRGs identified from IRAS Faint Source Catalog (FSC)
(Moshir et al., 1992) and a dedicated redshift survey (Kim et al., 1998). Since previous studies
(Soifer & Neugebauer, 1991; Strauss et al., 1992) showed that F(604m)/F(1004m) color increases
with higher L;r and ULIRGs colors are in the range of -0.2<F(60um)/F(100um)<0.13, IRAS
1-Jy sample ULIRGs were selected based on their warm colors (F(60xm)/F(100xm)> 0.3) (Kim
et al., 1998). With other redshift surveys such as the QDOT all sky IRAS galaxy redshift sur-
vey (Lawrence et al., 1999), the IRAS Point Source Catalog Redshift (PSCz) survey (Saunders
et al., 2000) and the FIRST/IRAS radio—far-IR sample of (Stanford et al., 2000) number of IRAS
ULIRGs increased. Large galaxy redshift surveys like the Sloan Digital Sky Survey (SDSS) (York
et al., 2000) and Two-Degree Field Galaxy Redshift Survey (2dFGRS) (Colless et al., 2001) pro-
vide redshifts of millions of galaxies. Especially SDSS made it possible to study optical prop-
erties of large sample of IR galaxies. Goto (2005) cross-correlated the IRAS FSC with the SDSS
Data Release 3 (DR3) (Abazajian et al., 2005) spectroscopic catalog and identified 178 ULIRGs.
Pasquali et al. (2005) cross-correlated SDSS DR2 (Abazajian et al., 2004) with the IRAS FSC and
investigated IR properties of local AGNs and star forming galaxies. Cao et al. (2006) cross-
correlated IRAS FSC and the Point Source Catalog (PSC) with SDSS DR2 and identified a small
sample of ULIRGs. Hwang et al. (2007) identified 324 ULIRGs, including 190 new discoveries,
by cross correlating IRAS FSC with SDSS DR4 (Adelman-McCarthy et al., 2006), 2dFGRS and
the Second Data Release of the 6dF Galaxy Survey (6dFGS) (Jones et al., 2004). Hou et al. (2009)
cross-correlated IRAS FSC with the SDSS DR6 (Adelman-McCarthy et al., 2008) and identified
308 ULIRGs.
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The largest all sky IR survey after IRAS completed by the Japanese IR satellite launched in
2006, AKARI (Murakami et al., 2007) that scanned almost all-sky in 9um, 18pm, 65um, 90um,
140pm and 160pxm bands. The resolution and sensitivity of AKARI is better than those of IRAS:
the Point Spread Function (PSF) of AKARI is ~ 39/ (for 90um band) while the PSF of IRAS
is ~ 4/ (for 100pm band); at 18um AKARI is 10 times more sensitive. An other advantage of
AKARI is that, it has a wider and longer wavelength coverage compared to IRAS. In particular
the 140pm and 160pm bands are very important to measure the peak of the dust emission near
100pm and therefore obtain more accurate IR luminosity. Goto et al. (2011a) matched IRAS IR
sources with SDSS DR7 (Abazajian et al., 2009) galaxies and measured the local IR luminosity
function. In this study, Goto et al. (2011a) identified ULIRGs among AKARI sources, but did
not provide a detailed catalog of these sources. In this work we search for ULIRGs and HLIRGs
in the AKARI all-sky survey. We cross-correlate AKARI all-sky survey with 2dFGRS and the
largest SDSS spectroscopic redshift catalogue DR 10 (Ahn et al., 2013). Beside the redshift in-
formation, SDSS has a rich view of optical properties of the sources in this database. Optical
images, spectra, colors, value added catalogs with emission line properties provided by SDSS
D10 give us an opportunity to investigate the morphologies, colors, stellar mass and metallic-
ities of local ULIRGs identified in the AKARI all-sky survey. We provide the first catalog of
ULIRGs identified in AKARI all-sky survey.

This paper has the following structure. We introduce the data to identify ULIRGs/HLIRGs
and our final sample in §4.2. Our results are presented in §4.3. In § 4.4 we discuss our results.
The summarized conclusion of this work is given in § 4.5. Throughout this work, we adopt a
cosmology with Hy = 70kms™ Mpc~!, Qy = 0.7 and Q,,, = 0.3.

4.2 IDENTIFICATION OF ULTRALUMINOUS AND HY-
PERLUMINOUS INFRARED GALAXIES IN THE AKARI
ALL-SKY SURVEY

4.2.1 THE SAMPLES
The AKARI All-Sky Survey Catalogs

The AKARI all-sky survey provides two catalogs of the IR sources across more than ~97% of
the whole sky with fluxes centered on two mid-IR and four FIR bands. The AKARI/IRC all-sky
survey point source catalog version 1! includes 870973 IR sources with fluxes at 9uym and 18um
mid-IR bands. The AKARI/FIS all-sky survey bright source catalog version 1? (Yamamura et al.,
2010) contains 427071 sources detected at 90um with flux measurements at 65um, 90pm, 140um
and 160um FIR bands. Especially 140um and 160um fluxes are very important to constrain the
FIR SED peak and to measure L;p.

In order to have a single AKARI/FIS/IRC catalog with both FIR and mid-IR fluxes, we
cross-match the IR sources in the AKARI/FIS all-sky survey bright source catalog with the
AKARI/IRC all-sky survey point source catalog within a radii of 20//. The resulting AKARI/FIS/IRC
catalog contains 24701 sources based on 90um detections.

To measure the IR luminosity we obtain the spectroscopic redshifts of the IR galaxies from
their optical counterparts. We cross-correlate the AKARI/FIS/IRC catalog with large optical
redshift catalogs as described in the following.

1http: //www.ir.isas.jaxa.jp/ AKARI/Observation/PSC/Public/RN/AKARI-IRC_PSC_V1_RN.pdf
2http: //www.ir.isas.jaxa.jp/ AKARI/Observation/PSC/Public/RN/AKARI-FIS_BSC_V1_RN.pdf
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The AKARI-SDSS DR10 Sample

The Sloan Digital Sky Survey is the largest ground-based survey providing a unique photomet-
ric and spectroscopic database of stars, galaxies and quasars. SDSS is a red magnitude limited
r < 17.7 survey over 14555 deg? of the sky. We have downloaded the SDSS DR 10 (Ahn et al.,
2013) catalogs photoObj® and specObj? to extract both photometric and spectroscopic informa-
tion. The photoObj catalog includes all photometric information from previous data releases
and the specObj catalog includes new spectra from the Baryon Oscillation Spectroscopic Sur-
vey?* (BOSS). We combined the two catalogs by matching ‘OBJID’ in photoObj to “BESTOBJID’ in
specObj and obtain a full SDSS catalog of 2,745,602 sources with spectroscopic and photometric
information.

AKARI/FIS/IRC catalog is cross-matched with the full SDSS catalog. The astrometric pre-
cision of SDSS (~ 0.1/ at r=19 mag Pier et al., 2003) is much better than that of AKARI (~ 4.8/
Yamamura et al., 2010)). We follow Goto et al. (2011a) and select matching radii as 20/ because
this radius is large enough to contain different emission regions (e.g IR and optical) in a single
galaxy; also it is small enough not to allow too many optical chance identifications that are not
physically related to the IR source. Although we pick 20/ to be inclusive not to miss any real
association, in order to eliminate any miss-association later, we check the positional overlap of
the IR and the optical emission from each ULIRG candidate by eye. We avoid any duplicated
matches, i.e each IR galaxy is allowed to match only with one SDSS counterpart. We obtain 6468
matches of AKARI-SDSS sources. Among those we removed the sources that were classified
as star in the specObj catalog. This resulted into a AKARI-SDSS sample of 6373 galaxies. For
the IR sources in this sample we adopt the SDSS spectroscopic redshifts.

The AKARI-2dFGRS Sample

The Two-Degree Field Galaxy Redshift Survey (Colless et al., 2001) measured redshifts of 245951
galaxies within b; < 19.45 limit. The median redshift of this survey is z ~ 0.1 (Colless, 2004).
We use the Final Data Release of the 2dFGRS , the catalog of best spectroscopic observations®. We
cross-match the AKARI/FIS/IRC catalog with the 2dFGRS catalog with a matching radii of 20/.
We obtain a AKARI—2dFGRS sample of 954 galaxies with spectroscopic redshifts from 2dFGRS.

4.2.2 INFRARED LUMINOSITY MEASUREMENTS

To estimate the total IR luminosity for the galaxies in the AKARI-SDSS and AKARI-2dFGRS
samples we perform a SED-fitting using the LePhare® (Photometric Analysis for Redshift Es-
timations) code (Arnouts et al., 1999; Ilbert et al., 2006). The main function of the LePhare
is to compute photometric redshifts, but it can also find the best fitting galaxy template by
a x? fit for the given photometric magnitudes among the input template libraries. For the
AKARI-SDSS and AKARI—-2dFGRS samples we use the six AKARI bands with their associated
uncertainties adopted from the AKARI catalogs; if the flux uncertainty is not given we adopt
25% of the measured flux as the uncertainty. We use the FIR SED templates of Dale & Helou
(2002) as the input library. Dale & Helou (2002) provide 64 SED templates generated semi-
empirically to represent the IR SEDs of star forming galaxies. Compared to other SED models,
such as the models of Chary & Elbaz (2001), these templates include FIR improvements based

Shttp:/ /www.sdss3.org/dr10/spectro/spectro_access.php
*http:/ /www.sdss3.org/survey/boss.php

5http: //www2.aao.gov.au/~TDFgg/

6http: / /www.cfht.hawaii.edu/~arnouts/lephare.html
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on ISO/IRAS/SCUBA observations. However, they do not include more sophisticated dust
emission modeling as provided by Siebenmorgen & Kriigel (2007). Since our main focus is
to measure L;r we avoid more sophisticated models and prefer the templates of Dale & Helou
(2002) for the SED fitting. We fix the redshift of each galaxy and fit the FIR region of the SED with
the AKARI broadband photometry. In the fitting procedure k-corrections are applied to AKARI
fluxes. In order to obtain the k-correction our model flux is computed integrating redshifted
SED model flux through AKARIs filter response function. The best-fit dust templates of Dale
& Helou (2002) are shown in Figure 4.1 (left column) for representative cases. The AKARI/FIS
name is given in the top left corner. The best-fit templates are shown as solid magenta line. The
black filled circles are the optical (shown only for illustration purposes) and AKARI photometric
fluxes; the x-axis error bars represent the wavelength range of each photometric band.

As aresult of the SED fitting we obtain the total infrared luminosity integrated between 8:m
— 1000pm, Lg_1000 with the maximum and minimum possible Lg_1¢9 value based on the flux
errors. These are used to determine the the upper and lower uncertainties of Lg_1¢0o.

Based on the obtained Lg_1¢g our initial sample includes 170 ULIRG and 10 HLIRG candi-
dates: the AKARI-SDSS sample has 135 ULIRG and eight HLIRG candidates; the AKARI-2dFGRS
has 35 ULIRG and two HLIRG candidates. In order to have a reliable sample of ULIRGs and
HLIRGs, we check each case to avoid any wrong identification as described in the following.

4.2.3 ELIMINATION OF THE MISMATCHES

The (H)/ULIRG candidates in our initial sample are selected based on the optical spectroscopic
redshifts; by matching the closest optical galaxy to the AKARI source. If there are more than one
source satisfying the cross-match condition, then the one with the smallest positional difference
is considered as a match. Even the positions of the optical and IR sources are close in the sky, it
does not necessarily mean that the IR and optical emissions are counterparts of the same galaxy;
further care is required to make this decision.

Although the optical and IR galaxies are matched within a 20/ radius, we visually check
the positional overlap of the IR and optical emission in AKARI images for each galaxy. For
the optical counterpart we use SDSS (if available) or Digitized Sky Survey images. Examples of
AKARI (middle panel) and optical (right panel) images are represented in Figures 4.1. The SDSS
images are gri combined color images downloaded from the SDSS DR10 Finding Chart Tool®. In
the AKARI images (Doi et al., 2012) the green circle represents the 20/ radius limit, whereas the
optical source is marked with a 5/7 radius magenta circle. Once we make sure of the positional
overlap of the matched IR and optical sources, next we check if there are any other sources
overlapping with the IR source and possibly contaminate the IR emission. Such contaminating
sources can be stars or other galaxies. Especially nearby bright galaxies lying over the IR source
have a contribution to the observed IR emission, therefore such cases are eliminated from the
initial sample. If there are more than one overlapping optical galaxies with similar separation
values within the 20/ radius region, the closest one does not necessarily mean the true match.
Since it is difficult to select the true optical counterpart for these four cases, these are eliminated.
It is a worry if we are automatically removing compact groups of galaxies in these cases, but
before we eliminate these we consider the redshifts of these galaxies and check if they are in
groups.

Although SDSS provides a large redshift database, not all galaxies have the spectroscopic
information. Related to this, in some cases the optical source with the smallest positional differ-

8http:/ /skyserver.sdss3.org/dr10/en/tools/chart/chartinfo.aspx
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Figure 4.1 SEDs (left), AKARI (middle) and SDSS g-r-i colors combined images (right) of four
nearest ULIRGs classified as ‘Illa” (first row), ‘IIIb” (second row), ‘IV’ (third row), IV’ (fourth
row). The scale of the AKARI 90m images are 165/ x 165//. The small 5/ magenta radius and

the large 20/ green radius circles, mark the optical and IR source, respectively.

ence is not included in the cross-match procedure. Therefore, the images show that instead of
the “true’ optical counterpart, some other optical galaxy with a large separation (8.12// — 18.87//)
is matched with the IR emission. For these cases we look at the literature (e.g. Wang & Rowan-
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Robinson, 2009) and check if the ‘true” optical counterpart has a spectroscopic redshift. If the
redshift is not known for the ‘true’ optical counterpart we eliminate these cases. If the red-
shift is known, we adopt it for the ‘true’ optical counterpart and re-obtain Lg_1900. Three cases
(marked with an asterisk in column (5) of Tables 4.1, 4.2) for which 10'2Ls, < Lg_1900 are kept
in the sample.

After we secure the optical and IR galaxy match by visual inspection, as an additional control
we check the adopted spectroscopic redshifts. For the AKARI-2dFGRS sample we require a
redshift quality of > 3. This requirement let to eliminate two ULIRG and two HLIRG candidates
from the AKARI-2dFGRS sample. For the AKARI-SDSS sample, we go through the SDSS
spectra’. The SDSS spectra are reduced through the spectroscopic pipeline (Bolton et al., 2012).
The SDSS pipeline determines the classification and the redshift of the spectra by applying a
x? fit with rest-frame templates of stars, galaxies and quasars. By looking at the SDSS spectra
we eliminate the following cases from the sample: (1) The sources that are classified as a galaxy
but show a spectrum of a star; (2) The spectra showing an unreliable template fit and therefore
indicating a wrong redshift.

4.2.4 THE FINAL SAMPLE

Our final sample of (H)/ULIRGs consist of 134 galaxies, 101 are identified in the AKARI—SDSS
sample and 33 are identified in the AKARI—-2dFGRS sample. In order to specify the newly
identified (H)/ULIRGs in this work we check our final sample against previously studied sam-
ples: Clements et al. (1996), Kim et al. (1998), Rowan-Robinson (2000), Hwang et al. (2007),
Hou et al. (2009), Nardini et al. (2010). 48 ULIRGs and one HLIRG are newly identified in this
work. The IR images of the newly identified ULIRGs and one HLIRG are available in Figure
4.2. We divide the final sample into three subsamples: (1) New ULIRGs identified in this work;
(2) Known ULIRGs; (3) New HLIRG identified in this work. The properties of these subsamples
are listed in Tables 4.1, 4.2 and 4.3, respectively. These tables contain the AKARI name (column
1), AKARI coordinates: RA and DEC (columns 2 and 3, respectively), other name (column 4),
redshift (column 5), total IR luminosity, L g, (column 6), AKARI photometric fluxes of the 65ym
(F(65um)), 90pum (F(90um)), 140um (F(140um)) and 160um (F(160um)) bands (columns 7, 8, 9
and 10, respectively), SDSS Petrosian r magnitude (column 11), Interaction Class (IC; column
12), reference for IC (column 13), note related to optical images indicating if there is a star or
other galaxies in the field (column 14), spectral classification (column 15). Since we have only a
few sources detected in the 9um and 18;m bands we do not list the photometric fluxes at these
bands.

We note that 3 of the new ULIRGs listed in Table 4.1 have 65um fluxes above 1 Jy, the flux
threshold of the 1-Jy sample of Kim et al. (1998), and have declination § > —40 deg and galactic
latitude b > 30deg, and therefore should have made it in the 1-Jy sample. However, two of
these sources (J1036317+022147, J1125319+290316,) are not observed with IRAS. The 60um flux
of J0857505+512037 is below 1 Jy (~0.6 Jy Moshir et al., 1992) and therefore it is not in the 1-Jy
sample of Kim et al. (1998).

http://dr10.sdss3.org/basicSpectra
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Table 4.4. Unconfirmed ULIRG Candidates

Name  AKARIRA AKARIDEC  SDSS Name z* log(L1p/Le) F65um)® FO0um)® F(1404m)°F(160um)° r& 1C°ICT  Note®
AKAREFIS-V1  (J2000)  (J2000) ay) ay) ay) (y) (mag)  Ref.

(O] @ (©) @ ] (©) @) ® ©) 10) (11 (12)(13) (14)
J0058034-025406 0058 03.44 0254058 J005802.70-025401.8 0267 12.277003 .-  021+005513+149 --. 1431 b 3 B
J1444024+000415 14 44 02.37 +00 04 15.0 ]144402.86+000411.9 0330 12.667502  0.09+ 0.020.23+ 0.06 0.96+ 0.243.74+ 032 13.44 Illa 3 -
J0545295-011324 054529.50 -011324.5 J054529.53-011318.0 0.884 12.827002 0.41+£010057£020 --- 0244 0.06 1276 NI 3
J1352265+020815 13 52 26.48 +02 08 14.9 J135227.76+02081652.853 13.0170-12 ... 039+ 0.070.76+ 0.183.28-+ 0.82 15.70 Illa 3 Large Separation
J1716527+271405 17 16 52.73 +27 14 04.6 J171653.48+27140620.539 12.2170-99 ... 023+ 0.061.97+ 0.360.17+ 0.04 11.74 V 3 A

Note. —For a, b, ¢, d, e, f, g see notes in Table 4.2. For the sources listed in this table there is no spectral class information.

In Table 4.4 we list five additional ULIRG candidates that are considered as unconfirmed
cases either because their IR detection is not significant (almost at 5 o), or the separation between
the matched optical and IR coordinates are large (~ 20//). We do not include those five sources
in the final sample.

4.3 ANALYSIS AND RESULTS
4.3.1 BASIC PROPERTIES OF THE AKARI ULIRGS AND HLIRG SAMPLES

Redshift and L;r Distributions

The redshift and IR luminosity distributions of our final sample are presented in the top and
bottom panels of Figure 4.3, respectively. The redshift distribution covers 0.050 < z < 0.487,
with a median redshift of z = 0.181. We have 104 ULIRGs distributed over 0.050 < z < 0.270
range and 14 ULIRGs are within the 0.270 < z < 0.487 range. The IR luminosity distribution of
80 ULIRGs covers 12.0 < L;p < 12.25 range. The higher luminosity range of 12.25 < L <
12.91 includes 38 ULIRGs.

Figure 4.4 shows the IR luminosity of our sample as a function of redshift. As it is expected
from the AKARI PSC detection limit (0.55 Jy at 90um), L;r increases with redshift and only the
bright sources can be detected towards the higher redshifts.

FIR Color Properties of Our Sample

The IR emission of the so called ‘normal’ star forming galaxies (that are not dominated by AGN
activity) is mostly due to the thermal radiation from dust grains heated by star formation. The
‘normal’ star forming galaxies detected by IRAS showed a clear trend of decreasing 60- to 100-
pm flux ratios, F(60pm)/F(100pum), with increasing 12- to 25-um flux ratios, F(12pm)/F(25um),
(Helou, 1986). This trend associated with the intensity dependence of IR colors, such that
‘warm’ colors (greater F(60u:m)/F(100pm) values) are related to active star formation with high
IR luminosities (Helou, 1986).

Dale et al. (2001) construct single parameter dust models of normal star forming galaxies
based on the F(60pum)/F(100pum) color and the intensity of the interstellar radiation field, U.
They characterize the overall IR SED as a power law distribution of dust mass over U such that:
dM(U) ~ U~*dU, where « is the exponent of the power-law distribution. Dale & Helou (2002)
provide 64 SED models for a wide range of U or equivalently IRAS F(60um)/F(100um) color
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Figure 4.3 Distributions of redshift (top) and IR luminosity, log(L;r/L), (bottom) for the final
(H)/ULIRG sample.

(between -0.54 and 0.21) and « values (0.0625< o < 4.0). In §4.2.2 we measured L;g based on
these models. In the following, we investigate the AKARI color properties of our ULIRG sample
and compare the observed colors with the SED models of Dale & Helou (2002).
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Figure 4.4 IR luminosity vs. redshift for 118 ULIRGs (open circles) and one HLIRG (filled circle)
in the final sample.

For this investigation we use the AKARI F(9um) and F(18xm) fluxes from the AKARI/IRC
all-sky survey point source catalog. The F(65xm), F(90pm), F(140pm) and F(160m) fluxes are
listed in Tables 4.1, 4.2 and 4.3. Figure 4.5 presents the observed AKARI color-color diagrams:
(a) F(Oum)/F(18um) vs. F(18micron)/F(65um); (b) F(18um)/F(65um) vs. F(65um)/F(90um);
(c) F(65um)/F(90um) vs. F(90um)/F(140um); (d) F(90um)/F(140pm) vs. F(140um)/F(160um).
Panels (a) and (b) show only the two sources that are detected in all AKARI bands. Panels
(c) and (d) include 71 sources that are detected in all AKARI FIS bands. Different symbols
represent spectral class as listed in Tables 4.1, 4.2 and 4.3 (see §4.3.3): circle (composite), star
(star forming), square (LINER), diamond (Seyfert'?), triangle (QSOs), plus (unclassified). In
panels (c) and (d) the FIR colors of different class of galaxies distribute over the entire color
range. Therefore, AGNs or star forming galaxies can not be distinguished by their FIR colors.
However, this is expected because FIR is tracing star formation activity at low temperature dust
and is not sensitive to AGN activity. It is known that IRAS mid-IR F(25um)/F(60um) color is
an indicator of ‘warm” dust and AGN component (F(25um)/F(60um) > 0.2) (e.g. Sanders et al.,
1988a). Unfortunately, the majority of our ULIRG sample are not detected in the mid-IR colors
and therefore we do not have enough data to explore the mid-IR color properties of our sample.

The color-color diagrams in panels (c) and (d) do not show a clear correlation. It is impor-
tant to keep in mind that detection limits of AKARI bands affects the shape of the color-color
diagrams. Detection limits of AKARI FIS bands are 3.2 ]y, 0.55 Jy, 3.8 Jy and 7.5 Jy for 65um,
90um, 140pm and 160pm bands (Yamamura et al., 2010), respectively. The WIDE-S filter cen-
tered at 90um is the broadest and therefore it has the deepest detection limit compared to other

10Seyfert galaxies are low-redshift (2 <0.1), less luminous cousins of quasars (e.g., Richards et al., 2002)
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Figure 4.5 The AKARI color-color diagrams. The top left (a) and right (b) panels
show log(F(9um)/F(18um)) versus log(F (18um)/F(65um)) and log(F(18um)/F(65um))
vs. log(F(65um)/F(90um)) for the two ULIRGs detected in all AKARI bands. The
bottom panels show log(F(65um)/F(90um)) versus log(F(90um)/F(140pm)) (c) and
log(F(90pm)/F(140um)) versus log(F(140um)/F(160pm)) (d) colors for 71 sources that are
detected in AKARI 65um, 90pm, 140pm, and 160pm bands. Symbol code is given in the legend
of panel (c). The colored symbols in each panel indicate the expected colors from the SED tem-
plates of Dale & Helou (2002) at redshifts z =0.0,0.1,0.2,0.3,0.4,0.5. Symbol code of the redshifts
are given in the legend of panel (a). We only show the expected colors for eight SED templates,
different colors represent different models; parameters of the models are given in the legend of
panel (b).

bands. In panel (d) the distribution of the colors is shaped by the observational detection limits.
This is mainly because 140pm is common in both axes. In the x-axis as 140pum flux gets brighter
the log(F(140pm)/F(160um)) color moves towards right, but at the same time in the y-axis the
log(F(90um)/F(140pm)) color moves downwards. This behavior creates a boundary on the
top right corner of this diagram. Even if there was a intrinsic color-color correlation in panel (d)
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it would be truncated on the upper right corner due to observational limits. We expect to have a
similar detection limit effect in panel (c) because 65pm and 140pum detection limits are brighter
than 90pm, and this may cause colors to hit the boundaries of 65um and 140pm before the limit
of 90um.

In Figure 4.5 the colored symbols in each panel show the expected colors by the IR SED mod-
els of Dale & Helou (2002). We choose eight SEDs with different o and F(604m)/F(100m) val-
ues among 64. The selected models have a sequence in terms of « and log(F(60xm)/F(100pm)):
0.06 < a < 4.0 and -0.54 < log(F(60pm)/F(100pm)) < 0.21. The expected colors from the se-
lected SEDs are shown with different colors; the « and log(F(60pm)/F(100pum)) parameters of
each model is given in top corner of panel (b). We show colors expected from each model as
a function of redshift from 0 to 0.5 in order to illustrate the redshift dependence of the col-
ors. The symbol code for z =0.0,0.1,0.2,0.3,0.4,0.5 is given the legend of panel (a). In panels
(c) and (d) the data show a large spread around the model colors. In panel (c), the large verti-
cal and horizontal spreads of log(F(65um)/F(90um)) and log(F(90pm)/F(140m)) colors around
the models are mainly due to the limited parameter coverage of the SED models. The models
cover the ranges between -0.54—0.21 and -0.62—0.47 in the y- and x-axis, respectively. There-
fore, the models do not overlap with the colors exceeding this range. In panel (d), especially
the log(F(140pm)/F(160um)) colors have a large scatter around the models, the models covers
only the -0.11-0.13 range while the observed colors can exceed up to 1.27. We do not see a clear
trend in log(F(140um)/F(160um)) colors with redshift. Since we show the expected colors for
z =0.0—0.5, the observed scatter does not seem to be due to the range in redshift of our sample.
We further discuss such outliers in color-color diagrams in § 4.4.

Since the AKARI log(F(651m)/F(90um)) color is equivalent to IRAS log(F(60pm)/F(100pm))
color, it is possible to make a comparison of AKARI and IRAS color distributions of ULIRGs.
Hwang et al. (2007) investigate IRAS colors of 324 ULIRGs and report log(F(60xm)/F(100pm))
within -0.80— 0.22 range with a mean of -0.19. The ULIRGs in our sample have a slightly larger
range between -0.91-0.36, but still the AKARI log(F(65¢m)/F(90um)) colors overlap with the
IRAS log(F(60um)/F(100um)) colors.

FIR Colors versus IR Luminosity

IR bright galaxies (10%°Le, < L;g < 10" L) studied with IRAS show a correlation between the
IR colors and the IR luminosity: log(F(12um)/F(25um)) color decreases, and log(F(60m)/F(1004m))
color increases with increasing IR luminosity (Soifer & Neugebauer, 1991). As stated in §4.3.1
log(F(60pm)/F(100um)) color is related to the intensity of the radiation field. The SED models
of Dale & Helou (2002) cover a wide range of IRAS log(F(60pm)/F(100p4m)) colors that correlate
with L;g; higher log(F(60um)/F(100um)) colors indicate higher L;r (Dale & Helou, 2002). In
the following we investigate the color dependence of the IR luminosities for our (H)/ULIRG
sample.

Figure 4.6 presents IR luminosity versus: (a) log(F(65um)/F(90pm)), (b) log(F(65um)/F(140pm)),
(c) log(F(651m)/F(160um)), (d) log(F(90um)/F(140m)), (e) log(F(90um)/F(160.m)),
(f) log(F(140pm) /F(160um)), for 71 sources that are detected in all AKARI FIS bands. As noted
before, since we have only very few sources detected in 9- and 18-m bands we do not include
those in this investigation. Since the observed colors change as a function of redshift and lu-
minosity depends on redshift, we apply k-correction to the AKARI FIS colors shown in Figure
4.6.

As noted before AKARI log(F(65um)/F(90um)) color is similar to IRAS log(F(60um)/F(1004m))
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Figure 4.6 The color — luminosity diagrams of 71 (H)/ULIRGs that are detected in all AKARI
FIS bands. Symbol code is given in panel (a).

color and therefore, we would expect a strong correlation in panel (a). However, none of the
AKARI colors in Figure 4.6 show a clear dependence in L; p between 12.0 < log(L;r/Lg) < 13.3.
Since the interested L;r range in this study is very narrow compared to the L;r range probed



4.3. Analysis and Results 121

in previous studies (e.g Soifer & Neugebauer, 1991) it is natural not to see the previously dis-
covered significant color— L rcorrelations. The representative SED models shown in Figure 4.5
show a luminosity dependence with color, but the observed colors show a large scatter around
the models (discussed in §4.3.1 and §4.4). The large differences between the SED models and
the observed colors weakens the color—L;rcorrelation expectation.

In Figure 4.6, apart from the color dependence of IR luminosity, different galaxy types do
not show a significant dependence on color.

4.3.2 THE VISUAL MORPHOLOGIES AND INTERACTION CLASSES

Morphological studies of local ULIRGs showed that they are mostly interacting galaxies show-
ing tidal features or disturbed morphology (e.g Farrah et al., 2001; Veilleux et al., 2002, 2006).
Surace (1998) introduced an interaction classification scheme based on the evolution sequence
that merging galaxies follow in simulations (e.g Mihos & Hernquist, 1996). Such an interac-
tion classification scheme is important to interpret the morphological properties of ULIRGs in
the context of galaxy evolution triggered by mergers. Veilleux et al. (2002) classified 117 local
ULIRGs based on this scheme and showed that ULIRGs are interacting or advanced merger
systems.

Here we investigate the morphological properties of our sample with the aim of identifying
interaction classes. We use the following widely preferred classification scheme that is described
by Veilleux et al. (2002) :

e I: First approach. Separated galaxies with no signs of interaction or merging.

e II: First contact. Overlapped discs without interaction signs.

III: Pre-mergers. Two nuclei separated by more than 10 kpc (a; wide binary) or less than
10 kpc (b; close binary), with interaction signs.

Tp1: Interacting triplet system.

IV: Merger. One nucleus with prominent tidal features.

V: Old merger. Disturbed central morphology without clear tidal tail signs.
e NI: Non interacting. Isolated single galaxy, no signs of disturbed morphology.

Note that we added class NI to represent isolated single galaxies showing no signs of disturbed
morphology. Also note that we do not subdivide class IV into two as done by Veilleux et al.
(2002) because, we do not have K band luminosities.

We (two classifiers: EKE and TG) examined SDSS g-r-i colors combined images and classi-
fied only the galaxies for which SDSS images are available. For the known ULIRGs, we adopt
the interaction classifications from the literature. We prefer to adopt the classifications mainly
from Veilleux et al. (2002) and Hwang et al. (2007). The interaction classifications of the galaxies
in our sample are given in column (12) of Tables 4.1, 4.2 and 4.3. The references for the inter-
action classes are given in the column (13) of Tables 4.1, 4.2 and 4.3. In additional to the above
interaction classification we also note if the galaxies are in a group with (G). We define groups as
galaxy systems with more than two members with similar colors. We note that our group def-
inition is subjective and the group classification given in this work is only for guidance. SDSS
images showing examples of different interaction classes are represented in Figures 4.1.
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Figure 4.7 The distribution of the interaction classes for 100 ULIRGs within 0.0<z<0.27 limit.
Interaction classes are described in § 4.3.2. The fraction of the late/old mergers that are classified
as IV or V is 52%. Error bars represent the 1o Poisson errors (Gehrels, 1986).

As shown in Figure 4.4 luminosity is correlated with distance and it becomes more diffi-
cult to identify the morphological details for more distant sources. To avoid uncertainties in
interaction classifications due to the distances, in the following analysis we focus on a redshift
limited sample of 100 ULIRGs. For comparison reasons we apply a redshift cut as 2=0.27; this
is the limit of the Veilleux et al. (2002) ULIRG sample. The distribution of interaction classes of
100 ULIRGs is shown in Figure 4.7. This Figure presents the percentage of different interaction
classes. There are no ULIRGs classified as I and II, so they are not in an early interaction phase.
The fraction of triplets (Tp1) in our sample is very small (5%). The faction of binary systems
showing strong interaction features (Illa and IIlb) is 43%. Most of the ULIRGs (52%) are sin-
gle nucleus galaxies classified as IV and V indicating a late/post merger phase. Veilleux et al.
(2002) study 117 ULIRGs from IRAS 1 Jy sample (Kim et al., 1998) and report 56% of the sample
as single nucleus systems at a late merger stage. The fraction of such systems (IV or V) in our
sample is 52% and this is a consistent result with Veilleux et al. (2002). 35 of the 100 ULIRGs in
our morphology subsample are also part of the sample of 117 ULIRGs studied by Veilleux et al.
(2002), therefore our results can be considered as independent from those derived by Veilleux
et al. (2002). We also find 11% of the ULIRGs to be in a group environment.

In Figure 4.8 we show the fraction of ULIRGs in different interaction classes as a function
of IR luminosity. We divide IR luminosities into three bins (12.0< log(L;r) < 12.25, 12.25<
log(Lir) < 12.5,12.5< log(L;g)); the number of sources in each bin is 73, 22 and 5, respectively.
This Figure shows a hint for a negative trend for pre-mergers (Illa and IlIb). The fraction of
galaxies classified as Illa and IIIb decreases from the first bin to the second, but Illa galaxies
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Figure 4.8 Fraction of interaction classes per IR luminosity for 100 ULIRGs within z < 0.27
limit. X-axis error bars represent the range of the IR luminosity bins (12.0< L;p <12.25,12.25<
Lir <12.5,12.5< L;r <13.0). The y-axis error bars represent the 1o confidence limits of the
Poisson errors on the counts given by Gehrels (1986).

increases in the highest L bin. The fraction of mergers (IV) increases from the first bin to the
second, but decreases in third bin. The fraction of old mergers (V) appear to be almost constant
with luminosity. The fraction of triplets is constant in the first two bins, but increases in the
third bin. The fractions in the highest luminosity bin is highly uncertain due to the very small
number of sources. Therefore, we consider the trends including the the highest luminosity bin
as unreliable. If we only take into account the first two luminosity bins then, it is clear that
the fraction of pre-mergers have a negative trend while the mergers have a positive trend with
increasing luminosity. This is a consistent result with Veilleux et al. (2002) who find a positive
trend with the fraction of advanced mergers and IR luminosity.

The morphological properties of our sample confirms that ULIRGs are mostly either in pre-
merger two galaxy systems or single galaxies in late/post merger phase. This is a consistent
picture with the general idea that ULIRGs are triggered via strong interactions between galaxies.

4.3.3 THE SPECTRAL CLASSIFICATION OF OUR SAMPLE

The power sources of ULIRGs are high rates of star formation and AGN activity (e.g Nardini
et al., 2010). The traces of the dominant power source can be detected in optical spectra. Prop-
erties of the emission lines provide a practical tool to uncover the source of the ionization pro-
ducing those lines. To identify the spectral classes of the ULIRGs in our sample we make use
of the available SDSS catalogs providing such a classification. SDSS spectroscopic pipeline clas-
sify objects as ‘broad-line AGNs’/‘quasars’, ‘galaxies’ or "stars’. We adopt this classification to



124 4. ULTRALUMINOUS INFRARED GALAXIES IN THE AKARI ALL SKY SURVEY

identify the quasars in our sample.

Thomas et al. (2013) investigate emission line properties of SDSS sources that are already
classified as ‘galaxies’ through the pipeline. They apply Baldwin-Phillips-Terlevich (BPT) diag-
nostics (Baldwin et al., 1981) based on [O111]/H/ and [N 11]/Ho emission line ratios to classify
sources into: Seyfert, Low-Ionization Nuclear Emission Region (LINER), Star Forming Galaxy
and Star Forming/AGN composite. Thomas et al. (2013) use the empirical separation between
AGN and star forming galaxies according to Kauffmann et al. (2003b), and they use the sepa-
ration line defined by Schawinski et al. (2007) to select LINERs. We adopt the spectral classi-
fication given by Thomas et al. (2013) for the ULIRGs included in their galaxy sample. Some
of the ULIRGs in our sample are not included in the sample of Thomas et al. (2013). These are
mostly AGNs, but a few sources classified as ‘broad-line AGNs starbursts’” by the spectroscopic
pipeline. To classify such sources we adopt the available line flux measurements in the SDSS
database (see the footnotes of Table 4.1 for the SDSS references) and use a similar line diagnos-
tic diagram as described by Thomas et al. (2013). The spectral classes listed in column (15) of
Tables 4.1, 4.2 and 4.3. The spectral classes marked with a star are obtained in this work.

The distribution of the spectral classes is shown in Figure 4.9; it represents only 89 sources
ULIRGs for which SDSS spectra are available. The fraction of purely star forming galaxies is
19%. The fraction of composite galaxies in our sample is 44%. The fraction of LINERs in our
sample is 11%. LINERs are thought to be powered by AGNs (e.g Nagar et al., 2005), however
other power sources can also produce LINER-like emission (e.g Maoz et al., 1998; Sarzi et al.,
2010). Since there is a debate whether LINERs are low-luminosity AGNs or a separate class of
objects, to be conservative in this work we separate LINERs from AGNs. The faction of AGN
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Composite Star Forming LINER AGN

Figure 4.9 The distribution of spectral classes of 89 ULIRGs for which the SDSS spectra are
available. Error bars represent the same quantity as in Figure 4.7.
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Figure 4.10 Spectral class fraction per IR luminosity bins for 89 ULIRGs. See the caption of
Figure 4.8 for the error bars.

(QSOs and Seyferts) ULIRGs in our sample is 26%.

Most of the ULIRGs in our sample are classified as composite galaxies. It is important to note
that these are star forming galaxies possibly with a hidden AGN component. To be conservative
we do not include composites to AGNs. Since both LINERs and composites may harbor an
AGN, the given AGN fraction is only a lower limit.

Figure 4.10 shows the fraction of ULIRGs in different spectral classes as a function of IR lu-
minosity. We use the same L bins as in Figure 4.8. Each bin includes: 61 (12.0< log(Lr) <
12.25), 18 (12.25< log(L;r) < 12.5) and 10 (12.5< log(L;gr)) sources. The fraction of AGNs
grows with increasing L;r. Star forming galaxies show an opposite trend, their fraction de-
creases with increasing L;r. This is consistent with the results of previous studies showed that
the fraction of AGNs in IR galaxies increases with higher IR luminosity (Veilleux et al., 1995;
Kim et al., 1998; Goto, 2005). LINERs tend to be constant in each luminosity bin. Composites
also tend to be almost constant in the first two bins, but they show a dramatic decrease in the
highest luminosity bin. Again, since the LINERs and composites may have AGN contribution
that is hidden in optical wavelengths, the AGN factions in each luminosity bin represent the
lower limit. However, the trends seen in Figure 4.10 still agree with known correlation between
the AGN fraction and IR luminosity. 28 of the 89 ULIRGs in our optical spectral type subsample
are also part of the 1-Jy sample of Veilleux et al. (1995, 1999a), since ~ 31% is a small fraction
our results are mostly independent from those derived for the 1-Jy sample.
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4.3.4 STELLAR MASSES - STAR FORMATION RATES - METALLICITIES AND
OrTICAL COLORS OF ULIRGS

ULIRGs are very special galaxies that are selected according to their enormous IR luminosity,
which means a rich dust content. Dust has an important role in galaxy growth and evolution
because it is directly linked to the star formation and metals in the interstellar medium (ISM).
The interplay between the dust and stellar content with Star Formation Rate (SFR) controls the
galaxy evolution. For normal star forming galaxies this is evident from the observed correla-
tions between these parameters. Stellar mass (M) and SFR tightly correlates within 0 < z < 3
range and normal star forming galaxies lie on the so called ‘main sequence’ (e.g. Noeske et al.,
2007; Elbaz et al., 2007; Santini et al., 2009; Rodighiero et al., 2011; Tadaki et al., 2013). Stellar
mass also strongly correlates with the metallicity (Z), massive galaxies show a higher metallicity
than the less massive systems. The M, — Z relationship is confirmed for normal star forming
galaxies in the local universe (z~0.15) (Tremonti et al., 2004). Although there is not a strong
relation between SFR and Z, metallicity is a function of SFR and Mg, in the My, — Z—SFR
plane (Lara-Loépez et al., 2010; Mannucci et al., 2010). Recently, Santini et al. (2013) showed that
there is a tight correlation between the dust mass and SFR and they introduce a fundamental
relation between gas fraction, My, and SFR. These relationships provide a basis for under-
standing the evolution of normal star forming galaxies. ULIRGs do not belong to this galaxy
category and in order to explore their place in galaxy evolution we need to compare them with
normal star forming galaxies. In the following, we investigate the position of ULIRGs in Mg, —
SFR, Mo — Z relationships and in the color—magnitude diagram. Below we briefly outline
the SDSS data used in this investigation.

Available SDSS photometric and spectral data allow us to obtain stellar masses, metallicities
and optical colors of ULIRGs in our sample. SDSS DR10 (see Ahn et al., 2013) provides stellar
masses, emission-line fluxes, stellar and gas kinematics, and velocity dispersions derived spec-
tra of galaxies observed by Baryon Oscillation Spectroscopic Survey (BOSS). Following the spec-
troscopic pipeline (Bolton et al., 2012), the objects classified as a galaxy with a reliable redshifts
are studied by several groups. ‘Portsmouth’ group derives photometric stellar-mass estimates
(Maraston et al., 2012) and measure emission-line fluxes (Thomas et al., 2013).

Maraston et al. (2012) estimate stellar masses through SED fitting of stellar population mod-
els to u, g, r, i, z magnitudes. They use both passive (Maraston et al., 2009) and star-forming
templates (Maraston, 2005) with Salpeter (1955) and Kroupa (2001) Initial Mass Functions (IMF).
Maraston et al. (2012) use the fixed BOSS spectroscopic redshift values and do not include inter-
nal galaxy reddening in the SED fitting procedure. Wisconsin’ group also derives stellar masses
via full spectral fitting (Chen et al., 2012). They use models based on stellar population mod-
els of Bruzual & Charlot (2003) with a Kroupa (2001) initial mass function. Chen et al. (2012)
and Maraston et al. (2012) use different stellar population models based on different galaxy star
formation histories, reddening, and initial mass function assumptions. Stellar masses given by
Maraston et al. (2012) are ~0.2 dex smaller than the masses estimated by Chen et al. (2012) and
for high signal to noise spectra the results from the both methods agree well (Chen et al., 2012).
Since spectral data quality is an issue, in this work we prefer to adopt the stellar masses given
by Maraston et al. (2012); however this preference does not change the results of this work.
Maraston et al. (2012) obtain stellar masses for active and passive stellar population models.
Since ULIRGs are actively star forming galaxies we adopt the stellar masses from ‘stellarMass-
PortStarforming’® catalog. These are listed in Table 4.5. The magnitudes used in the stellar mass

Shttp:/ /www.sdss3.org/dr10/spectro/galaxy_portsmouth.php
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estimates include contributions from star formation but also possible AGN contamination. The
errors associated with the stellar masses are discussed in §4.4.5.

Thomas et al. (2013) fit stellar population synthesis models of Maraston & Strombaéck (2011)
and Gaussian emission-line templates to the spectra by using the Gas AND Absorption Line
Fitting (GANDALF) code of Sarzi et al. (2006). This code accounts for the diffuse dust on
the spectral shape according to Calzetti (2001) obscuration curve. Thomas et al. (2013) cor-
rect for the diffuse dust extinction and provide de-reddened emission-line fluxes (this includes
Galactic extinction). In the following analysis we adopt the emission-line fluxes from SDSS
‘emissionlinesPort™® catalog.
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Table 4.5. Stellar Masses, Star Formation Rates, Oxygen Abundances, Optical Colors and

Absolute Magnitudes
AKARI-FIS-V1 Name IRASName log(Msiar(Me))  SFR(IR) SFR(Ha)  12+log(O/H) u®1—10%1  pg0-1
(Mg year™!) (Mg year™ ') (mag) (mag)
M @ ©) *) ©) ©) @) ®
]2216028+005813 F22134+0043 e 1153353 : e e
J0859229+473612 F08559+4748  10.749-32 2752, 3719 8.94:£0.08 2.92:0.12 -21.4140.01
]1443444+184950 F14414+1902 10.343-58 28119, 1413 2.47+0.12 -21.0740.01
J0857505+512037 F08542+5132  10.963:9% 1325247 778t 2.23+0.43 -21.3540.01
J1106104+023458 11.148:03 29249 788 2.59+0.29 -21.7740.01
J1157412+321316 F11550+3233  10.580:32 238}, 6222 8.79+0.10  1.45:£0.02 -21.7040.01
J1149200-030357 F11467-0247 17812 1.72+0.03 -21.29+0.01
J0126038+022456 F01234+0209 10.889-32 28831 03 3.18+0.48 -21.0640.01
]1556089+254358 F15540+2552  10.473-9§ 1833, 3514 8.89+£0.11 2.19+0.06 -21.08+0.01
J0140364+260016 F01378+2545 11.039-18 1021152 1.6140.67 -21.40+0.02
J1257392+080935 F12551+0825 29732 0.4340.01 -22.52:+0.01
J0800007+152319 2373 o 1.34+0.06 -21.40-0.01
J0800279+074858 11.269:9% 2283, 04 3.06+0.17 -21.1140.01
J0834438+334427 F08315+3354 10.429-33 23147 6932 2.27+0.08 -21.3040.01
J0823089+184234 10.630-93 6344968 1.77+0.15 -21.4540.01
J1202527+195458 F12002+2011 10.580-92 19347 511 8.9240.08  1.8940.03 -21.06+0.01
J0912533+192701 10.719:87 22239 1914 8.63+0.28  2.87+0.19 -22.04+0.01
J0941010+143622 F09382+1449 96852, 1.37+0.06 -22.2940.01
J1016332+041418 F10139+0429 10.403-32 4233} 3821 8.40+0.22  1.934+0.09 -21.37-0.01
J1401186-021131 10.809-92 20145 63 2.01+0.06 -21.98+0.01
J1258241+224113 10.098:9% 20123 171 8.59+0.23  2.77+0.65 -19.93+0.02
J1036317+022147 9.989-12 19612 72 8.69+0.12  1.68+0.01 -20.4340.01
J1050567+185316 F10482+1909 10.408-34 67838 15483 2.49+0.11 -21.2340.01
J1111177+192259 10.279-12 2432, 428 8.83+0.15 0.98+0.03 -21.62+0.01
J1219585+051745 10.880-83 127774 2.524+1.19 -21.66=0.01
J1414276+605726 F14129+6111 10.169-38 2209, 289 8.69+0.10 1.07+0.02 -20.69+0.01
J0936293+203638 F09336+2049 10.603-9% 17736 2011 9.00+£0.23  2.4440.09 -21.34:0.01
J1533582+113413 11.343-94 35778 2.1140.41 -22.1840.01
J1348483+181401 F13464+1828 10.169:98 26418 3918 8.78+0.84 2.75+0.30 -19.73+0.02
J1125319+290316 32039 1.96:£0.03 -21.2440.01
J1603043+094717 F16006+0955 10.519-35 18113 5721 2.374+0.06 -21.54+0.01
J1639245+303719 F16374+3043 2233 1.69+0.08 -21.64:0.01
J1050288+002806 10.269-92 416538 6328 8.74+0.13  1.31+0.04 -21.58+0.01
J0928103+232521 10.019-32 20214 102 9.06+0.09  2.18+0.17 -20.1840.02
]2344170+053520 F23417+0518  11.613-97 625515 43278 4.0041.64 -22.39:0.01
]2353152-313234 e e 186%(3) . e
J1222488-040307 269§g
]1419037-034657 2133
J1048019-013017 21023
J1338353-041131 e 23978 e
J0857064+190855 F08542+1920 142534, 0.16£0.01 -23.1540.01
J1022125+241208 F10194+2427 10.789-93 176313 = 2.39+40.07 -21.9140.01
]1422313+260205 F14202+2615 10.318:38 27483 29§ 8.68+0.09 1.15:0.02 -21.4740.01
J1231216+275524 F12288+2811 10.589:4% 3675, 72 8.54:0.24 2.44:0.09 -21.9240.01
J1251200+021900 F12487+0235 10.609-2¢ 52138 6757 8.40+0.32 1.67+0.04 -22.24:0.01
J0030089-002743 F00275-0044 e 49633 e e e
J0914140+032200 F09116+0334  10.563-9¢ 20023 374303 2.21:0.03 -21.9240.01
J1105377+311432 F11028+3130 9.9793-9¢ 27233 31 1.9040.10 -20.72+0.01
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Table 4.5 (cont’d)
AKARI-FIS-V1 Name IRAS Name log(Mstar(Me))  SFR(IR) SFR(Ha)  12+log(O/H) u®!—191  pO-1
Mg year™!) (Mg year™!) (mag) (mag)
M @ ©) *) ®) ©) @) ®)
J0323227-075612 F03209-0806 10.419-42 23558 3718 8.75+1.21 1.37+0.03 -21.51+0.01
J1632212+155145 F16300+1558 10.659:9% 80228 4338 8.69+0.21 1.75+0.06 -22.07-+0.01
J0148531+002857 F01462+0014 10.479:9% 340354 7437 1.3340.04 -21.72+0.01
J0159503+002340 F01572+0009 e 46755 e e
J1353317+042809 F13509+0442 47337
]0244173-003040 F02417-0043 2025,
]1202268-012918 F11598-0112 e 39431 e
J1013477+465402 F10107+4708 10.175:39 30258 1.98+0.13 -20.91+0.01
J0858418+104124 F08559+1053  10.679:9 2543 2.18+0.03 -21.9140.01
J1347336+121727 F13451+1232 e 25918 e
J0853252+252646 F08504+2538 e 40593 - e e
J0825215+383306 F08220+3842  10.653-3¢ 32987 2618 8.64:£0.20 2.68:+0.11 -21.7040.01
J0829512-+384528 F08266+3855 9.669-92 1803+ 2619 8.40+0.27 2.11+0.25 -19.45+0.02
J1142035+005135 F11394+0108 10.163-21 21472 7553 1.08+0.03 -21.63+0.01
J0810595+281354 F08079+2822  10.289-3¢ 775313 3619 8.06:£0.26  1.23:£0.06 -21.4340.01
J0900252-+390400 F08572+3915 9.429-04 1865 52 8.63+0.14  1.8440.03 -19.40-:0.01
J0830197+192040 F08274+1930 10.248:38 18659 183 8.89+0.07 1.00+0.03 -21.03+0.01
J1121293+112233 F11188+1138 10.469-91 36139 8127 1.6740.03 -21.97+0.01
]1006038+411223 F10030+4126  10.183-39 45538 6610 8.56:£0.27  1.38£0.07 -21.46+0.01
J0838034+505516 F08344+5105 9.969:0% 1869, 182 8.63+£0.19  1.94:£0.03 -20.4840.01
J0902489+523623 F08591+5248 10.570-01 1955, 3512 2.15+0.04 -21.6840.01
J0847504+232113 F08449+2332 10.238:37 17632 368 8.81+0.07 1.06+0.02 -20.88-+0.01
J1559301+380843 F15577+3816 10.709-3% 268?115 2310 1.8940.08 -21.56+0.01
J1324197+053705 F13218+0552 e 79542 . e e
J1102140+380240 F10594+3818 10.479:32 24530 4513 8.89+0.30 1.45+0.02 -21.50+0.01
J1204244+192509 F12018+1941 10.158:92 24211 6532 7.62+0.37  1.904+0.05 -21.30-£0.01
J1108513+065915 F11062+0715 e 20033 e e e
J1040290+105325 F10378+1108  10.353-3% 31142 4314 2.210.05 -21.3540.01
J1207210+021702 F12047+0233 10.209-24 21129 4818 8.89+0.10 1.00+0.03 -21.50-£0.01
]1255482-033908 F12532-0322 e 195%9 . e e
J0906339+045136 F09039+0503 10.459:91 18129 3614 8.22+0.20 1.82+0.04 -20.82+0.01
J1153144+131432 F11506+1331 10.083-93 31137 4728 8.40+0.28 2.17+0.07 -20.510.01
J1202054+112813 F11595+1144  10.173:39 26839 7122 8.75+0.17 1.22:£0.02 -21.6140.01
J1006432+091726 F10040+0932 10.349-12 21839 2612 8.75+0.15 1.55+0.04 -21.06-£0.01
J1052232+440849 F10494+4424 10.229:92 19614 203 8.374+0.16  2.5240.06 -20.45+0.01
J1254008+101115 F12514+1027 e 65922 e e e
J1348397+581854 F13469+5833 10.463-95 224%% 138 8.774+0.40  2.2340.07 -21.02+0.01
J1015153+272717 F10124+2742  10.369:32 21317 4919 8.45+0.16  1.91:£0.06 -21.26+0.01
J1356100+290538 F13539+2920 11.000-9 1907, 3914 3.09+0.11 -20.4140.01
J1502320+142132 F15001+1433 10.449-97 22529 7128 8.38+0.21 2.07+0.04 -21.58+0.01
J1336237+391733 F13342+3932 e 40558 . e e
J1141215+405951 F11387+4116 10.459-95 17493 7022 8.14+1.22 2.47+0.06 -21.08£0.01
J1433271+281157 F14312+2825 10.728:5% 227192 8332 2.23+0.05 -21.7940.01
J1450544+350835 F14488+3521 10.869:97  3791L3 18327 8.79+0.15 1.55:£0.02 -22.3340.01
J1406380+010258 F14041+0117  10.113:3% 38712 1122 7.7940.67 1.2840.04 -21.40+0.01
]1522382+333135 F15206+3342 e 1848 . e e
J1505390+574305 F15043+5754 10.459-98 1819, 191 8.85+0.13  1.29+0.03 -20.69-+0.01
J1441041+532011 F14394+5332 e 18634 . e e
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Table 4.5 (cont’d)

AKARI-FIS-V1 Name IRAS Name log(Mstar(Mp))  SFR(IR) SFR(Ha)  12+log(O/H) u®1—101 MOt

(Mg year™!) (Mg year™) (mag) (mag)

M @ ©) *) ®) ©) @) ®)
J1706529+382010 F17051+3824  10.263-91 24139 149 2.17+0.06 -20.9440.01
J1649140+342510 F16474+3430 9.639-32 20143 62 8.87+0.09 1.73+0.06 -19.69+0.01
J0823127+275140 F08201+2801 10.388:13 20115 145 8.70+£0.10  1.58£0.04 -21.1940.01
J1213460+024844 F12112+0305 10.285-51 30633 93 8.39+0.33  1.78+0.03 -20.14+0.01
J1346511+074720 F13443+0802 10.573:83 21133 203 8.974+0.04 2.08+0.03 -21.49+0.01
]2257246-262120 F22546-2637 e 24932 e e e
]2223286-270006 F22206-2715 e 26639
J1132417-053940 F11300-0522 e 161452
]0238167-322036 F02361-3233 e 35042
]0238126-473813 F02364-4751 e 2011}
J0237297-461544 F02356-4628 e 40033
J0048064-284820 F00456-2904 e 22823
J0112165-273819 F01098-2754 e 404,
J0138061-324519 F01358-3300 e 22433
J0302108-270725 F03000-2719 e 45728
]0118266-253607 F01160-2551 e 22723
J0152042-285116 F01497-2906 e 19728
J0159138-292436 F01569-2939 e 19587
11329391-034654 F13270-0331 e 268305
J1112034-025414 F11095-0238 e 23611
J2307212-343838 F23046-3454 . 28539
]2208493-344627 F22058-3501 e 28033 . e
J1425001+103045 F14225+1044 10.775:94 376619%, 13989 8.64+0.17 1.194+0.06 -22.62+0.00

Note. — (1) AKARI FIS-V1 Catalog Name. (2) IRAS Faint Source Catalog Name. (3) Stellar mass adopted from Maraston
etal. (2012). (4) SFRs derived from IR luminosity. (5) SFRs derived from Ho luminosity. (6) Oxygen abundances derived in
this work. (7) u®1 —1%1 color. (8)Absolute magnitude in r band.



4.3. Analysis and Results 131

Star Formation Rate and Stellar Mass

IR luminosity measured from the SEDs (§4.2.2) between 8um — 1000um is the obscured emis-
sion from young stars that is re-emitted by dust, hence it can be converted to SFR. We use Eq.
(4) given by Kennicutt (1998) to estimate the SFR based on L;r, SFR(IR). This conversion as-
sumes a Salpeter (1955) IMF and that L;p is generated by recent star formation and re-emitted
by dust. Even in the case of AGN we expect this assumption to be still valid to infer SFR(IR)
because, ULIRGs on average have an AGN contribution from 5.0% to 40.0% AGN (e.g., Genzel
et al., 1998; Veilleux et al., 2009) but they are mostly powered by star formation. Therefore we
note that the SFR(IR) values of the AGN, LINERS and composites may have on average ~ 40.0%
AGN contamination and may be overestimated up to 80—100% (Veilleux et al., 2009). Derived
SFR(IR) values are tabulated in Table 4.5.

Figure 4.11 shows SFR versus Mg, for 75 ULIRGs and one HLIRG for which Mg, esti-
mates are given by Maraston et al. (2012). The solid (black), dotted (blue) and dashed (red)
lines represent the ‘main sequence’ of normal star-forming galaxies (SFGs) at z ~0 (Elbaz et al.,
2007), z ~1 (Elbaz et al., 2007) and z ~2 (Daddi et al., 2007), respectively. For comparison we
also show the 4 and 10 times above the z ~2 ‘main sequence’ (MS) relationship (top dashed
lines). Local ULIRGs exhibit extremely high SFRs compared to normal SFGs with the same
masses. It is evident from Figure 4.11 that local ULIRGs lie above the ‘'main sequence’ up to
z ~2. We note that the ‘main sequence’ relationships represent the total SFR obtained from L;z
and UV continuum, SFR(IR+UV). Since we do not include SFR from UV continuum, SFR(UV),
our SFR(IR) estimates are lower compared to SFR(IR+UV). However, the total SFR is dominated
by SFR(IR) and therefore the difference between SFR(IR) and SFR(IR+UV) should be small.

Previously, Elbaz et al. (2007) showed that (their Fig. 17) Arp220 (a well studied nearby
ULIRG) exhibits a large off-set both from the ‘main sequence’ and z ~1 relationship. In the
same Figure they also show that M82 (a starburst galaxy) lies above the local ‘main sequence’,
but it is located in the 1o confidence level of the z ~1 SFR—M;,, relationship. da Cunha et al.
(2010) also compared local ULIRGs with local star forming SDSS galaxies and showed that
ULIRGs have higher SFRs. In Figure 4.11 we show a large local ULIRG sample, 75 ULIRGs
and one HLIRG. We find that local ULIRGs do not exhibit typical SFR for their masses even at
z ~2. Compared to the ‘main sequence” at z ~0, z ~1 and z ~2, on average ULIRGs have 92,
17 and 5 times higher SFRs, respectively. Local ULIRGs seem to be equally distributed around
the dashed line representing 4 times above the z ~2 MS. Compared to the ‘main sequence’ at
z ~2 on average AGN, LINERs, composite and star forming ULIRGs have 3, 4, 5 and 5 times
higher SFRs, respectively. We do not see a significant systematic offset with optical spectral type.
However, we note that AGN, LINERs and composites tend to have the highest SFR(IR) which
might be a sign of the AGN contamination to L;z. We discuss the impact of star formation
history on stellar mass estimates in §4.4.5.
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Figure 4.11 SFR(IR) versus stellar mass for 75 ULIRGs and one HLIRG. SFR(IR) values are de-
rived from Eq. (4) of Kennicutt (1998). Error bars of SFR(IR) represent the uncertainties propa-
gated through L uncertainties. The solid line is the z=0 ‘Main Sequence’ (MS) of normal star
forming galaxies; Eq. (5) of Elbaz et al. (2007). The dotted blue line is the SFR—Mg;,, relation-
ship of z=1 star forming galaxies in the GOODS fields; Eq. (4) of Elbaz et al. (2007). The dashed
red lines represent the SFER—M;,, relationship of z=2 star forming galaxies in the GOODS fields

(Daddi et al., 2007) and 4 and 10 times above this relationship.
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Figure 4.12 SFR(IR) versus SFR(Ha) (a), SFR(IR)/SFR(Ha) versus Lrr (b) and stellar mass (c)
for 55 ULIRG and one HLIRG. In panel (a) the solid line represents the one-to-one relation.
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Figure 4.13 SFR(Hc) versus stellar mass. SFR(Hc) values are derived from Eq. (2) of Kennicutt
(1998). Error bars of SFR(Hc) are dominated by the emission-line fluxes. Black solid line is
the ‘Main Sequence’ from Elbaz et al. (2007), dashed lines represent the 1o width of the ‘Main
Sequence’.
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The ionizing radiation of recently formed young stars produce nebular lines such as He,
hence it traces the unobscured radiation generated by star formation. Therefore, it can be used
to derive SFR. As noted above Thomas et al. (2013) only correct for the diffuse dust extinction
widely spread throughout the whole galaxy that affects the emission lines and stellar contin-
uum, but they do not consider embedded dust component local to star forming regions that
affects the emission lines. This is mainly to avoid highly uncertain dust extinction values mea-
sured from Balmer decrement due to low S/N spectra. However, if we avoid this additional
dust extinction we may underestimate the SFR based on Ho luminosity, SER(H«). Therefore
we use the already de-reddened emission-line fluxes (only for diffuse dust component) given
in ‘emissionlinesPort’? catalog and obtain Balmer decrement. Predicted Ha/HJ ratio is 2.86 for
10* K (Osterbrock & Ferland, 2006), we adopt this value to estimate the local dust extinction
around nebular regions and correct Ha emission-line flux for the estimated extinction. Apply-
ing this additional extinction correction typically result in factor of 3.4 higher Ha emission-line
flux with large uncertainties. We apply Eq. (2) given in Kennicutt (1998) to obtain SFR(Ha);
listed in Table 4.5. Since in the presence of an AGN Ha emission represents the photoioniza-
tion from the AGN, we do not obtain SFR(Ha) for AGNs and LINERs. Figure 4.12 shows a
comparison between the SFR(IR) and SFR(Hc) values (a). Note that error bars of SFR(Ha) are
dominated by the Ho and HJ emission-line flux uncertainties. The SFR(IR) values are system-
atically larger than SFR(Hc) values, this difference is between factor of 2 and factor of 130 and
the median difference is factor of 8. This indicates that even the highest possible dust extinction
correction applied Ho luminosity underestimates SER at least by factor of 2. Therefore, it is ev-
ident that He is not sufficient enough to trace SFR for ULIRGs and IR observations are crucial
to infer SFR of these galaxies. This is consistent with the fact that hydrogen recombination line
SFR indicators are under luminous relative to the IR indicators in ULIRGs (e.g., Goldader et al.,
1995; Kim et al., 1998). In Figure 4.12 panels (b) and (c) show that the difference between the
SFR(IR) and SFR(Ha) does not depend on L or Mgi,,. In Figure 4.13 SFR(Ha) versus My, is
shown. Although SFR(Ha) underestimates SFR, Figure 4.13 shows that ULIRGs still lie above
the local ‘main sequence’.

Stellar Mass and Gas Metallicity

Nuclear metallicities and stellar masses of normal star forming galaxies show a well established
Mgtor — Z correlation (Tremonti et al., 2004, hereafter T04). In the following, we compare the stel-
lar masses and oxygen abundances of ULIRGs with the mass-metallicity relation of local star-
forming SDSS galaxies obtained by Tremonti et al. (2004). Reliable metallicity constraints are dif-
ficult to obtain from broad-band SED fitting applied by Maraston et al. (2012). Therefore, in or-
der to measure metallicity we adopt the relevant emission-line fluxes from Thomas et al. (2013).
First, we apply the additional extinction based on Balmer decrement (see §4.3.4) to the adopted
emission-line fluxes. Then we compute the line ratio Ra3=([O 11] AA3726, 3729+[O 111] AA4959, 5007)/H}.
We convert Ry3 values to oxygen abundances, (O/H), by following Eq. (1) of Tremonti et al.
(2004). We list the derived oxygen abundances in Table 4.5. Note that this conversion and the
Ry3 line ratio is only applicable to normal star forming galaxies, and they are not relevant for
AGNs because the radiation from the AGN contributes to the line emission. Therefore we do
not calculate metallicities for AGNs and to be conservative we also exclude LINERs from this
investigation. After excluding AGNs and LINERs we are left with 54 ULIRGs and one HLIRG
for which emission-line fluxes given by Thomas et al. (2013).

The My, — Z distribution of our ULIRG sample is shown in Figure 4.14 (top). The error
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Figure 4.14 Top: Oxygen abundances versus stellar mass for 48 ULIRGs and one HLIRG.
The black solid line represents the mass—metallicity relation of the local SDSS galaxies given
by Tremonti et al. (2004). Error bars of the oxygen abundances represent the uncertainties
of emission-line fluxes (including the uncertainties associated additional extinction based on
Balmer decrement) propagated through Eq. (1) and (2) of Tremonti et al. (2004). Bottom: The
distribution of the residuals between the measured oxygen abundances and the ones expected
from T04 relation. The over plotted Gaussian function demonstrates that the residuals have a
normal distribution with a few outliers.

bars of the oxygen abundances represent the uncertainties associated with emission-line fluxes
and additional extinction obtained from Balmer decrement. The black solid line is the Mo, — Z
relationship, Eq. (3) given by Tremonti et al. (2004). The vast majority of ULIRGs (46 out of 48)
have lower metallicities compared to the normal star forming SDSS galaxies at similar masses.
In the bottom panel of Figure 4.14, the distribution of the residuals of the measured oxygen
abundances to the expected oxygen abundances from T04 relationship is displayed. The distri-
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bution of the residuals are comparable to the over plotted Gaussian distribution with standard
deviation ¢=0.20 dex, therefore we consider the shift of ULIRGs from the T04 relationship as
0.20 dex. Normal star forming SDSS galaxies exhibit a scatter between 0.07 dex — 0.2 dex with a
mean of 0.1 dex (Tremonti et al., 2004) around the stellar mass—metallicity relation. The scatter
of normal star forming galaxies from this relationship is mostly attributed to the observational
errors in the mass and metallicity measurements (Tremonti et al., 2004). The scatter of ULIRGs
(0.20 dex) is equal to the upper limit of the scatter of normal star forming galaxies. The median
error in metallicity measurements of ULIRGs is large ~0.17 dex, while the median error in mass
measurements is smaller ~0.08 dex. If we consider the lower error bars, it is very likely that the
metallicity distribution of ULIRGs may shift even lower values and this may result in a larger
scatter with respect to T04 relationship. However, If we consider the upper error bars only 6
ULIRGs may move above T04 relationship and most of the ULIRGs would still lie below this
relationship.

Previously, Rupke et al. (2008) have already shown that ULIRGs have under-abundant com-
pared to the SFGs on the My, — Z relation. The position of our ULIRG sample with respect to
the Mtq, — Z relationship of normal SFGs is consistent with the results of (Rupke et al., 2008).
11 of the 48 ULIRGs in our My, — Z subsample are also part of 100 (U)LIRGs of Rupke et al.
(2008). Since a small fraction (23%) of our sample overlaps with the sample of Rupke et al.
(2008) our results are highly independent from theirs.

Color — Magnitude Distribution of ULIRGs

The color versus magnitude distribution, the so called ‘Color-Magnitude Diagram” (CMD), of
galaxies out to z ~1 show two separate distributions (e.g Hogg et al., 2003; Blanton et al., 2003;
Baldry et al., 2004, 2006; Cooper et al., 2006; Muzzin et al., 2012): (1) ‘red sequence’ of early type
galaxies, (2) ‘blue cloud’ of late type galaxies. The red sequence galaxies are bulge-dominated,
more massive, non-star-forming, passive galaxies (Blanton et al., 2003, 2005; Hogg et al., 2003;
Baldry et al., 2006; Driver et al., 2006, e.g.). The blue cloud galaxies are disk-dominated, less
massive, actively star forming galaxies (Kauffmann et al., 2003a; Brinchmann et al., 2004; Wyder
et al.,, 2007, e.g.). Observations show that while the number density of blue cloud galaxies has
stayed almost constant, the red sequence galaxies has doubled from z ~1 to z ~0 (Bell et al.,
2004; Faber et al., 2007). This suggest that star forming disk galaxies at z ~1 evolve to local
passive galaxies. Such an evolution involves different physical processes that change galaxy
morphology and quench star formation. As galaxies go through a transition phase from blue
cloud to red sequence they reside in the region in between, the so called ‘green valley’.

The transition of a late-type galaxy to an early-type includes physical processes that are
not fully understood yet. Mergers and AGN feedback are among the proposed star forma-
tion quenching mechanisms (e.g Barnes & Hernquist, 1996; Hopkins et al., 2006, 2008a). Since
ULIRGs are both merging systems and mostly host an AGN they are good candidates for evolv-
ing galaxies from blue cloud to red sequence. In the following we explore the location of our
ULIRG sample in the color-magnitude diagram of local SDSS galaxies.

For this investigation we have selected a local comparison sample from SDSS DR 10 database.
We selected sources classified as galaxies that are brighter than rpetrosian <17.7 and have spec-
troscopic redshifts within 0.018< z <0.260 interval (zpmedian = 0.1). We also select galaxies that
have photometric measurements in u, g and r bands. Our selection criterion leads to 499953
galaxies. Throughout this analysis we use the Galactic extinction corrected ‘modelMag’ mea-
surements from SDSS DR10 ‘PhotoObj’ catalog. K —corrections are calculated using the kcorrect
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Figure 4.15 Color-magnitude diagram for local SDSS comparison sample, 82 ULIRGs and one
HLIRG. Contours represent the number densities for 10 levels. (H)/ULIRGs are shown on
top of the contours. The color-magnitude relations for the red sequence (the red dashed line),
the blue sequence (the blue dashed line) and the green valley (the green dashed) are shown.
The solid green lines show the £0.1 mag width of the green valley. See the text for the detailed
descriptions of these relations. The vertical and horizontal error bars represent the uncertainties
in the model magnitude measurements.

code v4.2 of Blanton & Roweis (2007). For comparison reasons with previous studies, we de-
rive K —corrections for a fixed bandpass shift by z=0.1. The absolute magnitudes and colors
are denoted with M?! and u%!—r%!, respectively; these are tabulated in Table 4.5. Figure 4.15
shows CMD, (u®!—r%1) vs M1, of the comparison and our ULIRG samples. The contours rep-
resent the number density of the comparison sample. The distribution of local SDSS galaxies
shows two separate distributions: the red sequence and the blue cloud. We determine the color-
magnitude relation of the red sequence and the blue cloud by following Baldry et al. (2004). We
divide the comparison sample into 16 M?-! bins from -23.5 to -15.5; bin size is 0.5 mag. For each
M?! bin we fit the color distribution with a double Gaussian and obtain mean and variance
for the red and the blue distributions. We adopt the color function and the absolute magnitude
functions given by Baldry et al. (2004) and obtain the color-magnitude relations as:

MY — (=17.757
(Ut =% i sequence = 2.559 + (—0.045) x (M +20) + (—0.298) x tanh(—— 5 (833 )

),
(4.1)
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M2t — (—22.999
(U =79 e cloud = 2.831+0.066 x (M2-! +20) + (—2.180) x tanh(—~= c (786 )

The upper and lower dashed lines in Figure 4.15 represent the red and blue sequence color-
magnitude relations, respectively. To derive the color-magnitude relation of the green valley
we locate the minimum in the double Gaussian functions. We then fit a linear plus a tanh
function, the same function used to fit red and blue sequence relations, to the minimums. The
resulting relation of the green valley is:

). (4.2)

MO' — (—16.447
(w0t =191 rcen—vattey = 2.232 + (—0.096) x (M +20) + (—0.131) x tanh(—~ 5 (492 )

)-

4.3)
We choose the width of the green valley to be 0.1. The middle dashed line in Figure 4.15 repre-
sents Equation 4.3, the solid lines represent the 0.1 mag width.

In Figure 4.15 the color-magnitude distribution of 82 ULIRGs and one HLIRG in our sample
is shown on top of the contours of the comparison sample. From our ULIRG sample 10 are in
the red sequence, 6 are in the green valley and 66 are in the blue cloud. The 81% of the ULIRGs
are located in ‘blue cloud’, 12% are in ‘red sequence’ and only 7% are in ‘green valley’. Two
of the 6 (33%) ULIRGs are in the ‘green valley’ host an AGN. One of the 10 (10%) ULIRGs are
in the ‘red sequence’” and 16% of the ULIRGs are in the ‘blue cloud’ host an AGN. The fraction
of the AGN hosting ULIRGs is highest in the green valley. 40% (33 of 82) of the ULIRGs are
located out of the 90% level contour. The median absolute magnitude and the u®!*—r%! color of
our ULIRG sample are M?! = —21.40 +0.71 and u’* — 7*-* = 1.91 + 0.64. The median absolute
magnitude of the comparison SDSS sample is M1 = —20.55 & 1.12. Compared to the local
SDSS sample absolute magnitudes of ULIRGs are 0.86 mag brighter. The median u®! — 701 of
the comparison sample is u®-! —r%! = 2.56 +-0.55, so ULIRGs have 0.64 mag brighter colors. As
ULIRGs are selected by their star-formation powered IR luminosity we expect them to be bright
optical sources. So in a sense, their bright optical colors are consistent with their identification
criteria.

Chen et al. (2010) study color-magnitude properties of a sample of 54 ULIRGs from IRAS
1 Jy sample (Kim et al., 1998) and show that ULIRGs are mostly in the ‘blue cloud’. They
also find that compared to SDSS galaxies local ULIRGs are 0.2 mag bluer in g — r. Compared
to Chen et al. (2010) we study a larger ULIRG sample and find consistent results; we find
very similar color—magnitude properties. The distribution of our ULIRG sample across the
color—magnitude diagram is also similar to the distribution shown by Chen et al. (2010). We
find a smaller fraction for the ULIRGs that lie out of the 90% level contour. While they do not
find any AGN hosting ULIRGs in the ‘green valley” we find two ULIRGs. 22 of the 82 ULIRGs
in our color-magnitude subsample are also part of 54 ULIRGs studied by Chen et al. (2010).
Since only a small fraction (27%) of our color-magnitude subsample overlaps with the sample
of Chen et al. (2010) our results are independent from theirs.

We note that the colors of the AGN hosting ULIRGs have a contribution from the central
AGN. In principle, AGN contamination makes the ULIRG colors bluer and this may result
in shifting them from the green valley to the blue cloud. However, Chen et al. (2010) show
that on average removing the AGN contamination change the color only by a small amount
(0.005—0.007 mag). For their sample only one source moved closer to the green valley and 11
out of 12 remained close to their original positions. Chen et al. (2010) show that the lack of AGN
in the green valley is not due to AGN contamination. 3 of 15 AGN ULIRGs in our sample are
part of the 12 AGN ULIRGs studied by Chen et al. (2010) and therefore we assume their results
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to be valid for our sample Since it is beyond the scope of this work we do not attempt to remove
the AGN contribution for the AGN hosting ULIRGs.

4.4 DISCUSSION

4.4.1 INFRARED LUMINOSITIES

The IR luminosities computed in this work highly depends on the selected SED library of Dale
& Helou (2002). Goto et al. (2011b) compare the IR luminosities computed from the SED models
of Chary & Elbaz (2001), Dale & Helou (2002), Lagache et al. (2003) and quote the median offsets
between the models as 13% — 24%. The listed IR luminosities in this work might have similar
offsets between these models.

On the other hand, the SED models of Dale & Helou (2002) represents especially the IR
SEDs of normal star forming galaxies and they are not specifically developed for ULIRGs. For
example, Rieke et al. (2009) compare the observed SEDs of five local purely star forming ULIRGs
with a Dale & Helou (2002) template with o« = 1.5 and point out that at high IR luminosities
the FIR bump of their SEDs are more peaked. If the intrinsic SEDs of local ULIRGs are more
peaked compared to Dale & Helou (2002) SED models, then IR luminosities computed in this
work might be overestimated. However, the comparison of Rieke et al. (2009) is based on a
very small sample and a full comparison between possible ULIRG SEDs is beyond the scope of
this work. But, Rieke et al. (2009) and our sample have one common source, IRAS 12112+0305,
for which we compare the IR luminosities based on the Dale & Helou (2002) model SED and
the observed SED used by Rieke et al. (2009). We find that Dale & Helou (2002) model SED
is only ~5% higher than the SED template of Rieke et al. (2009). This shows that while Rieke
et al. (2009) state that their SEDs are more peaked compared to Dale & Helou (2002) template
the difference between the IR luminosities is small. These considerations suggest that the IR
luminosities presented in this work do not have a significant systematic offset. Even though
Dale & Helou (2002) models are not special for ULIRGs, the high number of already known
ULIRGs in our sample that are identified based on these SED templates indicate that the IR
luminosity measurements based on the SED templates of Dale & Helou (2002) are reliable to
identify ULIRGs.

4.4.2 FIR COLORS

In panel (d) of Figure 4.5 four sources, J1639245+303719, J0159503+002340, J1356100+290538
and J1706529+382010, exhibit extreme log(F(140pm)/F(160um))> 0.9 colors compared to the
models. For these cases we check the reliability of the flux measurements from the AKARI
catalogs. In all of these cases while the 90um flux is highly reliable, the 65um, 140pm and
160pm flux measurements are low quality and the uncertainty of the 160um flux is not given. In
such cases we assumed the uncertainty as the 25% of the given flux measurement, but it seems
these uncertainties could be even larger. Since the 90um flux measurements are secure we still
consider the measured IR luminosities as reliable. The SEDs of three cases, J1639245+303719,
J1356100+290538 and J1706529+382010, show that their flux densities at 140pum is ~0.8 dex
larger than that of the models. The SED of J0159503+002340 also exhibits a large difference
(> 1 dex) between the observed and model flux at 160m. We also check five more sources with
log(F(140pm)/F(160m))> 0.5; J1603043+094717, J0030089-002743, J1102140+380240, J1346511+074720
and J2307212-343838. The SEDs of J0030089-002743, J1102140+380240, J1346511+074720 and
J2307212-343838 show that their flux densities at 140um is 0.5-0.8 dex larger than that of the
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models. The SED of JJ1603043+094717 also exhibits a 0.6 dex difference between the observed
and model flux at 160um. These large differences between the observed colors and that are
expected from the SED models can be attributed to the low quality 140pm and 160um flux
measurements.

As mentioned in §4.3.1 the SED models covers only the log(F(140m)/F(1604m)) color range
between -0.5425—0.2135 and therefore, in panel (c) the three sources, J1202527+195458, J1559301+380843,
and J1502320+142132 appear as outliers with log(F(140pm)/F(160pm))< -0.58. The SEDs of
these sources show that their 65um fluxes ~0.5 dex lower than that of the models. Although the
quality of 65um flux measurements are low for these sources, however it is more likely that the
the limited parameter range of the models is the main reason for their large deviation from the
models. If the intrinsic SEDs of ULIRGs are more peaked compared to the templates of Dale &
Helou (2002) as shown by Rieke et al. (2009), then we might expect to have a wider distribution
for the FIR colors and this might explain the large scatter seen panels (c) and (d).

4.4.3 INTERACTION CLASSES

In §4.3.2 the interaction classes of 70 sources are adopted from literature (Veilleux et al., 2002;
Hwang et al., 2007) and 57 sources classified in this work based on visual inspection. Although
visual classification is a subjective method, we prefer it due to its practical application. Two
classifiers independently classified each source and for most of the cases there was good agree-
ment. There was a disagreement between the classifiers only for a few cases that are single
nucleus systems at higher redshifts. In such systems the identification of the disturbed mor-
phologies or weak interaction signs is difficult. However, the number of such systems are only
five and most of them are not included in our statistics due to the applied redshift limit. Even if
they were included in our statistics, they would be classified as NI instead of V and this would
only decrease the number of sources classified as old mergers. Such a change would not change
the high percentage of IV and V systems in the overall population.

Wide binary (Illa) systems have the largest uncertainties because, most of the companion
galaxies do not have spectroscopic redshifts. However, usually wide binary galaxies have sim-
ilar colors and they show interaction signs. Therefore the chance coincidences are low and the
assumed physical connection is highly likely. Even if most of the IIla systems were instead IV,
the dominancy of the mergers still holds. So the overall conclusion of morphology investigation
in §4.3.2, that is the vast majority of ULIRGs in the local universe are single nucleus ongoing/old
mergers, is not affected by the disagreements of the classifiers or unconfirmed redshifts of the
companion galaxies in wide binaries.

4.4.4 AGN FRACTION OF OUR ULIRG SAMPLE

In §4.3.3 we investigate the optical spectral types of the ULIRGs in our sample. The classifica-
tion of Star Forming galaxies, composites, LINERs and Seyferts are based on empirical emission
line diagnostics. ULIRGs are dust-rich systems and dust extinction at optical wavelengths is
high. Therefore, the dusty nature of ULIRGs brings a large uncertainty to their optical emis-
sion line diagnostics. Nardini et al. (2010) use the rest-frame 5-8um spectra to disentangle the
contribution of star formation and AGN in ULIRGs. As shown by Nardini et al. (2010) optical
diagnostics do not provide reliable information on the presence of AGN. They trace obscured
AGN in some LINERs and even some star forming galaxies. Therefore, as stated earlier our
spectral classification provides only a lower limit on the AGN fraction. This brings a large un-
certainty to the AGN fraction per L;r bin presented in Figure 4.10. It is very highly likely that
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most of the composites and LINERs may have AGN component. If all of the LINERs and com-
posites had AGN contribution then the correlation between the AGN fraction and L;r would
be still valid.

Assuming all of the LINERs and composites as AGNs may be an unrealistic overestima-
tion because we would expect at least some fraction of the low luminosity ULIRGs to be star
formation dominated. To investigate the hidden AGNs among such sources in our sample we
look at the result of the mid-IR diagnostic applied by Nardini et al. (2010). In total we have 31
overlapping sources with their sample. Our main interest is the AGN component of the star
forming galaxies, composites and LINERs in our sample. For those sources we adopt the AGN
bolometric contribution parameter given by Nardini et al. (2010) («po; parameter in their Table
1). Only one star forming galaxy (J0900252+390400) in our sample seem to have a significant
AGN contribution based. If we consider this source as an AGN instead of a star forming galaxy,
this would not affect the correlation of AGNs and the anti-correlation of star forming galaxies
with IR luminosity. Also it would have a negligible affect on the fraction of AGNs; fraction of
AGNs would increase to 26% and the fraction star forming galaxies would decrease to 19%.

4.4.5 THE OFFSET OF ULIRGS FROM THE MAIN SEQUENCE OF STAR FORM-
ING GALAXIES

Star formation rate and Mg, tightly correlates from z ~0 to z ~2; the slope is between ~0.6
and ~1.0 (mostly depends on the galaxy sample) but the normalization decreases with redshift.
This indicates that the overall SFR increases from z ~0 to z ~2 and SFGs were forming stars
more actively in the past compared to lower redshift galaxies at the same masses. Observations
indicate that high redshift SFGs contain larger molecular gas reservoir (e.g Daddi et al., 2010;
Tacconi et al., 2010), and therefore the star formation rate per stellar mass is higher at z ~2; in
time this reservoir is used up and result in lower SFRs at z ~0. Figure 4.11 clearly demonstrates
that local ULIRGs are outliers with respect to the ‘main sequence’ of the normal star-forming
galaxies up to z ~2. Local ULIRGs are already known to be outliers compared to the local
‘main sequence’ (Elbaz et al., 2007). This is not surprising because, in the first place, ULIRGs
are defined by their enormous IR luminosities powered by intense star-formation and in order
to be defined as ULIRGs they should have 172 <SFR(IR)< 1721. So their position on the y-axis
is a pure selection effect and we expect them to have higher SFRs compared to normal star
forming galaxies. We note that Figure 4.11 includes type 2 AGNs, LINERs and composites. As
mentioned earlier, even the AGN has a contribution to L;r, the measured IR luminosities are
mainly dominated by the FIR emission. As mentioned in §4.3.4 the average AGN contamination
is ~40.0% (Veilleux et al., 2009). But the offset of the local ULIRGs from the ‘main sequence’
relations from z ~0-2 is relatively large and it can not be attributed to the AGN contribution in
the SFR(IR) estimates alone.

Normal starburst galaxies are also outliers off the ‘main sequence” at z ~0.7 (Guo et al., 2013)
and at z ~2 (Rodighiero et al., 2011). Guo et al. (2013) show their best fit ‘main sequence” and
the’'main sequence’ relationships given by Elbaz et al. (2007) and Daddi et al. (2007) in their Fig.
7 where they report starburst galaxies as outliers. Since the local ULIRG sample lie above these
‘main sequence’ relationships and their galaxy sample, it can be concluded that compared to
normal starburst galaxies at z ~0.7 local ULIRGs exhibit higher SFRs. Rodighiero et al. (2011)
define off-sequence galaxies (see their Fig. 1) as the ones lying factor of 10 above the z ~2 SFR—
M;zqr relation of Daddi et al. (2007). Compared to these extreme outliers at z ~2, as seen in
Figure 4.11, 90% of the local ULIRGs have lower SFRs and only 10% have comparable SFRs.
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SMGs, often referred as high redshift analogues of local ULIRGS, are also known to be outliers
compared to z ~2 SFR— Mg, relation (Tacconi et al., 2008; Daddi et al., 2007, 2009; Takagi et al.,
2008). Compared to massive SFGs at the same masses SFRs of SMGs are 10 times higher (Daddi
et al., 2007). As noted by Daddi et al. (2007) SMGs at z ~2 and local ULIRGs have similar
properties; both are rare sources and outliers in SFR— Mg, relations. However compared to
the location of SMGs shown by Daddi et al. (2007) (their Figure 17b) local ULIRGs occupy a
wider My, range and they are closer to the z ~2 SFR— My, relation.
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Figure 4.16 Same as Figure 4.11 but stellar mass are shifted by 0.5 dex.

As expected galaxies with similar IR luminosities should have similar SFRs and positions
in the SFR—M;,, diagram. In particular we call attention to the role of the stellar mass as the
distinguishing parameter. At this point it is important to consider the uncertainties of the stel-
lar masses to interpret Figure 4.11. ULIRGs in our sample have moderate stellar masses within
9.42< log(Mstar (Mg)) <11.61 range where the median is 10.41. We compare the adopted stellar
masses from Maraston et al. (2012) with the My, estimates given by previous ULIRG stud-
ies. Rodriguez Zaurin et al. (2010) provide Mg,,, estimates for 36 local ULIRGs derived by
performing spectral synthesis modeling to high quality optical spectra. We have three over-
lapping sources with their sample: J0900252+390400, J1021426+130657, J1052232+440849 and
they report 1.0 dex, 0.3 dex and 0.5 dex higher stellar masses, respectively. However, we note
that J0900252+390400 is the lowest mass ULIRG in our sample, and as mentioned in §4.4.4 it
has an AGN. Therefore we consider the difference of 1 dex in Mg, for this particular object
as an exceptional case. da Cunha et al. (2010) also provide M, estimates for a sample of 16
purely star forming ULIRGs based on full SED modeling including UV to FIR wavelengths.
We have one common source with this sample (J1213460+024844); and for this source the My,
estimates agree well, their estimate is just 0.06 dex higher than the adopted value from Maras-
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ton et al. (2012). As shown by Rodriguez Zaurin et al. (2010) ULIRGs contain different stellar
populations (very young, young, intermediate-young and old stellar populations) at the same
time and their optical light is mainly dominated by the less massive young stellar populations.
Therefore, we expect the stellar mass estimates of ULIRGs to be highly dependent on the fol-
lowed approach (SED or spectral fitting) together with the used data and the assumed star
formation histories (SFHs). Especially My, estimates of ULIRGs like complex galaxies from
SED fitting can be very sensitive to assumed SFHs. As shown by Michatowski et al. (2012) using
multicomponent SFHs that fit young and old populations result in systematically higher stellar
masses compared to exponentially declining SFH. Therefore, it is very likely that the adopted
M;:q, values in this work are underestimated. Obtaining the most robust stellar mass estimates
of ULIRGs is beyond the scope of this paper. But, with the available data we are able to assign
an uncertainty limit. Considering the My, differences of three (since it is an exception case
we exclude J0900252+390400) ULIRGs with respect to the values reported by Rodriguez Zaurin
et al. (2010) and da Cunha et al. (2010) all of the adopted M., in this work values might be
underestimated by 0.06 dex—0.5 dex. A natural consequent question is the affect of this under-
estimate in Figure 4.11. To be conservative we may assume that M, are underestimated by
0.5 dex. As shown in Figure 4.16, if we shift stellar masses by 0.5 dex ULIRGs are still exhibit a
large offset from the z ~0 and z ~1 ‘main sequence’, but they are consistent with the z ~2 ‘main
sequence’. This shows that even the stellar masses adopted in Figure 4.11 are underestimated,
this does not change the main conclusion that ULIRGs are outliers compared to the z ~0 and
z ~1 ‘'main sequence’. However, it indicates that their offset from the z ~2 ‘main sequence’ is
very likely due to their underestimated stellar masses. Of course Figure 4.16 is a simple illus-
tration and might not reflect the M, distribution of ULIRGs at all, thus we caution against its
interpretation.

4.4.6 COMPARISON OF SFRS WITH OBSERVATIONS AND SIMULATIONS OF
MERGERS

ULIRGs are interacting systems and they are mostly ongoing/late mergers and their extreme
SFRs are generally attributed to merger events. Observations support this link, SFRs of local
ULIRGs are consistent with the observed enhanced SFR of mergers (e.g. Ellison et al., 2008,
2013). Moreover, the role of merger processes on triggering SFR is a general prediction of merger
models showing that major mergers cause nuclear gas inflows (Barnes & Hernquist, 1991, 1996)
and these inflows generate intense SFR that peaks around when merging galaxies coalescence
(e.g Di Matteo et al., 2005, 2007; Springel et al., 2005; Montuori et al., 2010; Torrey et al., 2012).
Merger models show that star formation activity increases after the first per-center passage
and reaches its maximum level when two galaxies coalescence. In this picture we expect to
observe lower SFRs in the pre-merger (widely or closely separated binaries) ULIRGS compared
to the ULIRGs in the coalescence phase. In order to check if the observed SFRs of our ULIRG
sample is consistent with this prediction, in the top panel of Figure 4.17 SFR(IR) distribution
of ULIRGs is shown as a function of interaction class (defined in §4.3.2). We find that ULIRGs
do not show a systematic difference in SFR(IR) for different interaction stages. We do not find
coalescence stage as the peak of the SFR as suggested by general merger simulations (e.g Torrey
et al., 2012). Since SFR is correlated with stellar mass, in the bottom panel of Figure 4.17 we
show specific star formation rate, sSSFR (SFR(IR)/Mg,r), as a function of interaction class. This
panel shows a similar distribution as the top one, sSFR does not depend on the interaction
stage. Of course this does not mean that ULIRGs are completely inconsistent with the merger
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models, because we are not tracing single merger events in time as simulations do. Instead we
are looking at different snapshots of merger events for different sources. Therefore, Figure 4.17
is rather consistent with the observations Rodriguez Zaurin et al. (2010) showing that ULIRGs
have complex multi-stellar populations. Probably, in some ULIRGs the SF activity triggered at
pre-coalescence epochs are comparable with that of the others coalescence phase, thus we see a
similar distribution for different interaction phases.
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Figure 4.17 SFR(IR) (top) and specific star formation rate (SFR/Mg,,) (bottom) distribution of
68 ULIRGs as a function of interaction stage.

Merger simulations also predict that nuclear gas inflows in the periods prior to increasing
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SFR epochs cause nuclear metallicity dilution, but following that high SFRs cause metallicity
enhancement (e.g Torrey et al., 2012). So, the overall metallicity change has a rather complex
fluctuating nature as the merger progress. In Figure 4.18 we show the oxygen abundance dis-
tribution of ULIRGs as a function of merger stage. Again the three distributions (pre-merger,
mergers and post-mergers) overlap and do not show a significant difference. As discussed
above, we do not probe the evolution of oxygen abundances for individual ULIRGs as simu-
lations do, thus based on Figure 4.18 we can not conclude any inconsistency with their predic-
tions. However, when we compare oxygen abundances of ULIRGs with that of normal SFGs
we find that they systematically have lower oxygen abundances and this is consistent with the
predictions of the numerical simulations (e.g Torrey et al., 2012). Similarly, interacting galaxies
such as close pairs (e.g Kewley et al., 2006; Ellison et al., 2008) do not lie on the M, — Z relation.
These interacting, merging galaxies exhibit a lower metallicity compared to the non-interacting
normal SFGs.
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Figure 4.18 Oxygen abundances distribution of 39 ULIRGs as a function of interaction stage.

4.4.7 ULIRGS IN THE FUNDAMENTAL METALLICITY-MASS—SFR PLANE

Figure 4.14 shows that ULIRGs have lower metallicities with respect to the Mg, — Z relation.
The possible systematic uncertainties discussed in §4.4.5 are relevant to Figure 4.14, too. How-
ever, since Mo, — Z relation is rather flat with increasing stellar mass, a shift of 0.5 dex in M4,
does not change the observed scatter of ULIRGs.

Figure 4.11 indicates that local ULIRGs have comparable SFRs with z ~2.0 galaxies and it is
known that z ~2.2 galaxies have lower metallicities compared to local galaxies with the same
masses (Erb et al., 2006; Tadaki et al., 2013). A similar result also found for even higher redshift
galaxies z=3-4 (Maiolino et al., 2008; Mannucci et al., 2009).

Star forming galaxies up to z ~2.5 follow the fundamental metallicity relation (FMR), a
tight relation between M., gas metallicity and SFR (Mannucci et al., 2010). This relation in-
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Figure 4.19 Left panel: FMR (Eq. 2 of Mannucci et al., 2010) for different mass bins as a function
of SFR. The colored lines show the mass bin. The colored open squares show the ULIRGs in
each mass bin. Right panel: Metallicity residuals of ULIRGs from the FMR, colors represent the
same mass bins labeled in the left panel. The residuals represent the median values in each bin,
except the first and the last bins that have single measurements.

dicates that metallicity decreases with increasing SFR for low M¢q,, but for high M, it does
not change with SFR. So, according to FMR at a fixed mass we expect to have lower metallic-
ities with increasing SFR. In order to understand if the lower metallicities of ULIRGs are due
to higher SFRs we need to check if they are on the FMR plane. We base this investigation on
the FMR defined by Mannucci et al. (2010) for local SDSS galaxies. Following (Mannucci et al.,
2010) we divide 47 (H)/ULIRGs into eleven mass bins of 0.15 dex from log(Mstq, (Mg ))=9.70
to 10.90. We only consider the bins containing at least 1 galaxy, this selection results in 9 mass
bins. To be consistent with Mannucci et al. (2010) we use SFR(H«) estimates obtained in §4.3.4.
Since ULIRGs typically have larger SFRs, we extrapolate Eq. (2) of Mannucci et al. (2010) up to
logSFR(Ha)=2.4. Left panel in Figure 4.19 shows the local FMR (Eq. 2 of Mannucci et al., 2010)
for these mass bins (color coded), open circles show the distribution of ULIRGs in each mass
bin (color coded with respect to mass). Right panel in Figure 4.19 shows the residuals between
the measured metallicities of ULIRGs and FMR. These are the median values in each bin, but
the first and the last bin represent residuals of single measurements. Without considering the
uncertainties, the residuals of ULIRGs from FMR are between 0.09 dex — 0.26 dex. This is of
course larger than the dispersions of the local SDSS galaxies that is ~0.05 dex, but it indicates
that local ULIRGs are consistent with FMR. We also note that, the residuals of local ULIRGs are
comparable with that of high redshift z ~2 galaxies (Mannucci et al., 2010). If we consider the
uncertainties, the largest residual is ~0.5 dex, this might indicate an inconsistency with FMR.
We used the same recipe to infer oxygen abundances and SFRs therefore, the off-set of 0.5 dex
can not be due to metallicity or SFR measurements themselves. However, the largest contribu-
tion to the metallicity uncertainties directly comes from the emission-line flux uncertainties and
this point can only be addressed with higher quality data. So the large uncertainties showing
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~0.5 dex residuals do not necessarily mean a real off-set from FMR. But, also note that ULIRGs
are interacting rare local galaxies with very high SFR, and they are expected to show a large
scatter around FMR (Mannucci et al., 2010).

4.4.8 ULIRGS IN COLOR — MAGNITUDE DIAGRAM

In §4.3.4 we found that local ULIRGs are optically bright and blue galaxies. As noted before
this is consistent with their starburst nature. On the other hand, ULIRGs are dusty galaxies and
one might expect them to have redder colors due to dust extinction. However, as suggested by
(Chen et al., 2010) dust distribution in ULIRGs might not be uniform and therefore, their stellar
light is not completely obscured.

The low fraction of ULIRGs in the “green valley’, as suggested by Chen et al. (2010), indicates
that ULIRGs are rapidly star forming galaxies and they are not evolved into a transition phase
yet. The evolution tracks of ULIRGs in the color—magnitude diagram is beyond the scope of
this paper, therefore for a discussion on this topic we refer Chen et al. (2010).

4.5 CONCLUSIONS

We identified ULIRGs in the AKARI all-sky survey by crossmatching AKARI catalogs with SDSS
DR 10 and 2dFGRS. With the advantage of AKARI and available SDSS data, we are able to
investigate morphologies, stellar masses, SFRs, gas metallicities and optical colors of a large
sample of local ULIRGs. We have examined the SFR — M4, Mgtar — Z, SFR —Mgtq, — Z and
color—magnitude relations of our local ULIRG sample. The following summarizes the main
conclusions from this work:

e A sample of 118 ULIRGs and one HLIRG with F(90um) > 0.22]y have been identified in
the AKARI all-sky survey. 40 of the ULIRGs and one HLIRG are newly identified in the
AKARI all-sky survey based on the spectroscopic redshifts from SDSS DR10 and 2dFGRS.
The redshift range of our ULIRG sample is 0.050< z <0.487 and the median redshift is
0.181.

o In the redshift (z <0.27) limited sample of 100 ULIRGs all show interaction features either
between two galaxies or in a single system. Only 45% are interacting triplets. 43% of the
ULIRGs are two galaxy systems with strong tidal tails, bridges. 52% of the ULIRGs are
ongoing/post mergers showing strong tidal tails or disturbed morphology. Our results
support the known picture of ULIRGs as mergers.

e Based on the adopted optical emission line diagnostics, we confirm the known trend of
increasing AGN faction with higher IR luminosity.

e Compared to SFR(IR), SFR(Ha) strongly underestimates SFR of local ULIRGs, by a factor
of ~8. This implies that IR observations provide the best estimate of SFR for highly star
forming dusty galaxies.

o ULIRGs have significantly higher star formation rates compared to the ‘main sequence’ of
normal SFGs up to z ~2. Local ULIRGs have 86, 15 and 4 times higher SFRs compared to
‘main sequence’ galaxies with similar mass at z ~0, z ~1 and z ~2, respectively. Most of
the local ULIRGs have lower SFRs compared to the off-main sequence galaxies at z ~2.

e We find that ULIRGs have lower gas metallicities compared to the My, — Z relation of
normal star forming galaxies; hence we confirm previous studies. We also find that local
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ULIRGs follow the FMR with high dispersions between 0.09 dex—0.5 dex, that is similar
to that of high redshift (z ~2-3) galaxies.

e Compared to previous studies we investigate color properties of a larger ULIRG sample
and find that 81% of the ULIRGs are in ‘blue cloud’, 12% are in ‘red sequence” and 7% are
in ‘green valley’. The vast majority of local ULIRGs in our sample are blue galaxies.

We provide the largest local ULIRG comparison sample to further study the Mg;,,, SFRs,
gas metallicities and optical colors of high redshift ULIRGs.
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CONCLUSION

5.1 SUMMARY

In this thesis, I have explored the scatter in the most recently established R — L relationship of
local RM AGN and the relation between the Eddington ratio and broad emission line profiles. I
also performed studies of local ULIRGs.

The AGN R — L relationship has a great potential as a cosmological probe beyond the local
Universe. The slope of the R — L relationship is ~0.5 which is consistent with the expected
photo-ionization of the BLR. Based on the R and L measurements of NGC 5548 obtained over
20 years, I show that R changes with L with a steeper slope (0.79) compared to 0.5 and this
steeper slope alone introduces a scatter of ~0.08 dex in the R — L relationship. I perform Monte
Carlo simulations and show that when this behavior is generalized to other sources in the RM
sample, the resultant scatter in the R — L relationship is ~0.11 dex. This scatter includes the
0.08 dex scatter in the relationship traced by NGC 5548 as it varies intrinsically. This shows
that a significant fraction of the observed scatter of 0.13 dex (Bentz et al., 2013) can be due to the
steeper slopes of the individual R— L(optical) relationships traced by intrinsic variability of each
source in the RM sample. We also show that while the slope of the R — L(UV) relations is closer
to the slope of 0.5 and the scatter of the R — L(UV) relationship is expected to be smaller, the
0.08 dex scatter of the relationship pertaining to the source variability of the individual objects
will remain. Therefore, we conclude that using R — L(UV) relationship instead of R — L(optical)
can potentially reduce the scatter in the AGN Hubble diagram to ~0.26 mag and increase the
reliability of AGN as competitive distance indicators.

The mass scaling relationships of Type 1 AGN are used to estimate BH mass estimates at
any redshift and their accuracy is important to understand the role of BHs in galaxy evolution
across cosmic time. In this thesis, the Eddington ratio—H/ line shape correlation presented by
Collin et al. (2006) was revisited and confirmed with a detailed analysis. In order to measure the
bolometric luminosities and Eddington ratios, I used quasi-simultaneous SEDs of optical, UV
and X-ray data from public archives. However, I show that using such SEDs instead of applying
mean bolometric corrections do not significantly change the observed Eddington ratio— line
shape dependence for my nearby AGN sample because, the SED variations of my sample are
small. I also investigated the Eddington ratio— C1V line shape correlation for the first time, and
I do not find a similar inverse correlation for C 1V profiles for my small sample of nearby AGN.
I show that the inverse correlation between the H5 and C1v line shapes and Eddington ratio
also present for higher redshift quasars selected from SDSS DR3.

I present a new catalog of local ULIRGs identified in the AKARI all-sky survey. These galax-
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ies are locally rare and extremely bright IR galaxies and they are important for our understand-
ing of the AGN-starburst connection in mergers and the nature of high-redshift star-forming
galaxies. In order to compute the IR luminosities of the galaxies observed by AKARI, I cross-
correlate AKARI catalogs with the catalogs of optical spectroscopic surveys such as the SDSS
and the 2dF Galaxy Redshift Survey. I discovered new ULIRGs in the AKARI all-sky survey
and increased the number of local ULIRGs. I extract the available photometric and spectro-
scopic measurements from the SDSS catalogs in order to investigate colors, stellar masses and
metallicities of my local ULIRG sample. I compare ULIRGs with normal star forming galaxies
and show that ULIRGs are the most rapidly star forming galaxies in the local universe: their
SFRs are comparable with that of z ~2 star forming galaxies. As expected, the properties of my
ULIRG sample is consistent with the known IRAS and ISO ULIRGs.

5.2 FUTURE WORK

e The R — L relationship: The R — L relationship is very important to measure black hole
masses in distant AGN. It also has a great potential to constrain cosmological parameters
at high redshifts. Although the slope of the R — L relationship is consistent with the
predictions of the photoionization physics, it is an empirical relationship. In my work
I investigated the origin of the scatter in this relationship. Unfortunately my study is
limited by the available archived data. Contemporaneous optical and UV monitoring of a
larger AGN sample is necessary to have a R— L(UV) relationship for the RM sample. Such
observations would also help to understand the true relation between the optical and the
UV luminosities that is important to understand the origin of the scatter in the R — L
relationship. Long term monitoring of individual objects is crucial to understand object-
to-object differences among the RM sample and how R changes with L for individual
objects. Since such spectroscopic observations are very source intensive it would be very
practical if RM can be applied to photometric datasets. This can be a new field to be
explored with the large surveys like LSST. If RM can be applied to photometric datasets
it will be possible to have a larger RM sample with multi-epoch datasets observed over
years. Then the scatter in the R — L relationship can be investigated by the long term
behavior of multiple objects.

Using R — L relationship to measure distances of high redshift AGN is a new field. In
order to use R — L relationship as a distance indicator for high redshift AGN, we need to
determine the time lag between the continuum and emission line light curves. Especially,
the intrinsic luminosity measurements of high redshift AGN (z > 1) can probe the time
dependence of the acceleration of the universe. Performing reverberation mapping on
high redshift AGN require regular spectroscopic sampling over years. Such observations
will also give directly measured black hole masses of high redshift AGN. These BH mass
measurements will test the validity of the mass scaling relationships obtained from local
AGN. Reverberation mapping of a large sample of AGN over a large redshift range will
also constrain the R — L relationship for different emission lines and continuum luminosi-
ties depending on the probed redshift range.

e Eddington ratio — line shape relation: I investigated the Eddington ratio — emission-
line shape relation for a very small sample of nearby AGN and a larger sample of higher
redshift quasars. Individual sources in my sample do not show an inverse correlation be-
tween the line shape and the Eddington luminosity ratio. This is mainly because, I did not
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have multiple epoch SEDs across several monitoring campaigns, but most of the available
data (and SEDs) pertain to individual campaigns - during which the objects often did not
vary sufficiently to exhibit a dramatic change in line shapes or Eddington luminosity, in
particular. Actually, I do see changes in line shape, but measurement uncertainties are
currently too large to identify whether other factors play a role for the line shape changes.
Instead, comparison of the mean profiles of different sources as Collin et al. (2006) did
seem to be a more reasonable way to investigate Eddington ratio — emission-line shape
relation. But here the caveat is to eliminate other possible source-to-source differences
(such as inclination, and different BLR geometries) that could affect the line shapes. In-
vestigating the Eddington ratio — emission-line shape relation for individual sources is
the best option to eliminate other possibilities that could affect the line shapes. The best
way to examine profile changes with respect to accretion state is to perform a similar anal-
ysis (account for BLR radius but apply a mean BC) as I did here for long term monitoring
campaign dataset. In this thesis I just used the RM monitoring data of NGC 5548 cover-
ing 2 years because, the data for the SEDs were only available for these epochs. But, this
source has spectroscopic monitoring ranging more than 20 year, therefore it would be the
most ideal source for this investigation.

e Local ULIRGs: I have identified new ultra/hyper-luminous infrared galaxies in the local
Universe by constructing spectral energy distributions based on AKARI All-Sky survey
catalogs. In this work I only used the AKARI fluxes to measure the IR luminosities of
my sample, these measurements can be improved by using additional data from other
telescopes such as WISE, Spitzer and IRAS. The number of ULIRGs identified in this work
strongly depends on the specific optical redshift catalogs. In the future it might be possible
to increase the number of AKARI ULIRGs by using additional redshift catalogs such as
IRAS Point Source Catalog Redshift (PSCz) and the future SDSS data releases.

I have investigated morphological and physical properties of local ULIRGs, and generated
a catalog with stellar masses, metallicities and colors based on available SDSS images and
spectroscopy. A similar study can be performed for local LIRGs by using the available
data in hand. Studying local LIRGs is important for our understanding of evolution of
galaxies because LIRGs are the local analogs of the IR-luminous galaxies at z > 1. Local
LIRGs are not always interacting systems or advanced mergers, they can also be single
galaxies or disk galaxy pairs. They exhibit enhanced SFRs, but compared to local ULIRGs
they have a lower AGN fraction. By adding local LIRGs to my sample I can investigate
the dependence of the interaction class and the spectral class on the IR luminosity for a
larger L range.

In my future research, I want to investigate the properties of AGN in my local ULIRG
sample. The existence of AGN in local ULIRGs indicates that the episodes of nuclear star
formation is accompanying the mass accretion onto the black hole. The coexistence of
AGN with nuclear star formation in ULIRGs suggests a link between major mergers and
AGN. In order to understand the link between AGN activity and merger process, and
determine when the AGN is triggered during the merger stage, it is important to identify
the AGN in local ULIRGs. In this thesis, I just used the optical emission-line ratios (BPT
diagram) to identify AGN in my ULIRG sample. It is important to note that ULIRGs
are dusty galaxies and their dusty nature makes it difficult to use the optical emission line
ratios as an AGN indicator. However, compared to optical observations, X-rays, radio and
mid-IR observations suffer less from the dust and therefore can be used to identify AGN
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in local ULIRGs. In particular I want to investigate X-ray properties of my sample. AGN
are powerful X-ray sources and they can be identified with X-ray observations. For this
investigation I plan to check the archived X-ray data obtained by X-ray telescopes such as
Chandra and XMM-Newton. I need X-ray images to check the overlap of the X-ray and the
optical emission. To assess the presence of an AGN I need the X-ray spectra. Since AGN
emit most of their X-ray emission at higher energies above 2 keV, the relative strength of
the X-ray emission above and below 2 keV can be used to identify AGN. The Fe K|, line at
~ 6.4keV is an other signature of AGN. It is also possible to identify highly absorbed AGN
in higher X-rays beyond 10 keV using X-ray facilities like the Nuclear Spectroscopic Telescope
Array (NuSTAR). As a result of this investigation, the X-ray selected AGN may increase
the AGN fraction of my sample. I expect to have an increase in the AGN fraction because
the possible AGN in LINERs and composites may be revealed by the X-ray observations.
Based on the improved AGN fraction one can test the AGN fraction dependence on L;r
and merger stage with a higher significance.
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APPENDIX

A.1 ERROR-BAR SENSITIVITY TEST

Neither the Bayesian regression method (Kelly, 2007) nor the FITEXY method of (Press et al.,
1992) can account for the asymmetric uncertainties in our Rprr measurements (§ 2.3.2). There-
fore, we performed a so-called ‘error-bar sensitivity test” to test how sensitive the regression
analysis is to the adopted (symmetric) error bar. In this test, for the symmetric measurement
errors in the Rprr values we assume either:

a) the ‘positive’ 1o uncertainties (i.e., upper error bar),
b) the 'negative’ 1o uncertainties (i.e., lower error bar),

0) the error computed as: ([o(positive)? + o(negative)?]/2)/2, since this behaves correctly in the
limit o(positive) = o(negative),

d) the ‘largest’ of the two 1o uncertainties,
e) the ‘smallest’ of the two 1o uncertainties, or

f) the error bar that points toward the fitted relation.

Option ‘f’” involves an iterative process after an initial selection of error bars until the relative
change in slope and zero point between two iterations is less than 107!!; typically, only about
four iterations are needed. To test the sensitivity of option ‘f” to the choice of error-bar in the
first iteration, we run this test three times: first with the “positive’ uncertainty (option a), second
with the ‘negative’ uncertainty (option b), and third with the ‘largest’ uncertainty (option c).

Applying this ‘error-bar sensitivity test’ to the R(HS) — L(5100A) relationship of NGC 5548
we find slopes in the range from 0.79 to 0.85 with similar uncertainties of +0.20 for the CCF
dataset. For the JAVELIN dataset we find slopes between 0.88 to 0.90 with uncertainties of
£0.17. The results are insensitive to the choice of the initial error-bar in option ‘f’. For example,
the difference in slope (and uncertainty) is at most 0.01 when the extreme ‘largest” and ‘smallest’
error bars are adopted. The change of the slope given the adopted error bar is in any case within
the 1o uncertainty.

Our estimates of the scatter in the R(HS) — L(5100A) relationship of NGC 5548 for the CCF
data are 0.07520.040 dex and 0.077+0.043 dex when we adopt the ‘largest” and ‘smallest” uncer-
tainties, respectively. For the JAVELIN dataset the equivalent values are 0.070+£0.039 dex and
0.073+0.037 dex, respectively. Thus, in both datasets, the inferred scatter is essentially the same
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for these two extreme error-bar settings. Similarly, we find the scatter to be insensitive to the
initial choice of error-bar (option ‘") — it agrees to within the 1 ¢ uncertainty of ~0.040 dex.

When we apply this sensitivity test to the local R(Hf) — L(1350A) relationship of NGC 5548
we see no or insignificant changes in the slopes. We find best fit slopes of 0.47 < S(CCF) < 0.50
and 0.51 £ BJAVELIN) < 0.53 with uncertainties of ~0.15 (CCF) and ~0.12 (JAVELIN). The
slopes based on the ‘largest’ and ‘smallest” uncertainties are 0.47 £ 0.15 and 0.49 £ 0.15, respec-
tively, for the CCF dataset. The equivalent values for the JAVELIN dataset are 0.52 & 0.12 and
0.52 £ 0.15, respectively. For the different sub-options of option ‘f’ there is no difference in the
slopes. We determine the scatter in the UV relationship to be in the range of 0.078 dex—0.083
dex and 0.067 dex—0.072 dex for each of the CCF and JAVELIN datasets, respectively.

In summary, we have demonstrated very little sensitivity of the slopes and the estimated
scatter to the specific adopted symmetric error-bar for either of the datasets and for either of
the radius — luminosity relations addressed here. While the differences are insignificant, we are
conservative and adopt the ‘largest’ 1 o uncertainty for our regressions throughout (Table 2.8).
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A.2 RESIDUAL PLOTS

The residual plots related to Figure 2.3 and Figure 2.4 are shown below.
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Figure A.1 The residuals (R™¢@sured — Rfi) with respect to optical (left) and UV (right) luminosi-
ties. For CCF and JAVELIN datasets the obtained rms scatter values are similar for the global
and the local relationships. This is mainly because for the most of the data points the residuals
are very similar.
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A.3 SEDS OF MY SAMPLE
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Figure A.2 continued.
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Figure A.2 continued.
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Figure A.2 continued.
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Figure A.2 continued. For Fairall 9 (27) only the X-ray and UV data are simultaneous, the optical

data are obtained 12 days later. The X-ray data of NGC 3783 is extrapolated from 0.1-2keV

observations.
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Figure A.2 continued. For 3C390.3 (2) the optical and UV data are simultaneous, but the X-ray

data are obtained 20 days earlier.
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Table A.1. Bolometric Luminosities, Eddington Ratios, and Bolometric Corrections Based on
Korista et al. (1997a) Model
Object  Epoch log(Lpor(K97)) Apaa(K97) BC(5100)(K97) BC(1350)(K97) BC(2 — 10keV )(K97)
1) ) (3) 4 () (6) (7)
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1 4547008 (ouat0008 o TR 5737086 19.097167
12 45.1570.03 004370008 9097153 5647060 13,047 165
13 45.0870:02 0.037+0.008 (g7 7198 5887096 11097148
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15 45.0070:03 00380008 g 757163 5807060 11.38+148
16 45.0570:03 00350002 g 47189 6087183 1039140
17 45.1170.03 0.040+0.008 19 037258 5g7riil 11.96+133
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2 45.1870.03 0.047+0.008 |5 5e¥1id3 5757107 14017245
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Table A.1 (cont’d)

Object  Epoch log(Lpor(K97)) Apaa(K97) BC(5100)(K97) BC(1350)(K97) BC(2 — 10keV)(K97)
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A.5 BOLOMETRIC LUMINOSITY BASED ON THE OPTXAGNEF
MODEL

In the following I attempt to fit one SED of NGC 5548 (epoch (1)) in order to test the effectiveness
of optxagnf model to represent my multi-wavelength quasi-simultaneous SEDs. The optxagnf
model of Done et al. (2012) includes three different emission components to model the optical
to X-ray broadband SED. The optical-UV emission is the blackbody radiation produced in the
outer disk (~1000R,). In this model, the X-ray emission is produced in a two-phase medium
that is between the last stable orbit and the corona radius (R.,,) that is the transition radius
between the blackbody and X-ray radiation. The low temperature (~ 0.1-0.3 keV) plasma gen-
erates the soft excess X-ray emission (below ~ 2 keV) by inverse-Compton scattered optical/UV
photons. The hot (~ 100 keV) plasma produces the hard X-ray power-law between 2 — 10KeV.
The advantage of this model is the energy conservation between the different emission compo-
nents such that accretion disk generates the total energy output and, the soft and hard X-ray
emission is restricted to reprocess the emission produced by the disk. Therefore, this model
provides a physical description of the optical to X-ray AGN SEDs.

I perform the SED fitting with the XSPEC v12.8.1 (Arnaud, 1996) software. In order to have
a nearly equal number of data points in the optical/UV and X-ray regimes, I bin each optical
and UV continuum into ~10 number of bins. The optical, UV and X-ray continuum fluxes are
converted to the required format for XSPEC using the FLX2XSP tool of HEASOFT. Since the
continuum fluxes are already corrected for Galactic gas absorption and dust extinction, they do
not require any further correction.

The optxagnf model has 12 parameters: Black hole mass, Mpy; Distance of the source, Dy,;
Eddington ratio, Agqq; Spin of the BH, a,; Radius of the corona,R.,,, in units of gravitational
radii; Outer radius of the disk, R,:; Electron temperature of the soft Comptonization compo-
nent, kT¢; Optical depth of the soft Comptonization region, 7; Slope of the hard X-ray power-
law, I'; The fraction of the power below R, which is emitted in the hard Comptonisation
component, f,,;; Redshift of the source, z; Normalization.

Four of these parameters hold fixed in the modeling by default: Dy, and z as given in Table
3.1, T to the value adopted from literature (references given in Table 3.2), normalization to 1.
My X-ray data do not cover the soft X-ray emission (§3.3.2), and therefore my database can not
constrain the soft excess emission sufficiently. First, I set Mgy to the value obtained by RM
analysis (Peterson et al., 2004), assume a non-rotating Schwarzschild black hole and set the spin
to zero. With no soft X-ray data at hand I set f,; to 1, such that the soft excess Comptonisation is
not considered. I refer to this case as model ‘A’, the resultant model parameters are tabulated in
Table A.2 and the model is shown in Figure A.3 (the light blue dashed lines). Model ‘A’ signifi-
cantly underestimates the UV emission and overestimates the optical continuum and therefore
it is not satisfactory.

Next, I tested different parameter settings in order to obtain a good fit. In order to account
for soft excess emission with no data to constrain it I set Comptonisation components to the
typical values given by Jin et al. (2012a), namely £7.=0.2 and 7=16 and let f,; be a freely varying
parameter. I also set Mpy to be in the range between 2.4 x 107 and 10.2 x 107 that is consistent
with the black hole mass estimates given by different studies (Peterson et al., 2004; Bentz et al.,
2009b; Pancoast et al., 2013). I call this case model ‘B’. It is shown in Figure A.3 as the orange
dashed-dotted curve. For a lower Mgy of 2.97 x 107, I obtain a somewhat better fit compared
to model “A’.

I then test the effect of a non-zero spin model ‘B’. First I set the Mgy to the best-fit result
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of model ‘B” and allow the spin to be a free parameter. In this case, I obtain a spin parameter
that is consistent with zero. When I set the spin a=0.5 for Mgy = 2.97 x 107, and the resultant
model overestimates the UV continuum (model ‘B(i)’ in Figure A.3; brown dash-dots). Model
‘Bi” over predicts the UV emission. Then I set Mpn and spin as a free parameters (f,; is also a
free parameter). I obtain a, = 0.73 and Mpy = 5.49 x 107 (model ‘B(ii)’ in Figure A.3). The
latter comparison shows that Mgy and spin are degenerate parameters, and it is not possible to
measure these parameters robustly.

Although I have RM based mass estimates and simultaneous optical/UV and X-ray con-
tinuum data that eliminate variability effects, the results of the obtained fits are not robust.
Therefore I consider the bolometric luminosity obtained from model ‘B’ a lower limit. It is 23%
lower compared to Loy (interpolation). The Eddington ratio constrained from model ‘B’ is
factor of ~3 higher than the one computed from the interpolated SED, because model ‘B’ has a
lower black hole mass. If I also manipulate parameters as in model ‘Bi’ I may obtain a higher
Loy thatis only 5% lower than L o (interpolation), but of course these parameters are highly
uncertain and the process is adhoc. Since the results of the optxagnf model are not sufficiently
robust I do not attempt to model any other SED with this model. Therefore, I conclude that it is
reasonable to adopt the model independent approach of §3.5.2.
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1um 5100A 1350A 2keV 10keV

44.01 NGC5548 (1)

43.5T

43.0 1
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Figure A.3 OPTXAGNF model fits for NGC 5548 SED epoch 1. The dashed blue line (A), the
dot-dashed orange curve (B), the three dot-dashed brown curve (Bi) and the long dashed green
curve (Bii) show the best-fit models for different parameter settings (§A.5). Model A has Mgy =
6.71 x 105Mg, a,=0.0, Ap4q=0.043; Model B has Mgy = 2.97 x 10" Mg, a,=0.0, Ag44=0.094;
Model Bi has My = 5.49 x 10" Mg, a,=0.73, Ap4q=0.048; Model Bii has Mgy = 2.97 x 10" My,
a,=0.5, Ag4q=0.10. The red solid line shows the linearly interpolated SED, the solid black lines
represent the observed optical and UV continua and the yellow shades show the continuum
uncertainties (§3.4).
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Table A.2. OPTXAGNEF fit results
Object Epoch Mpu ax  Agdd Rcor logRout  KkTe T fpi log(Lpor(optragnf))
(10" M) (Rg) (Rg) (keV)

A

NGC 5548 1 6.71 0.0 0.043  89.02 3.0 0.20 16.00 1.00 43.99
B

NGC5548 1 297 0.0 0.094 99.56 3.0 0.20 16.00 0.83 44.19
Bi

NGC 5548 1 297 0.5 0.10  50.70 3.0 0.20 16.00 0.83 44.12
Bii

NGC 5548 1 5.49 0.73 0.048 3290 3.0 0.20 16.00 1.00 44.28
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