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Abstract

This thesis gives an introduction to superconducting quantum bits (qubits). We
will cover how qubits fail due to noise from an environment, and link coherence
times to this noise. The coherence times are split up into depolarization and pure
dephasing due to transverse and longitudinal noise. Circuit quantum electrody-
namics (circuitQED) is introduced together with current qubits as examples.

The Flensmon qubit will be introduced and characterized by its coherence
times and limitations. The Flensmonis a qubit with almost degenerate energy
eigenvalues and well separated eigenstates. The limiting coherence time is found
to be the pure dephasing due to flux noise. The gradiometric Flensmon is pro-
posed where the dephasing time due to global flux noise is improved, however,
the dephasing time due to local flux noise is still the limiting factor.

We will propose simple methods on how to manipulate and measure the
Flensmon. Single qubit gates can be implemented by tuning a tunable Joseph-
son junction to a regime where the qubit energies are split. Two Flensmons are
capacitively coupled and used to make two qubit gates. We show how to turn
on and off the overlap between eigenstates of the two qubit system. A dispersive

readout is proposed. This technique is well known and is summarized.
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Chapter 1
Introduction

In May 1981, Richard Feynman claimed that classical computers, as we know
them with classical bits, will not be able to simulate quantum systems [1]. He rea-
soned that to simulate nature, a computer should consist of the same nature [2]
e.g., to simulate a quantum system one would need a quantum computer. Feyn-
man was one of the first physicists to argue that a quantum computer would be
able to solve problems we are not able to solve with classical computers. Now
we know that not only quantum mechanical problems, but also classical prob-
lems where we do not have enough computer power, can be solved quickly on a

quantum computer. Problems can be categorized into complexity classes:
* P - Problems that can be solved in polynomial time on a classical computer.

* NP - Problems that cannot be solved in polynomial time on a classical com-

puter, but the answer can be verified in polynomial time.

Asking whether a number is a prime is a P problem, but finding the prime factors
of a number is an NP problem, however the prime factors can easily be verified.
This is a typical example of how a quantum computer can break classical encryp-
tion, as this is based on prime factorization. Peter Shor was the first to make a
prime factorization algorithm for a quantum computer [3].

In the medical and pharmaceutical industry, a lot of computer power is used
to simulate molecules, but molecules often become complicated fast, and even
small well-known molecules like caffeine are hard and time-consuming to sim-
ulate on a classical computer. A quantum computer would be more efficient in
predicting new molecules used for medication [4]. These are just some of the
many applications of quantum computation.

A classical computer is operated by bits, which are either 0 or 1. These are

often transistors that are on or off. A quantum computer is built of quantum
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mechanical systems, called quantum bits (qubits), acting as quantum transistors
with the eigenstates |0) and |1), where the wave function, |¢), can take any super-
position [¢)) = « |0) + 3 |1), where « and [ are probability amplitudes. There is a
wide variety of ideas on how to build qubits: any quantum mechanical two level
system could be a good candidate. Popular candidates are superconducting cir-
cuits, ion traps [5], photon polarization [6], or any other quantum system, which
can be reduced to two levels.

What is a qubit?

A common way of representing a qubit state is in the Bloch sphere. The probabil-
ity amplitudes in this representation is o = cos g and 3 = e sin g, where, 0, the
projection on the z-axis which tells the superposition, and the azimuthal angle, ¢,
is the phase, as depicted in Figure 1.1.

Figure 1.1: The qubit state, |¢), is represented as a point on the surface of a unit
sphere called the Bloch sphere. The state is described by the projection on the

z-axis, §, and the azimuthal angle, ¢.

It can be hard to engineer a “pure” two level system, it is often enough to
make an isolated subspace of two levels in the quantum system. Sometimes the
higher levels are used as virtual transitions for qubit manipulations.

A superconducting qubit can be realized by using superconductors to con-
struct electronic circuits. These are often operated at very low temperatures.
Qubits are often controlled by applied magnetic fields or gate voltages to change
the superconducting phase or the number of electrons in the system.

Building a quantum computer can be a great challenge. DiVincenzo described

how realizing a quantum computer could be done by fulfilling five criteria [7]:



1. A scalable physical system with well characterized qubits.

2. The ability to initialize the state of the qubits to a simple fiducial state, such
as [000...).

3. Long relevant decoherence times, much longer than the gate operation times.
4. A “universal” set of quantum gates.

5. A qubit-specific measurement capability.

Systems that fulfill some of these criteria have been realized, but they often have
a problem with one or more of the other criteria. The challenge lies in protecting
the qubit from the environment, but still being able to manipulate and measure
the qubit. Long coherence times are often a challenge, as the environment around
always interacts with the qubit. To manipulate and measure the qubit, controlled
interaction with the qubit is needed.

Superconducting qubits are one of the more promising candidates for a large-
scale quantum computer. Several superconducting qubits have already been real-
ized, but are not robust enough, as they are subject to decoherence by interactions
from the surrounding environment. There are three common ways to make the
qubit less susceptible to interactions. An option is to filter noise away, such that
the environment does not interfere with the qubit. Another option is quantum
error correction, where one correct for possible errors when quantum algorithms
are executed. Lastly one could engineer a qubit, which is not affected by noise in
the external parameters from the surrounding environment [8].

Google [9] and IBM [10] are some of the big companies that are combining
several superconducting qubits into a quantum computer. Both companies use
the well-known Transmon qubit [11], however, there is still a lot of noise in the
current large-scale quantum computers. To get a better working quantum com-
puter, new and better qubits are needed, with longer coherence times and faster

gates.

Outline

In this thesis, we will work with a superconducting circuit to construct a two level
system, which we can use for a qubit. To construct a good qubit we need a sys-
tem that does not decohere, a system which we can manipulate e.g. do gates and

readout. We will introduce a new proposal for a superconducting qubit. It has the



same topology as the old persistent-current flux qubit [12], and the newer capaci-
tively shunted flux qubit [13], but it is operated in another parameter regime. We
will call this new qubit the Flensmon. We will characterize the qubit, but before
we propose the new qubit, it will be worked through how a general two level sys-
tem can break because of decoherence. Chapter 2 focuses on a two level system
where there is noise in the external parameters in the Hamiltonian. In Chapter 3,
we give an overview of circuit quantum electrodynamics (circuitQED), here we
show how to derive a Hamiltonian from a quantum circuit. Here the Transmon
is also introduced. The Flensmon is introduced in Chapter 4, where the circuit is
shown. The Hamiltonian is set up and solved numerically in order to estimate co-
herence times. Like most flux qubits, the Flensmon is sensitive to flux noise [14].
In Chapter 5, we try to engineer the circuit to be less sensitive to flux noise, with-
out changing the properties of the qubit. In Chapter 6, we discuss first how to
manipulate our proposed qubit with simple single and two qubit gates. Briefly,
Chapter 7 mentions methods of readout of the system. Last, in Chapter 8, we
conclude the thesis and present an outlook for future work.



Chapter 2

Coherence of Qubits

The coherence time for a qubit is essential for making a working quantum com-
puter. If the lifetime of a qubit is too short, it can be hard to operate and manipu-
late the qubit, as the time one has to do operations is limited by this characteristic
time.

The two level system making out the qubit is subject to interactions with the
surrounding environment. To characterize a qubit, the total decoherence is often
measured. This chapter is about how we can estimate the decoherence of a qubit.
The total decoherence rate can be split up into depolarization rate and pure de-
phasing rate [15, 16]. Depolarization rates and pure dephasing are depicted in
Figure 2.1.

Figure 2.1: Bloch sphere representation of transition rates. (a) Depolarization
rate due to transverse noise driving |0) <> |1) transitions. Excitations are sup-
pressed in the low temperature limit. (b) Pure dephasing rate due to longitudi-

nal noise in the xy-plane fluctuating the qubit frequency.



Transverse noise drives transitions between |0) and |1). Excitations are often
suppressed by performing experiments at low temperatures, I'y = I'y + 114 = I'y;.
The relaxation rate I'; is thus the depolarization rate. Longitudinal noise gives
rise to dephasing in the zy-plane. This fluctuates the qubit frequency as we will
see in the derivation for the dephasing time. The two noise channels characterize

two decoherence times:

1
Depolarization time: 7} = T (2.1)
1
1
Pure dephasing time: T, = T (2.2)
¢
together this characterizes the total decoherence of the system [15,16],
. 1
Total decoherence time: T, = +———. (2.3)
G,

In this chapter, we will derive the pure dephasing and depolarization time pro-

duced by small fluctuations in the external parameters of the Hamiltonian.

— 1/f noise
thermal noise
— ohmic noise
3 x 27 /w
vy
xX W
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Figure 2.2: Power spectral function for different noise types. The blue curve

0
w

is 1/f noise which is dominant at low frequencies. The orange curve is ther-
mal noise, this often causes excitations. The green curve is ohmic noise which

dominates at higher frequencies. Figure inspired from [15].

Noise in the external parameters is drawn from a distribution and has a power

spectral density which is the Fourier transform of the autocorrelation function,

S(w) = /_ "t e (SA(1)OA(0)) . (2.4)

(e}



Different power spectral functions arise for different kinds of noise. Figure 2.2
shows the power spectral functions for 1/ f noise, thermal noise, and ohmic noise.
The relevant power spectral function depends on the frequency the system is op-
erated at. At low frequencies, 1/f noise dominates, while at higher frequencies
ohmic noise dominate. We work in the low temperature limit and will not focus
on thermal noise. If the noise is classical, the power spectral density will be sym-
metric in frequency space, as the autocorrelation function of classical signals is
real. Quantum systems can have an imaginary autocorrelation function and the

power spectral function will be asymmetric [15].

Pure dephasing time

The following derivation is inspired by appendix A in [17]. We look at an external
parameter A = A\ + dA(¢), A could be flux, charge or another external parameter.
dA(t) is classical noise arising from a Gaussian process with mean (JA(¢)) = 0,
and noise power spectrum S(w) = [~ dt e ™' (§A(¢)0A(0)). The Hamiltonian
depends on the external parameter, and we assume that the effect of the noise is

sufficiently small to allow a Taylor expansion in .,

OH 1 0*°H
H=H(\)+ = 0(5)\(t)+§ N .

SA2(t) + O(6N*) ~ Hy + VA(t),  (2.5)

where we define Hy = H()\) and V,(t) = %—7;]/\0 SA(t) + 1 ZH N dA*(t). Through-

out this section we evaluate the derivatives with respect to A in A = \,. It is

convenient to switch to the interaction picture. The usual transformations for
states is |(t)) = e'o! |i)(t)) and operators X = e'o! Xe~ !, The eigenbasis |n)
of Hy is used to express |4 (t)) in terms of probability amplitudes ¢, (t) = (n|¢(t)).
The time-dependent Schrodinger equation in the interaction picture is then (with
h=1),

ca(t) = (n| Va(t) [£() = > (n| Va(t) [n') cu.

/

S 0) = B [0) & i

n

(2.6)

From Equation (2.5), V;\(t) is a noise operator in the interaction picture. In general,

this operator can be written in longitudinal and transverse terms,



VAt) =D onl(t) [n) (0] + Y vnm(t) ) (ml , (2.7)

n n#Em

where the first term is responsible for pure dephasing as there are no transitions
between different states, while the second term is responsible for depolarization.
In this section, we are only interested in pure dephasing hence the transverse
terms are ignored. The time-dependent Schrédinger equation is written where

the transverse terms are ignored,

Cealt) = 3 va(t) inlm) (mpn') e (6) = vt (1), 258)

n’,m

the differential equation is easily solved,

cn(t) = exp {—2’ /0 t dt vn(t’)] & |in(t)) = exp [—i /0 t dt’ vn(t’)] In), (2.9)

as expected, the longitudinal terms only affect the phase of the state. Using the
noise operator in Equation (2.7) and the Hamiltonian decomposition in Equa-
tion (2.5) we find,

(1) = (n] VA0 In) = (n] €701V (£ [n) = (] P01V ()P )
= (n] Valn) = {n] 05H n} 6X(1) + 5 (] S3H |m) 61°(1)
= d,0\(t) + %DnaAQ(t), (2.10)

where d,, = (n|0\H |n) and D,, = (n|93H |n). We calculate the first and second
order coefficients d,, and D, with H =) E,,,(X) |m(X\)) (m()N)],

dy = (| O (Z En(A) [m(A) <m(A)|> n)

= O\En(A) + En(Ao) ((n] Ox [n(A)) + 05 (n(A)[n))
= O\En(A) + En(Xo) ((n] Ox [n(A)) — (n] Ox [n(X))) = OnE, (2.11)

and by similar approach the second order coefficient are,

D, = (n|3H |n) = O}E,. (2.12)



Inserting v,, into Equation (2.9),

[(t)) = exp [—@En /0 "4t oAt %8§En /0 ar 5)?(1%’)} my.  (213)

From a Ramsey-type experiment the pure dephasing times can be extracted. Start-
ing in an initial superposition |w(_())> = \/%(|O> + 1)), we wish to find the time
evolved state. We have just derived how the number states time evolve, hence

we can write the state,
9() = 55 ([40(®) + [ (1) = Z=(@® 0 +pO D). @14)

where p,(t) = exp [—i@AEH [y dt o) — LR3E, [, dt! 5/\2(15’)}. The corresposnd-
ing 2 x 2 density matrix is,

_ 1 poo(t) poi(t)
p(t) = 5 (pm ) pu (t)>, (2.15)

where p,.,,(t) = pi(t)pm(t), so the coefficients are,

poo = p11 = 1,
P10 = :061a
t i t
Po1 = €xp [—i@,\wq / dt’ SA(t') — §a§wq / dt’ (W(t’)], (2.16)
0 0
where wy; = E; — Ep. It is the off diagonal elements in p(t) which we can

extract the dephasing time from. Averaging over time in the limit where we

wait infinitely long time 1tlim (po1) (t) = 0, this often occurs at a characteristic
—00

timescale T,,. We write pp; = €. The average is approximated by (e') ~

i(Y) o3

ei™e2(("*)=0"%) as we have kept terms up to second order in d\(¢) again.

t 1 t
Y:@\wq/ dt’ 6A(t) —58%%/ dt’ A2 (t')
0 0

t t 1 t t
Y2 == (8,\wq)2/ dtl / dtg (5/\(151)5/\(252) + Z(@iwq)z/ dtl / dtg 5/\2<t1)5/\2(t2)
0 0 0

0

- (Owy) (F20,) /0 "ty /0 "ty SA(E)6N (1), (2.17)



Now we take the expectation value, where we remember that (6 A(¢)) = 0 while

dA2(t)) # 0. The cross terms in Y2 has an average 0 as they are odd,
& y

(v = —%aiwq / "at' (5A(0)5A(0))
(V) = (Byw)? / Lty / ity (5A(ts — £2)5A(0))

i 8/\% / dtl/ dtg <(S)\ 2 —tl 5)\ ( )> (218)
— (Ow,)? / dt, / dty (GA(ts — £1)A(0))
V) %aiwq / dt, / dty (A (s — 1)SAO)?,  (2.19)

where for the second order expression in (Y2), Wick’s theorem is applied
(6X2(ty — t1)0A%(0)) = (SA(0)SA(0))*+2 (6A(t2 — t1)0A(0))* between Equation (2.18)
and Equation (2.19) and noting (0A2(t; — t1))° = (6A2(0))?. We then have to solve

two integrals,

¢ ¢
I :/ dtl/ dty (SA(ta — t1)0N(0)),
0 0
B * dw Sy(w) . 4 [wt
_4/—00 S sin 5 ) (2.20)

where the inverse Fourier transform, (5A(¢)dA(0)) = [~ 42 et (w), is used.

—00 27

L= L, / dty (M(t2 — t1>5A<o>>2,

B dQ sA Q) RYICE Q)t)
_4 / / T + 5 (—2 . (2.21)

To evaluate the integral and get an estimate for the dephasing time, we need to
pick a power spectrum. For this analysis the power spectrum for 1/f noise is

used Sy (w) = QTA* then the integrals evaluate to

I = 445 In? (w,t)t?, (2.23)

whereby hand we have defined a lower bound of the frequency, w;,, for the inte-

gral not to diverge. The average of Equation (2.16) is then,

10



(por) (1) = expli (V)] exp| —{ A3 (Dxwg)*ln (wis)] + A3 (Bwq) " (i) 22| (224)

the dephasing time is seen to be,

1

T = ,
V243 (03w,)*IIn (wirt)] + 244(830,)* In? (i)

)

(2.25)

This pure dephasing time is estimated with 1/f noise. This is the noise source
we will use in later chapters, but one could derive it using other power spectral
functions. A lower bound frequency w;, is introduced and makes sure that the
integral does not diverge. This lower bound is in literature [13,17] assumed to
be 2m Hz. The t is a characteristic time of the quantum system, we will use the
same conservative value as ref. [17], t = 1 us. The pure dephasing depends on
how the qubit frequency depends on the external parameter. The spectrum com-
puted from an external source, therefore, tells us how well the qubit is protected
from pure dephasing. To get a better dephasing time one should engineer or tune
a qubit to have sweet spots in the noisy parameters. Minimizing the slope and
curvature of the spectrum due to the external parameter A\ will give a better de-
phasing time. It is called sweet spots when the parameters are tuned such that

the slope of the spectrum is 0.

Depolarization time

Bit flips that happen in a characteristic time are associated with a relaxation or ex-
citation. We will ignore excitations as we work in the low temperature limit. This
time is called the depolarization time. In this section, we start with the second
term of Equation (2.7), which is the transverse terms in order to find the depolar-
ization rate. The time-dependent Schrodinger equation is written where we now

ignore the longitudinal terms,

i%Cn(t) = Z Ve () (nm) (m' ') ¢, () = Z Vppt () G (1), (2.26)

n/ ;m#m/’ n'#n

We find the depolarization rate where the state starts in the first excited state and
relaxes down to the ground state because it is only a two level system, n = 0 and

n’ = 1. Solving the differential equation and using Equation (2.7) to insert v,, ,,/,

11



t

t
olt) = =i [t O TAE) 1) = i [ ar (ol (e
0 0
t t
=1 / dt’ (0| VA(t') 1) e et = —i (0] OyH [1) / A’ SA(H)e ™t | (2.27)
0 0

where w, = E; — E;,. We have only gone to the first order in 6\ here. In order
to find the transition rate from the excited to the ground state, we take the time

derivative of the ensemble average of the absolute square of cy(?),

(lea(®)*) = (0] OxH |1) |2/0t dty /Ot dts (SA(ts — £1)GA(0)) e~ alta=t2)

= [{0] OaH [1)[*Sx(Jw )1, (2.28)

the transition rate is then,

0 = S {ea(t)) = 101 57 DS ). 2.29)

This is also Fermi’s golden rule for energy decay between |1) and |0). The depo-

larization time is then,

1
T =

— (2.30)
I

We see the depolarization time depends on the overlap between the wave func-
tions. By separating the wave functions the overlap will become less significant,
and hence the depolarization time longer.
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Chapter 3

Cicuit Quantum Electrodynamics
(circuitQED)

From circuit to Hamiltonian

In this chapter, we will discuss how to go from a simple lumped circuit to a
Hamiltonian. We need the Hamiltonian in order for us to analyze the energy
eigenvalues and wave functions of the system we wish to make into a qubit. We
know from classical electrodynamics how to draw simple schematics of circuits.
Using Maxwell’s equations together with Kirchhoft’s laws the classical physics
of such systems can be described. To determine the quantum mechanical effects
at low temperatures, circuit quantum electrodynamics (circuitQED) can be used.

In circuits, we have nodes referred to as islands and branches between nodes.
Each branch has a voltage difference V;(g;) due to the charge difference between
islands and a current I,(®,) flowing in the branch. @, is the phase or flux and ¢,
is the charge on a branch between nodes. We can use classical electrodynamics
to calculate the energy from either voltage difference between islands or currents
flowing in branches [18,19],

a Dy )
W) = / A Vi), h(®,) = / 4B, L,(2),  dy(e) = V@), (1)

where it is noted that the change in the flux relates to a voltage drop. We define

27’I’<I>b
20

where ®, = £ is the superconducting magnetic flux quantum.

a reduced flux, ¢, = , which also will be referred to as the phase of a node,

The elements used most often in electrical circuits are capacitors, inductors,
and resistors. We will assume that the superconducting circuits are with no resis-

tance in the wires. Introducing the Josephson junction, a nonlinear component is

13



made available. A Josephson junction is formed when Cooper pairs are allowed
to tunnel between two superconductors [20]. Components are placed between
nodes on branches setting up circuit diagrams. Capacitative components have a
voltage drop associated while inductive components have a current associated.

From this, an energy can be calculated for each component,

—H— V=2 no= (20 Gogs (3.2)
Ty “ \or) 27" '
(I)() ¢b q)O ? gbl%
I =—22 = (2] 2= .
SRR he (27r) 2L, (3:3)
X I, = Iysin(¢y), hyy = —FEjcos(¢y). (3.4)

Everything until now is still classical electrodynamics, and the coordinates

satisfy the Poisson bracket,

_0fdg dgof
U9 =565, " 50 0¢
0Pdg dq o

@ :—————:1— :]_ .

whereas the quantum operators satisfy the commutation relation [15],

(@, 4] = &G — ¢ = ih, (3.6)
where operators are denoted by hats. For simplicity hats on operators are omitted
from now on.

Like the reduced flux, we can define the reduced charge, n = %, where n is
the number operator, that counts the number of Cooper pairs on an island. ¢ and

n then satisfy the commutation relation,

0.0 = 2o [B,a] = Thi =1, (37)
meaning we can relate ¢ and n the same way as momentum and positions op-
erators. A Lagrangian can then be constructed in phase space. The capacitative
terms in energy correspond to the kinetic energy and inductive terms are poten-

tial terms,

L= (hci—hyi = hyn), (3.8)

(2
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from this, the conjugate variables can be computed and by a Legendre transfor-

mation the Hamiltonian can be written [15,18,19],

or o
. A .
H 22‘1%%—52 %;@%—ﬁ- (3.9)

From Harmonic LC-oscillator to Anharmonic Transmon

The simplest superconducting circuit is the LC-oscillator (Figure 3.1a) consisting
of an inductor and capacitor in parallel. Constructing the Lagrangian following

the above and finding the conjugate variable,

(D C L, (B9 4
E‘(%) 5¢—(§ YA
_20L h

—C¢, (3.10)

= ha_é_Qe

doing the Legendre transformation we arrive at the Hamiltonian,

2 2 42
H:%ﬁ(%)gi (3.11)
We associate the charge as the momentum and the phase as the position of the
system. Each term can be associated with an energy. The first term is the ki-
netic energy and the second is the potential energy. The capacitance, C, can be
associated with the mass of the mode of the branch it is on. By increasing or de-
creasing the capacitance we make the system heavier or lighter. Heavy systems
are localized in phase space and spread out in charge space and vice versa. Su-
perconducting circuits are often seen as artificial atoms. CircuitQED is adapted
and closely related to cavityQED from quantum optics. CavityQED analyzes real
atoms in cavities. Writing the charge in terms of Cooper pairs ¢ = 2e(n — ny) and

the capacitance in terms of the charging energy E¢o = % the Hamiltonian is,

2
N

= 4FE+(n —n,)?
H c(n —ny) 5

(3.12)

where n, is an offset charge. An offset charge can be achieved by changing the

number of Cooper pairs on an island. The Hamiltonian in Equation (3.12) is a

15



quantum harmonic oscillator with equal spacing between energy levels. Due to
that, the LC-oscillator is not a good candidate for a qubit, as it is not possible to

make a subspace of only two states.

) 1.0\ /
I A i s

o
&)

Energy/E,
(e}
o

J
l - W12
= 0.5 o1
-1.0
-1.0 -05 0.0 0.5 1.0

¢/
(a) (b) (c)

Figure 3.1: (a) Circuit of LC-oscillator. (b) Circuit of Cooper Pair box or Trans-
mon. (c) Potential of quantized (dashed orange line) LC-oscillator and (solid
blue line) Transmon. Solid black lines are eigenenergies of Transmon with
ng = 0 and E;/Ec = 50. The eigenenergies are anharmonic meaning it is pos-
sible to operate in a qubit subspace, unlike the harmonic LC-oscillator where it

is impossible.

The Cooper pair box (Figure 3.1b) [21] was the first qubit to use the nonlinear
Josephson junction to make an anharmonic oscillator, but the dephasing due to
charge noise was not optimal. The Transmon [11] is built from the same circuit
as the Cooper pair box (Figure 3.1b), but is a capacitively shunted with a larger
capacitor. The Transmon has an increased dephasing time and is one of the most
used superconducting qubits due to the large anharmonicity of the spectrum
which is shown in Figure 3.1c. The anharmonicity is defined as a = wis — wn
where wy; = w,.

The Lagrangian is found to be,

2
L= (%> 9& + Ejcos o, (3.13)
2w 2

Doing the Legendre transformation and rewriting in terms of Cooper pairs and
charging energy,
H = 4Ec(n —ny)? — Ejcos ¢, (3.14)

where n, is a charge offset.
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In Figure 3.2 the Hamiltonian for the Transmon in Equation (3.14) is solved nu-
merically and the spectrum as a function of charge offset is obtained. By changing
the ratio E;/E¢, the mass of the system is effectively changed. By increasing the
capacitance in the Transmon the charging energy is lowered, which is analog to
increasing the mass of the mode. When the mode gets heavier we see that the
energy bands get flatter, meaning the derivative of the qubit frequency decreases,
and thereby a good dephasing time is acquired. There is not much to be done
about the depolarization time as there is always an overlap between the wave
functions of the qubit. A way to make wave functions with small overlap could

be by separating them in a double well potential and having degenerate qubit

eigenstates.
E;JEc=1 E;JEc=5 E;/Ec =50
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Figure 3.2: Energy levels Ey,, for the first three levels m = 1,2, 3 with varing
charge offset. Figure inspired from [11].

Numerical analysis of Hamiltonian

To simulate the continuous Hamiltonian we derive for a given circuit, a discrete
matrix representation is needed. The implementation is different depending on
the chosen basis. It is often chosen to work in either charge basis or flux basis. In
this section, we will go through the matrix representation in each basis and how

to construct a Hamiltonian. This section is inspired from [22].

Charge Basis

In charge basis, a finite grid is defined for the charge. A diagonal matrix is then

representing the number of cooper pairs on an island. Here the matrix is:
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—Neutof f
—Necutof f +1
n= . (3.15)

Neutof f — 1

Neutof f

Designing circuits without any linear inductors means that the phase only

appears in cosine terms. We can rewrite cosine in terms of exponential functions,

(e +e7?), (3.16)

N | —

cos(¢) =

these terms are describing a jump of cooper pairs in the Josephson junctions. The

jump operator in the charge basis is represented by:

0

. | 10

=) ="~ | (3.17)
10

If more phase modes are present in a cosine, or a bias flux is passing through a

loop in the circuit we can write it as,

(eid)e:nt (eiq51 ® e—i¢2) + e—id)e:ct (e—ﬁf)l ® e“ﬁ?))‘ (3]_8)

| —

COos (qbl - 9252 + Qbemt) -

Flux Basis

In flux basis the phase operator is a diagonal matrix,

_¢mam
_¢m(zm + 5¢
¢ = , (3.19)
gbmax - 5¢
qua;t

where we use 2m-periodic boundary conditions, ¢,,., = 7, then the grid goes

from —7 to 7. d¢ defines how fine the resolution we simulate is. The phase is
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a continuous variable, J¢ determines how good the approximation is, however
the matrix size and computation time depend on the choice of §¢. The canonical
conjugate operator n is the partial derivative, n = —i9,. To represent the derivate

as a hermitian matrix we use the finite difference method,

01
—-10 1

—1

"= 555 (3.20)

-1 01
—-10

In both bases, we can have more modes for a system. To combine them we
have to use the tensor product. If we have two modes then the phase operator for

the first and second mode is given by,

Pp1=0®1 ¢2=1®9, (3.21)

and similar for other operators. The two bases will yield the same result, but
one can be easier to implement than the other for different problems. Now the
problem can be solved numerically by finding eigenvalues and eigenvectors. In

our case, we use the numpy and scipy packages in Python.
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Chapter 4
Encoding of Flensmon

In the previous chapter, we covered the Cooper pair box and the Transmon. These
are charge qubits, where the charge is a good quantum number. The Transmon
had a flat spectrum due to charge noise, but one cannot engineer a better depolar-
ization time, as the wave functions are not delocalized. Instead of having charge
as the good quantum number, a superconducting ring could be formed where a
magnetic flux threads through the loop. The magnetic flux that is passed through
the ring generates a persistent current. This is a flux qubit and the first gener-
ation was called the persistent-current flux qubit [12]. Only an integer number
of flux quanta are allowed and therefore the current will only flow clockwise or
counter-clockwise [23]. The flux is then a good quantum number in flux qubits.

Another qubit could be a topologically protected qubit that exploits the nature
of non-Abelian anyons [24]. Topological protected qubits have been theoretically
proposed, e.g. to find the Majorana zero modes in a Kitaev chain liking nanowire
[25]. However, this has not yet been realized experimentally.

When developing new qubits one has to think about the coherence times, the
matrix elements in the qubit subspace, and how the spectrum looks. Besides
having qubits with long lifetimes, one needs to make operations on them, therefor
both single and two qubit gates are essential, the latter to make it scalable. Finally,
we need to be able to collapse and readout which state the qubit is in.

To engineer a protected qubit we need to think of the overlap between the
qubit levels to make a good depolarization time, 7, and make the spectrum flat
in the external parameters which disturb or control the qubit. A good theoretical
prediction of a protected qubit by Brooks, Kitaev, and Preskill is the 0 — m qubit
[26], this qubit is predicted to have very long coherence times. In practice, it has
been hard to build large superinductors and symmetric design [27]. We aspire to

develop a qubit that is decently protected, while easy to construct and operate in
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the laboratory.
This chapter focuses on the circuit of the Flensmon qubit, which is named after
Karsten Flensberg. We will compute the spectrum and estimate coherence times

in the parameter regime we have chosen.

Circuit QED of the Flensmon

The Flensmon is derived from the superconducting persistent-current qubit [12],
which was the first flux qubit suggested. This never got a breakthrough, but it
was later revisited, as the capacitively shunted flux qubit (CSFQ) [13]. Now we
will revisit the same circuit topology but in a different parameter regime.

The circuit consists of a loop with three islands with three Josephson junctions,
each in parallel with a capacitor. The circuit is depicted in Figure 4.1. This setup

has two degrees of freedom. We will write the Hamiltonian as in Chapter 3.

—X—
d)l O(E_/ ¢2
............ Va_—L
B

Figure 4.1: Circuit of the Flensmon we simulate in this thesis. There are three
islands with a Josephson junction between each. Two of the junctions are capac-
itively shunted. The third junction is a tunable junction. It can either be tuned
by making a superconducting quantum interference device (SQUID), or using

a gate tunable junction. The circuit has two modes.

Each Josephson junction has a Josephson capacitance defined by the area between

the superconductors. The total capacitances are given by,

Ci=Cn+0Cy, Co=Chp+C; C3=C2+0y, (4.1)

where C is the Josephson capacitance of a junction, C;; is the capacitance be-

tween island ¢ and j, in Figure 4.1 C;, = 0. Often the Josephson capacitance is
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omitted for simplicity because it is many orders of magnitude smaller than the

shunting capacitors. We can write up the Lagrangian for the circuit,

dN2/Cy .2 Co 2 Cays. -
L= (2—7‘;) (7%12 + 5+ = (i - ¢2)2)
+ Ej1cos(¢1) + Ejg cos(¢a) + Eyzcos(dr — da + Pegy). 4.2)

With the Lagrangian, we compute the conjugate variables to the superconducting

phase,
=" = (06 (6-6)) 43
Q2 = 2—;% = ;(C%ZSQ +Cs (sz - ¢.1>), (4.4)

solving for é1 and ¢, we arrive at

by = 2e ( Coqi + Csqn + Cgo _ 2e Coqi + C3q1 + Ciqo (4.5)
! C1Cy + C1C5 + CoCy h C2 ’ ‘
by = 2e [ Csq1 + Cige + Cs2 _ 2e Csq1 + Ciq2 + C3qo (4.6)
27 h \ Gy + C1C5 + CoCy h C2 ’ '
where C% = C,Cy + C1C5 + Cy,C3. The Hamiltonian can now be written as,
H= o (<51Q1 + @‘h) —L (4.7)
2e ’
Ko . . . 2
= %(?bl(h + ¢2(J2> - ( ¢1 + —¢2 + = <¢1 ¢2) )
— (Ej1cos(¢1) + Ejgcos(¢a) + Eyzcos(dr — ¢g + Pear)) (4.8)
in which we substitute ¢; and ¢,. We look at the first two terms separately,
h s . Csq; + Caq; + Chgs + Csq5 + 2C
- <¢1q1 4 ¢2q2> _ 3q1 2q1 1222 3Q2 3Q1Q2 (4.9)

and the second term can be rewritten to the same form,
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Cy Cy - Cy /- N2
71¢12 + 72@2 + 73 (¢1 - ¢2) (4.10)

1
= 501 (0102 (03(]% + Coq; + Chgs + Caq5 + 203611(]2)
5

+C1C4 (0361% + Coqi + Ciqs + Caqs + 203611(]2)

T CoC3 (Ca? + Co + Cri + Gy + 2Csa) ) @)
_ Csq; + Cogi + C1g5 + Cs¢5 + 2C3q142 4.12)

2C% '
we arrive at the Hamiltonian,
1y — Coqi + C145 + Cs (q1 + Q2)2
2C%
— Ej1cos(¢1) — Ejacos(pa) — Egzcos(dpr — o + Pear), (4.13)

where the first terms refer to the charging energy 7 and the rest is the potential
energy V. The charge ¢; = 2en, corresponding to the number of Cooper pairs on
an island. We define the charging energy of an island, F¢; = % &0 = % We
first rewrite C%,

o e T 4 \EciEcs | EciEcs  EcaEcs) 4 ER
(4.14)
meaning that the kinetic energy term is,
2 ez 2 e2 2 e? 2
e 2
n? n2  (ng+ny)?
=4F3 | =+ ==+ : 4.16
> <E02 Ec1 Ecs (216
Finally, the Hamiltonian is,
n3 n  (n1 4 ng)’
H=dE2 | -+ 2+
> <Ecz Ecy Ecs
— Ejicos(¢r) — Ejgcos(¢2) — Eyzcos(pr — ¢ + Geat). (4.17)
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This Hamiltonian has the same form as both the flux qubit by Orlando et al. [12]
and the CSFQ by Yan et al. [13]. The flux qubit operates in a regime where all
modes are light, e.g. small capacitors and two of the junctions are of equal size
and the last is tuned to E;3 = 0.8E;. CSFQ uses two large capacitors over junc-
tions E;; and E ;. The last junction is tuned to £;3 = 0.5E;. This makes one large
well where the eigenfunctions live in. This means that they do not have delocal-
ized states, but the spectrum with respect to the external flux is not linear [13].
The Hamiltonian has two modes, and we will refer to them as the ¢ and 6 modes.
They are defined as,

2¢ = ¢1 - ¢27
20 = 61 + ¢o. (4.18)

The potential has a double well in the ¢ direction, where a determines the barrier
between the two wells. For o = 0.5 in the CSFQ regime the potential is just
a single well. The potential in one dimension is shown in Figure 4.2 with the
first few energies. We see the anharmonicity is good in this qubit, but as there
is only one well, the wave functions will not be delocalized. The anharmonicity

is defined as a = w3 — wy1. Note the second and third excited states are almost

degenerate.
-0.6
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E W4
g -1 \ I Wo W3
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\ / Wo
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Figure 4.2: Potential in the ¢ direction with CSFQ parameters. o = 0.5 and
Ej/Ec = 100. Blue line is the potential, black lines are the energies spanning
from the ground state to the forth excited state. The second and third excited

states are almost degenerate. The flux through the loop is ¢¢,: = 0.9977.

The Flensmon is in a parameter regime between the persistent-current qubit
and the CSFQ. We wish to shunt the qubit like in the CSFQ), but also have a dou-
ble well like the persistent-current qubit. We will use ¢} = C; = C'and C5 = 0
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like sketched in Figure 4.1. The Josephson capacitance in the tunable junction is
ignored. The Josephson energies will be of equal size, where the third junction is
a tunable junction, Fj; = Ej» = E; and Ej3 = al;. There are several methods
for tuning a junction, a superconducting quantum interference device (SQUID)
is a well-known method. Here an external magnetic field shifts the energy of
the effective junction. A gateable junction is also an opportunity where a semi-
conductor material is placed between the superconductors in the junction. This
allows us with a gate voltage to define the tunneling energy of the junction and

by that controlling the Josephson energy. The Hamiltonian for the Flensmon is,

H=4Ec((n — ng1)2 + (ng — n92)2) — Ej(cos(p1) + cos(pa) + acos(dr — da + Gext))-
(4.19)

Here we have added ny and ng which correspond to a charge offset on each
island. This can be tuned by adding gate voltages to the islands.

To localize the two qubit states in the wells we need to make them heavy. This
is done by increasing capacitances in the circuit and having high £;/E-. We will
use E;/Ec = 100. The two-dimensional potential and a one-dimensional line
cut with the two lowest eigenstates are shown in Figure 4.3. The unit cell of the
potential is —m < ¢;, ¢ < 7, and is periodic.
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gy/E;

Ener
R
N

Figure 4.3: (a) Potential landscape of the Flensmon with E;/Es = 100 and
a = 1. The basis change to 2¢ = ¢1 — ¢2 and 20 = ¢1 + ¢2 is indicated. (b) One-
dimensional cut of the ¢ mode, with the two qubit states shown. In both figures
the external magnetic field is ®.,; = 0.9977, in order not to be in an artificial

sweetspot.
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The qubit subspace is localized in each of the two wells. We can see on Fig-
ure 4.3b that the overlap between the two wave functions is exponentially small,
which will give a good depolarization time, 77. We have determined the ground
state, as we do not have precisely half flux quantum through the loop, this causes
one of the wells to be slightly deeper than the other one. We are slightly away
from half flux quantum, as it is impossible in an experiment to thread a flux
through the loop, at precisely ®.,; = 22. The two states correspond to the cur-
rent running either clockwise or counter-clockwise in the loop. Charge offsets in
the Hamiltonian are tuned with a gate voltage on the islands. If we are heavy
enough, the spectrum as a function of a charge offset would be flat. Other param-
eters which we can tune are the flux through the loop or the Josephson energy of

the tunable junction.
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Figure 4.4: Spectrum of the different external parameters. (a) Varying the
charge offset over junction 1. (b) Varying the tunable junction. (c) Varying the

external magnetic field through the loop.

The spectrums of the three different external variables are shown in Figure 4.4.
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We see that the spectrum is flat as a function of charge offset in Figure 4.4a. The
spectrum is also flat as a function of the tunable junction between a = 0.8 and
a = 1in Figure 4.4b. We are mostly interested in the blue curves as these are
our computational subspace to make the qubit. The dispersion is linear when
changing the external magnetic field (Figure 4.4c). This means the dephasing
time will be bad if there are fluctuations in the field through the loop. In the next
section, we will look at the decoherence for the Flensmon qubit. There is a sweet
spot for the external flux when ¢.,; = 7, though it can be hard experimentally to
be fixed at this point.

Decoherence of Flensmon

In this thesis, we concentrate on three different noise channels. We look at the
external flux, fluctuations in charge offset, and the noise of the critical current
of a junction. We will use the derived formulas from Chapter 2 and show the
equations we use for each noise parameter. When finding depolarization times
we use the derivative of the Hamiltonian from Equation (4.19) with respect to the
external noise parameter. The pure-dephasing time is found by solving the same
Hamiltonian numerically and using the first and second derivative of the qubit
frequency with respect to the external noise parameter. We can already look at
the spectrums in Figure 4.4 to get an idea what of noise source is the dominant

source of the dephasing time. The relevant equations are,

2

OH
2 =1 5 10)] $a(lal .20)
T, = 1 , (4.21)
V243 (O (in i) + 244 (@B, ) ()
we use 1/ f noise, the noise power spectrum is then S, (|w,|) = %, where A, is

the noise amplitude.

Noise in external flux

We look at the depolarization due to global flux noise, ®.,,. It is believed that the
fluctuations of surface spins in superconducting circuits give rise to a 1/f flux
noise [28]. The external reduced flux is given by ¢, = %ﬁ”, where @, is the flux

quantum. We first find the derivative of the Hamiltonian,
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OH O 0w 27 OH 27

h - = g Erssin(dr — . 422
aq)e:pt a(be:rt aq)ext q)o 8(}56% cI)O J3 Sln(¢1 ¢2 + ¢ext> ( )

We put this into Equation (4.20) and use 1/f noise power spectrum and E;3 =
ak J-

2
D0t/ By = (1] sin(61 — b2 + dese) 022 q)ﬁ QﬂAﬁext 2E,
A 2
= [(1] sin(¢1 — 2 + dear) |0)*(2)? qf;e|“ B (4.23)
0 q

To find the depolarization time we just take the inverse of the transition rate and
choose an energy of the Josephson junctions, E;.
Pure-dephasing is similar. Here we need to look at the derivate of the qubit fre-

quency with respect to the external flux.

Owg 2w 0w,

aq)eart B (I)O 8¢ea¢t7

0w, 27\ 2 0w,

aq)Zzt (30) 8¢th7 (424)

this is put into Equation (4.21),

1

9 4
V2(252) Guo ) + 2 (2227 2, w2t

(Dezt —
T0ent = . (4.25)

The amplitude of the noise of the external flux used in simulations is Ag,,, =
105, [17].

Noise in charge offset

The decoherence due to fluctuations in charge offset is found by the same ap-
proach as the external flux. Fluctuations in charge offset are hard to control, as
electrons from the environment easily can interfere with the total charge of an
island. The Flensmon has a flat band due to charge offset, this indicates that the
dephasing due to charge noise should not be the limiting factor. The derivatives
are a little different. We define the charge as a Cooper pair, ¢,; = 2en,; where i is
the ¢’th island.
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oH OH Ong 1 OH  —8Ec(ni —ng)

- - 426
aqyl angl aqgl 26 angl 26 ’ ( )
the transistion rate is then,
2
n 9 ) 27 <1427;g>
T3 = [(1] (n1 — ng1) |0)*(8 Bc) ————. (4.27)

|wl
Now we look at the derivative of the qubit frequency, in order to estimate the

pure-dephasing time,

Owg 1 0w,
gy 2e0ng’
0w, 1\?0%w,
== 4.28
g, (26) onZ,’ (4.28)

and the pure dephasing time is,

. 1
T = . (429)

M%)Z(anglwqyanw)) o %) (02, w,) st

The amplitude of the noise due to charge fluctuations is A,,, = 10~%¢ [17].

Noise from critical current in the tunable junction

The last noise source we look at is variations in the critical current in the tunable

junction. The critical current is defined I3 = 2”£J 3 and we remember E ;3 = aF;.

0

Low frequency noise due to the critical current in a Josephson junction, is believed
to come from charge traps in the barrier of the tunnel junction [29], but the critical
current noise is not fully understood yet. The derivate of the Hamiltonian is

found as usual,

87’[ 87’[ 8EJ3 . (I)() 87—[ (I)O

= - = = — - ext ) 430
8103 ang 8103 27 ang 27 COS(¢1 ¢2 * ¢ t> ( )

we put this into Fermi’s Golden rule in order to estimate the transition rate which

is used to find the depolarization time,
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20" 2r i, (4.31)
27 lwg| '

D% — Jcos(y — o + %)\2(

Next we calculate the slope and curvature of the qubit frequency due to the criti-

cal current in the third junction,

Owg Py Ow, ®y da Ow, Oy Owy

Olcs 27 0E;3 21 0Ej 0o 27E; Oa

0w, Dy \ 0w,
= 4.32
61%3 (27TEJ) da? ’ ( 3 )
finally, the dephasing time is found,
1
TS = . (4.33)

® 5 n
A[ - Po AI . Po
\/2( on by ) (Datwq)” (In(wirt)) +2( T ) (02w,)* In® (wyr t)

The amplitude of the noise due to critical current is A;., = 107" [¢3 = 10*7%
[17].

Simulations of coherence times

In the previous subsections, we have shown the relevant formulas for finding co-
herence times. All coherence times are calculated by solving the Hamiltonian in
Equation (4.19) numerically. The overlap in the transition rate I'; is found by tak-
ing the overlap with the matrix representation of the differentiated Hamiltonian
with the eigenstates |1y) and |¢1). The derivatives of the qubit frequencies are
found by the finite difference method,

We(A + AX) —wy(A — AN)
2A\ ’
We(A + AX) — 2w, (A) + wy(A — AX)
AN? ’

a)\wq =

(4.34)

2 _
Drwq =

where A\ is how much we change the external parameter. This gives a good idea
of the slope and curvature of the spectrum due to a change in an external param-
eter. We investigate how the coherence times change when we tune . The cal-
culated coherence times are shown in Figure 4.5, where the depolarization times
are shown in (a) and dephasing times are shown in (b). As expected, the dephas-

ing due to flux noise is the limiting one, as the spectrum is linear in Figure 4.4c.
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We see that when one approaches the limit of the CSFQ regime, the dephasing
time gets better, but as shown earlier, this is no longer a double well potential.
Note that when « is lowered the qubit states become less degenerate. For low «a
the 1/f power spectrum might not be the right to consider anymore, but rather
the ohmic power spectrum could be considered. This has not been done in this
thesis. In the next chapter, we will look into how we can improve the dephasing
time due to global flux noise. This is a known problem with a flux qubit with
three Josephson junctions of the same size, and because of that we often see o
tuned to a slightly smaller value, to have a better dephasing time, but this causes
a worse depolarization time. For all simulations we have picked E,;/Ec = 100
and F; = 10 hGHz, where h is Planck’s constant.
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Figure 4.5: Coherence times for the Flensmon, with E;/Ec = 100, ¢egt =
0.9977. The dephasing due to flux noise is the limiting factor of the total de-

coherence time.
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Chapter 5
Gradiometric Flensmon

The limiting factor of the Flensmonis the dephasing time due to fluctuations
in external flux. To resolve this issue, a gradiometric design of the Flensmon is
shown in this chapter. The idea is that the eigenstates still correspond to the cur-
rent direction in a circuit, but now there are two loops. This way the global flux
fluctuations should be evened out between the two loops. The currents will run
opposite of each other in the two loops.

This design is showed in figure Figure 5.1. It should be noticed that there are
once again three islands in this setup, resulting in two degrees of freedom. We

call this setup the double loop Flensmon or gradiometric Flensmon.

AL A

= car=a(l+6
TS AT Ay 2Tt
Of]
A XE,==¢C

|§§|aEJ/2 QQEJ/QEQ

¢ = E,X ii

Figure 5.1: Circuit of gradiometric Flensmon. ®; and ®; denotes the flux
through the left and right loop, while A; and A, are the areas. r is the ratio
of the loop size in the circuit. a and ¢ is used to tune the outer Josphson junc-

tions.

We have shunted the two middle islands to make both modes heavy. We omit the
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Josephson capacitance of the other junctions as this capacitance is small compared
to the capacitance of the shunt capacitors.

We write up the Lagrangian for the circuit in Figure 5.1,

2
- (%) (@@2 + %@) 1 Ejcos (61) + By cos ()
m 2 2

1 1
+ §EJOz COS (—¢1 + qbg + Cbl) + §EJ(1 + 5)0( COSs (le - ¢2 + (DQ) s (51)
where we have used a; = a(1 + §). The usual Legendre transformation is made,

we use that all capacitors are of equal size Cy; = Cp; = C;s. A charge offset is
added on all islands n; = (n; — ng,),

H =4Fc, ((m — ngl)2 + (ng — ?7/92)2) — Ejcos(¢1) — Ejcos(¢2)

— %EJa cos (—¢1 + 2 + P1) — %EJ(l + )acos (P — Po + Py) . (5.2)

First, we assume that the same magnetic field is through the two loops, but the
area of the loops may not be equal. We write the fluxes in terms of the global flux,

@, and the difference in flux, ®, due to different areas of the loops,

&) =A1B=dc+Pp, Py=A3B=>5—Pp,

¢p A1 —A
(I)G A1 T A2 r<=®p r®Pqa
CI)l = (1 + T)(I)G7 (I)g = (1 - T)ég. (53)

Furthermore, there can be a local flux through one of the loops due to either
fluctuating spins in the circuit, or the magnetic field we apply is not uniform over
the whole circuit. We write this as ®,/, = (1 & 7)(®¢ & ®1). The potential of the

Hamiltonian can then be written,

V/Es = =05 (61) — cos (6) = 3008 (=1 + 6+ (1+7)(Bg + @1)

_%(14'5)04008(% —po+ (1 —=7)(Pe— D). (5.4)

We show the potential landscape and wave functions in Figure 5.2 with the
parameters E;/Ec = 100, = 0.005 and ®¢ = 0.9977. In this chapter ¢ and
®,, are the reduced fluxes and act as phases. Through this chapter the local flux
¢, will be zero, we will only use it when calculating the spectrum due to the
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local flux, and when finding coherence times with noise in the local flux. The one
dimensional cut in Figure 5.2 shows that like the single loop Flensmon, the wave
functions are delocalized in separate wells. The potential and wave functions are
as we expect equal to that of the single loop Flensmon. The two states are still

delocalized in separate wells.

2
—V | =l — vl
0.8
.
. 3
N 0 >
© Py
g -1.2¢ VN
-2 s s s i L
5 0 2 185 %% 0.0 05 1.0
¢1/m d/m

@ (b)

Figure 5.2: (a) Potential landscape of the Flensmon with E;/Ec = 100 and
o = 1. The the basis with 2¢ = ¢1 — ¢2 and 20 = ¢ + ¢ is indicated. (b)
One-dimensional cut of the ¢ mode, with the two qubit states shown. In both
figures the external magnetic field is ®.,+ = 0.9977 and = 0.005, in order not
to be in an artificial sweetspot. The energy splitting is due to area difference in

the two loops.

We can find the spectrum with respect to charge fluctuations and the energy of
the tunable junctions. The simulations are shown in Figure 5.3 where it is as-
sumed that we can tune the two junctions in the same way simultaneously. The
spectrums are comparable to the ones from Chapter 4, as expected. When only
tuning one of the junctions the spectrum is flat, even when we go to quite dif-
ferent energies in the junctions. This is not true if we go further away from half
flux quantum. In these simulations, we have ®; = 0.9977, but further away it
becomes more important that the junction energies are tuned precisely.

We wish to find a saddle point of the qubit frequency due to 6 and ® such that
we can predict what § should be if the two areas are of different sizes. We assume
that each well can be approximated with two harmonic oscillators. The potential

is rewritten in the ¢ and f basis,

20 = ¢1 — @2, 20 = g1 + P9, (5.5)
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Figure 5.3: Spectrum of different external parameters. We have used E;/E¢c =
100,7 = 0.005,n41 = 0,a = 1 and § = 0 in all simulations and then we vary

one of them. (a) Varying the charge offset over junction 1, ny;. (b) Varying the

tunable junctions, a. (c) Varying only one of the tunable junctions, J.

where the ¢ direction is where the double well is located. In this analysis ®; = 0.

V/E; = —2cos(¢) cos(f) — %a(u —2) cos(2¢) — %77 sin(2¢),

with 1 = cos((1 4+ 7)®g) + (14 0) cos((1 — r)Pg) + 2,
n=sin((1+7)®g) — (14 9)sin((1 —r)Pg). (5.6)

V/E; has minima in ¢g = +%and 6p = 0whenr = § = 0and &g = 7 (1 = 0 and
n = 0), and has the value V/E; = —32. Now we are slightly away from perfect
sized loops meaning 0 # r < 1, the parameters we can vary are a tunable junction
0 and the magnetic field ®. This means ;1 < 1 and < 1. We wish to find the

new minima by solving,
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OV/E,

0= ,
9¢ 0=0,6=+T +5¢
V3
S0 =F—pu— Q, (5.7)
6 6
Putting this into the potential we arrive at,
3 3 _T7V/3
E;=———- — 5.8
Vi/Ey=—5 = cnF 450 (5.8)
for p,n — 0 we arrive at V. /E; = —% as one would expect. We now find the
curvature in the minima,
0*V/E, 5 V3
547 TOTakE S
¢ 0=0,p=+T+5¢
0?V/E
/2J 1+ P T (5.9)
90 0=0,¢=+7 +6¢ 223

To transform the number operator into this basis we use,

1 1
ny = 5, No = §(n¢ + 7’L9). (510)

The kinetic term of the Hamiltonian in these coordinates are,

T = Ec, (2n] + 2n;) . (5.11)

The approximate Hamiltonian becomes,

2 2v/3
(5.12)

E 5 3 Ey
%%2ECsni+7J<3_§/Ji£n>¢ +2E03n9 2 (1+M:F il >92
the energy eigenvalues of the approximate Hamiltonian are to first order,

- EJECS(\/§<1—5 iv>( +1)+(1+%:F4L\/§>(m+%)>,
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where n and m denotes the excitations of ¢ and 6. The ground state has energy

woo— While the first excited state has wyo;. The qubit energy is then,

Wq = <\/2§\/_§1) ’77‘ \% EJECs- (514)

To find the saddle point we solve,

&,uq:O7 8wq:07

o) 0d¢
1

1406= +TCOS<T7T >%1+2r, (5.15)
11— 1—r

we see that to flatten the band, and make it easier to tune to a sweet spot due

to different areas of the two loops, we can tune the tunable junctions such that

o = 2r.
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Figure 5.4: Spectrum as a function of flux variables in gradiometric Flensmon.
(a) Varying local flux, the global flux is set to ®¢ = 0.9977. The spectrum is
linear. (b) Varying global flux. The black curve shows that the spectrum is
exponentially flat if we have the perfect setup equal sized loops. Blue curve
shows how diffrent loops areas results in splitting of energy and a more linear
dispersion. Red curve shows a flat spectrum near half flux quantum if the right

offset between the tunable junctions are made.

In Figure 5.4 the spectrum is simulated both as a function of local flux and
global flux. We see in Figure 5.4(a) that the dispersion is linear due to the local
flux. This is not odd as the geometry of the circuit does not protect against local

37



flux fluctuations. On the other hand, if we look at Figure 5.4(b) the black curve
becomes exponentially flat around half flux quantum, ®; = w. This curve is for
the ideal setup where the two loops are of equal size, which is not realistic, but
Kou et al. [30] succeeded in making a gradiometric setup for another qubit, here
they could make the areas the same size up to half a percent. Future simulations
with the gradiometric setup will have » = 0.005. The blue curve in Figure 5.4b is
a setup where the loop size differ with 1.5%. We chose for this simulation a larger
loop area difference as it becomes clearer what happens to the spectrum. Here we
see that the qubit state energies split slightly and a linear slope appears. Last we
try and correct for the loops not being the same size, by tuning the other tunable
junction with 6 = 2r as suggested from our analysis earlier. The slope flattens
around half flux quantum, which should result in a better dephasing time.

Coherence times

For the gradiometric Flensmon we look at the same external noise parameters as
in Chapter 4, with the addition of the local flux noise. The coherence times are
calculated in a similar way as in the previous chapter. The pure dephasing times
are comparable to Equations (4.25), (4.29) and (4.33) for global flux noise, charge
noise and noise from the tunable junctions. The dephasing due to local flux noise
is found similarly and looks close to Equation (4.25), just where the derivatives
are with respect to local flux, ®;. For the depolarization times, we need to take
the derivatives of the Hamiltonian. We will not show all calculations, but just list

the transition rates used to find 77", where X is the external noise parameter.
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r'¥e = ‘ (1] (%a(l +r)E;sin (—¢1 + ¢2 + (1 +7) (P + 1))

2 2
+ %(1 +0)a(l —r)Eysin (¢ — go + (1 — r)(Pg — @L))) 0) (2%)3%,
01%g
(5.16)
27?(2”5)2
L = (1] (m = ngr) |0)*(8E¢)*——*—, (5.17)

£ = | 11 (Geos (-6 + 62+ (1418 + 21)

+ %(1 +6)cos (61 — da + (1 — r)(@g — @L))> 10) (%) 2l (5.18)

2 |wql

TP — ’ (1 (%a(l +7r)Eysin (—p1 + ¢o + (1 +7)(Pg + D7)

2
AQ
o7)3 L
( )(1)(2)|Wq|

(5.19)

_ %(1 +0)a(l —7r)Essin (¢ — ¢o + (1 —1)(Pg — ‘PL))) 10)

The same noise amplitudes as in the previous chapter are used Ag = 107°®, A,,, =
10~*e and Ay, = 10772525,

All coherence times simulated for the gradiometric Flensmon are shown in
Figure 5.5. We have used the usual parameters with £;/E- = 100, ®¢ = 0.9977,
¢, = 0and r = 0.005. As the limiting coherence time is no longer the global flux
of the system, the gradiometric design is indeed protected against fluctuations
in global flux. However, local flux deviations can still be a problem as this is
the limiting coherence time. If we take the gradiometric Flensmon to the limit of
the CSFQ regime, the limiting depolarization time is due to charge noise and not
flux noise anymore. In Figure 5.5c we compare the single loop and gradiometric
designs. Note how the dephasing time in the single loop Flensmon is slightly
worse than in the gradiometric setup, even though it is in the same parameter
choice.
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Figure 5.5: Coherence times of the gradiometric Flensmon, with E;/Ec =
100, ¢ = 0.9977,®;, = 0 and r = 0.005, as a function of . (a) Depolariza-
tion times, 77. The limiting depolarization time is due to local flux noise for
a > 0.65. (b) Pure dephasing times, T;,. The limiting dephasing time is due to
local flux noice. We see that the global flux noise has a good dephasing time. (c)
Comparison of coherence times due to flux noise, between the single loop Flens-
mon and gradiometric Flensmon. Dashed curves are single loops, full curves

are gradiometric.
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Chapter 6

Qubit gates

The Bloch sphere is often used to represent a qubit state. This has already been
used earlier in this thesis. In this representation |0) and |1) are on the South and
North pole on the z-axis. Any superposition can be represented as a vector point-
ing to a point on the surface of the Bloch sphere.

To manipulate a qubit, rotations are made on the Bloch sphere and can be
made around any axis. Figure 6.1 shows three arrows which represent a 7 rotation
around the z-, y- and z-axes. To be able to get to any point on the Bloch sphere,
only two of the rotations are needed. It is simple to show that by a combination
of rotations about the z- and z-axis, one can generate rotations about the y-axis.
Rotations on a single qubit are called single qubit gates, and to make all rotations
on the Bloch sphere, at least two different single qubit gates are needed.

Figure 6.1: Rotations about the z-, y- and z-axis are shown in the Bloch sphere.
All three arrows if followed from start to end represent a § = 7 rotation about

the axis indicated.

To make a quantum computer one also needs the qubits to be coupled in order
to interact between qubits. In a system with two qubits that are coupled, two
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qubit gates can be used to entangle the states. For the whole coupled system it is
convenient if the coupling can be turned on and off. This will make it possible to
operate single qubits without operating on the other qubits in the system. For a
quantum computer to make all possible gate operations one needs two different
single qubit gates and one two qubit gate. This makes a universal set of gates.
This chapter focuses on how simple quantum gates can be implemented on
the Flensmon. This is not a thorough analysis of the fastest and most optimal
gates, but rather simulations and arguments on how these gates are possible. We
will show that it is possible to make the required two single qubit gates and one

two qubit gate.

Single qubit gates

Most systems that are used for a qubit, have a lot of states outside the computa-
tional subspace. The same goes for the Transmon and the Flensmon. For simplic-
ity, we will for now assume we have a system that can be modeled as a spin in
order to introduce how one can make simple single qubit gates.

We start with a system which is modeled as a spin with Hamiltonian, H, for

the qubit, and a driving term, H;, which is coupled to the system,

H= —%02 +Q(t) cos (wat + d)o, 6.1)

(6.2)

where w, is the qubit frequency, €)(t) is the drive amplitude, wy is the drive fre-
quency and ¢ is the phase of the signal we drive the system with. The driving
term is a time-dependent term in the Hamiltonian. We change to the interaction
picture and find the interaction term of the Hamiltonian. The system is driven

with the qubit frequency wy = wy,

Hiy = &0 H e 10, (6.3)
0 eiwqt
= Q(t)cos (wet + )| _. | , (6.4)
e wq 0
Q(t 0 2iwgt 510 —i¢p
_ew 0 elmeten) (6.5)
2 e72zwqte71¢ + ezq& 0

The rotating wave approximation (RWA) is used where we discard all exponen-

tials with 2iw,, together with e = cos @ + isinfo;,
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Hint:w[< 0 cosgb)jL(”O —isingb)] 6.6)
2 cosg 0 ising 0

= @[COS $o, + sin oy |. (6.7)

With the Hamiltonian derived in the interaction picture, we can construct the

time evolution operator in the interaction picture,

) =1 [ ) ©8)
0

we approximate the Dyson series to first order,

U](T) ~ e—ifOTdt Hint _ e_ifoT dt@[cosqﬁaz—i—sin(bay} _ e—ifOTdt%[[UI-‘rQay]’ (69)

this is called IQ-mixing where I = cos¢ and () = sin¢. By choosing ¢ we can
contruct the desired combination of rotations. In order to make a bit flip from |0)
to |1), we could make ¢ = 0; then the time evolution operator would be,

Uy(T) = e~ Jo dt Q0o (6.10)

and driving the system for a time 7" such that fOT dt Q(t) = m, means we are going

to apply a m-pulse,

Ul(T) = e 3% = —io,, (6.11)

applying this to the ground state |0) flips the bit to —i|1). The —i is just a global
phase and can be ignored in this single qubit example. We can define the angle
which is rotated, to be 6 = fOT dt Q(t). In this example, it is analog to the angle
rotated around the z-axis. This is an example of how to apply a Pauli-X gate,
also known as a NOT gate, the phase of the drive signal could be tuned such that
¢ = 5, which will result in a Pauli-Y" gate. These gates can together operate as
Pauli-Z gates. If the qubit has good enough anharmonicity the Hamiltonian of
the qubit can be truncated to the form of Equation (6.1).

The Flensmon has degenerate eigenstates when a = 1. Because we have a
tunable junction in the Flensmon, we can change the potential of the eigenstates

of the system. We want to adiabatically change o to lower the barrier between the
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two wells. This way we open an overlap and split the energies of the qubit states.
The anharmonicity is reasonable in the Flensmon therefore we are now able to
model the system as a two level system where a drive is coupled. The drive can
be coupled to the system capacitively. There are of course better and faster ways
of making a gate for a Flensmon. One way is to make use of the higher levels to
go over the barrier [31], but we will only focus on the fact that it is possible to
make at least two single qubit gates, even though is not the fastest way of doing
it.

Two qubit gates

To make two qubit gates, we need to couple two qubits. To couple the modes of
the qubits, one can think of a capacitive coupling or an inductively coupling. We
will propose to use capacitors as the coupling is much stronger than the inductive
coupling. The schematic of the circuit can be seen in Figure 6.2. Similar physics
applies to the gradiometric Flensmon, but we have focused on the single loop

Flensmon.

O
(@}

2 > <l
E, E,
0 <Dext EQQEJ OC/EJEQ (D/ext 0
E, E,
X} 1 X}
(bl I ¢/
| 1 Cg ! |1
1A 1]
C C

Figure 6.2: Schematic of two coupled Flensmon qubits. o and o’ denotes that

the junctions are tunable.

The Lagrangian for the total circuit can be written as usual,

c., C., C, c., C, /- N
L=Sd+58+ 50+ 58+ 2(d—dh)
+ Ejcos ¢ + Ejcos gy + alycos(d1 — 2 + Gent)
+ Ejcos ¢y + Ejcos ¢l +a'Ejcos () — ¢y + dryy), (6.12)
doing the Legendre transformation we arrive at the Hamiltonian, where we have

_ e _ e C— A
used C' = 2EC’CH = 3ho, and ¢; = 2en;,
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4B 1 1\, (1 23,
e < 2 4 1 ) KEO i Ecg)nlJr (Ec i ECg)n2

ECg + E_C
1 1 1 2
+(—+—)nf+ <— —)n’2
(EC Ecg) ! Ec  Ecgg)
2 ’
+E—an1n1
—FEjcosp1—Ejcos gy — aFjcos (p1 — do + Gext)
—Ejcos ¢ —E;jcos ¢y — a'Eycos (¢ — @5 + dryy)- (6.13)

The Hamiltonian is a sum of the two qubits individual Hamiltonians, where the
kinetic energies of the system have been renormalized due to the extra capaci-
tor between them, but where an extra term is proportional to n,n] arises due to
the coupling between the two circuits. This coupling can entangle the two qubit
states if the two systems” wave functions overlap. The total system of the circuit
in Figure 6.2 is truncated into the lowest four energy eigenstates. They are called
|00), |10),]01) and |11) where |ij) = |i) ® |j). Imagine an experiment where the
two qubits on either side of the coupling capacitor are identical, and we can tune
a and o precisely the same way, then if the qubits are not interacting the states
|10) and |01) would be degenerate for all @« = «’. The interaction caused by the
niny term will, if an overlap is created between the wave functions |10) and |01),
cause an energy splitting between these states. The Hamiltonian is solved nu-
merically and the eigenstates and energies of the system are found. The energy
eigenvalues are shown in Figure 6.3 with two different coupling capacitors. In
Figure 6.3(a) a smaller capacitance is used with charging energy E¢,/E; = 0.1,
and in Figure 6.3(b) a larger capacitance with charging energy E¢,/E; = 0.01. For
a = 1 the two qubits are degenerate and are presumably not interacting. When «
and o' in both qubits are simultaneously lowered, an energy splitting occurs.
From Figure 6.3 it is hard to conclude more than that the energy splitting between
the states [10) and |01) split in energy, and that the splitting and energies depend
on the coupling capacitor. In Figure 6.4 the splitting at & = o/ = 0.6 is showed
where the charging energy of the coupling capacitor is varied. It is easy to see
here that the splitting indeed gets larger when the capacitance is increased.

The previous discussion concludes that an energy splitting occurs between
the degenerate states |10) and |01). We model two identical qubits as two non-
interacting systems, by splitting the Hamiltonian in Equation (6.13) into H =
H, + Hp + H;,;, where A and B denotes the left and right qubit, while H;,, is the
coupling in Figure 6.2,
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Figure 6.3: The lowest four energies of two identical coupled Flensmon with
(@) Ecg/E; = 0.1 (b) Ecy/E; = 0.01. The energy of the ground state has been
fixed to 0. In both cases an energy splitting between [10) and |01) occurs. The
coupling capacitor between the plates sets the energies and how much they
split. The system with the large capacitor (b) has a larger energy splitting.

SEc
Eoo (s, + 2)

In Figure 6.5 the system is solved for each qubit by itself and then the eigenstates
of the full system is made with tensor products of the uncoupled system, |ij) =
li) ® |7). This system is solved using a large capacitance between the qubits,
Ec,/E; = 0.01, which as we saw leads to a larger energy splitting in Figure 6.4.
The six overlaps simulated in Figure 6.5 are the six different transitions that can
occur within the computational subspace of the two coupled qubits. The overlaps
tell us which transitions are allowed. The allowed transitions are only between
|00) <> [11) and |10) <> |01). The simulations are done with both Figure 6.5(a)
tunable junctions are lowered at the same time, and Figure 6.5(b) that only one of
the tunable junctions is varied. It is clear that in order to make an overlap between
different states, both of the junctions needs to be tuned to a value between o =
o' =0.5and a = o = 0.7. This feature allows one to only couple the qubits when
the tunable junctions are tuned simultaneously, and by only tuning one of them,

single qubit gates can be done without interfering with the other qubit.
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Figure 6.4: The energy splitting between |10) and |01) in a system of two identi-
cal coupled Flensmons with o = o/ = 0.6. The coupling capacitor between the

two qubits is varied, and a larger coupling capacitor between the qubits gives a

larger energy splitting.
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Figure 6.5: Overlap between different qubit states. (a) Barrier lowered in both
qubits at the same time. The overlap opens for transitions between |00) <> |11)
and |10) <> |01). (b) Only one barrier is lowered, the overlap does not open and
allows for single qubit operations without interfering with the other qubit.
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Chapter 7

Qubit readout

To use qubits for quantum computation, one needs to measure the state of each
qubit. This chapter will be a brief overview of how to readout and measure the
state of a qubit with good anharmonicity and non-degenerate energies of the
qubit subspace. One of the most used readout techniques is dispersive readout,
this is one option for the readout of the Flensmon qubit. Here linear resonators

are used to measure the qubit.

Dispersive readout

To measure a qubit using dispersive readout, the qubit has to be coupled to a lin-

ear resonator, in our case it is an LC-oscillator. A schematic is shown in Figure 7.1.

Il
11
Cs

Figure 7.1: The circuit used for a dispersive readout. Any qubit coupled capac-
itively to an LC-oscillator also called linear resonator. The qubit is a supercon-
ducting qubit truncated into a two level system with qubit frequency w,. The
resonator has frequency w, = \/?CTT , where the charging energy depends on the

. . 2 . .
capacitor in the resonator, Ec, = 57, and L, is the inductance of the resonator.
-

Here the qubit shown could be any two level system with non-degenerate

eigenenergies and with a good anharmonicity. The qubit is coupled to the oscil-
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lator capacitively. The qubit has qubit frequency, w,, and anharmonicity a. The

resonator has frequency w, = /£, where the charging energy depends on the
capacitor in the resonator, E¢, = %, and L, is the inductance of the resonator.

The qubit in Figure 7.1 is assumed to be truncated into a two level system
coupled to the linear resonator. In the RWA the Jaynes-Cummings Hamiltonian
[15,19,32-34] can be written for the system,

Hjo = %az +w,b'b+ g(ob+ 0 b7), (7.1)

where b and b are creation and annihilation operators for the resonator, g is the
coupling between the qubit and oscillator and 0. = o, £ i0,. The detuning be-
tween the qubit and resonator is defined to be |A| = |w, — w,|, and the dispersive
shift is defined, x = ¢?/|A|, if the qubit is a pure two level system. When the res-
onator and qubit are detuned from each other and g < |A|, the system is in the
dispersive regime. The Jaynes-Cummings Hamiltonian (Equation (7.1)) can be

approximated in the dispersive regime [15,16,19] to the dispersive Hamiltonian,

1
Hdisp = (Wr + X‘Iz)bTb + §wq0za (72)

taking the second excited state into account the dispersive shift is [15,19],

_ a1 ) 73
X rA|(1+|A|/a’ 7.3)

where ¢ = w;s — w, is the anharmonicity, with wy, the energy difference between
the first and second excited states, gy, is the coupling between the computational
subspace and the resonator.

The dispersive Hamiltonian in Equation (7.2) can be interpreted in two ways,
either as a shift of the qubit frequency induced by fluctuations in the photon
number of the resonator or as a pull by the qubit on the resonator frequency,
w, — wy £ x, where the pull is determined by which state the qubit is in. The
latter interpretation is used when doing a dispersive readout. If the fluctuations
of photons in the resonator are low, then a dispersive readout is possible by mea-
suring the resonator frequency and seeing if the peak is shifted by +y.

This scheme can be used to readout the qubit state of the Flensmonif the qubit
is in the regime where the energy eigenvalues are split. Depending on how large
an energy splitting is needed for the readout, « is adiabatically tuned to a value
between 0.5 and 0.7. The energy splitting depends on the coupling, between the
qubit and resonator. After readout, a is changed adiabatically back to o = 1.
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Chapter 8
Conclusion and Outlook

This thesis has explored the Flensmon qubit. The qubit has been characterized
by coherence times. The dephasing of the qubit is a problem in the single loop
Flensmon due to flux noise through the loop. To engineer a solution to this prob-
lem, another loop is made and by having two loops, the dephasing time due to
global flux noise has been increased. The dephasing due to local flux noise is still
a problem and is hard to improve in this qubit. However, with improvements of
the wires in the circuits, hopefully, the local flux noise from magnetic dipoles is
less significant. The qubit is designed to have a long depolarization time, and it
is indeed not the limiting factor. The anharmonicity of the Flensmon is also very
good, even in the single well limit where o = 0.5.

The Flensmon can be manipulated and measured. This thesis has shown that
by tuning o in the Flensmon one can split the eigenenergies and make it possible
to rotate the qubit in the Bloch sphere using a drive pulse coupled to the circuit.
By using IQ-mixing the state can be rotated around two different axes, and by
that make any single qubit gate. We have shown that by capacitively coupling
two Flensmonqubits we can entangle them. This generates a charge-charge term
between the qubits. Lowering « in both qubits simultaneously two wave func-
tions overlap. Within the computational subspace of the two qubits, the overlap
between [10) and |01) together with |00) and |11) becomes non-zero. The other
transitions are prevented as the overlaps are suppressed. By adiabatically lower-
ing « in both qubits a gate can be realized by driving the system. To manipulate
only one qubit at a time, only the a associated with that qubit is lowered. Then
one can do single qubit gates without affecting the other qubit. The readout of
the qubit is done by again lowering o and splitting the eigenenergies of the qubit.
This allows a dispersive readout by coupling the qubit to a linear resonator. The

state of the qubit determines how the dispersive shift affects the resonator fre-
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quency, and the state of the qubit can be measured. In the qubit gate and mea-
surement chapters, it has only been argued that the different techniques are ways
of doing gates and measurement, but the time of a gate or a measurement is not
done in this thesis.

The work in progress is a full proposal for the Flensmon. Here the coherence
times will be combined with simulations of single and two qubit gates. This anal-
ysis will include the leakage out of the computational subspace together with the
time it takes to make the simple gates proposed in this thesis. We will further-
more simulate the dispersive readout to estimate the readout time of the Flens-
mon. A more thorough analysis of effecient gates will also be conducted. Here
the thought is to use optimal control theory [31] whereby using the higher excited
levels we can make faster gape operations. Hopefully, the Flensmon will be in the
laboratory in the near future.

It would also be interesting to look into using the Flensmon as a tunable cou-
pler between two other qubits. It has the right properties when two Flensmons
are coupled together, and we might be able to use the same physics to construct

a tunable coupler.
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