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Abstract

Superconducting resonators used to build quantum devices can emulate harmonic oscillators. Their
energies match the energies in semi-conducting Double Quantum Dots (DQDs), that can emulate atoms.
Motivated by energy transport through systems of atoms and oscillators we studied theoretical systems
of double quantum dots and superconducting resonators. A setup with a chain of DQDs and resonators
was derived and transformed into a Transverse Field Ising model and further into a 1D spin-less p-wave
superconductor using a Jordan-Wigner transformation. With a Bogoliubov transformation a classical
solution to a single resonator field is found that minimizes the classical potential. Going to the imaginary
time path integral formalism it was possible to study many resonators and their collective excitations.
A classical solution to the resonator field was found for a single resonator and many DQD’s. In the
imaginary time path integral formalism, a saddle point equation is found for many resonators and DQD’s
and an approximate solution found in the fine tuned regime with weak coupling. It was shown that a
uniform solution solution could always minimize the action. Fluctuations around the uniform resonator
field are then studied and the spectrum and spectral function was found. From the spectrum the group
velocity could be estimated. In conclusion this study leads to an understanding of how coupling a chain
of DQDs to resonators will affect the resonator states. The finding of a dispersion relation gives an

understanding of the dynamics of the collective oscillator modes.
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Chapter 1

Introduction

1.1 Energy transport

The topic of energy transport is one especially interesting in the physics of biology. Davydov proposed a
quantum model to study the contraction of muscle fibres from the release of energy from ATP [1]. From
the model he found that a bosonic excitation accompanied by a local distortion could propagate down
one protein, the myosin filament, leading to a sliding movement along another protein, the actin filament,
which would lead to a contraction of the muscle fibre. The local excitations could propagate as soliton
waves without dispersion. The transport of energy is also relevant in a variety of other biological processes
including muscle contractions, DNA replication, neuro-electric pulse transfer and more [2]. Biology is
thus one subject where quantum transport models are of interest.

Where biology is made up of atoms and vibrations in the eV energy range, quantum devices use
quantum dots and superconducting resonators that can work in the peV energy range [3]. The quantum
dots behave as artificial atoms and superconducting resonators as harmonic oscillators. The building
blocks of biology and quantum devices are thus similar but work at different energy scales, and we could
hope to find interesting dynamics in these quantum devices too. Theoretical work on energy transport
in quantum systems is an interesting subject that is important to study as it has applications outside
quantum devices too.

This thesis will study systems of Double Quantum Dots (DQDs) and superconducting resonators
coupled together. The DQDs will be electronic two-level systems and the position coordinate of the
superconducting resonators will couple to the DQDs. First we will study the DQD chain and the effect
on the resonator. After that we will study many resonators and how energy might disperse through
the system. We will apply tools from many-body quantum physics and field theory to understand the

collective excitations of the resonators and the states of the DQD system.



1.2 Davydov’s soliton in a Transverse field Ising model

We now want to motivate the study of transverse field Ising chains coupled to coherent state resonators.

We start from the transverse field Ising chain:

H = —hZUf — JZJ?UﬁD (1.1)

with J and h the longitudinal and transverse fields. In the case of h > J

1.2.1 J small

For J < h we divide the system into a quadratic Hamiltonian and a perturbation:
HO = —]’LZO'Z'Z, (12)
i

with groundstate energy —hN = Ejy and groundstate |gs) = [[;[1); = -~~~ ®[1); @ [1);,, ® .... The

system is in the paramagnetic phase. We treat the longitudinal field as a pertubation:
V==Y oioh. (1.3)
i

An excitation to the non-perturbed ground state is a flipped spin where each flipped spin costs 2h energy.
The single flipped spin state will be denoted [i) = - ® [1);,_; [1); [T - = |- Tt ...). We want
to create a low-energy approximation where we concentrate on the subspace of a single spin flip. We
follow Lowdin theory [4] to generate an approximate Hamiltonian where the subspace of a single spin flip
is separated from the rest of the Hilbert space to first order in the perturbation. This will be equivalent
to the perturbation being allowed to move a single spin flip one position. Since J/h < 1 we assume that
the set of single spin flips, M = {|i),i € Z} only interacts weakly with the rest of the Hilbert space of
zero, two or more spin flips as these state are separated by and energy gap of order h. In the following

m,m’ € M and we find:
Hp, v = (Eg + 2h) 6 - (1.4)

We now look for the first order correction in J. The effect of the longitudinal term is to flip two spins

such that:
—IY ooy iy = =T (e W ) L AT ) A ) L) )
j
=—J(. M) FE D D M+, (1.5)
giving the first order correction:
Hyy = (] V [0

= _J<6m,m/—1 + 5m,m’+1> . (16)



To first order in J we thus have the following Hamiltonian for the system of a single spin:
H= Z i) (Eg + 2h) (i| — JZ<|1' —1) (i + i+ 1) <i|) + O((J/Rh)?). (1.7)

We see that the low-energy model is a simple tight binding model for the single spin flip, that can jump
to the nearest neighboring sites. We also notice that the single spin flip states do not interact with the

zero or two flipped spin states as the longitudinal field only flips pairs of spins.

1.2.2 h small
We also look at the ferromagnetic regime where h < J, where we have the unperturbed Hamiltonian:
Hy = —JZUfoH. (1.8)

The longitudinal term will favor spins aligned along x and ground state is two times degenerate. We will
assume the system spontaneously chooses one groundstate denoted by |gs) with energy —(N —1)J = E,.
The lowest energy excitation is a domain wall denoted by the position as |i) = |---+++———...)
where the — starts at position 7. The energy of a domain wall is 2J. |+), is an eigenstate of 0. The
transverse field can create or move domain walls similar to how the longitudinal field did to the spin flips

before. In the subspace of single domain walls we get:
Hp, o = (Eg + 2J)6m,m- (1.9)
Similar to before the effect of the perturbation is:
Vi+++——)==h(. [+ -+ —-—)+|++———)+|++++ )+ [+++—-+-)...)
=—h(..+—+——)+li-D+li+D+[+++—+—)...). (1.10)
The resulting Hamiltonian to first order in the interaction with Ey = E; 4 2J is then:

H:Zm Eq (i|—hZ(|z’—1> (i] + |i + 1) (i]). (1.11)

Again, we get a tight binding model for the domain wall case to lowest order in h/.J.

1.2.3 Coupling harmonic oscillators

We will now couple a harmonic oscillator position coordinate to the quasi-particle density with the

following interaction term:
Hine = 9> (ai+al) [i) (il (1.12)

The Hilbert space is then made up of |i) ® |...n;,n;41,...) where n; is the oscillator quantum number

at site ¢. This gives a Hamiltonian on the form:

H= Z(Eo +g (Cli + aj)) i) (i] — tZ(u —1) (| +]i+1) <i|> +wRZajai, (1.13)

where the hopping term, ¢, is the transverse field, h, if we work with domain walls, and the longitudinal

field, J, if we work with spin flips.



1.2.4 Davydov ansatz and equations of motion

Following the approach of Davydov [5][6] we work with the ansatz state:

ch )n) @ |a) = |9) |a) , (1.14)

where the state |n) is a spin flip or domain wall at site n and |a) = eZn(an]—aran) |0) is a bosonic
coherent state with |0) the vacuum state. The coherent state is an eigenstate of the annihilation operator,
Gy, With eigenvalue «,,. Coherent states are described in appendix [B] All time dependence of the ansatz
state is put in the complex factors such that the basis kets |n), that form a complete set, are not time
dependent but they reference the system from some time ¢3. Using the Ehrenfest theorem we find the
equations of motion for the coherent state:

ihdy (an) = ([an, H])

= ((g|n) (n] + wran))

= g|Cn|2 + wray = ihdy, (1.15)

where it was used that (a,,) = «,, due to the the coherent state. From this we find the equations of motion
for the resonators coordinates by adding or subtracting the complex conjugate. We define z,, = a, + o)

and p, = a,, — o, giving that:

ihZn = WRPn, (1.16)
ihpn = 2glc|® + wrn. (1.17)
As these are now just complex numbers we differentiate once more to get:
hQ
——in = 2g|cn|* + wrTn, (1.18)
WR
giving us equations of motion for the coherent oscillators. We then differentiate the ansatz state:
1hog | ¥ (t)) = thcn ) |n) ey + thcn |n) Oy ( n(a 'L“L*alan)> 0)

= H|U(1)). (1.19)

Evaluating 0; (eZn(a"&L_am"U is done as follows [7]: We define A(t) = > (an(t)a), — aj(t)an), an
operator that does not necessarily commute at different times. We also define B(t) = eA® and then

evaluate:
B(t + t) — B(t) = AUt —AD+AD) _ oA®) (1.20)

Using the Baker—Campbell-Hausdorff formula we split the first term:

AT =AM +A() _ LA(t+5)— A1) JA(E) ,— S [A(t+58)— A(1),A(1)] (1.21)



as the operators will commute to a number. We find:
[A(t + 0t) — A(t), A(t)] = [A(t + dt, A(t)]
= Z [on (t + St)al, — a (t + 6t)an, am(t)al — o, ()i
= Z(an(t + 0t (1) — ok (t + (St)an(t)) =CecC.
n
We confirm that the commutator vanishes in the limit of 6t — 0. We are then left with:
B(t +6t) — B(t) = (eA“”t)—A(t e 3C _ 1) AW,
We expand to lowest order in §t:
eAUTIN=AW) — 1 4 A(t + 5t) — A(t) + % (A(t 4 6t) — A()* + ...,
and use again to lowest order that A(t 4 6t) — A(t) = A(t)dt giving:
=1+ A(t)st + 0 (5t%).

For the next term we expand:

v|Q

|
|
2] Q

where we use that after a Taylor expansion:
C= Xn: <ozn(t +6t)a (t) — i (t + 5t)an(t)>
= Z( an(t) + an(t)dt) o, () — (ar, () + a:;(t)at)an(t)> +0 (5t%)
= ; (dn(t)ai(t) - di(t)an(t)) 5t + 0 (5t%) .

Collecting everything to the lowest order in &t we get:

B(t+ 6t) — B(t) = (A(t) - % > (an(t)a;(t) - a;(t)an(t)>> 5ter® 1+ O(5t2).

n

We then divide by 6t and take the limit of 6t — 0, giving:

et = 37 (6 (0340) ~ 50, — 5 |anl)ar0) - a5 (B (0] )2

n

This gives the Schrédinger equation on the ansatz state as:

(1.22)

(1.23)

(1.24)

(1.25)

(1.26)

(1.27)

(1.28)

(1.29)

3 a0 ) o)+ i816) 3 (0 D8L0) — (0 5 600050 — 5 0)0a(8)] ) o) = H ).

n



We would like to apply the bra (a| (n| to get an equation for the ¢,(¢). On the left hand side we get:

il (al (n| 8, |U) = ihé, + iﬁcn% 3 <am(t)a:n(t) — &% (H)am (t)>

m

= ihiéy, + cny(t), (1.31)

where we defined v(t) = ihi >, (c’vm(t)a:‘n(t) — o'z:‘n(t)am(t)). Using that (m|¢) = ¢, the right hand

side gives:
{a (n| H W) = (n] Z((Eo + g (am +ai) [m) e = t(|m) et + [m) emi1) +wrlam* Y ¢ |j>>
m J
= (Eo+ g (an+a}))en — t(cn—1 + Cnt1) + wrey Z lovn |2
= (Eo+ W(t)+g(an+a}))en —t(cn-1+ cny1), (1.32)
where we defined W (t) = wg Y, |an|?. Collecting the left and right hand sides we get:
ihén +v(t)en = (Bo + W(t) + g (an + ) e — t(cn—1 + cny1)- (1.33)
We define:
en(t) = e?De (t), (1.34)
with the global phase 6(t) = & fioo (Eo + W(t) — v(t) — 2h) dt, which gives:
ihgn = g (o +03) b — t(Sno1 = 200 + Snt1)- (1.35)

Combined with (1.18]) we get the equations of motion:

ihﬁi)n = gTpnPn — t(¢n—1 — 20 + ¢n+1)7 (136)
. ,
——&, = 2glen|” + wrTp. (1.37)
WR

We now assume that the LHS in (1.18)) is zero. This could be due to & = p representing the magnetic

flux change in a superconducting resonator being small compared to the electric potential. This gives the

solution:
29
Tp = _7|¢n|2
WR
g 292 2 2
= ih¢n = ———|on|"Pn — 10, 6n, (1.38)
WR

where we used the discrete (6n = 1), 02, = h(¢n,1 — 2¢n + ¢n+1), only really valid in the continuum

limit. We have thus arrived at a non-linear Schrodinger equation for the spin flips or domain walls. We

wprt

now define $7%
g

= 0 and get:

h -
'qusn + Uo_1|¢n|2¢n + (¢n—1 - 2¢n + ¢n+1) =0. (139)



According to [5] we find an approximate stationary solution when op > 1 and N > 1 as:

|6n|? = —sechz ("‘”O). (1.40)
g0

40’0

The limit of o9 > 1= = — > 25 g . To get to the low energy model we already assumed that ¢ was small
so we must also assume that the 1nteract10n term between the harmonic oscillator and spin flip or domain

wall is even smaller in terms of wg.

1.2.5 Time evolution of the ansatz state

We define the time unit ¢ = h/thoppmg. Using % ~ % gives:

dt

- (1.41)

Dnjtydt = Pyt + 1 (Uo_1|¢n|2¢n (-1 — 20, + ¢n+1))

and defining 7 = 1, we require thoppingdt <K 1. Setting thopping = 1 we require 6t < 1. The only
parameter left is oy = g % which is large for weak couplings and small for strong couplings. We simulate
the system, where an initial excitation is placed at the first site, meaning ¢, (¢t = 0) = d,,. The boundary

conditions are taken such that:
ot

hopping

G0,i46t = ot + 1 (Uo_l|¢0|2¢o + (1 — 2¢0)) (1.42)

Time evolution of an initial excitation atn=0
=3.5 =0.5

01 1.00
10 A 0.75
+ 0.50
20 A
0.25
30 A
0.00

n n n

Figure 1.1: Simulation of finite system of 30 spins in weak and strong coupling regime. Color indicates

the probability of the excitation to be at site n as |¢,|*.

For strong coupling, o 1> 1, the excitation is stationary and localized around the initial ng = 1. For
weak coupling, o ! < 1, the initial excitation travels along the chain with minimal dispersion. For
couplings in between, the excitation is less strongly located at ng = 1.

Even this very simple system consisting only of a low-energy tight binding chain coupled to harmonic
oscillators was shown with simple methods to exhibit interesting collective phenomena. We will go on to

study resonators coupled to double quantum dot chains that can be transformed into spin chains.



Chapter 2

Quantum Ising model from quantum

dots

2.1 Double quantum dot chain

We imagine having a chain of DQDs with a single electron on each DQD that can tunnel between the left

and right site on the DQD, but not between DQDs. The DQDs interact capacitively with each other.

Figure 2.1: Chain of DQDs

Each DQD is represented as a lattice site, with the total number of sites in the lattice being N. The
lattice spacing is a, which is the distance between the DQDs. The length of the DQD chain is then
L = Na. We take a = 1 throughout this thesis. The DQD sites are represented by L and R for left and
right. The detuning between the left and right site in each DQD can be adjusted with an electrostatic



potential from a local gate. The Hamiltonian for this chain with periodic boundary conditions (PBC) is:

L
A,
Hy=Y" (2 (@} vt = df gdrr] =t ] dpn + df dei] + AU, 1] nd] +17Ldr+17L>. (2.1)

r=1

The first term in the Hamiltonian represents a detuning in the DQD at site . The second term represents
the hopping matrix element in a DQD at site  and the last term represents the Coulomb interaction
between DQD at site r and r+1. Due to the PBC we require d14.1,o = d1,o. We want to connect the DQDs
to a resonator mode that is modeled as a harmonic oscillator. The resonator interacts capacitatively with
the DQDs. We imagine either coupling the resonator to one of the sites on the DQD or to the hopping
matrix element as shown in figure . Resonators and their coupling to quantum dots are described in

appendix [C]

Th s
1

Figure 2.2: Resonator-DQD couplings. On the left is a resonator coupled to the left site of a DQD

density
Hint

represented with a term in the Hamiltonian = g (at +a)dldy. The right is a coupling to the

int

tunneling matrix element. This is represented by the term HI'PP'"™9 = g (a' +a) (dTLdR + dde).

We then imagine coupling a resonator to each tunneling matrix element in the DQD chain. This will add

a resonator Hamiltonian: :
H, = Zwr(ziar7 (2.2)
r=1

and we will have an interaction term between the resonator modes and the DQD tunneling matrix

elements: ;
Hglotpping — Z gr (ar + ai) (di,Ldr,R + dLRdr’L) . (2.3)
r=1

This coupling was chosen as it will later allow us to get to a quadratic model. The full Hamiltonian is
then:
H=Hy+ H, + Hjpy. (2.4)

The chemical potential is adjusted such that there is only one electron in each DQD. The Hilbert space of

each DQD is now two-dimensional and we can write it in a basis of one electron on the left or right site:



{IL),,|R),}, with di L/R |0) = |L/R),. Since the Hilbert space is now two-dimensional we can represent
operators on the space with Pauli matrices. We define the vectors of the two-dimensional Hilbert space
as eigenstates of the o*-operator such that o7 |L), = |L), and o7 |R), = —|R),. This gives the Pauli

matrices at each site of the DQD chain as:

5f = df s~ dl o,

oy = dI,Lan + dI,RdT,IA

0¥ = —id! ;dy.p +id] pd,. L.
Since the DQDs are distinguishable the operators commute at different sites:
[a;},af/] =0 r#£7. (2.5)
On the same site we can make use of the Pauli matrix relations:

B

7] = 2ieqpy07, (2.6)

«
[O’T , O

where €,y is the Levi-Civita epsilon. To mimic particle creation and annihilation operators we define

raising and lowering operators and require o, |R),. = |L), and o, |L), = |R),:
of =dl  d g, oy =dl g1, (2.7)

and it is seen that:

ol f34
J;t _Ir Tty (2.8)
2
These operators anticommute on the same site, but they commute on different sites:
{of,ont=1 , r=1 (2.9)
[O':_,O';] =0 , 71757'/ (210)

That they commute on different sites is seen, as the single fermion operators anticommute on different
sites. To derive the anticommutation on the same site we use that the Hilbert space is two-dimensional

and the following two identities:

[AB,C] = ABC — CAB + (ACB — ACB)
= A{B,C} — {A,C}B, (2.11)

{A,BC} = {BC, A} = ABC + BCA + (BAC — BAC)
= [A,B]C + B{A,C}. (2.12)

10



On the same site where r = 7’ the raising and lowering operator will anticommute to one:

{o%,07} = {d}dp, ddy}
= [dLdn, di| dy + df {ddn,d. }
= df {an,dly} ar — {al, di} dndy + di; [dr,a}| dn + dfya] {dr dr}
=didp + (1 —2d}dp)dLdg
=1. (2.13)
To get to the last line we used that the Hilbert space of each DQD with one electron is spanned by
{|L),|R)}, such that the state of each DQD can be written generally as |¥) = «|L) + 8 |R). It is then

found that:
(dTLdL + dgdg) W) = |O) = didp, + dhdp = 1, (2.14)

and

db dpdhdg @) = 0. (2.15)

This shows that the spin raising and lowering operators do not behave as either fermions or bosons.

Before we can rewrite the Hamiltonian fully in terms of spins we use that:

d;r-,LdT,L + dj«,Rdr,R L dI,LdnL - dj«,Ran

i dr =
r,LYr,L 2 9
1407
= r 2.16
o (2.16)
where again it was use that dEdL + d%dR = 1. Similarly we have 1;Ui = dTRdR. The detuning and
hopping term is straight forward and for the interaction term we get from (2.16)):
1407 1—-o0f
dj« RandI-s-l Ld7‘+1,L = - 1
: ’ 2 2
1 z z z __Z
=1 (1+ |07y —0f] —ofoiyy). (2.17)

We can now write our DQD chain Hamiltonian (2.1 in terms of spin operators operating on the two-
dimensional Hilbert space of each DQD:

M=

A,
Hy, = {2Jf —tror +Uryi1r ([UiJrl - Uﬂ - UfJiJrl)}

r=1

L
A
= Z { (; +Uppoq — UT+1’T> of —troy + UT+17TO'7%U§+1} , (2.18)
r=1
where the constant energy term Zle U, 41,r is neglected since it only contributes with and overall phase.

The interaction term ({2.3)) is now:

L
Ho#Pm9 = " g" (a, + af) o7 (2.19)

r=1

11



The resonator Hamiltonian is unchanged. If we had chosen to couple to the DQD densities we would get
an interaction term on the form:

L
Hid;tnsity _ Z gg (ar + ai) 0-:_ (220)

r=1
To get a transverse field Ising (TFI) model where the transverse field is in o, we rotate our Hamiltonian
by applying a unitary rotation in the Pauli matrices. A general rotation of the Pauli matrices is written
as R%(A) = ¢'%°" which rotates the spin at site r by and angle # around the a axis. We use that
9 _a

RY = cos31 + isingo;

50, when calculating the effect of the rotation.

~ U:k

L 4

RI(x)

O'X

s

Figure 2.3: Rotating —7 around o¥

RY(5F) = e~"297 is a rotation around the Pauli y-axis resulting in:

or >0l , ol — —or. (2.21)

lfia_?
V2
to the Hamiltonian H' = UTHU. The unitary operator does not depend on time so the Scrédinger

This can be shown by applying the unitary operator U = Hle RY(-F) = e IE X0 = Hle

equation is left unchanged as the partial derivative with respect to time will be zero. Only the state will
be transformed as 1) — ¢/ = UTy. We end up with a rotated Hamiltonian on the form:

L

A,
Hy=Y" { <2 +Uppo1 — UTH,T) of —trof + UT+17rcrfaff+1} , (2.22)
r=1
) L
H" =3 ghar +a)o?, (2.23)
r=1
) L
H'?;?Slty =— Z g(a, +al)o®. (2.24)
r=1

Longitudinal terms with a single o® will break the Zy symmetry of the system. The Zs symmetry is the

symmetry under flipping spins. The parity operator is defined as:

L
P=[lnr:m =0 (2.25)

12



The parity operator flips the x and y-spins since o?c™Y0* = —o™¥ and leaves the z-spins unchanged.
The parity operator is its own inverse P~ = P since (0,?)2 = 1. Without the longitudinal field we would
have [H{,P] = [Hgftp ping ,77} = 0. From quantum mechanics we know that H’ and P then possess a
common eigenbasis. The parity operator measures whether the number of spins flipped is even or uneven.
A state with even(uneven) parity will have eigenvalue 1(-1). This means that the system will be block
diagonal in parity and have eigenstates that live in either the even or odd parity subspace. We see that
by considering an eigenvector of P |A) = A|A). We have from [H,P]|\) = 0 = AH |A\) = PH |)\), that
H |)\) is also an eigenvalue of P with eigenvalue A. If a vector |A) and H |A) both have eigenvalue A we
then conclude that H must be block diagonal in parity. To get to the usual 1D spin model notation we
define the fields:

A,
h: = (2 + Ur,rfl - UT+1,7‘> ) hi = tT’ J"‘? = Yr+lrs (226)

such that our DQD chain Hamiltonian becomes:

L
Hy==Y"(J2o2o? ) +hio? + hio?). (2.27)

r=1
The DQD Hamiltonian is now a transverse and longitudinal field Ising model. This model is in general
not integrable except for the specific case when the system has no disorder, h* = J* and h* — 0 [§].
The resonator Hamiltonian is unchanged since the transformation does not effect the resonator operators.
In the case of no longitudinal field, h* = 0, we get the TFI model, which is an integrable model (not
considering the resonator interaction so far). For hZ = 0 we get a classical 1D Ising model. We solve
the TFI model by applying a Jordan-Wigner transformation, mapping the spins to non-local spinless

fermions|9].

2.2 From transverse field Ising to spinless fermions

2.2.1 Jordan-Wigner transformation

The Jordan-Wigner transformation maps the local spins to non-local fermions. We define the fermion

number operator:

1 . z
e, = —r (2.28)
2
that is either zero or one. We then define the string operator:
r—1
L, = 0]‘7’
j=1
r—1
= (1 — 2c}cj>
j=1
= (—1)Zis e, (2.29)



where it was used that 1 — 2cfe = (—1)070, with —1 if the site is occupied and 1 if not. It is worth
mentioning that £2 = 1, £l = £, and also that [£,,cF] = 0, since the spin-operators commute on

different sites. With this we define the creation operator:
er-' — U;£T7 (230)

and the annihilation operator follows from complex conjugation. The spin operators are given as o, =

L,ci. This gives the correct fermion statistics as the fermion operators anticommute on different sites:

{ci,cs} = 0. (2.31)

The number operator is cfc, = 1_20i. Using ([2.8) we calculate o7:

x

— 5t -
Op = 0y +Ur

=L.(cf +¢). (2.32)
We now want to find the interaction term, ooy, 1, in terms of the fermion operators. We get from :
0ror 1 = Lo(cf+ Cr)£r+1(cj-+1 + cra1)- (2.33)
We have £2 =1 and [£,,¢,] = [£,,cl] = 0 such that:
070ty = (e + )L Lyar (el s + o). (2.34)
Using that [07,07] =0 for r # s and (O']Z-)Q = 1 such that £, L,41 =07 =1— 2clc, we get:

OOy = (ci +¢) (1- 2cle,) (CI_H + Cr+1>

= (c;r —c) (c,._H + CI_H) . (2.35)

In the fermion operators we get anomalous terms that do not conserve particle number but conserve

parity. The Jordan-Wigner transformation can be summarized:
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For the Jordan-Wigner transformation we defined the string operator:

L.=1]Jo: (2.36)

cd=07L, cr = oy Ly (2.37)
Which enabled us to transform the spin operators:

or =L, (CI +CT) ,

02 =1-2clc,. (2.38)
With these we could get the spin-spin interaction term in the Hamiltonian on a quadratic form:

ofol = (cf —cr) (Cr+1 + CI+1> . (2.39)

2.2.2 Mapping spins to fermions

To get the TFI model from (2.27)), we require that h¥ = 0. We also need to have the resonator coupled

to the tunneling matrix element as described by (2.23]). One way to get h* = 0 is to require the Coulomb

interaction to be uniform, such that U,y;, = U = h¥ = AQ Then we would also have to require the

detuning to be zero. In the more realistic case the system is not uniform. We could then adjust the
detuning locally at each site, such that it is equal to the capacitance between the neighboring DQDs.
That would give % = Upt1,, — Upp—1 resulting in A7 = 0. There could therefore be a physical way of

achieving a TFI model in a lab with a chain of DQDs.

R
T .
L v v
Glaie L i
ra)L r=3

U

[ |
B

Figure 2.4: Chain of DQDs with a single resonator coupling uniformly to all DQD hopping elements
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We will work with a uniform DQD chain with a single resonator coupling uniformly to all the DQD
hopping terms. The system is shown in figure We take J* — J, h? — h and g" — g and the
detuning is adjusted such that A = 0 to get a uniform TFI model. The physical chain will have PBC

such that of ; = of'. This results in a Hamiltonian in terms of spin operators:

L L
HIFE = —JZUfoH - hZaf,
r=1 r=1
L
H}YP =g (a+a")d of (2.40)

r=1
H.=w RaTa.
Remembering that the spin system is rotated, a spin in ¢* corresponds to —¢” in the physical system
according to (2.21)). Inserting ([2.38)) and ([2.39) into this Hamiltonian gives a Hamiltonian that is quadratic

in terms of the fermion operators:

L L—1
H = wgala, — Z (h—gla" + a]) (1 —2clc,) — JZ (cf —er) (CT+1 —l—cIH) — Jojol. (241)
=1

r=1
The last term comes from the PBC for the spins. The other terms give the Hamiltonian for open boundary

conditions:

H = Hopc — Joto®. (2.42)
To work out the last term in terms of Jordan-Wigner fermions, we consider the boundery conditions. We

have o707, = ofof, due to the PBC. From the Jordan-Wigner transformation we find:

Lr =[] -2c¢)

= £L+1(1 — 2CECL)~ (243)

The string operator L1 measures the parity of the number of fermions in the system, as L£r,1 =
(—1)Ef=1 % = (=1)¥, which is equal to . This is the same operator as the spin parity and we have
shown that the eigenstates of the Hamiltonian will also be eigenstates of the parity operator. P will have

eigenvalues +1 depending on the subspace we are in. The boundary terms give:
ool = ,CL(CE + cL)Ll(cI +c1)
=P(1l- ZCj—JcL)(CE + cL)(c]{ +c1)
=-P (CTL - cL> (cl + ci) . (2.44)
The Hamiltonian then becomes:

H=Hopc+PJ (cTL - cL) (q + ci) . (2.45)
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The P can be removed by considering the boundary conditions of the fermions:

O’ZH =Lrti1cn+1 = Per+
= 0’1’_ = Cl
= CL4+1 = 7301, (246)

which when inserted into the Hamiltonian gives:

= Hope + JP (e}, = 1) P (erpn + ey ). (2.47)

Evaluating P (CTL — cL) P is quick if we just consider that cTL —cp = —iLy, (ia; — iaf) =—ilro]. P

commutes with £ which gives:
L L
P (CTL - CL) P=—ily H oioy H or
j=1 k=1
= —l—iACLO'%
:—@}wﬁ, (2.48)

where it was used that the spin-operators commute on different sites and they anticommute on the same

site. We then have the Hamiltonian:

H=Hopc —J (CTL - CL) (CTLH + CL+1)
L L
=wra'a — Z (h—gla' +a]) (1 —2clc,) — JZ (cf —cr) (CT_H + cI._H) ) (2.49)
r=1

r=1
where the fermion boundary conditions depend on the parity operator P through (2.46). We have shown
that the Hamiltonian without a longitudinal field is symmetric under the total fermion parity P and we

can project it onto an even or odd subspace using the projectors:

1+P
Peven/odd = 9 (250)

Since P? = 1 we have men/odd = Peyen/odd Which shows that P,,ey /044 18 indeed a projector. We can

now project the Hamiltonian living in a 2” dimensional Hilbert space onto an even or odd parity subspace

of dimension 2L-1:

Heven/odd = Peven/oddﬁpeven/odd
1+£P -
_ PP
2 2
_ H+PHP - PH - HP
B 4

= -H-Peven/oddu (251)

where in the last equation it was used that PHP = H since they commute. The can thus be written in

block diagonal form:

- H, 0
i even . (252)
0 Hqq
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The even and odd subspace Hamiltonian is just but where the Hilbert space it operates on is
made up of only even or odd parity states in the Fock space. It is now possible to work out the fermion
boundary conditions. Understanding that the Hamiltonian will operate on either an odd or even parity
subspace we define a test vector, | f), that belongs to one of those subspaces such that P |f) = p|f), with
p = £1. We commute P through c:

Pe, =(1-— 20101) (1= 2CTLCL)CT
= (1—=2cler) - (1=2cfen)ep - (1= 2cTLcL)
=(1- 20{61) N O 2CTLCL)

L

=c, H(l - 26;-01'). (2.53)

J#T
The boundary condition from ([2.46|) is generalized to:
g :_-&-L =0r
= £T+LCT+L = Ercr

= ¢rir = Per, (2.54)

. FL-1 L 14L .
where it was used that £, = H;; 0% = Hj:1 of H;:Lil of, then since 07, | = 0, we get L, =

PL,.. Applying |f) on the boundary condition equation gives:

L

Per|f) = e [J(1 - 2cke)) 1) - (2.55)
J#r

The site 7 is either occupied or not. If cl.c, | f) = 0 we have:
Pe, | f) =0, (2.56)

and the boundary condition is not important. If the site is occupied, then H]L #r(l - 2cj-cj) will measure

the opposite parity of P since one less fermion is present, giving:

Per |f) = er(=1)N )
= —Crp ‘f>

= Pc, = —pc,., (257)

where it was used that |f) is an eigenvector of P with eigenvalue p = +1 since it lived in the even or odd

subspace. Therefore we get the boundary conditions:
CriL, = —PCp. (2.58)

If the fermion parity is even with p = 1, then the fermions in that subspace will be required to have
antiperiodic boundary conditions (APBC). If on the other hand we are in the odd parity subspace the

fermions are required to have PBC. This will affect the Fourier transform.
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2.2.3 Fourier transform

With the system being translationally invariant we look to perform a Fourier transformation. We will

assume that we have an even number of DQDs. We define the Fourier transformation:
1L
—ikr
= —— e ""c
voP S
1 -
= Cp = ﬁ Z e“ﬂ Ck. (259)

k

The wavenumbers, k, of the Fourier transformation depend on the boundary conditions through the
fermion parity of the system as given by . If the fermion parity is odd with p = —1, we have PBC
¢r+r = ¢p. This gives from that el = 1 = kL = 27n with n an integer. When the number of
sites, IV is even, it is convenient to choose k for PBC such that:

2 N N
p:‘1:>’C0dd:{k:m,n:1_27"'70"'72}'

7 (2.60)

Except for the k = 0, 7, all wavenumbers have a negative partner —k. If the fermion parity is even with

p = 1, we have APBC cp; = —c;. Following the same approach gives e’*/ = —1 = kL = (2n — 1)«

with n an integer. It is convenient to choose k for APBC such that it is symmetric around 0:
2n — 1 N
p:1:>lCeven:{k::|:(nL)7r,n:1,...,2}. (2.61)

N

Ty 00 % but makes summations easier when working with

This is equivalent to choosing n =1 —
terms of both k and —k. For even parity all wavenumbers have negative partners. It was assumed that
N is even.

If an uneven number of sites was chosen, then K,qq = {k; = %’Tn , n= —% ..., 0, %}, so only
k = 0 is unpaired. For the even case a k has an unpaired partner too. If we choose

n:—%...,o,...% Wegetheven:{k: Q”L_lw7 nz—%...,O,%} which leaves the k = —7

unpaired with a negative partner.
For both APBC and PBC we have the relation 3 Zle elk=k)r — Ok,k. By Fourier transforming
the Hamiltonian (2.49)) we arrive at:

H=wra'a+ Ng (aJr +a) + Z{(Qh —2g [aT +a]) c;rgck
k
- 2Jcos(k)czck — i Jsin(k) (CLCT_]C + ckc_k) } (2.62)

To get the isin(k) term we insert (2.59) into (2.49) to get:

L
1 ) Iy ) ,
Z (CICj«H + Cr+107'> - N Z Z (eﬂkreﬂk (T+1)C£CL + etk TCka'>
r=1 k,k' r=1

- )
(5k1,k1672k CLCL, + 5k’,k/elkckck/>
(e““clctk + eikckc,k) .

R
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The delta function will pick k¥ = 0 and k = 7 as their own negative partners. This is seen as ) . . e~ i 0+Kr
is zero unless k' is also 0 and similar for ), e —ilm+k)7 with k' = 7. The wavenumber — is not an element
in the k-space. Since two fermions are annihilated or created with the same momentum, the £ = 0,7
terms will be zero in the sum over anomalous terms. Making use of the operators anticommuting, we can

subtract 0 = Q{Ck,ck/} =z {CL, ck,} thus getting:

1 . ,
= Z { (e““cJr cT echT_kcL) + 3 (e’kckc,k - e’kckck)} ,

k

and upon changing dummy index on half the terms so k — —k we get:
. 1 . .
_ Z{ e~k _ zk) Cikci + 3 (e—zk o ezk) Ckck}

= —125111 (c kck +c_ kck> (2'63)

Splitting the sum into one for positive and one for negative ks give:

zJZsm c_pcr = 1J <Z sin(k)c_gcx —I—Zbln c_ k%) (2.64)

k>0 k<0

Changing the dummy index from k — —k and using the anticommutation relations gives:

=iJ <Z sin(k)c_gex + Z sin(—k)ckc_k>

k>0 k>0

=2iJ ) sin(k)c_pcx. (2.65)
k>0

We can then write a Hamiltonian for £ > 0:
H;, = [2h —2g [aT + a] — 2Jcos(k)] (chk + cT_kc,k) — 2iJsin(k) (ckc,k + chT_k) ) (2.66)
Using the sets defined in (2.60) and (2.61) we define the positive k-values as:
2n —1 N
’Cetjen_{k: I 7T,n=1,...,2}

2n N
Ki,= {k;_L ,n:1,...,2—1}, (2.67)

such that the Hamiltonian (2.62)) can be rewritten for even parity as:

even

I:[even = OJRG, a+ Ng Z Hk, (268)

and for odd parity we include the k = 0, 7 terms:

+
Kodd

Hogg = wra'a + Ngla + a,T] + Z H, + (Qh — 2g[aT +a] — 2J) c(];co
k

+ (2h —2gla’ + a] + 2J) cler,  (2.69)
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where the difference in the sign of 2J due to k being 0 or 7 in cosk and sink = 0. To ease notation we
define:
Hox = (2h — 2g[a’ + a] — 2J) cheo + (2h — 2g[a’ + a] + 2J) clcx. (2.70)

Preparing for a Bogoliubov transformation we rearrange the fermion operators such that Hj can be

written as two by two matrix. We then also define the vector E'L = (c;i, c_r). Rearranging gives:

’Cj/o }C:r/o
Z Hy = Z {[2h —2g [a’ + a] — 2.7 cos(k)] (chk + cT_kc,k) — 2iJ sin(k) (CLCT g — C— ka)}
k k

= i/:o { 2h — 2g [a' + a] — 2. cos(k)] (c%ck —c gl + 1) — 2iJ sin(k) (CECT g~ C— ka)}

(2.71)

Evaluating the term with no fermion operators gives:

K:e/o ]Ce/o e/o K::/o
Z{Qh 29[T+a]f2jcos 722h722 a+aT)72JZcos(k)
k
zc+ ;c*

e/o e/o

—2Zh—2z a+a') (2.72)

)C+
where it was used that >,/ cos(k) — 2 [ cos(k)dk = 0 or it can be seen since cosine is odd around
]C+
%. The sum 23, /° h is equal to Nh for the even parity Hamiltonian and h (N — 2) for the odd. We
can subtract Vh from the full Hamiltonian, since that only amounts to a global phase, and then have an

extra —2h on f[odd. The rearrange Hy, is now:
H;, = {[Qh —2g [aT + a} — 2Jcos(k)] (CLCk — c_ch_k> — 2iJsin(k) (CLCJ‘_,C — c_kck)} . (2.73)

The even Hamiltonian (2.68)) is then:

Kt

even

I:Ieven—WRaa"‘Nga‘i‘a +Z Hk_2g a—l—a})
k

Kdoen
= wra'a + Z H,. (2.74)
k
For the odd Hamiltonian we get:
’ded
H,4q = wra'a + Ngla+ a'] + Z (Hyj, —2g [a+a']) + Ho » — 2h
k
N ]Cu+dd
=wra'a+ Ng[a +al] -2 (2 - 1>g la+a'] + > Hj+ Hox—2h
k
Kjdd
= wra'a+ 2gla+ a'] — 2h + Z Hj, + Ho x (2.75)
k
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We can absorb the loose —2h + 2gla + a'] into Hp  such that:

Hé,ﬂ =—-2J (cgco - cjrcﬂ) + (2h —2g [aT + a]) (cgco + chcTr - 1) , (2.76)
giving:
K::dd
Hoga = wrala+ Y Hy+ Hj . (2.77)
k

H ,’c can then be written in matrix form:

2h —2g [af -2 —2iJsi
i~ (cz c,k> h—2g[a’ + a] — 2Jcosk iJsin(k) Ck (2.78)
2iJsin(k) —(2h —2g [a +a] —2Jcosk) ) \c,
We define
ap = 2h —2g [aT +a] — 2Jcos(k),
Br = 2Jsin(k), (2.79)

for ease of notation. We define 7; as Pauli matrices on the the two-dimensional space of the Hy matrix. We
can not get further diagonalizing this matrix as there is no inverse to the boson creation and annihilation
operators. If we integrate out the bosons, the matrix can be diagonalized by rotation in the {7, 7,, 7.}

space with a unitary transformation. Using the fermion vectors defined by:
g =(cer . @= , (2.80)

we have Hj, as:

Hy, = EL (0Ts + BrTy) Ci- (2.81)

2.3 Coupling a coherent resonator to the uniform TFI

Since the term a 4+ a in B is not invertible, we can not simply diagonalize the Hamiltonian even if it is

quadratic in the fermion operators.

2.3.1 Integrating out the bosons

To diagonalize the Hamiltonian we assume that the bosonic system, the resonator, is prepared in a pure
coherent state such that pr = |®) (®|. The coherent state has average photon number N = (afa) and is an
eigenstate to the annihilation operator a |®) = ® |®). This might not be an unreasonable approximation
since a resonator coupled to a classical feedline will be in a coherent state as shown in Appendix [B] Since
® is a complex number we have (®| (a + a') |®) = 2Re [®]. We integrate out the bosons:

1 ~ -
Hog = ETrr |:PHodd/even} = <@| Hodd/e'uen |(I)> . (282)
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For ﬁevm we then get:

Kyen
Hepeneps = wrl®® + Y (B Hy|®), (2.83)
k
and for ﬁodd we get:
K::dd
Hodgeps = wr|® + Y (B Hy |®) + (P Hy . |®). (2.84)
k

The average (®| Hy - |®) gives:

(O|Ho r |®) = —2J (cg)co - c;rrc,r) + (2h — 4gRe [®]) (cg)co +cler — 1) . (2.85)

After integrating out the bosons, the §; in Hj, that before had bosons operators in it, now only depends
on the complex number ® as (®|f; |P) = 2h — 4gRe[®] — 2J cosk. The matrix (®|Hj, |®) is now

diagonalizable. To do so we introduce the rotation in the Pauli matrices:

e 0 0
R.(0) = ¢ = cos 511 —dsin 57 (2.86)
that rotates a Pauli matrix around the 7, axis by #. The matrix in (2.81) makes an angle tan 0y = g—’;

with the 7, axis so we rotate by ;. The rotation is unitary such that R, (6)" = R7(6). Inserting unities
gives:

(®| Hy, |®) = & RE(0k) Ry (01) (T — By ) RE (1) Ro (61) G, (2.87)

with EL = (cL c,k). The rotated matrix is found as:

0k P . 0 P
cosZE  —isin 2k ap  —if cosZk  {sin 2
2 2 2 2

R (0k)(oxT — Brry)RL(OK) = | y , ' . S =M. (2:88)
—isin=f cos = 1By —ag ising*  cos

Calculating the off-diagonal elements give:

0 0 0 0
M 2 = —2ay, cos ?k sin 2 + 1B (0052 Ek — sin? 2)

= —ay sinf + iy cos b,

2
where it was used that sin z = 2 cos % sin% and cos? %—sin2 % =1-—2sin? % =1-2 (1 / H%) = cosz.

The sine and cosine can be carried out using sin (arctan(z)) = 7= and cos (arctan(z)) = \/11_7 The

two identities can be proven by drawing a right triangle with angle 6, adjacent side of length 1 and

opposite side with length x. The off-diagonal elements are then found to give:
Br

o ; 1
M172 = —Z.Oékik + Zﬂki =0.
LB 1 (B
By repeating the calculation it is found that also M, = —M; 2 = 0. The diagonal elements are found

to be:

My 1 = aycosby + B sin Oy,

= ot + &

= \/(Zh — 4gRe[®] — 2J cos k)? + (2] sin k).
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This is defined as:

E, = 2\/(h — 2gRe[®] — J cosk)? + (Jsin k).
The other diagonal is found to be M 2 = —F),. The rotated matrix is thus diagonal:

i Ey 0
Re(01) (= — Biry) R, (6k) = — M.
0 —-Eg

The energy is seen to be symmetric in k, Ey, = F_;. We rotate the fermion vectors:

cos%’“ —isin%’“ Ck
R (03)G, =
a:( k)Ck 0 0 §
i Yk - Zk

isin 3 cos 3 c_y

_ Vi

= k =
t
V-k

(2.89)

(2.90)

(2.91)

The new operators still obey Fermi statistics. To show that they are fermions we first need to note that

0_; = —0;. Using that v, = cos @ck —1sin e—kci we work out the anticommutation:
g 0 2 2 C—k
0 0 O 0,
{'yk, 'y};,} = {cos %ck — ¢ sin ?kcik, cos %CL, + 7sin ;ck/}

0 O 0 0,
= COS Ek CcoS ?k(;hk/ + sin Ek sin Ekak,k’ = 5k,k’~

In the rotated basis the fermion contribution is thus:
R 2 U
(®| Hy, |®) = 7] o
0 —E
= Ek'yli')’k - EW—WL@
E., FE_,

= Evvjye + Bl v-e — 5 T 9

1 1
= Ey (7,1% - 2) +E g ('YT_k'Y—k - 2) ;

where the anticommutation was used and By = F_, = F_, = =& +
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The term Ho . (2.70) from the odd parity Hamiltonian should also be written in the new basis. We

had 6, = arctan
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Figure 2.5: The energy spectrum Ej and —FE}, as function of k in the case of g = 0. If g # 0 the A would
be shifted.

For both £ = 0 and k¥ = 7 we have By—o . = Jsin(0,7) = 0. For oy we have

k=0, = h — 2gRe[®] £ J. Except for the case of h — 2gRe[®] £ J = 0 we have 0y, = 0 such that:

(2.92)



If however we are in the fine tuned case where h — 2gRe[®] £ J = 0 we need to be more careful. In the

case where h — 2gRe[®] = J we have for the term %:

im Jsink ~ lim sink
k—0 h — 2gRe[®] — Jcosk  k—0 1 — cosk
cosk
= i 2.
o0 sk O (2.93)
by using L’Hospitals rule. Similarly if h — 2gRe[®] = —J we get the same for k¥ — w. We have that

arctan(0) = 0, and arctan(oo) = 7. Following this recipe we find that h —2gRe® = J results in:

N
co — icg
= ) T = Cr, 294
Yo 7 g (2.94)
and we get that 'yg = 17p. In the case of h — 2gRe® = —J:
cr +ich
Yo = Co, T = 77 (2.95)
where we have vI = —ivy,.

2.3.2 Ground state

We can now find the even parity eigenstates from the APBC Hamiltonian ([2.74)) using the diagonal matrix
(2.92)). The ground state will be the rotated fermion vacuum. In the rotated fermion basis we have:
ct

even 1 1
He'uen,eff == WR|(I)|2 + Z {Ek (7]1716 - 2) + E—k <7T_k7—k - 2)}
k

Kt

even

= wgr|®* + Z Ej (’Y;i% + v — 1)
k

K
even 1
—wgl®*+ ) Ey (7,1% - 2) : (2.96)
k

where we now sum over all of the N k-values in Koyer,. We see that the ground state is the state with
no rotated fermions, the Bogoliubov vacuum, as the particle energy is strictly positive. The ground state
by annihilating all rotated fermions from initial fermion vacuum. We get a BCS-like ground state on the

form:
IC+

even 1

10,) = H Aka—WHO% (2.97)

k>0

where Ay normalizes the state. We find the ground state in terms of the Jordan-Wigner fermions:

1 0 0 0 0
10,) = H i (cos Ekc_k + isin ;C};) <cos Ekck — isin ;ch> |0)

k>0
1 0 0 0
= H . (—i cos ?ksin?k + sin® ;CLCTI«) 0)
k>0
1 ; 1—cosf
= H —_— (—Z sin 0y + CObkCECTk> 10) (2.98)
k>0 Ax 2 2
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where trigonometric identities where used for the sin 6y cosf; and sin? 65, terms. We also used that

¢ |0) =0 and 6, = —0_. To normalize the state we calculate:

0 0 0 1 0 Ok 0
] <icos;sin2k + sin2kc_kck) e < icos—sin— + s1n2?kckc k) |0)

2 2 2
1 k. Ok’ 1 40k
_ |Ak|2 <c05251n2 + |Ak|2sm b}
1 0 0 0
= ERE <cos22k + 81n22k> Sin2?k
_ lisin | 95 |2
, 2.99
giving A = —z'sin%. The resulting normalized ground state is found to be:
Kt
even ol 0 ek
|050e) = H COb? + zsmgckc x ) 10)- (2.100)
k>0

Since we sum over k > 0 due to the ABC there are no divergence in the cot%’“ since 6 will never be
zero. It can be seen that the state (2.100|) is even in fermion parity since it consists of pairs of fermion
operators with opposite momentum and the fermion parity is thus conserved. The corresponding energy

of the state is read directly from (2.96) as:

K
1 Keven
EOE'Uen — wR|<I>|2 _ 5 Z Ek; (2.101)
k

remembering that the sum is over all NV values of k in Keyepn. For odd parity an extra fermion is needed.
We can construct a BCS ground state for Zf:‘” Hj, similar to the even parity case but that would also
contain an even number of fermions. Luckily Hy , can contribute the needed fermion. We look for a
single fermion from Hy .

For J, (h — 2gRe[®]) > 0 the lowest energy excitation will be Fy—g, and we add CL:O to the ground
state. If J < 0 and h — 2gRe[®] > 0, then the lowest energy excitation comes Fi—,. From now on we
will work with J, h > 0 such that the single fermion in the odd parity state comes from k = 0. From the
odd parity Hamiltonian:

+
’Codd

Hoddcrp = wr|®® + Z 1 (’Y;i’nc JF’YLC’Y—k - 1) + (@[ Hor |®) (2.102)
ko

the odd parity ground state is constructed:

Kt

odd 0 0
o |®$dd> =l H <c052 + Zbln?kckc k) |0) . (2.103)
T>k>0
The energy is found from ([2.84)) and ( -
’Codd\{o,ﬂ'}

Eg = yp|®? - Z E,—2J

+
Kodd

=wr|®® -2 E,—2J, (2.104)
k
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n
where it was used that Zf”dd\{o’”} E,=2 Zf”d E), since B, = E_j,. The set K,qq without the k = 0,7
contains N — 2 elements, two fewer than Kcyen. The energy difference between the even and odd sector

ground states is found to be::

0By = E§™ — Bg" = =2 fEk —2J +2 Zn Ej,. (2.105)
}/—— h=1.5,]=0.5 041 —— h=1, J=1 }1/— h=0.5,]=1.5
2.010 1 ] 0.010 1
2.008-5 0.008-5
2.006-5 0.006-5
2.004-5 0.004-5
2.002-5 0.002-5
2.000-:\””_”|| 0‘03””_I”Io.ooo-zt””l””l
0 50 100 0 50 100 0 50 100

Figure 2.6: dEj as a function of L plotted for different values of J and h with ¢ = 0. It is numerically
seen that the difference in ground state energy between the even/odd sector is exponentially decreasing

for J # h but decreases as a power law for J = h.

We test out two limiting cases of the energy difference. In the paramagnetic case of only a transverse
field h, we expect the energy difference to be 2h, since we lose —h from the aligned spin and have to pay

h to flip it the other way. With J = 0 we have Fj = 2h giving:

§Eg = —(N — 2)2h + 2Nh
= 2h. (2.106)

In the ferromagnetic case with h = 0, we have Ey = 2J and we get 6 Fy = 0, recovering the degenerate

ground state.

2.3.3 Treating the resonator as a classical oscillator

Understanding the fermion ground state and energy, we can study the effect of the Jordan-Wigner fermions
on the resonator state. We treat the resonator classically. For a harmonic oscillator we have <aT + a> =
\/5% =/2X with ¢ = \/% the natural length of the oscillator and x the classical oscillator length. We
also have Tm® — =) — P 2_ — __P_ Using the Hamiltonian for the even subspace we

21 27 hmwr V2hmwgr
have in terms of the classical position and momentum coordinates:

X2 even 1
Heff,even hwRi + = + 2 Z Ek (’Y]:r:’}/k — 2) . (2107)
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The fermion energy supplies a non-quadratic term to the classical resonator potential. The energy written

in the unitless h/J =Y and X is:

2
29X
Er(X) = 2J, | sin2k + (Y - \fj’ - cosk> . (2.108)
The classical potential is:
2
X2 Keven o \/ﬁgX 1— 1
V(X) = MRT +2J ; sin“k + (Y - - cosk (fykfyk — 2) . (2.109)

We see that each fermion will increase the non-quadratic term in the potential. For the odd subspace
we would sum over K,qq and add the —2J from the single extra fermion. To plot the potential we
estimate some of the parameters. In appendix [A] the experimental parameter range is explored and it is

not unreasonable to assume that we could have:

wr ~ J =~ h =~ 10g. (2.110)
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VX,h)with]J=1,g=0.1,L=10

Figure 2.7: Surface plot of the classical spring potential where the units are in terms of wgr with the

fermions in the ground state

The energy integral is differentiable in all points. By differentiating the potential energy with respect
to X we find the displacement that minimizes the potential energy from the fermion ground state. The

potential is:

X2 Keven 2
V(X):MR7—2 Z \/(Jsink)2+ (h—\/igX—Jcosk) , (2.111)
k
and differentiating with respect to the resonator coordinate, X we find:
K
ov o) h—+/2gX — Jcosk
5 = "X + 2v29 Y (2.112)

k \/(h— V29X — Jcosk:)2 + (Jsink)z.
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Solving for the extremum gives:

oV
X gy, "

Ke,
_ g =" h — /29Xy — Jcosk
= Xo = _2‘/5@ > . —
k (h —V29gXo — Jcosk)” + (Jsink)

(2.113)

The result is an equation for the resonator position that minimizes the potential coming from coupling
the resonator to the DQD-chain. This equation will require solving an elliptical integral so it must be
done either numerically, with some approximations or in some limit. We found that the resonator will
react to the state of the DQD-chain and we can understand the coupling between the resonator and chain
from the resonators perspective.

We have solved the case of a TFI-model coupled to a single resonator in a coherent state. We found an
equation for the position coordinate of the resonator that minimized the classical potential from the DQD
chain. Getting to this result required the assumption that the resonator was in a coherent state. This
motivates us to further understand the quantum resonator’s response from coupling to a DQD system.

In the next chapter we will study the case of many resonators coupled to many DQDs.
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Chapter 3

Collective excitations of resonators
coupled to a double quantum dot

chain

3.1 The saddle point equation

P

RS |@@—”_ R (AN
rel

raL r=3 r=L

Figure 3.1: Physical system

We will study a periodic DQD chain with a resonator coupled locally to each DQD. We start from the
transverse field Ising model in (2.49) that we got from a Jordan-Wigner transformation. The system is

described by a Hamiltonian for the resonators:

L
Hp :wRZaiah (3.1)
r=1
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and for the DQD chain we have:

L
HO = Z |:*h (1 — QCICT) —J (C:[Cr+1 + CI‘-}-lCT) —J ( i Cri1 + Cr+107):| . (32)

r=1

We will neglect the constant term coming from —h. The interaction between the two is described by:

g
znt - 5 2:: T + ar ]- - 26107‘) ’ (33)

We study collective excitations from the imaginary time path integral with the action given by S =

S dr (60,6 + H(d,6) — uN(d, )] [10]:

z— /D [,l/_}’w] /D [(57 ¢] e*SR[ﬂ;,w]*So[&@]*SmtWﬂ/)»&@}. (3.4)
We have the action for the resonator:
L B L B Y
Sk = Z/ d7 ¢, (1) (07 + hwr) ¢ (T) + gZ/ dTigbr(T) + QST(T), (3.5)
r=1 0 r=1 0 2

the DQD chain:

L B ~ ~ B
So = 2_:1/0 dr {wT(T) (Or +2h) (1) = J [wr(7)¢r+1(7) + ¢r+1(7)1/1T(T)]

—J [ (T)r41 () + Yraa (T)e(7)] }, - (3.6)

and the interaction term:

L B _ _
Sint = =93, [ dr [30(r) + 6,(r)] 6 ()i (7). (3.7)
r=170

The ¢’s are Grassmann fields and ¢’s are complex fields. The chemical potentials have been absorbed
into wg and 2h. The functional integral measure is defined as limy_, oo Hf:[ d(yp™, ™), where d(", ") =
[1, di,dg, for Grassmann numbers (for complex numbers divide by 7 in the product) and the v is the
quantum numbers which is r in our case, and N comes from the parameterization of the temperature.
We have absorbed the term linear in the resonator fields into the resonator action. The transverse field,
h acts as a chemical potential for the fermions.

Motivated by the effect of the DQD chain on a single classical resonator, our goal will be to integrate
out the Grassmann fields to find an effective theory for the resonators. We begin by transforming from

imaginary time and real space to Matsubara and Fourier space. We use the Matsubara frequencies

2tm 2n+1)7w
B

W = =5 for bosons and w,, =

1 . 1 )
R X() = 75 D e, (33)

where x could be a fermion or boson field and one would have to adjust the frequency used accordingly.

for fermions, with n € Z:

Throughout the thesis, iw, with an n will refer to a fermionic Matsubara frequency and iw,, with an m

will refer to a bosonic one. For the Fourier transformation we use:
_ 1 Zxkeikr (3.9)
VN < ’
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where the sum is taken from some set of wave numbers. With this convention both the yx; and x, fields
will be unitless. The fields x, will have units of v/3. The momentum is p = Ak from the momentum
operator p = —ihd,.

We have to consider the boundary conditions. We chose a chain with an even number of sites. We
know that the Hilbert space is block diagonal in parity, so the spinless fermion states will be in either of the
sub-spaces and they do not interact if nothing breaks the symmetry. We choose anti-periodic boundary
conditions for the fermions in real space and only work with odd parity Jordan-Wigner fermions. This

gives a k-space for the fermions defined as:

(3.10)

ICeven:{k::lZQn_1 N}

The wave numbers are symmetric around 0 and & = 0 is not in the set. The fermion wave numbers
will be denoted with a k& and the boson wavenumbers, that come with periodic boundary conditions, are
denoted with a ¢. The transformed action for the resonator is:

g _ gVpBN
=7

((158,0 + ¢0,U) + Z Z (qu’wm (—iwm + wr) D icom - (3.11)

q iwm

That last term comes from Y [ dre " +@mT = BN§ 4, . For the fermion chain we get:

Sy = Z Z{w,m (—iwn + 2k — 2J cos k) Yy iw, + i SNk (Vg —iw, Yhiwn + Vbo—iwn Vkyiwn ) }

k  iwn

(3.12)

To see where the isink term comes from we use that for Grassman fields )’ = ww'gw’, = wwlgd’lw

giving:
g Prtp_ge = ;; (rth—k — Y_pb) €™ (3.13)
- %wa% (e —e k) (3.14)
k
=iy sinkirtp_g, (3.15)
k

and similar for the 1}, term. The interaction term turns out to be:

Sint = *ﬁ %iwgn, |:¢k—k’,iwn—iw"/ + ¢Z/—k,mn/—iwn} Uk yicon Ukt i1 » (3.16)
and the interaction is seen to conserve energy and momentum. To make notation easier we will define
the vector k = (k,iw,) and then remember that a sum >, = >, >, . Preparing for a Bogoliubov
transformation we rewrite the action:

Sy = Z{;wk (—iwn + 2h — 2J cos k) ¢y,

k

_ %MC (—iwy, + 2h — 2J cos k) Yy +iJ sink (¢—k7¢1k — z/?kiﬁ,k) }, (3.17)
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an upon letting k¥ — —k meaning k, iw, — —k, —iw,,, we get:
1- .
= Z 51/% (—twn, + 2h — 2J cos k) g
k

_ %¢_k (iwn, + 2h — 2J cos k) h_y, + iJ sink (Y_gtpy — gzklz_k)}, (3.18)

which is written on matrix form as:

_ L (—iw, 4+ 2h — 2J cos k) —iJsink Y
So= (o) |2 "7 o ’ (3.19)
% iJsink —3 (iwp +2h — 2.J cos k) Y_k
= Z ‘I’Lg&i%,k"l’k', (3:20)
kK
where we defined the spinors:
- U
vl = (Vr, Vi) Uy, = ; ) (3.21)
—k

and the operator G, ,16;6, x that is diagonal in k£ and iw,-space but not in spinor space. The interaction is

also put on matrix form:

Sint = —2\/%—1\7 Z (k- + P i) (Vrtorr — torr )
Kk
g * n * n
~3/BW ; ([Or—r + D i) Vi — [Orr—k + O] V- tb—)
g * o * o
ToUBN % ([Or—rr + D i) Vutorr — [Gr—rr + Pl _pp) Vi)
__9 S ,
— Z (@kﬂ/f*k) 26N [Sr—r + D] 0 fbk (3.22)
ko k! 0 +iw [Pk + D) | \O—r
=) Uy Ty, (3.23)

kK’

where in the second line we took k,k’ — —k, —k’ and third line we did k¥ — k', k" — k, and we then

defined the matrix I'y_xs that is not diagonal in k,iw,. Explicitly we have the matrix:

Dpp = — [br—k + bpr_y) 07, (3.24)

g
2¢/BN
where the o operates on the spinor space. The action is quadratic in the Grassmann fields and the

gassian integral can be performed:

/D [1/;’1/}] o= S0—Sint _ /D Wﬂ/’] o S i (Go ik, n AT h it ) Wi (3.25)
N / D[P, e 'Y (3.26)
= Det (G;l) , (3.27)
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where C;;l lives in k, iw, and spinor space, so the determinant is taken over all three spaces. Written in

k,iwy-space the inverse Green’s function is:
51 -1
gF,kk’,iwniwn/ = go,k‘sk,k";n,n’ + i, (3.28)

which is a two by two matrix in spinor space. We denote the spinor space by the indices o where eg:

Gk ieonir s 12 = 1 S KOk kG (3.29)
g;,}ck',wnmn,,u = % (—iwn +2h — J cos k) O On s — 2\/% Ok—k iwp —iw,s T QS;;’—k,iwn/—iwn] . (3.30)
The determinant is re-exponentiated: E|
Det (gr!) = e (Petdi’) (3.31)
— tr(nGz"), (3.32)
giving the partition function:
z_ /D[¢*,¢] o~ Snttr(Ingyt) (3.33)
= /D [¢*, B e 9 BN (¢5+¢0)— %, 65 (—iwm+wr)dq+tr(In Q;l)’ (3.34)
with the bosonic action from integrating out the fermions:
Serslo*, 0] = g\/fw (65 + d0) + > &) (—iwm + wr) ¢g — tr <ln é;l) . (3.35)
q

We seek a stationary phase saddle point solutions to the action in terms of the boson fields ¢. We require:

6Serslo* 0]
e = 0. (3.36)

Differentiating the trace gives|10]:
g 5 s (5 4
—tr (InGp') =t —Gr' ). .
g, " (i) = {gF <6¢ng )] (330

We use that an element [QF (ﬁg};lﬂ o =3 ZUS GF ik oyos (&Gi}c”khosaz) and remember
that k = (k, iw,). With this in mind the trace is found as:

4 0 4_ 0 4_
=tr |:gF (MgFl)] - Z Z gF,k‘k}/,Ule <Mg[:‘}c/k7azgl> . (338)

k,k' 01,02

The goal is now to evaluate the functional differential. The matrix element to be differentiated is:

Orhibmams = |Gondua +Twmn| (3.39)

01,02

In(Det A) =In],, A\n =3, InA, =trln A

36



There is no dependence on the bosonic ¢, in Gy 150 that term will be zero when differentiating. I' is

diagonal in spinor space so the differentiation yields:

@QF,I@’IC70201 = F%Fk’—k,auiz (340)

1)
3.41
5¢q 2\/7 [¢k k+¢k k] 0'102’ ( )

which gives us that:
0 41 9

— , = —————— g k' — kO o 3.42
5¢ng,k k,o001 2\/57]\7 q.k'—kO g 0y ( )

As a small check we see that ¢ contains a bosonic frequency and that k' — k will also be bosonic. Plugging

in to (3.38)) and carrying out the trace we find:

ngtr<hlggﬂ) S5 G ”1“22»/447 Sqkt k0%, (3.43)

k,k! 01,02

QFZ [Gr11(k,q+ k) — Graz(k,q + k)] (3.44)

The 11 and 22 represents respectively the ¢1_j and ¥1)_j, products in the action. Combining everything
in the saddle point equation ([3.36)), gives:

7

08ess[0™ 8l _
0pq
= ¢y (—iwm + wr) + g\/fN(Sq = —2\/%7NZ[QF711(/€,q+k) — Gra2(k, g+ k)], (3.45)
k

where for the second term on the LHS it was used that 6$° =04

Saddle point guess: ¢, =0

We guess a solution where the field is uniformly zero such that ¢, = 0V q. We check if the guess satisfies
the saddle point equation. Since ¢; = (¢q)* = 0 we only need to show that:

gV BN
2

2\/?37\[ ; [Grar(k,q+ k) = Graa(k, g+ k)|, o= —

for all q. For checking the units it is used that IV is just a number with no units such that the units do

5q, (3.46)

match up. As another check we see that before dividing with g on both sides we could take the limit of
no interaction, g — 0 and see that the saddle point equation is then satisfied for ¢, = 0V ¢ as both sides
are equal zero. This is expected since for ¢ = 0 we have free bosons where the lowest energy configuration

= 0, giving:

is uniformly zero. Since ¢, = ¢; = 0 we have Gt =

Gr'lo,=0=Go - (3.47)

37



Gy ! is diagonal in k, implying that Go, ki also is diagonal in k. Therefore:
Gyt = 01Gy (k). (3.48)

Since G, 1. is a two by two matrix as seen in ([3:20), we find the inverse. The determinant of 9o. . in spinor

space is found as:

DetGi (k) = Det 1 (—iwp, +2h — 2J cos k) —iJ sink (3.49)
iJsink — 3 (iwp + 2k — 2J cos k)

= % (—iwp, + 2h — 2J cos k) (iwn + 2h — 2J cos k) + (iJ sin k)? (3.50)

= i [(Qh 2.J cos k) (iwn)ﬂ — i (2J sin k)2 (3.51)

_ i [(Qh 2J cosk)? + (2J sink)? — (iwn)ﬂ (3.52)

_ 7(“"”); iy (3.53)

where ¢, = \/(2J sink)® + (2h — 2J cos k)? is the energy of the Jordan-Wigner fermion as expected. The

inverse of the matrix is thus:

4 —% (iwp, + 2h — 2J cos k) +iJsink
Gox = o= & o L (3.54)
n k —iJsink 5 (—iwn +2h —2J cos k)
Collecting everything gives:
4 — 21 (iw, +2h — 2J cos k) +iJ sink
gF(k,k/)|¢q:0 =5 3 2 o . _ Ok ko’ - (3.55)
(iwn)? — € —iJsink 5 (—iw, +2h —2J cos k)

Inserting the result into the saddle point equation (|3.46|) gives:

_gVPBN
2

§q = 2\/72 gpu k q+k) gF,22(k7Q+k)]

1 1
= (iwp, + 2h — 2J cos k) — 3 (—iwn, + 2h — 2J cos k)| Ok, q+k

e Zk: (iwn)2 —a {‘2 (

g 4
- (2h — 2J cos k) &g, (3.56)
2v/BN zk: 2 — (iwp)? a
from using the diagonal elements, 11 and 22 in Gr|y,—o. The Dirac delta gives zero for all ¢ # 0 so for all
¢q=0 = 0 the action is minimized, as both sides are equal zero. We conclude that ¢, =0 ¢ # 0 satisfies
the saddle point equation. However, ¢ = 0 is included in the resonator g-space since the resonators have

periodic boundary conditions in real space. For ¢ = 0 and g # 0 (since we divide by g) we get:

= Z 5 (2h —2J cos k), (3.57)
i

(iwy)?
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with &k being the fermionic two-vector for the resonator wavenumber and Matsubara frequency. In the

special case that h = 0 we can carry out the sum on RHS:

2h —2J cosk
2.0 :
P —(iwn)? + (2 sink)? + (2h — 2J cos k)
2J cosk
=—4
Z Z 2 4 4J2(sin® k 4 cos? k)

Wy,

—42 o i Z cosk =0, (3.58)

and it is seen that even for no transverse field the uniformly zero boson field is no solution to the

saddle point equation. In the case of non-zero, h, we carry out the Matsubara sum, using that the

poles of f(z) = (2* — €))7 are in z = +e and that the Fermi function _=— = np(z) has poles in
Z = iw, = 2”; ntlr Following [11] the following integral over the entire complex plane is written down:
dz
I= — TE. 3.59
s tEmee (359)

The e factor is for convergence and 5 > 7 > 0. For the integral taken over the entire complex plane it

is found that:

eT® e(T=AIRelzl  Re[z] > 0

= ——
efz +1 e‘rRe[z] Re[z] <0

Tz

np(z)e — 0 Rez] = oo, (3.60)

giving that the integral contour goes to zero along the edge. This gives from the residue theorem that

the integral is zero such that:

I=0
= S Res[f()nr(2)e™]
= Res [np(2)] fliwn)e ™ + ) Res [f(z)]np(z)e”™. (3.61)
W, " zj==e J

The poles of f(z) are simple so they are found to be Reis f(z) = For np(z) the residue gives:

—de :|:2€
1
Res np(z) = —=. (3.62)
Z2=1Wn ﬂ
This is shown from the residue for a simple pole: lim, ., 2 i 2 = limg_,q WM’ where it is used
that e??“» =1 to get = limgs_,0 %%0(52) = }5 It results in the formula:

D fliwn) =B Res[f(z5)]nm(z): (3.63)

TWn

The Matsubara sum then evaluated as:

1 L ITWn, 1 €T —eT
0=—2> TGt T 2 (€)e — onp(—e)e” . (3.64)
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The limit of 7 — 0 is then taken since the integral has converged, giving

DR o 5 B A
o iw2 + €2 2 2¢
= D (nr©) ~ ne(—)
1
_£ <nF(e) - ) . (3.65)
€ 2
This can be reduced:
R B i
efz41 2 214eP?
1
= —5 tanh %
The Matsubara sum is therefore evaluated to:
1 I} Be
— = ——tanh | — | . .
Z (twn)? — €2 2¢ ( 2 ) (366)

W,

Inserting into (3.57)) gives the saddle point equation:
1

W

2 2h — 2J cosk Bek
= — _— h —_— = —
Tzk: o tan ( B )

N
7 (3.67)

This requires carrying out the integral over fermion k-space. It can be solved in the special case of having

5 according to (3.10). Since sin+§ = £1 and

only two coupled DQDs in which case N = 2 and k = +3

= 2v/J2 4 h? and evaluate the sum:
(—5) 2h —2J cos § € (—I—%)
o7 " (i MM or

cos =% = 0 we have ¢ (ig)

2h — 2Jcis (—g) tanh €
6(*5)
2 2
f VIt h ) (3.68)

2
T

4
tanh

T (s/ﬂ ) 2T
For N = 2 and ¢y = 0 we thus have the saddle point equation for ¢ =0
/72 1 h2> 2

4 h
— h
T (mm o7 T
2h VJ2 + h?
g (3.69)

tanh
= e an 5T

We study this in the limit of 77— 0. Then tanh 7“]22?"2 — 1 and we get:

h 1
7= j:\/;. (3.70)

For the special case of N =2 and T'— 0 and h/J = 4/1/3, then ¢ = 0 is a solution to the saddle point

equation. It is also seen that for g # 0 but A = 0, then ¢, = 0 can not be a solution. Turning off the

transverse field will not make ¢, = 0 a solution.
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Since the ¢¢ that corresponds to ¢, iw,, = 0, so uniform in space, did not generally satisfy the saddle
point equation we will need a uniform field to satisfy the saddle point equation. We have already showed
that ¢, = 0 for ¢ # 0 satisfies the saddle point equation, therefore we guess a new solution where only
the uniform field is finite. This is also motivated by the transverse field being uniform, and we could

expect a uniform boson field as a reaction to a uniform transverse field.

Saddle point guess: ¢y_ir = Pody i’

The new guess at a solution based on the previous findings is:

Gr—k = POk k- (3.71)

We remember that the delta function is for the fermionic both wavenumber and Matsubara frequence. We
check if this guess satisfies the saddle point equation (3.45). We insert into (3.39) to find Gr|g,=4,s, to find
the Green’s function evaluated at the new guess at a solution. It was already shown that ¢, =0, ¢ # 0

satisfies the saddle point equation so we only check for ¢ = 0:

g * z
F(k,k/)|¢q:¢05q = *W [¢k—k’ + st/—k} %] pg=064

=3 QTN [P0 + B6] 0% 6 - (3.72)

I' is now diagonal in k-space. Since G s also diagonal in k the full G will also be diagonal in k-space

and we therefore only have to invert the spinor-space matrix. Inserting into the saddle point equation

(3:45)) for the bosonic ¢ = 0 and using that G.' (k, k') = G (k)dr 1 we get:

+ gV BN ___9 Z[
2 2v/BN -

= _2\/% Zk: [Gra1(k) — Graa(k)]. (3.74)

¢o(—iwo + wr) Gra1(k,q+k) — Groa(k,q+ k)] =0 (3.73)

The units still match up since [¢,] = ,/m since [N] = 1, and all terms have unit v/Energy. Since

Gp' was diagonal in k-space we invert it to find Gp:

1

gF(k)‘¢q:¢06q = [g(;l(k) + F(kv k)]_

-1

B 1 (—iwy +2h — 2J cos k) — 37w [P0 + ) —iJsink
iJ sink —1 (iwn, +2h — 2J cosk) + T [P0 + &5
1 —%(iwn+2h—2JCOSk)+ﬁ[¢o+¢3} i sink
D(k) —iJsink 1 (—iwp +2h — 2J cos k) — % [0 + ¢5) 7

(3.75)
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where D(k) is the determinant of the matrix. The matrix elements in the saddle point equation are then:

B
~D(k)

Gra1(k) — Graa(k) [—; (iwn + 2h — 2J cos k) +

_ <; (—iwn + 2h — 2J cos k) — —J_ [¢0 + ¢3]>]

2h —2J cosk — ﬁ [0 + @5]

- _ 0 ) (3.76)
The determinant is given by:
Dy = B (—twp, + 2h — 2J cos k) — 2\/57 ¢0+¢o]
X [ ; (twn, + 2h — 2J cos k) + \/L [po + q&?‘)]} + (iJ sin k)?
N2
_ (lw4n) . % {2h — ﬁ [P0 + &) — 2J cos k] —(2J sin k)
_ (iwn)’ — &
=k (3.77)
with: 9
€= [Zh - 2\/% [P0 + 5] — 2. cos k] + (2 sin k)?, (3.78)

which is recognized as the Jordan-Wigner fermion energy with a shifted transverse field. Since the poles
of D gives us the spectrum of the TFI chain we define &, > 0 (we could equally as well have chosen < 0)

since this will not change the spectrum, which will still have a positive and negative solution. Getting

back to the saddle point equation (3.74) we have:

. gv/B —2J cosk [P0 + &)
0 (—iwo +wr) + T 2F Z D(k)r (3.79)
—2J cosk — 57 [do + ¢0)
. 3.80
kzw;n (iwn)? = € (550

Using (3.66)) we carry out the Matsubara sum and get the equation:

2h — 2J cosk — o0+ &
b (—iwo + wr) + gF \/>Z fk zvew Pt %l (%’“) (3.81)

For the bosonic Matsubara frequencies we have wy = 0 which leaves:

2h —2Jcosk — 1= 5
—gR\/ZZ cos &jm [¢0 + &¢] tanh (,5’2&) B g\/QfRN_ (3.82)
&

The RHS is real, and we conclude that ¢y € R giving:

g [B = 2h—2Jcosk — Lo B&\  gVBN

It is seen that for ¢g very large the term inside the sum on the RHS goes to a constant:

2h — 2J cos k + —L= ¢y
lim VON =71, (3.84)

po—Fo0 2 .
(Qh + ﬁ(ﬁo — 2J cos k‘) + (2J sink)?
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and the tanh tends to 1. Therefore for ¢g — +oo the right hand side goes to:

- _ 4 9 BN~ _9VBN
¢Uli>niloo RIS = :l:hwR N zk: QwR
_ L 9VBN _gVBN

WR 2wR

(3.85)

We therefore know that there will always be a solution to ¢q, since at some ¢ the left and right side will
cross. The LHS goes from —oo to co while RHS goes from —%\/BN to ﬁ\/ﬂN. A graphical solution
to the saddle point equation is shown in The saddle point equation (3.83)) is written in Matsubara fre-

quency and k-space. In real space and imaginary time we have: ¢(r,7) = ﬁ D i, 0040 eI =

f)%s = j;)W A uniform resonator field is equivalent to the single resonator coupling to all DQD examined

in the first part. Examining the saddle point equation in real space and imaginary time gives:

(3.86)

RS _ g 12 2h — 2J cos k — gots tanh<§k>_ g
wr N 4= \/(2h — 2J cosk — gofi®)2 + (2 sin k)2 2T ) ~ 2wn,

Sr

Going to zero temperature where tanh (2T

) — 1 recovers the saddle point equation from the classical
description of the single resonator in (2.113)) up to the constant term that comes from describing the

fermions with Grassman numbers.
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h=1,J=1,g=0.1,L=10, T =0.05

0.5 1

0.0 1
| — LHS

057 RHs

_1.0] — Lower infinity bound
1 —— Upper infinity bound

—15 ‘ o ¢sol

-2.0 1
—2.5 1
-400 -200 0 200 400
05 I —— LHS
1 —— RHS
0.0_: —— Lower infinity bound
1 —— Upper infinity bound

_0-5_: ® ¢sol
-1.0 1

-1.51

-2.01

-3.0 -2.5 -2.0 -1.5 -1.0 -0.5 0.0

Figure 3.2: Saddle point equation with all parameters being in terms of wg except for L. The LHS looks

vertical due to the range of the x-axis.

In the case that 7" — 0 and in the weak coupling limit the saddle point equation can be solved in the
fine tuned case of h = J With T" — 0 it follows that tanh 2%2 — 1. The saddle point equation (3.86| to
lowest order in g expanded around g = 0 is then:

2h — 2J cosk tanh (fk> _ 9 + O(g%). (3.87)

S _ _ Z
wr N V/(2h — 2J cos k)2 + (2] sin k)2 2T 2wr

This is still a problem to solve since the integrand is elliptical. We therefore consider the fine-tuned limit



of h = J giving:

. - 2J(1 — cosk) g
lim ¢t "= — L —
T—0 %0 WR N Z 2JV2V/I —cosk 2wr

:‘@ﬁzm‘i (3.88)

To evaluate the sum we assume it is smooth enough to take the limit of an integral where:
L (7 N
Z 1—cosk — o dkvV1 —cosk = 2—\/5 -4. (3.89)
i ™
k —T

We then have:

WR \ T

RS _ _9 (2 + ;) . (3.90)

In the Matsubara frequency and k-space the saddle point solutions is:
oo=—2L (241} /aN (3.91)
07 Tur \r 2 ' '
The solution is marked in fig as ¢so1, showing that it agrees well for small g. With a solution to
the saddle point equation we can estimate the shift of h. It is seen from (3.86|) that the shift in h, at
fine tuned h = J, will be h = —%qbgs ~ g5~. We can also estimate the change in the voltage of the
WR

resonator using[12]:

V= \/% (a+al)
_ g /Mwr g
= a(v) = /=gt L (3.92)

with C the capacitance of the superconducting resonator. We can thus calculate the expected shift in
the voltage from the saddle point solution.

To recap, we found a saddle point equation for the imaginary time field integral and showed that the
equation is similar to the classical equation . We have also shown that a solutions exists where a
constant uniform field will minimize the effective action and we have solved for this constant field in the
fine tuned case of T'— 0 and J = h to lowest order in the coupling constant. In the next section we will

expand the action around this saddle point solution and explore fluctuations in the resonator field.

3.2 Resonator field variations

Knowing that we have a minimum for the action at some uniform field (which we might only be able
to find numerically) we can expand around this field, ¢q, to explore the action of non-uniform field

fluctuations. To do so we start by defining the field over the two momentum g¢:

Dq = Podq + 0¢q, (3.93)
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which is the real field that satisfies the saddle point equation and a non-uniform field. Inserting into the

action (3.35)) gives:

1) o .
5= gv/BN (0 + 225090 ) 1 5™ (08, + 564)" (~itom + ) (08, + 56)
q

—trln (%1 -3 j/’g—N([%MW + [¢o +6¢])oz>~ (3.94)

Collecting terms that depend on d¢, gives:
0o + 0 .
= VBN Gy + 20} + g/ BN 200 1 g (500 + 665)
+ 3665 (—iwnn + wr) 6y — trln ((go—1 +To) (1 + G+ T 5r))
q

= gv/BN¢o + 2wrdg — trln (Gy ' +To) + (g VfN + wRqSO) (60 + 095)

+3°60% (—iwm + wr) 6, — trln (1 +[Ge +To] ! 5r) . (3.95)
q
and the first three terms are defined as Sy and the rest is the action for the fluctuations in the resonator

field, S[0¢]. It was used that ¢g + d¢ is a vector in g, iwy,-space where [¢pg + IP|q = Pody + d¢,. It is also
used that T’y is defined as T from (3.24)) evaluated in ¢pd_xs such that from inserting into (3.24]) we get:

(Go " +To) (k, k') = G (k)dr,wr — j%ékvk/az’ (396)

and likewise for 6I" we use I' evaluated in d¢g_p:

6T (k, k') = O (k — ) = — \/gm [0k _r + 005 _1] o7, (3.97)

which comes from the perturbation of the field. We thus have the action from the uniform field:

So = 2¢owr + g\/BN¢o — trln (G5 " + T) (3.98)

and the action that depends on the fluctuations in ¢:

. _ - VBN .
S[ép] = Z 5¢; (—iwm + W) 6¢q — trin (1 4 [go 1y I‘O] 1 5F) + <g Qﬂ 4 WR¢0) (5¢0 + 5¢0)
q
VBN
= Z (5(;52 (—twm, + wg) 5¢q —trln (1 + 99:61“) + (g 25 + wR¢0> (5¢)0 + (5(253), (3.99)
q
with the matrix T'y = —j%v&qaz. From transforming the field ¢ — ¢ + d¢, the integral measure is

transformed as D[¢] — D[d¢] since the Jacobian of adding a constant (the saddle point solution) is zero.

The partition function is then:

Z= /D[¢]e*5[¢1 - /D[aas]e*So*SWl

= ZO/D[6¢]6’S[5¢]. (3.100)
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We have expanded around a uniform field - we have not made any approximations yet. To get further in
the analysis we assume the fluctuations around the uniform field to be small. The goal is now to expand
the action to the lowest order in the field fluctuations. The logarithm can be expanded around d¢, = 0

due to the trade. The expansion gives trin(1 4+ AB) = — 5% Ltr(AB)"|10] such that:

n=1n
N — 1
S[o¢] = Zq: 3¢y (—iwm + wr) 3¢ + <g\/267 + WR¢O> (60 + 605) + ; Etr(g}’mér)”. (3.101)

Evaluated in the uniform field, the Green’s function G% is diagonal in k, iw,-space:

(98 (e, k)]~ = (G (k, ) + Lok k)]

_ -1 Jelon >
- |:g0 (k) - mg :| 5k7k
= [G%(K)] ™ G, (3.102)

where as usual Gy(k) is an operator in spinor-space. As the matrix is diagonal in k-space and we invert

it in spinor-space. Inserting the matrix forms of Gy ' (k) from (3:20) and To(k) gives:
-1

k) — 9% —iJsink
GL(k, k') = Sio e gp(.) ' VBN )
iJsink gn(k) + jT—ON
Sk k) + 229 i sin k
_ lk),k gn( ) .\/BiN . (3.103)
k —iJsink  gp(k) — jﬂLN
where:
Dy = |:<gp(k) - j%) <gh(k) + %LNH — J?sin’ k, (3.104)

and g,(k) = % (—iw, + 2k — 2J cosk) and gp, (k) = —3 (iw,, + 2k — 2J cos k). The uniform field shifts the

transverse field i, so we define the new field b’ = h — % and the shifted particle and hole functions
g, = gp(h') and g, = gn(h') that are functions of the shifted field. This simplifies the expressions as:

5o [ g (k) iJsink
G (k, ') = & 91, () , (3.105)
ko \—iJsink g, (k)

with
Dy, = gl (k)gh (k) — J?sin® k
1 1
= (—iwn, + 20" — 2J cos k) (iw,, + 20" — 2J cos k) — 1 (2J sin k)?
_ (iwn)z — fl%
I E—
with & the same as (3.78]), but with the shifted field h’. We are now ready to find the first order in the

(3.106)

expansion in ¢4, so we calculate:
tr Gpol = Y tro G (k, K')OT (k' k)
kK’
. Z 6k,k/ Q;L(k') iJsink —g
7 bk’ (an)Q - é-]% —ZJSIHk g;(k) 2 v ﬁN

Xp—p0”, (3.107)
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where we defined the field:
Xq =004+ 5¢fq. (3.108)

Notice that X; = X_,. Evaluating the Dirac delta gives:

1 g, (k) iJsink g
ity Xo0*
40 Dterwemr: 7

& =&\ —iTsink g, (k) 2VBN
_ 2F Z 2}2/0; 2‘]021“. (3.109)
This is recognized as the saddle point equation from giving that:
tr G%6T = — X, ((;SowR + WfiN) . (3.110)

Inserting back into the action (3.101)), the linear terms cancel as expected, since we are expanding around
a minimum. We go on and look for a second order contribution to the action. For that we need to

evaluate the following trace:

1

Str (GRoTGRoT) . (3.111)
We carry out the trace:

1 1
Stre > [GROTGReT], | = 5t S> " Gk ka)oT (ky, ko) G (Ko, ks )oT (ks, k)

2
k k ki,k2,ks

1
=§tfaz > Gp(k)oki, 2\/—ch1 k0 G (K2) 5k2,k32\/—Xk3 ko”

k  ki,k2,ks

85N2trggp )Xk k/O'ng( )Xk/ kO’ (3112)
k,k'

USiIlg that Xk*k’Xk’fk = |kak"2 gives:

SBNZD@ o Ptr G ()7 G (K)o

K.k
1 ' (k iJsink 1 L (K 1Jsin k'
Z|Xk k/|2trg gh( ) oz—, gh( )
SBN Y Dy \ —issink g, (k) D\ —igsin®’ gy (k')

L (k —iJsink\ 1 (K —iJ sin k'’
85NZ|Xk k/|2trg 9h (k) 94(K) (3.113)

ek Dy \ —iJsink —g,(k) Dy \ —iJsink’ —g, (k")
Evaluating the trace over spinor space gives:

8ﬂNZ| ol D, {[gh(R)gh (K') — I sinksin k'] + [~ sinksink' + (g} (k)) (—g, (k)] }

85NZ|Xk i D, (97 (F)gp (K) + gh (k)gh (k') — 2J% sinksin k'] , (3.114)
k,k’!
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and by carrying out g]’g(k)g]’?(k’) + g5, (k)g;, (E') we get:

(iwn) (iwn ) 1

(
2

1
2 I I AN . . /
&BN E | Xk | Dr D’ [ (2h" — 2J cos k)(2h' — 2J cos k') 22Js1nk2Js1nk:

k,k’

[\)

1
= 16gw ;;/ |Xk_k,|2DkD§€ [(iwn) (iwns) + (2h" — 2J cos k) (2R — 2J cos k') — 2J sink 2J sin k'] .

(3.115)
We define the bosonic two-momentum &k — k' = ¢ and sum over k and ¢. Since k and k' are fermionic

Matsubara frequencies, ¢ will be a bosonic frequency as needed. Again we need to remember that the

sum is over the frequencies too, so shifting k' = k — ¢ also shifts iw,, = iw, — iw,:

o , . B
165N Z | X, Dka, [zwn (iwn — twpm) + (2h" — 2J cos k) (2h" — 2J cos(k — q))

—2Jsink2Jsin(k —q)|. (3.116)
The denominator will be denoted as:
Ag,q = iwy, (iwy, — iwp) + (21 — 2J cos k) (20 — 2J cos(k — q)) — 2J sink 2J sin(k — q)
= wy, (iw, — iwm) + f(k,q), (3.117)
with f(k,q) defined as:
f(k,q) = (20" — 2J cosk)(2h' — 2J cos(k — q)) — 2J sink 2.J sin(k — q). (3.118)

We look at the physics of this additional term in the action. We had from that the voltages at

hwR

the resonators were proportional to the position coordinate through V,. = X, for the single photon

mode wg in each resonator. We define the polarization bubble:
Ak,q

I, = 165N Z DD (3.119)
The the second order correction is then given as:
LZX* {ZA’W}Xq =" X1, X,, (3.120)
16BN “—="% | 4~ DiDr—q =
which after a Fourier transformation becomes:
\ﬁ Zx TS X, e 1I5 X, RSR % Z; SVl 6V (3.121)

We have thus found that to second order in g, the voltages of the resonators interact non-locally through
Il,. The term II, consists of two Jordan-Wigner fermion propagators with a shifted transverse field.
Inserting into the expansion of the effective action for the density variations we get to second order in

the perturbation:
A
_ « . 2 k,q 3
— Xq:é(bq(—zwm +wR) ¢y + 16/3N Z| 5pg + 60% )| DDy, + 0 (6¢%)

=Y {065 (—iwm +wr) g + Xy X, } + O (567) . (3.122)
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To put the action on matrix form we define the vector:
Df = (07, 60—q). (3.123)
We also define:

hg = —iwm + wr, (3.124)

to ease notation. We will use the inversion symmetries of II,(iw,,) that are shown in the section
I, (iwn,) = II_g (iwn) 11, (iwn,) = I1_ 4 (—iwy,) 1, (iwm)" = Hg(—iwm) = g (iwm). (3.125)
The action is rewritten as (since the ¢g was absorbed into h, the delta is dropped d¢, = @ ):

S[6] = > {bshadg + (bg + 6" 4) Ugliwm) (65 + d—q) }

= Z{¢th¢q + Qf’*_qh—qd)—q + ¢2Hq¢q + ¢)*—qH—q¢—q

q>0

BTy + b gTlgby + 6" g + G164 6" Mgy + ¢;H-q¢q}

= Z{gb;hqqsq + @ hgb—g + 20,0 bg + 20,1130 + 207 1,07 + 2(;5*_ql_lq¢_q}, (3.126)

q>0

allowing us to write the action on matrix form:

RO + 211 211 5¢
S[q)} = Z (&ﬁ; 5¢_q) ‘12H q ho q >:1
pr . 0, +21, ) \oor,
= Z of ((gQ)*l)q D,. (3.127)

q>0
The matrix G2 is not normal, meaning ATA # AAT, and it can therefore not be diagonalized by a unitary
transformation. With the action on matrix form, we find the integral measure from changing variable

from the complex number §¢ to the complex vector ®. Before the change the integral measure is:

kr

N
Dol ¢ = lim [T | I deg.mdom |, (3.128)

q=—kr

where d¢*d¢ = dIm[¢] dRe[¢] for integration over the complex plane. For each Matsubara n there is an
integration over the coherent state with momenta ¢ € [—kp, kr]. An integral measure for integrating a

complex vector over the complex plane is written as d(v',v) =[], vfv;. The ®, integral measure is thus:

(0], ®) = dd¢;dopedde” ,dog_q. (3.129)
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Since the complex numbers all commute and going from ¢ — J§¢ only adds a number ¢y with unit

Jacobian, the path integral measure from (3.128|) becomes:

N kr
T . * *
D!, ¢] = lim_ | (}1 dqbq,mdqbq,mdqbq,mdqsq,m)

N kp
an 11 (T a0},00)
m q>0

=D[P]. (3.130)

Since the action is quadratic, the Green’s function for the fluctuations can be evaluated with Wick’s

theorem. We define the fluctuation Green’s function:
GO (g, iwm) = —(564007). (3.131)
Using Wick’s theorem this is found as:
(60700q) = G5y (3.132)

where the + indicate the positive momentum of the spinor. The 2 x 2 matrix qu is found by inverting

B.127):

0
Go — _ 1 hZ, + 211, —2II,
T (g 2Mg)(hY, 20 —4TE \ o, A0 4 o1,
1 Wy, +wr + 211 —2I1
g r a I . (3.133)
(iwn)? — wp — 4wrll, —2I1, —iw + wr + 200,
The fluctuation Green’s function is read off from the matrix elements:
RO+ 211
g5 q, iw _ _gQ = — —q q
(4, o) T ()2 — w? — dwgll,
B iwm + wr + 210,
. 4
(iwm)? — w% (1 + EHQ)
Wi, 21T
_ Wm + WR + 2l (3.134)

(iwm —wWgry/1+ wiRHq) (iwm + wpr4/1+ WARHq)

(69" ,0¢_4) is the same whether we invert the ¢ in or read off the matrix element gg,,, using
that I, = II_,.

Since II,(iw,,) is real, the imaginary time Green’s function G°(iw,,) is analytic in the set of all
Matsubara frequencies, {iwm,|m € Z}. We can analytically continue to the function G°(z) where z is
in the upper half of the complex plane such that G°(z) = G(iw,,) for z € {iw,|m € Z*}. With the
Lehmann representation is can be shown that the continuation z — w + i1 gives the retarded Green’s
function for n > 0. The spectrum of the resonator field is found from the poles of the retarded Green’s

function, as shown in appendix
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It is also possible to find the the Green’s function for the resonator position coordinate. The position
coordinate operator was defined as X, = ¢ + ¢~ where ¢g = d¢,. It is defined similar to the normal

phonon operator. The position coordinate average is found as:
<XqX;> = <XqX—q>
= ((dg +92) (¢5+ 9-4))
= (039q) + (D—q¢q) + (D307 4) + (907 ,), (3.135)

which is read off as one of each matrix element from (3.133)). The position coordinate Green’s function

becomes:

D(q) = —(XqXg)

2
= il — (3.136)
(iwm)? — wh (1 + w—RHq)
and in the case of ¢ — 0 where we the resonators are non-interacting, we find:
lim D(q) 2R (3.137)
im = :
g0 (iwm)? — w%’

which is the same as the free optical phonon Green’s function with energy wg.

3.3 The polarization function

In this section we evaluate the Matsubara sum in the polarization function (3.119). The denominator
was written as (3.117) and had a term depending on the Matsubara frequency and one depending on the
wavenumber:

Akﬂl = iwn (iwn - iwm) + f(]{i, q)~ (3138)

The denominator was:

(iwn)? = & (iwn —iwm)* &,

DiDy—q = -1 . (3.139)
From (3.119) we defined II, = 16962N Dok D:[’“):ﬂ giving:
2 . . .
, g iwn, (twn, — iwm) + f(k,q)
I, (iwy) = 5N > (3.140)

S (wn)? = &) ((iwn — iwm)” ~ _,)
From changing the dummy indices of the sum (k,iw,) to (—k, —iw,) and then using that _j4, = iy
and f(—k,—q) = f(k,q), it is seen that II_,(—iw,,) = II,;(iwy,,) showing that the polarization function
is symmetric in the two-vector ¢ — —gq. It also has to obey the symmetry in only the momentum
II_g(iwm) = I4(iwm) as can be seen from changing the dummy index k& — —k and using f(—k, —q) =

f(k,q). The integrand is rewritten as a function of a complex number:

f(k,q) + 2 (2 — iwm)
(gk + Z) (gk - Z) (gk*q +z— ’me) (gqu —z+ Zwm)

= g(2), (3.141)
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that has four simple poles in z, = £&, twy, £ {t—q. Following the same procedure as in (3.59) we use:

= Zf (iwn )e™n™ ZZRP;S 2,)e77r. (3.142)
The residues are then evaluated one at a time:
@
. [k q) + 2(2 — iwp,)
Res[g(z)] = lim (z — &)
=€ z—Ep, (€ + 2)(&x — 2) (51%7q —(z— iwm)Q) K
_ k@) + & (G —iwm) (3.143)
26 (62, — (€ — iwm)?)
®)
Res [g(2)] = lim Jha 2 —tom) (.1
z=—Eg z——Ek (& + 2)(&k — 2) (g%_q —(z— iwm)2>
_ k) & (& Fiwm) (3.144)
26 (€2, — (& +iwm)?)
©)
B fkq) + 2 (2 — iwm) e
i e IS e @ s+ G — [y — Gt (¥ )
_f(k q) + &r—q (§r—g + iwm)
28k—q (513 - (fk—q + Wi )?) . (3449
©)
. Flkaq) + 2 (2 — iwm) el
i @ ey + (o — )] g — (o — )] U S

o f(k Q)+§k q(gk q iwm)

= . 3.146
% (€] — (g — Tm)?) (3140
Inserting the residues into (3.63)) gives the polarization function:
9 fk, q) + &k (§k — iwm) nr (&)
11 (ZOJm) 2N Z{ - giiq _ (fk _ Z'wm)2 é-k
n Sk, q) + &k (& + iwm) np(—Er)
En_y — (& +iwm)? &k
. f(ka Q) + fk—q (fk—q + Z‘Wm) nF(gk—q)
f]% - (gqu + iwm)Q gqu
f(k‘, Q) + gk—q (gk—q - 7;Wm) nF(_gk—q) 3.147
* g[% - (gqu - Z‘Wm)z gqu } ( 4 )

The expression is reduced by first shifting the third and fourth term by k& — ¢ — k and then using
fla—k,q) = f(k,q):

Ery — (& — iwpm)? Er_y — (& +iwp)?

Iy in) = o3 Zt ( S q>+£k<§k—iwm)+f<k,q>+§k<sk+mm>>_ 118)

53



We verify that the symmetries observed earlier still hold true. The symmetry II_,(iw,) = II;(iwy,) holds
as we can change the dummy index k¥ — —k and use that f(—k,—q) = f(k,¢) and £(—k) = £(k). The
two momentum inversion symmetry is also still obeyed. To see that, we shift the dummy index k — k—gq
and use that f(k —q,—q) = f(k,q), then & — &,_q and &g — &k, and from there it is verified that
I, (iwm) = II_g(—iwy,). In this form II;(—iw,,) = Il (iwy,) is easily seen. As only the Matsubara

frequencies are imaginary it gives that II, (iwy,)* = I (—iwy,) = I, (iwpy,).

Plotting the polarization

To better understand the behavior of II, we plot II,(iw,, — w+in) for different parameter regimes. With

the analytic continuation a finite 7 is needed to keep the poles of the polarization function from the real

axis and in the lower half of the complex plane.
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Figure 3.3: Plot of the real part of the polarization function, IT} (w).
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Figure 3.4: Plot comparing the real part of the polarization function, H; (w), in the ferromagnetic and

paramagnetic regimes. All energies are in terms of wgr

We learn from figure that the real part of the polarization function is larger by almost a factor of
two in the ferromagnetic regime when J > h compared to the paramagnetic regime of h > J. The J
originally came from the capacitance that made the DQDs interact, so there is more interaction in the
ferromagnetic regime. The polarization function is smallest in the minimum energy of two Jordan-Wigner
fermions. This can be seen in the second plot where the minimum energy of two fermions, with difference

in wavenumber g = 0, is 4|h — J| which is 0.8wg for & =1 and & =0.8.
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Figure 3.5: Plot of the imaginary part of the polarization function IT} (w). Energies are in terms of wg.
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Figure 3.6: Plot comparing the imaginary part of the polarization function, Iy (w), in the ferromagnetic

and paramagnetic regimes. Energies are in terms of wg

It can be seen that the imaginary part is vanishing until the frequency becomes comparable to the energy
two Jordan-Wigner fermions. In figure [3.6] it is seen that also the imaginary part is larger by around a

factor of two in the ferromagnetic regime J > h .
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Figure 3.7: Plot of IT](w) in terms of wr

The limit of II;| ;=0

In (3.78) we defined & = ++/(2h — 2J cosk)? + (Jsink)2. We can calculate II,(iw,) in the limit of no
interaction between DQDs, J = 0, where the system becomes N independent resonators. From ([3.78) it

is seen that &|y—o = 2h. From (3.117) it is found that f(k,q)|;j—0 = (2h)?. Inserting into (3.147) gives:

(i) a2 _4h2 +2h (2h — iwm) np(2h)  4h? + 2h (2h + iwy,) nEp(—2h)
q(Wwm )| 7=0 =49 4h (2h — i )2 2h 4h* — (2h + iwm )? 2h

4h% + 2k (2h + iwy) np(2h) N 4h? + 2h (2h — iw,y, ) np(—2h)
4h? = (2h +iwn)® 2k Ah? = (2h —iwp)® 2k
4h — iw 4h + iw
= 442 —2h) — 2 = -
9" (nr (=2h) = np(2h) (4h2 — (2h — iwyy, )2 M (2h+iwm)2)
4h —iw 4h +iw
g ( np(2h)) <(4h — iwm ) (iwy)  (4h+ iwm)(iwm)> 0 (3.149)

The Green’s function (3.133)) gives in this limit with I, = 0:

. 1 WR + tWm 0
9@ tm) = oy ( ‘ )
m 0 WR — Wy,

— 0
= [ &ntom (3.150)
0 —t ).
wr—(—iwm
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In terms of the resonator fields we get then even simpler form from Wick’s theorem:

1
- <¢q(iwm)¢;(iwm)> = m
1
w—wrtin (3.151)

Without DQD interaction, and thus no longitudinal field, the system goes back to free optical photons
with optical photon dispersion relations with frequency wg. The poles are in the negative half of the

complex plane as they should be for a retarded Green’s function.

3.4 Results

The spectrum of the resonator field is found from the poles of single particle retarded Green’s function.
The spectral function can be found from the imaginary part of the Green’s function. To find the retarded
Green’s function we analytically continue iw,, — w + in. The continuation gives I, — e (q,w) =

I’ + 411", and the single particle retarded Green’s function for the resonator field (3.134)) is found from:

w+in + wr + 2% (q, w + in)
(w +in — wR\/l + o=TR(g,w + in)) (w +in +wR\/1 + o-IR (g, w + in))

Gflg,w+in) = (3.152)

The positive 7 is needed to keep the poles from the real axis and avoid divergences that would occur due

to the infinitely narrow fermion density of states when evaluating the Green’s function numerically.

3.4.1 Weak coupling dispersion relations

Since IT® o g2 we assume that g is a small parameter and that Hff is sufficiently well behaved, such that

the denominator can be expanded in g. Expanding the square root gives:

4 14
wR\/l + — (Il +4lI"”) = wg (1 +-— I+ iH”)) +O(g")
WR 2wR

=wr + Z4(w) + il (w), (3.153)

where we identified the self energy ¥,(w) = 2II' and the inverse life time I';(w) = 2II"”. For weak coupling

the retarded Green’s function is:

w+wr + Xg(w) + i(Fq(w) + 77)

) @) @+ i) — )] o + By (@) + 0 (Ty() + )] (3150
The energy of the resonator modes are shifted by the self energy:
+w(q) = wr + (g, w), (3.155)

while possibly also resulting in a particle life time I'"!(g,w). The spectrum is found by numerically
solving for the w(q) that satisfies (3.155). The Newton-Raphson method was used as the root finder, and

the dispersion relations are shown for different parameter regimes in figures [3.8 and [3.9]

58



L=1000,9=0.1,T=0,n=0.05
wg:h=1,/=0.9 2M",:h=1,J=0.9

0.999 0.000 1

0.998
0.997

S

—0.002 -

wg:h=1,)=1 2M",:h=1,/=1

] 0.000 -
0.998 ]

0.996 - ~0.002 1

=

th=1,)=1. 2M",:h=1,)=1.1

Wq

] 0.000 A
0.998 - 1

-

0.996 ] —0.002 -

wg:h=1,J=125 2M",:h=1,/=1.25

| 0.00000 1
0.998 1 ]

-

~0.00025 1

0.996 - I . .

w —om3—m3 0 w3 2m3 m _n —2n/3-n/3 3 2m3
q a

Figure 3.8: Dispersion relation and the corresponding 211" (w)
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Figure 3.9: Dispersion relation and the corresponding 211" (wg)

We look to estimate the wavenumber, ¢, at which the modes start acquiring an imaginary part. As the
resonator modes interact with the fermions through the polarization function, which is largest close to

the poles of the two fermion propagators, we look to solve:
&_, = (& tw)?. (3.156)
Setting £ = 0 and solving gives:

€2 = (§ +w)?
w |h — J|w

cosq=1———=

1
8hJ 4hJ (8:.157)

For the parameter regime of 1 = h = J ~ w it gives cos ¢ = 7/8 = ¢ ~ 7 /6, which matches the numerical
result. At h = J = 1/2 the wavenumber is found as cosq =1/2 = ¢ =~ /3.

From the dispersion relation we find the group velocity. The group velocity is found from v, (g) = 94w,

Wi41 —Wq

and numerically it is approximated by v, ~ a
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Figure 3.10: Group velocity

The group velocity is seen to be largest near the quantum critical point of h = J. By using realistic
parameters from appendix [A] we can estimate the resonator wave group velocity. The units of the
dispersion relation were in terms of wgr and the wavenumber, ¢, is in terms of the distance between
DQ@Ds, a, which was set to one. The group velocity is thus in units of a X wg. Taking h =~ J and ¢ just
large enough that the modes are barely damped, the group velocity is in the order of 1073a x wr. From
we take ¢ =~ 100nm and from appendix |A| we take fr ~ 6GHz = wgr ~ 40GHz. This results in a
group velocity v, ~ 4m/s with the interaction strength g = wg/10.

We have thus found the dispersion relation for the collective resonator waves to second order in g.
From the dispersion relation we found the group velocity of the resonator waves in the system. The group
velocity was estimated with our chosen parameters. From the imaginary part of the polarization function
it was found that interaction between the Jordan-Wigner fermions and the resonators cause a decay of

long-wavelength resonator modes.

3.4.2 Spectral function

The spectral function is defined as:
A%(q,w) = —2ImGE(q,w). (3.158)
From this one can find the density of states as:

(Pgbq) = /Oo dfwA‘s(qw)nF(w). (3.159)

oo 2m
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The spectral can therefore be thought of as the energy resolution of a resonator with wavenumber ¢q. It
gives an indication of how well the excitation created by adding a resonator mode with wavenumber ¢

can be described by a free, non-interacting particle.
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Figure 3.11: Spectral function for the resonator
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Figure 3.12: Spectral function for the resonator states

It is seen from the spectral function that the resonator states are not delta functions anymore but acquire
a finite lifetime. The broadening of the spectral function is most pronounced in the fine tuned regime for
long wavelengths.

In the case of no interaction we expect the spectral function to become a delta function and it is found
that:

w+wpr + i

(w+in)? —w%
1 (w+wr)?+n? n

2 w? (wz—wﬁ—?ﬂ)z +1727 (3.160)

A|g:0 = —21111

2w

and by now letting 7 — 0 and evaluating the delta function we get:
Alg=o(w) = 2m0(w — wr), (3.161)

as expected, where we are left with the non-interacting optical photons.



Chapter 4

Conclusion and outlook

4.1 Summary

We will now summarize and conclude on the results obtained in the thesis. Motivated by dynamics in
resonators coupled to spin chains we started from a chain of double quantum dots. We coupled a single
resonator to the hopping elements in the DQDs. The physical DQD chain was transformed into the
spin system. We could then transform the spin model into a model quadratic in spinless Jordan-Wigner
fermions. To solve the system we integrated out the bosons by assuming that they were in a coherent
state. Then we performed a Bogoliubov transformation. We found that the classical resonator would
shift the transverse field and we also saw that the fermions would shift the resonator state. We found a
saddle point equation for the classical minimum of the resonator potential for the fermion groundstate.

Going to the imaginary time path integral formalism we did not have to make assumptions about the
resonator states. We could also couple many resonators to the DQD chain. With the path integral we
integrated out the fermions and found an effective action for the coherent resonator states. We found
that a uniform field would always exist as a solution to the resulting saddle point equation and we solved
it in the fine tuned limit for weak interaction. The field that solves the saddle point equation gave a shift
in resonator voltage.

To understand the dynamics of the resonator chain we expanded around the uniform field. We found
an effective action for the resonator field fluctuations and expanded to lowest order in the coupling.
We studied the resulting polarization function for the resonator position coordinates. From the Green’s
function we found the dispersion relation and dampening of the fluctuation, that came from the interaction
with the Jordan-Wigner fermions. From the dispersion relations we found the group velocity of the

resonator field fluctuations.
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4.2 Perspectives

A natural extension of the work done in the second part of the thesis is to work on higher order interaction
terms in the density wave action. With higher order terms we could hope to find more interesting dynamics
from the nonlinear terms in the equations of motion.

Originally the coupling of the resonator(s) to the DQD hopping term was chosen such that the Jordan-
Wigner transformation could diagonalize the fermion system. That required the DQD detuning to be
zero. It could be interesting to couple to the DQD detuning according to instead of the hopping.
We could not use a Jordan-Wigner transformation, but we could possibly apply a Holstein-Primakoff
transformation, transforming the spins into bosons. We would then have a system of two different types
of bosons interacting, closer to the original model used by Davydov.

It would also have been interesting to study the dynamics from the point of view of the spins that
were obtained from the DQDs. To do so we should integrate out the bosons instead of the fermions.

Integrating out the bosons would lead to a non-quadratic model as shown in appendix [E]

65



Bibliography

1]

A. Davydov, “The theory of contraction of proteins under their excitation”, Journal of Theoretical
Biology, vol. 38, no. 3, pp. 559-569, 1973, 1SSN: 0022-5193. DOI: https://doi.org/10.1016/0022-
5193(73)90256-7. [Online]. Available: https://www.sciencedirect.com/science/article/
pii/0022519373902567.

T. N. De Silva and P. Bolt, Bio-energy transport as a phonon dressed vibrational exciton in protein
molecules, 2019. DOI: |10 . 48550/ARXIV.1903. 11581 [Online]. Available: https://arxiv.org/
abs/1903.11581.

T. Bonsen, P. Harvey-Collard, M. Russ, et al., Probing the jaynes-cummings ladder with spin circuit
quantum electrodynamics, 2022. DOI: 10 .48550/ARXIV.2203.05668. [Online]. Available: https:
//arxiv.org/abs/2203.05668.

P.-O. Lowdin, “A note on the quantum-mechanical perturbation theory”, The Journal of Chemical
Physics, vol. 19, no. 11, pp. 1396-1401, 1951. DO1:|10.1063/1.1748067. eprint: https://doi.org/
10.1063/1.1748067. [Online]. Available: https://doi.org/10.1063/1.1748067.

A. C. Scott, “Dynamics of davydov solitons”, Phys. Rev. A, vol. 26, pp. 578-595, 1 Jul. 1982.
DOI: [10.1103/PhysRevA. 26 .578. [Online]. Available: https://1link.aps.org/doi/10.1103/
PhysRevA.26.578.

D. D. Georgiev and J. F. Glazebrook, Physica A: Statistical Mechanics and its Applications, vol. 517,
pp. 257-269, Mar. 2019. DoI: [10.1016/5 . physa.2018.11.026.

W. C. Kerr and P. S. Lomdahl, “Quantum-mechanical derivation of the equations of motion for
davydov solitons”, Phys. Rev. B, vol. 35, pp. 3629-3632, 7 Mar. 1987. DOI: [10.1103/PhysRevB.
35.3629. [Online]. Available: https://link.aps.org/doi/10.1103/PhysRevB.35.3629.

Y. Y. Atas and E. Bogomolny, “Quantum ising model in transverse and longitudinal fields: Chaotic
wave functions”, Journal of Physics A: Mathematical and Theoretical, vol. 50, no. 38, p. 385102,
Aug. 2017. DOI: [10.1088/1751-8121/2a81f6. [Online]. Available: https://doi.org/10.1088/
1751-8121/aa81£6.

G. B. Mbeng, A. Russomanno, and G. E. Santoro, The quantum ising chain for beginners, 2020.
DOI: 10.48550/ARXIV.2009.09208. [Online]. Available: https://arxiv.org/abs/2009.09208.

66


https://doi.org/https://doi.org/10.1016/0022-5193(73)90256-7
https://doi.org/https://doi.org/10.1016/0022-5193(73)90256-7
https://www.sciencedirect.com/science/article/pii/0022519373902567
https://www.sciencedirect.com/science/article/pii/0022519373902567
https://doi.org/10.48550/ARXIV.1903.11581
https://arxiv.org/abs/1903.11581
https://arxiv.org/abs/1903.11581
https://doi.org/10.48550/ARXIV.2203.05668
https://arxiv.org/abs/2203.05668
https://arxiv.org/abs/2203.05668
https://doi.org/10.1063/1.1748067
https://doi.org/10.1063/1.1748067
https://doi.org/10.1063/1.1748067
https://doi.org/10.1063/1.1748067
https://doi.org/10.1103/PhysRevA.26.578
https://link.aps.org/doi/10.1103/PhysRevA.26.578
https://link.aps.org/doi/10.1103/PhysRevA.26.578
https://doi.org/10.1016/j.physa.2018.11.026
https://doi.org/10.1103/PhysRevB.35.3629
https://doi.org/10.1103/PhysRevB.35.3629
https://link.aps.org/doi/10.1103/PhysRevB.35.3629
https://doi.org/10.1088/1751-8121/aa81f6
https://doi.org/10.1088/1751-8121/aa81f6
https://doi.org/10.1088/1751-8121/aa81f6
https://doi.org/10.48550/ARXIV.2009.09208
https://arxiv.org/abs/2009.09208

[10]

[11]

[16]

[22]

A. Altland and B. Simons, Condensed matter field theory. Cambridge University Press, 2013.

H. Bruus and K. Flensberg, Many-body quantum theory in Condensed matter physics: An introduc-
tion. Oxford University Press, 2020.

L. Childress, A. S. Sgrensen, and M. D. Lukin, “Mesoscopic cavity quantum electrodynamics with
quantum dots”, Phys. Rev. A, vol. 69, p. 042302, 4 Apr. 2004. DOI:|10.1103/PhysRevA.69.042302.
[Online]. Available: https://link.aps.org/doi/10.1103/PhysRevA.69.042302.

D. R. Ward, D. Kim, D. E. Savage, et al., “State-conditional coherent charge qubit oscillations in
a si/sige quadruple quantum dot”, npj Quantum Information, vol. 2, Oct. 2016. DOI: 10 . 1038/
npjqi.2016.32

N. Samkharadze, G. Zheng, N. Kalhor, et al., “Strong spin-photon coupling in silicon”, Science,
vol. 359, no. 6380, pp. 1123-1127, 2018. DOI: [10.1126/science.aar4054. eprint: https://wuw.
science.org/doi/pdf/10.1126/science.aar4054. [Online]. Available: https://www.science.
org/doi/abs/10.1126/science.aar4054,

H. Toida, T. Nakajima, and S. Komiyama, “Vacuum rabi splitting in a semiconductor circuit qed
system”, Phys. Rev. Lett., vol. 110, p. 066802, 6 Feb. 2013. poOI1: |10.1103/PhysRevLett . 110.
066802, [Online]. Available: https://link.aps.org/doi/10.1103/PhysRevlett.110.066802.

D. Ferraro, G. M. Andolina, M. Campisi, V. Pellegrini, and M. Polini, “Quantum supercapacitors”,
Phys. Rev. B, vol. 100, p. 075433, 7 Aug. 2019. DOIL: [10.1103/PhysRevB. 100.075433. [Ounline].
Available: https://link.aps.org/doi/10.1103/PhysRevB.100.075433.

C. C. Gerry and P. L. Knight, Introductory Quantum Optics. Cambridge University Press, 2008.

R. Feynmann, Feynmann lectures. [Online]. Available: https://www.feynmanlectures.caltech.

edu/II_15.html.

A. Blais, A. L. Grimsmo, S. M. Girvin, and A. Wallraff, “Circuit quantum electrodynamics”, Rev.
Mod. Phys., vol. 93, p. 025005, 2 May 2021. DOI: 10 . 1103 /RevModPhys . 93 . 025005 [Ounline].
Available: https://link.aps.org/doi/10.1103/RevModPhys.93.025005.

D. j. Griffiths, Introduction to quantum machanics. Pearson, 2014.

W. G. van der Wiel, S. De Franceschi, J. M. Elzerman, T. Fujisawa, S. Tarucha, and L. P. Kouwen-
hoven, “Electron transport through double quantum dots”, Rev. Mod. Phys., vol. 75, pp. 1-22, 1
Dec. 2002. DOI: [10.1103/RevModPhys.75. 1. [Online]. Available: https://link.aps.org/doi/10.
1103/RevModPhys.75.1.

C. J. van Diepen, P. T. Eendebak, B. T. Buijtendorp, et al., “Automated tuning of inter-dot
tunnel coupling in double quantum dots”, Applied Physics Letters, vol. 113, no. 3, p. 033101, 2018.
DOI: [10.1063/1.5031034. eprint: https://doi.org/10.1063/1.5031034. [Online]. Available:
https://doi.org/10.1063/1.5031034.

67


https://doi.org/10.1103/PhysRevA.69.042302
https://link.aps.org/doi/10.1103/PhysRevA.69.042302
https://doi.org/10.1038/npjqi.2016.32
https://doi.org/10.1038/npjqi.2016.32
https://doi.org/10.1126/science.aar4054
https://www.science.org/doi/pdf/10.1126/science.aar4054
https://www.science.org/doi/pdf/10.1126/science.aar4054
https://www.science.org/doi/abs/10.1126/science.aar4054
https://www.science.org/doi/abs/10.1126/science.aar4054
https://doi.org/10.1103/PhysRevLett.110.066802
https://doi.org/10.1103/PhysRevLett.110.066802
https://link.aps.org/doi/10.1103/PhysRevLett.110.066802
https://doi.org/10.1103/PhysRevB.100.075433
https://link.aps.org/doi/10.1103/PhysRevB.100.075433
https://www.feynmanlectures.caltech.edu/II_15.html
https://www.feynmanlectures.caltech.edu/II_15.html
https://doi.org/10.1103/RevModPhys.93.025005
https://link.aps.org/doi/10.1103/RevModPhys.93.025005
https://doi.org/10.1103/RevModPhys.75.1
https://link.aps.org/doi/10.1103/RevModPhys.75.1
https://link.aps.org/doi/10.1103/RevModPhys.75.1
https://doi.org/10.1063/1.5031034
https://doi.org/10.1063/1.5031034
https://doi.org/10.1063/1.5031034

[23] N. S. Lai, W. H. Lim, C. H. Yang, et al., “Pauli spin blockade in a highly tunable silicon double
quantum dot”, Scientific Reports, vol. 1, no. 1, 2011. DOI: |10.1038/srep00110.

[24] N. Samkharadze, G. Zheng, N. Kalhor, et al., “Strong spin-photon coupling in silicon”, Science,
vol. 359, no. 6380, pp. 1123-1127, 2018. DOI: |10 . 1126 /science . aar4054. [Online]. Available:

https://www.science.org/doi/abs/10.1126/science.aar4054.

[25] P.-Q. Jin, M. Marthaler, A. Shnirman, and G. Schon, “Strong coupling of spin qubits to a trans-
mission line resonator”, Phys. Rev. Lett., vol. 108, p. 190506, 19 May 2012. por: 10 . 1103/
PhysRevLett.108.190506. [Online]. Available: https://link.aps.org/doi/10.1103/PhysRevLett.
108.190506.

68


https://doi.org/10.1038/srep00110
https://doi.org/10.1126/science.aar4054
https://www.science.org/doi/abs/10.1126/science.aar4054
https://doi.org/10.1103/PhysRevLett.108.190506
https://doi.org/10.1103/PhysRevLett.108.190506
https://link.aps.org/doi/10.1103/PhysRevLett.108.190506
https://link.aps.org/doi/10.1103/PhysRevLett.108.190506

Appendix A

Experimental parameters

heoy.

In the work of [3] the bare resonator frequency fr = wgr/27 is given as ~ 6.9GHz. In the work on
spin-photon coupling of [14] it is given that fr ~ 6GHz. The bare resonator frequecy in energy is found
as h x 6GHz ~ 0.025meV when using that & x 1GHz ~ 6.6 - 10 *meV. Another experiment studying
vacuum Rabi splitting in a DQD coupled to a co-planar resonator has fr ~ 8.3GHz which amounts to
~ 0.034meV |[15].

th=nh

The hopping term, 2ty /h, is given for the double dots in [14] to lie in the interval of 7.8 — 14.6GHz. In
[3] the hopping strength is given as 2t;/h = 12.0GHz. This gives the hopping ¢, to be in the interval
of 0.015 — 0.03meV. In the experiment from Tokyo, t,/27 ~ 1.5GHz or only 6 - 10~%meV. ¢} could

experimentally be tuned around ~1

hfuin
g

An estimate on a modern strong charge-photon coupling is 200MHz. This is usually coupling to the

detuning and not the tunneling. This is ~ 8-10"#*meV or in terms of the resonator frequency ﬁ ~ 1/30.

In terms of these quantities the coupling could be said to be in the weak coupling regime. We have to

estimate the constant shift in h from the resonators to estimate h’ that is used in most of the thesis, but

the correction is on the order of g2.

U=4J

The Coulomb potential between adjacent quantum dots is proportional to the longitudinal field, J, of the
TFI. In the work of |16] the Coulomb potential, U/h, is estimated as up to 30GHz which would result in
J ~ 7.5GHz, again giving J ~ h ~ hwgr making the fine tuned regime not unreasonable. In the works of
[13] they state that inter-DQD capacitive couplings in GaAs DQD lie in the range of 25 — 125 peV which

would give J in the range of 12 — 31 peV much the same range as t, = h.
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Parameter symbol | value [ueV]
Bare resonator freq hwr 25 —-35
DQD-Resonator coupling g ~ 0.8
D@D tunnel coupling 6 —30
Inter-DQD potential U 25— 125
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Appendix B

Coherent states

B.1 Coherent states from displacement operator

The displacement operator is defined as:

D (a) = e —"a, (B.1)

eATB — eAeBefé[A’B], (B.2)
such that:
D(a) =e 2 v e (B.3)

Applying the displacement operator onto a vacuum state gives:

|

D(a)[0) = e'F"e24" o) (B.4)

012 o= Q"
=e 2 —|n), (B.5)
T; vn!
which is a normalized coherent state with eigenvalue a. We see that the coherent states are vacuum

states displaced by a.

To see why we call it a displacement operator we define a = /%5« € R. For a harmonic oscillator

a—al =iy/72-p, which gives:

D(a) = e P = T(x), (B.6)

and we recover the real space translation operator.

B.1.1 Displacement identity

Defining the two operators A = aa’ — a*a and B = Bal — 5*a we have:

D(a)D(B) = e?eB. (B.7)
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Since we have [A, B] = —2Im(a8*) € C we use the Zessenhaus expansion to get:

D(a)D(B) = eA+B e~ 3145

— Im(aB") glatBla—(a+p) e’

such that:
D(@)D(B) = ™5 D(a + ). (B.3)

Up to a phase two displacements, D(«) and D(f), are thus equal to the displacement D(« + ().

B.2 Generating coherent states from coupling classical and quan-
tum
A coherent state can be generated by a classical current [17]. A classical current density is given by:

j(r,t) (B.9)

An electromagnetic field is given by the vector potential A(r,t). A single quantized mode of the field is

given in the interaction picture by:

A(r,t) =é/ ToeV [aethr—iwt 4 glemihrtivt] (B.10)

Classical electromagnetic theory gives the interaction potential as:

V(t) = /j(r,t)A(r,t)dr (B.11)

Inserting the quantized field mode gives:

V(t) = /waov (aé- / j(r,t)e*rdre=t + afe . / j(r, t)ei’”dreiwt> (B.12)
h . _
_ a6 - i(k —iwt SFEL k iwt B.1
V 2ey (@30 )e™™ +ale 5 (k, 1)e) (B.13)

usin e Fourier transform r)etkrdr = . aying in the interaction picture we have a time
ing the Fourier transform [ f(r)e’*"dr = f(k). | Staying in the interaction pict h t

evolution operator that depends on time. For small time steps we get:

v (t)st
h

Ut + 6t,t) ~ e
B e—%ﬁﬁ([zé-j(k,t)e’w‘—o—&fé-j*(k,t)ci’“t)&

_ eu(t)af—(u*(t)a)at

D (u(t)dt), (B.14)

IThis is only true for static fields [18]
2Since the volume, V is only for the field we do not want to integrate over that volume but all of space and do not use

V for the Fourier transform.
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where we defined:

_ { h A ek Twt
u(t) = ?i”ZweoVe J (k,t)e™", (B.15)

and used the definition (B.1]). We apply these small time evolutions in a time ordered product to get the

time evolution over a finite time interval:
U(T,0) = lim T[] D(u(t;)ét), (B.16)

where the time t; = [0t. We use (B.8) to get the time ordered product of time evolutions:
T/6t
— Tig oi®
U(T,0) = lim e D(; u(t;)ot)
= D(a(T)), (B.17)
where the phase ® € C is the overall phase accumulated from adding the displacement according to (B.8§]).
The o is:

/5t

a(T) = lim Z u(t;)ot

5t—0

=0
T
R /0 u(t)dt, (B.18)

where the upper limit is 7" since the final time step t7 /5, = %(515 =T. If we let the state evolve from the

infinite past to the infinite future, we get:

a(oco, —00) — /_O:O u(t)dt

=——/ L /oo i*(k, t)e™™ tdt

RV 2weV _OCJ ’

——2,/ n é-j (k,w) = ak,w) (B.19)
T RV 2weV W= T '

Since it is now expanded in the plane wave basis [ f(r,t)e'*"~“!dtdr = f(k,w) we get the j*(k,w) in the

equation. We see that the time evolution operator is a displacement operator in the quantity «(T) that
depends on the current with an overall phase.

If we had an electromagnetic field (eg a superconducting resonator) in the vacuum state, we could
then turn on the classical current (eg a feedline) and evolve the vacuum state with the time-evolution

operator. From (B.5)) that results in the coherent state:
(1)) = U(T) [0)
_lam)? o= a™(T)
=e 2 n). B.20
nz:% N |m) (B.20)

Where we ignored the overall phase acquired from the displacement operators. We see that having an

electromagnetic field coupled to a classical current results in a time evolution operator that evolves the

vacuum state of the electromagnetic field into a coherent state.
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B 2
We also see that for the case of (B.19) (but also in general) we have that i = |a|? % We see
that the average photon number in the eletromagnetic field is proportional to the square of the classical

current density.
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Appendix C

Resonators and quantum dot

C.1 Classical circuits

How do we describe circuits when they are miniaturized and the signal wavelengths are on the order of

the system size?

C.1.1 Lumped elements model

When calculating currents, voltages ect in circuits one usually starts from a ”lumped element” model as

described in fig

Figure C.1: A simple "lumped element” model showing a voltage source and a resistor.

In the lumped circuit model one imagines the wires as having no resistance and that the resistance in
the circuit loop is concentrated in the resonator ”lump”. This is of course a simplification where the
spatially distributed circuit parameters (resistance, capacitance, ..) are described in a ”topology” of ”a
topology consisting of discrete entities that approximate the behavior of the distributed system under

certain assumptions” (Wikipedia). All mentions about distance and position in this circuit are ignored.

(0]



The lumped element model is valid when L. < A where L. is the circuits characteristic wavelength and
A is the operating wavelength, eg for a uniform current of A — co. When the spatial variations in the
signal can not be ignore, the lumped elements model breaks down and we have to go to the ”distributed

elements” model.

C.1.2 Distributed elements model

To consider spatial variations we take as an example the conventional co-axial cable consisting of a center

conductor and a ground conductor separated by a dielectric as described in figure

Z

Zy

Figure C.2: Schematic representation of co-axial cable

In this system we have an electric and magnetic field between the center conductor and ground plane
from the current. This is modeled as a capacitance between the two (there is an electric field in a
capacitor but no current) and a conductance in the center conductor (giving a magnetic field). There is
also a resistance in the system that we imagine as a resistance in the center conductor. There are certain
boundary conditions we have to think about at the ends. To simplify this example we imagine the co-axial
cable being made perfectly such that capacitance, resistance and inductance are evenly distributed in the
system. An example of a distributed model of such a system is a lossy transmission line described by a

telegrapher’s type equation as seen in figure

Rdx Ldx

Gdx = Cdx

o 0

Figure C.3: Local element of a lossy transmission line.

Here we model the transmission line as /N connected local lumped element models where the resistance
is Rdx, de = L/N such that the total resistance is R x L. The same for the rest of the components.
But taking the limit of N — oo with L constant we get to an integral from Kirchoff’s equations that we

can solve for the signal and thus have an equation that includes spatial variations. The solution then
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naturally depends on the boundary conditions, whether for example the center conductor is capacitatively

coupled or grounded in the ends.

C.2 Strip line or \/2 resonators

In circuit QED, microwave resonators are superconducting 2D strips with a microwave field confined in
the plane. The boundary conditions set on this plane lead to the discretization of the electromagnetic
into distinct harmonic modes where each mode can be thought of as an independent harmonic oscillator.
In the 2D superconducting strip resonator the modes are actual charge waves from the dissipation-less

plasma waves [19)].

0 10 20 30
Frequency (GHz)

Figure C.4: Strip line resonator. A center conductor of length d and width w that is capacitively coupled
to and input and output port for signals. The center conductor is separated from a ground by a distance
s such that the resonator can be compared to a classical ”squashed” coaxial cable. Figure (b) shows
the electric and magnetic fields that are modelled as the capacitances and inductances in the distributed

component model.

In figure[C.4] we see that the resonator can be thought of as a ”squashed” conventional co-axial cable where,
just like in the co-axial cable, the F and B-fields are confined to a region between the center conductor and
ground plane. The dimensions of the center conductor, dielectric substrate (that everything is deposited
on), and gaps are chosen such that the field(s) are concentrated between the center conductor and ground
plane.

We consider a resonator of length d = lem with a signal in the microwave regime. This means that
we have A =~ d and we need to consider spatial variations of the electric and magnetic field, as illustrated

in figure [C.4] To do so we consider the following classical distributed element model:
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Figure C.5: Distributed element model of superconducting strip line resonator

In the model there is no resistances since we imagine having a superconducting center conductor (thus the
charges are cooper pairs with charge 2¢). To solve a system like this we want to write down a Hamiltonian
in terms of some conjugate variables. We follow the approach of . The energy of a capacitor is:

Q2

Fo=—
C 20"

(C.1)

where Q is the charge on the capacitor and C is the capacitance. The energy of the inductor (thought of
as circular loop) is given by E; = % Using the relationship between the magnetic flux and current in a
loop we have that ® = IL, using this we get the energy of the conductor in terms of the magnetic flux
d as:

@2

Er=—
I 2L7

(C.2)

where L is the inductance . We then enforce charge conservation at each node such that Q,(t) =
fioo I,(t)dt’, with I, the current through node n. From Faraday’s law we get the relationship between
voltage and flux as ® f V. (t")dt', with V,, the voltage to ground at node n, where it is assumed

that the charge and flux is zero at the infinite past. We can then rewrite:

ath (t) = Catgq)n (t)
= Qn(t) = COD,(2). (C.3)

We now imagine the energy of the capacitor as the kinetic energy since it depends on the time derivative
of the flux (We could have also defined it in terms of the charge variable). We can now write down the

Lagrangian:

L@, d] = Z{(’;%Q W}, (C.4)

n=0
where ®,,11 — ¥, is the flux difference between node n + 1 and n which is then the flux in the inductor.

We can then find the conjugate momentum to the flux coordinate as:

oL
6d,
= Co®, = Qn(t), (C.5)

Ty =

where we found that the charge and flux at each node are conjugate variables. This gives a very physical

picture since the inductor converts charge to flux so they are intuitively conjugate variables. We can now
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write down the classical Hamiltonian for the distributed elements circuit in figure in terms of the

conjugate variables ®,, and m,, = @, at each node:

N-1
H = T ®n — L
n=0
N-1 2 2
(I)n — (I)n
- {n + (H)} ) (C.6)
o 2Cy 2Ly

We now want to get a continuous model, so we let the voltage and charge at each node be fields over x
such that Q,, = Q(z,)dz and ®,, = ®(z,,), where Q(x) is the charge density ¢’(z) at position z. We then
also need to take Cy = cdx and Ly = ldz, where [ and ¢ are now inductance and capacitance per unit
length (L/d and C/d, since we assumed uniform system) such that integrating from 0 to d gives the total
capacitance and inductance. Lastly we also get 7(z,) = Q(x,) = c¢®(z,). We can then expand the flux

field in a Taylor expansion:
O(xp1) = Bz, + 02) = O(2,) + 0, P (2,02 + O(622). (C.7)

Inserting into the Hamiltonian and remembering we are taking a limit of N — oo we have:

2(xy) 8@3:”2
. Z{Q ( )1}536

—>/ { (z) aq;(l:c)] }dm. (C.8)

By using Hamilton’s equations:

orn(x) oH
—_— - 5 Cog
ot 0P (x) (C.9)
along with integration by parts:
d J d
/ 0,0 (2)]? dir = [B(2)02®(x)]* — / ()92 (2)dx, (C.10)
0 0
we get the equations of motion for the flux:
0
Fa(:v) = c0?®(z,1t)
= l82<I>(x t)
P
which gives the equation for the field:
V2020 (z,t) — 02®(x,t) =0 (C.11)
x ’ t 9 )
where v = ﬁ ‘We assume separable solutions such that:

= Z wi () D5 (t), (C.12)
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we get that 02®;(t) = —w2,®;(¢) and v20%u,(z) = —w2,u;(z). We then solve the spatial part with:

u;(z) = A; cos(kix + 6;). (C.13)

The boundary conditions were such that the resonator is capacitively coupled in both ends giving that
the current I(z = 0,d) = 0. The charge at node n was described by Q,, = ffoo I(t")dt" and we then got

the continuous charge density Q(z) = d.q(x) giving us the charge conservation again like:

Qla,t) = /t OL(x,t) (C.14)

oo Oz

such that I'(z,t) = Q(z,t) = c0?®(x,t). From the equation of motion we then get the following equation

for the current:
OpI(x,t) =cO?®(x,t)
=cv?020(x, )
= I(z,t) :2%8:,0@(:13715). (C.15)
Inserting the boundary points we get:
uxzmdy:%&wmuﬂdzo, (C.16)
giving us for all eigenmodes of the system that:

sin(knz + 0)|3=0,0 =0

ém:gn (C.17)

From requiring normalized spatial modes we get:
1 /d
p / Ay, cos(knx) Ay, cos(kmz)dr = 0pm
0

= A, = /12 (C.18)
From the equation v20%u, (z) = —w2u,(z) we get that w,, = vk,. We can then write the solution to the

classical system as:

D(x,t) = Z Un ()P, (1)

1

V2

By using that @ and ® are conjugate variables we see that:

Z cos(knx) cos(vknt). (C.19)

Qx,t) = cd)(x, t)

= - Z 1 cos(knx)wy, sin(wy,t)
V2
=3 @)@ (C:20)
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At this point we are in position to answer the question of how the voltage and current looks. From

Faraday’s law we had that 0;®(x,t) = V(x,t) such that:

V(z,t) = Z wy, co8(knx) sin(vkyt)

1
V2
1
= EQ(xa t)v (021)
which intuitively we think of the charge density @ times d, coming from ¢ = C/d, such that it actually

just says that voltage is the charge divided by the capacitance. For the current we had from (C.15):

11
203

and we see that for all modes we have that when the current is maximum in time or position, the voltage

I(z,t) = Z kn sin(k,x) cos(vknt), (C.22)

will be lowest and vice versa. Generally the voltage will be largest at each end of the resonator where
cos kpx|z=0,4 = 1. If we insert the solution back in to the Hamiltonian and use that the spatial functions

are orthogonal, and Q = ¢8,® = Q,, = ¢®,, from multiplying each side with un(x) and integrating we

dQ? dk2?
H — 3 n 3
;{ 2c + 21 }

B Z (dQn)? n dw?2cl®?
B 20 21

_ Z {qTQL + 1(\/§wn)20@3} , (C.23)

get:

where the charge density eigenmode, @), has been redefined to the charge eigenmode dQ, = g¢,, the
length of the resonator times the charge density mode. Promoting ¢,, and ®,, to non-commuting quantum

operators we define the raising and lowering operator a,, and a], (that should depend on time):

h A h 1
Y T N T
qn = \/;wnC (an + an) R P, = z\/g2 = (an an) s (C.24)

where [a,, al,] = 6,.m. That gives the Harmonic oscillator with:

H=> hw, <aLan + ;) . (C.25)

We could have just as easily chosen:

s h 1 7
=1\/5 ; i = iy = t
b, \/;2wn0 (al, + an), dn z\/;wnC (al, —an) , (C.26)

and this changes whether the voltage operator is given by a! + a or af — a since Vn(x) = up(x)gn/C.

C.3 Quantum dots and resonators

In semiconductors, quantum dots can be made by depleting a 2DEG such that the electrons get localized

to a confined space. From figure we imagine closing of the barrier defined by gate 1 and 3 to have an
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”isolated” DQD. By adjusting how negative gate 2 is we adjust the depletion of the space between the

two dots and thus we can adjust the interdot hopping.

Figure C.6: SEM micrograph of a double dot defined by metallic gates (light gray areas). Metal gates
are deposited on top of a GaAs/AlGaAs heterostructure with a 2DEG 100 nm below the surface (van
der Vaart et al., 1995). Applying a negative voltage to all gates depletes the 2DEG underneath them
and forms two quantum dots. Current can flow from the large electron reservoir on the left via the three
tunnel barriers induced by the gate pairs 1-F, 2-F, and 3-F to the reservoir on the right. The transmission

of each tunnel barrier can be controlled individually by the voltage on gates 1, 2, or 3.

Other examples of devices:
Many dot array where many barriers adjust tunneling between the dots .
Plunger gates and barrier gates .

C.3.1 Coupling a resonator to a double quantum dot

When coupling a resonator to a double quantum double dot we do it by using the voltage in the resonator
to adjust the electro-chemical potenatial on the electro-statically defined dot through gates. In figure[C.7]
the strip line resonator is coupled in the end (where the voltage of the lowest energy eigenmode is the

largest, (C.21) to plunger gates that adjust the detuning of the double quantum dot.
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Figure C.7: SEM image of a driven resonator coupled capacitively to a double quantum dot. The strip
line resonator is capacitively coupled in the ends to a classical feed line as shown in figure b where the
ground plane is also seen. The coupling to the quantum double dot is from capacitively adjusting the

electro-chemical potential.

A way to define the double quantum dots is with the help of a barrier gate that adjust the electro-
statically defined barrier between the dots. This is seen in where the barrier gate is used to adjust
tn, the hopping constant, between 8 to 15 GHz. The setup is show in figure In panel B in the top a
classical feedline is used to drive a hanger style resonator that is connected to the gates colored blue and
red in panel C. Along with that the plunger gates RP and LP are used to adjust the chemical potentials

in the dots and create a detuning.
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Figure C.8: Setup of hanger style resonator coupled to detuning of DQD

C.3.2 Coupling to the barrier

The proposition to couple the hopping is based on the idea that instead of coupling the gates capacitively
to the resonator, such that they adjust the chemical potentials, the gate(s) are placed on top of barrier
between the dots. The plunger gates are still used to adjust the dot chemical potentials, and the barrier
gate and the resonator adjust the barrier between the dots and thus couple to the hopping constant.
Coupling a resonator to the tunnel barrier has been proposed similarly in where the resonator

couples such that it adjusts the barrier. This is illustrated in figure

Figure C.9: A qubit formed in a double quantum dot, each dot containing one electron, is placed at a
maximum of the electric field inside a superconducting transmission line resonator. The resonator electric

field couples to the interdot tunnel gate T, which modifies the tunnel barrier height.
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Appendix D

Green’s functions

This section gives and overview of the use of Green’s functions in many-body quantum physics|11].
Initially we work with the second quantization operator formalism where state vectors live in a Fock-
space. The operators commute or anti-commute depending on their statistics. The retarded Green’s

function for a many-body system is defined as:
GR(rtyr ') = —if(t — ') ([¥(a, t), Ui (2, 1)), (D.1)

where the average is the thermal average and the commutator depends on the statistics. We can insert

a complete set in a general a-basis and get:
GR(a,t;b,t') = —if(t — t') <[ea(t), ag(t')p . (D.2)

When the Hamiltonian is quadratic, the eigenbasis can be used to show that (D.2)) is equal to —if(t —
t') (n] e~ =) |n/) and we therefore regard it as a propagator. We also define the lesser and greater

Green’s functions:

G (z,t;2! ) = —i (U(z, )0 (2! 1)), (D.3)

G<(z, t; 2 ') = —i (U (2, )W (2, t')) . (D.4)

The lesser and greater Green’s functions have an interpretation of inserting either a hole or a particle
at some position and time and then removing them again at another time and position to see how the

system changed.

D.1 Single particle Green’s functions

Why are these single particle Green’s functions interesting? One reason is that they are used in linear
response theory to understand how a system reacts to a perturbation. Another reason is that they reveal

properties about the spectrum or the density of states of the system. A way to study the properties of

85



Green’s functions is with the Lehmann representation, where a complete set of eigenvectors are inserted
and the thermal average is taken over the eigenvectors too. In a general basis we would have for a time-
independent Hamiltonian, that the retarded Green’s function between the same state at different times

is given in the frequency domain by:

(nl calm) (m|cln) , _gp —BE
GE BEn BEm D5
e Zzw+zn+E — B, (c te ). (D-5)

and we see that in the case of n — 0, the poles of the retarded Green’s function reveal the spectrum of
the system. This is seen since w = E,,, — E,, will result in a pole. Here n, m correspond to eigenstates of
the full Hamiltonian.

Another interesting quantity is the spectral function which reveals the density of states of the system.

It is defined as:
Ala,w) = —2ImG(a,w), (D.6)
and it can be shown that:

<clca> :[ Z—:A(a wing(w), (D.7)

meaning that the spectral function reveals how well the excitation |a) corresponds to a free non-interacting
state of the system. If |a) corresponds to an eigenmode of the system then A(a,w) would just project

down onto np(E,) such that A(a,w) = 27é(w — E,), with E, and eigenenergy.

D.2 Imaginary time Green’s functions

Introducing the Matsubara imaginary time is a powerful way of calculating correlation functions. With
the imaginary time 7 we have for time independent Hamiltonians that a(7) = eAmae=7. The i imaginary

time correlation function is defined as:

Cap(r,7') = —(T-A(T)B(1")), (D.8)
and it can be shown from the cyclic property of the trace that Cap(r,7") = Cap(r — 7/). T, is the
imaginary time ordering operator which orders the operators in imaginary time. One of the reasons why
it is so powerful is that it allows perturbation theory and the retarded correlation function can be found
with an analytic continuation. A Fourier transformation shows that C¥5(w) = Cap(iw, — w+in) where
7 is a positive number. The single particle Green’s functions that we are interested in are then defined

Gla,m3b,7') = —(Trea(T)e} (1)), (D.9)

and again GF(ab,w) = G(ab,iw, — w + in).
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D.3 Green’s functions from path integrals

Moving away from the operator formalism and to the coherent state path integral formalism[10] we can

describe the partition function, Z of the system with the functional path integral:

Z= /D[w]e—s[wl, (D.10)

where 9 is a quantum field that depends on some quantum number and the imaginary time 7, or when

Fourier transformed, the Matsubara frequency iw,. The action has the form of:

B
Sl 9] = /0 dr [5(0, — ) + H, )] (D.11)

where 1 can depend on 7 and some other quantum number. Naturally the partition function is of interest
in statistical mechanics since it reveals the thermodynamic properties of the system. We can calculate
the free energy F' = —kgT In Z which is easily found for a quadratic action, S.

The path integral can also reveal microscopic properties of the system. If the action can be written

on quadratic form with complex vectors (5:
S =¢ig 14, (D.12)
then it becomes easy to find expectation values with the use of Wick’s theorem, which states that:
(¢70m) = Gn,m> (D.13)

where ¢,, is a quantum field. These averages are useful for calculating response functions or Green’s

functions.
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Appendix E

Integrating out the resonators

Starting from the action for the bosons and their interaction with the fermions (3.16) and (3.11):

_ 9gVBN

=75

(5 00) + 304 (i ) g — = > [buow ol e, (1)

where the k’s again represent fermionic two vectors with the wavenumber and Matsubara frequency. We

rewrite the interaction by shifting & = g + k¥’ and summing over the bosonic ¢:
g * n
Sint = ————= * . E.2
- m%[%m o) Varrtn (E.2)
We define the bosonic density operator from the fermion fields:
Pq = Zqﬁqﬂcﬂ% (E.3)
k
We will use that:
Pq = Zd—)kwtﬂrk
k
(k = If, — q) = Z”l[}k/quk/
k/

= pP—q- (E.4)

The action can be rewritten in terms of the density fields:
g _ g * =
Sint = =A== > Pady — o 2 Lgp
ArThn e T

g _ g * =
776]\[ ;Pqéﬁq — 4%5]\], ;d)ql’*q

g . g
——= > Piba— e D Paba- (E.5)
VBN 4T BN A T

Since the g-space is discrete we represent the fields as vectors and write the action in terms of vector

products:

o 5 b - 5
S =316+ (BL; - p> G+ =i <BN; - p) : (E-6)
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The path integral is Gaussian and can be evaluated[10]:
Z:/DW@%W@)
= (det gal) - efg% (BNETLI—PT)GO (ﬁN%q_p)
= (dot gy t) " AR (Y E ) (0N ). (€1)

We multiply out the exponent:

2 ] 0,
v (p* - ﬂN;) Go <p - BN2">

2
g _ ’ - ’ 561/ 5q / 2 \72 5II ’ 511’
= _ r— BN —— — BN= N*“—= — E.
o g [pqgo(q,q ) — BNyGola,4') = — BN Go(a:4')pq + B*N* ' Gola. ¢') (E-8)
We use that the free Green’s function is diagonal in g-space Go(q,q’) = ﬂjﬁ such that the first term
becomes:
—ﬁﬂﬂ:ZZmdw—L—ww
—Wy, + WR +e Wi + WR +a
4,9 kk' q
=3 kgt m%/%- (E.9)
kk g
We make the action symmetric in g:
= Z Z Vhr g 1 %bk/i/)k + - Z Z Vrr - qVn— qm?ﬁkwk/
k K q k K q
1 1
I3 ¢k+q¢k'q( - Jeen
— WR Wy + WR
k,E" q
=>> 7/’k+q7/’k’—q ) AL (E.10)
kk g
The second and third term becomes:
_BN Z { /7_615%1’5(1’ + 5'q5q,q//’q/ }
2 pop —iWm + WR —lWm + wWpr
N
__BN { 4 o ]
2 WR WR
ﬁN
= , E.11
" zkjwwk (E-11)
where we used that po = po =, . The last term becomes a constant:
6 5, B2N?
2772 9%  9q
N“—= = E.12
ﬁ QQO(qaq) 9 4WR ’ ( )
which is just a constant we can ignore when looking at the fermions. We then have that:
z= [D[dd]exn(5)
2 2 i 7ﬂ b b b !’ WR = ’ o
(v 1) o D[R B Bt e (E.13)
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Adding the free fermionic action for the Jordan-Wigner fermions ([3.58)), results in the effective action for

the fermions:

2
Setf = Z{wk (—iwn + 2h + j—R — 2J cos k) Yy +iJ sink (@_kzﬂk + 1/)—k¢le)

k

92 - - WR
_ 6—[/ Z wk+q'¢/}k’q(iwm2_w%¢k1¢k}. (E.14)

q,k’

2
The effect of the bosons in equillibrium is to shift the transverse field by §—, similar to what was found
in (3.90), and introducing a quartic interaction term. The sign of the interaction vertex depends on the
sign of the denominator (iw,,)? — w12%- The interaction can thus change between being attractive and

repulsive.
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Appendix F

Analytic continuation of II,(iwy,)

We now want to do an analytical continuation of the imaginary time Green’s function, II,(iw,), to find
the retarded Green’s function. Since we want the retarded Green’s function which shares poles with the
Matsubara Green’s function in the upper half of the complex plane, we continue such that iw, — w + 7.
We will calculate the real and imaginary part of this function. To do this we notice that all the Fermi-
functions are real, just like f(k, q).

We therefore want to explore the real and imaginary parts of terms on form (suppressing the sub-
scripts):

fletetw=Lin
&2 — (et wdin)?’

(F.1)

since all the denominators are on this form after the analytical continuation. To break it up into real and

imaginary parts, we want to calculate:

o fletetwtin € —(etwTin)?
I EN) = S ety &~ (ctwr )’ (F.2)

First we find the nominator:
(fle+etwtin) (52 - (eiw)2+n2i2in(eiw))
=(fle+tetw) (&€ —(etw)+n?) —2n(etw)Lin (& + (et w)’ +2f/e(etw)+7n°). (F.3)

Next the denominator:

(€ — (exw=xin)?) (£ — (e L wxin)?) = (€= (etw)*+ 772)2 + 4(e £ w)n? (F4)

From this we then find the real part as:

(fle+etw) (2= (etw)?+n?) —2n?(e+w)
(€ = (e+w)? +12)" + 4(e £ w)?n? '

We now want to take the limit 7 — 0 since we can choose 1 as close to zero as we want as long as w + in

Re[g(tw £+ in)] = (F.5)

is in the upper half of the complex plane.
fle+etw

}]ii% Re[g(w +in)] = el (F.6)
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Now for the imaginary part we find that:

, £+ (e w) +2f/e(e £w) + 77
Im w1 =+ . F.7
e = 2w + 1)+ Ae L)y &)

Again taking the limit we can neglect the last term in the nominator and get:

n
(€2 — (£ w)?)* +d(e £ w)n?
£+ (e£w)? +2f/e(e £ w) n

4e:tw2 £2—(etw)? 2 :
( ) ( 2(£iw))) +°

=+ (€ + (exw)® +2f/e(e £w))

(F.8)

The imaginary part now resembles a Lorentzian and we use that lim, o " = 7é(z), such that:

+77

(w2 tw), (52 " “i“)Z) , (F.9)

4(e + w)? €t+w)

S(x—oay
I Otk| ’
to the smooth function g(x) in the domain that g(z) is defined on. The roots in our case are ¢ +w = +£.

then using the delta function in composition with a function dg(x)) =3, where «y, is a root

Differentiating the argument of the delta function, under the assumption that ¢ in € or € does not depend

on w, we get:

R
PICE) etw=—te 2(e Fw)? o=t
=1, (F.10)
and we get:
T ; ﬁ _f I _
mg(iwim)]%iQ 1 = Swxe+§&)+ 1—|—65 Swte—¢)|. (F.11)

With this in mind we can immediately write down the real part of II, by simply taking iw, — w:

49° Tk, q) + & (§k — w) np (k)
Rell,(w) = 7 Z{ - €2~ (& —w)? €
fk,q) + &k (& + w) np(—Ek)
&y~ (& +w)? &k
Sk @) + Sh—q (Sk—q + W) NP (Er—qg)
51% = (§r—q tw)? Ek—q

£k 9) + g (Shmg = ) nr(=Ek—0) }

k

+

_|_

2 (G w)? s (F.12)

We can reduce this by first shifting the the third and fourth term by k¥ — ¢ — k and using f(¢ — k,q) =
fk.q):

f(k,q) f(’wz)
4g < fk) + & — + & +w
Rell tanh =— + . F.13
eMolw) =7 Zk et <5k_q<§k W) sk_q%skw) .

Thttps://en.wikipedia.org/wiki/Dirac_delta_function#Composition_with_a_function
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The poles lie in {& + &r—g, =&k — Ek—q &k — Ek—qs &k + Ek—q}- The imaginary part we find as:
2 i -
e o (-G8 e £52)

+0(w — & — &k—q) (r(E) —nr(—Er—q)

+6(w + &k + §k—q) (nF(=E&k) —nr(r—q)) (1 -

ree’)
(¢

gkfk q >

oo 14 £58) s (- S

In the last line we can let the dummy index k — —k 4 ¢ and use that f(—k + ¢,q) = f(k, q) such that

we get:
Tl () = 2mg? Z{ w— &+ E_q) (tanh€ (1 + g:ng) N tanh% (1 - g]f?zfi))
+0(w = &k = &r—q) (PP (Ek) — nr(—Ek—g)) (1 * gk(?k’i]))
+0(w + &k + Er—q) (R (k) — 1 (Ek—q)) <1 N glc(fl;Q)) }’ Y

where it was used that np(—x) —np(x) = tanh 5. We can look at the imaginary part in a few regimes.
For T — oo when np — % and tanh 7 — 0 we have the imaginary part goes to zero. For w > 0 and
T — 0 we see that only the first and second term should contribute since & > 0.

We look at (% — 1). We can show that ’% < 1. To do so we start by defining o =
(2h — 2J cos k) and S, = 2Jsink to make notation easier. That gives that & = /a3 + 57 and f(k,q)

opag—q — BBk — q. Then we have:

mef: (kk—q)* + (BrBr-q)* = 2(h—g) (BrBr—q)
Erél—q (k—q)? + (BiBr—q)? + (akBr—q)? + (Brak—q)*
N (f(ka ‘1))2 - (Br—q)* + (Brar—q)* + 2(k Br—g) (Brak—q)
fkgqu (Oéi + 5]%)(04%,(1 + Blzfq)
(o Br—q + Brtk—q)?

— 0
I+ A+ P )

<1, (F.16)

f(k,q)
- Ek€l—q

where in the second equality we used that both nominator and denominator are squared. We thus know

¥

Resolving the delta functions analytically is not possible in general due to the elliptical functions.
The roots to an argument like w + &, + &, will be denoted kg *(w) owing to the two plus signs and the

resulting root being a function of the frequency. Assuming that we can find all the roots numerically or
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with some approximation or limit, we can resolve the delta functions:

S(k — k™)
S(w+ &k £&k—g) = :
I % |0 (&k & &h—q) iz
L Ok — k5 ™) (F.17)
hJ Tt sin kari + Sin(k;ri—q)
ko E Eett g
0 0
Following this recipe we go to continuum limit and rewrite (F.15]) as:
Shgt fUg o) St flg )
9 tanh —%= 1+ # —tanh —%— (1 — #
g e kot Sho T g
Imll, (w) = i > T —
ot sinkg ™ sin(kg " —q)
0 §k5+ fko__'—*q
nF(SkO——) - nF(_gkO__—q) 1 flko ~,q)
eyl L (s
k= s 0 + Sin 0 —q kO kO —q
° - Ek**—q
0 0
np(=&+) = np(§pr+_,) kTt
+Z ko kg q 1_ f( 0 aQ) ] (FIS)
s sinkg Tt + sin(kg T —q) fk;(‘]*"*’ é-,lgg""_q
0 Kt §k0++7q

And the problem is boiled down to finding the roots of the arguments of the delta functions.

Spectral function

We start by finding the imaginary part of the retarded Green’s function (3.134)). Before we can do that
we split up I1%(g,w) into the real and imaginary part I1%(q,w) = I + iII” where the ¢,w is implied:

w~+wg + 2IT" + i (n + 211")
w? + dwpll + idwpll” — (w + in)?
w+wg + 21" +14 (n + 211") w+wg + 21" — i (n + 2I1")
- wi + Awpll + idwpll” — (w + in)? a w? + Awpll! — idwgIl” — (w — in)?
= w’ (F.19)
©)

where we now find (),2),3). We will expand (w + in)? = w? — 2iwn implying that n < 1:

2¢Im

@ = ([wh + 4wrll' — w?] + i [AwpIl” — 2wn)]) ([w} + 4wrIl — w?] — i [dwgIT" — 2wn))

= (w? + 4wgTl’ — w?)? + (dwpll" — 2wn)” . (F.20)
Then for the nominators:

@D = (w+wpg + 2] +i[n+ 210"]) ([wh + dwpll’ — w?] — i [dwgIl” — 2wn)])
= (w+wp +2IT') (W§ + dwpll’ — w?) + (n+ 211") (4dwrIl” — 2wn)

+i ([n+ 211" [wh + dwpll’ — w?] — [w + wr + 2I1'] [4wgrIl"” — 2wn)]) (F.21)
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and likewise:
@ = (w+wpg + 2] —i[n+ 210"]) ([wk + dwpll’ — w?] + i [dwgll” — 2wn))
= (w+ wpg + 21T') (w% + 4wgll’ — wz) + (n+211") (dwrll” — 2wn)
— i ([n+201"] [w} + dwpll’ — w?] — [w + wg + 20T'] [dwgrl” — 2wn)]) (F.22)

and we find:

[n+ 211"] [w, + dwpll’ — w?] — [w + wg + 2IT] [dwgIl” — 2wn)]

2i1ImGE(q,w) = —2i , F.23

(@) (W2 + dwpll! — w?)® 4 (dwpll” — 2wn)? (F-23)

and we now get the result:
Aé(Q7w) = —QIH’IG?(q,(JJ)
L In+210”] [wh + dwpll’ — w?] — (w4 wg + 2IT] [4dwgIl” — 2wn)
(W2 + 4wrll' — w?)? + (4wgll” — 2wn)?
2
4 I'n—2 7

(w} + Awpll — w2)2 + (dwglIl” — 2wn)
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