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A B S T R A C T

Representations learning of quantum systems is an important and challenging task at the interface of

machine learning and quantum physics that has attracted increasing attention in recent years. Training

unsupervised machine learning models to learn features that best describe data generated in a quantum

physical process without human intervention can uncover novel representations of such data and

provide us with valuable insights into how computers learn to efficiently describe quantum physical

systems. In this work, we examine a deep generative model of quantum states where a variational

autoencoder is trained on density matrices generated by a 2-qubit quantum circuit. The quantum

states are parameterized by a single parameter and differ only in their entanglement properties. In

a series of computational experiments, we investigate the learned representation of the model and

its internal understanding of the data. We show that the model learns an interpretable representation

of quantum states and is able to identify the relationship between the generative parameter and

entanglement properties of density matrices. In particular, we find that the latent representation is

based on the extraction of information corresponding to the entanglement spectrum. Thus, we are able

to interpret how the model structures its latent space and find patterns that we can explain in terms of

quantum physics. The results show how we can use and understand the internal representations of

deep generative models in a complex scientific domain. The insights from this study represent a step

toward interpretable machine learning of quantum states and can be applied to other physical systems.
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1

I N T R O D U C T I O N

1.1 C O N T E X T

Over the past decade, deep neural networks have revolutionized machine learning research. While

manual feature engineering with specific domain expertise used to be required for performant models,

novel powerful unsupervised representation learning algorithms have proven to be very successful in

automatically extracting meaningful features from data. [1] This raises the question of what kind of

internal representation the model learns and what features it considers important. Investigating this

can be a difficult task: The complexity of deep neural networks makes the internal representation

itself complex and often impossible for humans to interpret. In recent years, however, methods have

been developed that are particularly well suited for learning meaningful internal representations. The

model we focus on in this thesis is the variational autoencoder (VAE), as introduced in Kingma et al.

(2013) [2]. Originally intended as a generative model for images, this architecture has shown that it is

capable of extracting and representing generative factors, which can be considered dominant features,

from a highly complex feature space in a human interpretable manner. For example, if a VAE is fed

images of faces, it can automatically learn to encode the smile, hair color, or eye color in separate

internal variables. With such a representation, we can vary each internal variable and observe the

effects on the output, allowing us to analyze what types of features the model has learned.

1



1.2 M OT I VAT I O N 2

1.2 M OT I VAT I O N

In general, the state of a complex quantum physical system |ψ(X)〉 is a function of one or multiple

parameters x ∈ X. Varying such parameters influences the observable measurement outcomes of the

system by generating states with specific physical features. An example would be how varying the

external magnetic field in the transverse-field Ising model changes the measurement outcome of spins

σz. Analyzing the relation between system and generative parameter with conventional dimensionality

reduction methods usually results to an uninterpretable representation and does not derive complex

concepts directly from the data. Efficient modeling of generative factors with a machine learning

approach could generalize the learning of a complex quantum physical system through compositions

of simpler abstractions. This will allow us to better understand the internal structure of data generated

in quantum processes, explore novel compact representations of such data, and gain insight into the

internal representation of quantum systems of an artificial intelligence (AI).

The machine learning model of interest in this study is the variational autoencoder [2], which has

been extensively researched in many fields such as computer vision [3–5], natural language processing

[6–8], and medical sciences [9–11]. In this unsupervised learning approach, we model data and form

representations without explicit goals or direct assumptions about the underlying generative processes.

The general technique is to use variational inference to learn a low-dimensional representation of data

under certain constraints and regularizations.

The goal of this thesis is to apply this promising approach to complex data generated in quantum

physical processes and explore the learned low-dimensional (latent) representation. By creating a

data set with known generative factors and using methods such as β-VAE [12] to explore the internal

learned latent representation, we gain insights into how machine learning models efficiently compress

this type of data. The ultimate goal would be to discover a meaningful latent representation that would

help us bridge the gap between representation learning and quantum physics.
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With this idea in mind, we can formulate a simple use case: Take a set of quantum states that differ

only in their quantum mechanical properties, such as entanglement. By training the unsupervised

machine learning model on this data set, we obtain a latent representation for each state. Interpreting

this learned representation gives us insight into how an unsupervised AI has learned to distinguish

between the different quantum states and what kinds of quantities it has learned to extract from them.

Below we propose some guiding questions that represent the interest in this work and that have guided

us throughout the project:

• What is a good neural network architecture for learning quantum states?

• Are machine learning algorithms originally intended for image processing capable of learning

to reconstruct quantum states correctly?

• What property of the quantum state data is the most amenable to a machine learning model?

• What data format of quantum states should we use as input to our model?

• Does a latent representation for quantum states exist and would it be human interpretable?

To date, VAEs (and other generative models) have been successfully used in various fields of physics.

This includes state compression endeavors as in Rocchetto et al. (2018) [13], the study of phase

transitions in Wetzel et al. (2017) [14], anomaly detection in particle physics experiments in Pol et al.

(2019) [15], and geochemical pattern recognition in Xiong et al. (2022) [16]

There are several aspects that differentiate this thesis from previous studies: The system in Section

6 has not been subject to representation learning studies before. The formulation of the input data

as density matrices differs from previous studies, which predominantly used state measurements. In

addition, a novel constraint layer was introduced to the neural network architecture. Finally, a strong

focus is placed on the interpretation of the learned latent representation, whereas previous studies

often neglected this aspect and focused on the reconstruction process of the model, which does not

fully exploit the potential of the information provided by the VAE.
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1.3 T H E S I S O U T L I N E

In the following, the structure of this thesis is detailed. The first chapter serves as an introduction to

the topic of generative models in physics and motivates the chosen approach. In the second chapter,

we present some preliminary information needed to understand the machine learning background. In

the third chapter, we introduce several generative models of interest and gain an intuition for their

hyperparameters. In the fourth chapter, we discuss the data set, model architecture, and learned

representation of the MNIST database. We use this example unrelated to physics to gain a general

understanding of how to interpret the results of a VAE. In the subsequent fifth chapter, we discuss

the data set, model architecture, and learned representation of the Ising model. Applying a VAE to

this simple classical system will help us understand how unsupervised machine learning methods

are able to extract physically meaningful quantities from data. In the sixth chapter, we discuss the

data set, model architecture, and learned representation of quantum states, which is the main merit of

this thesis. Finally, in the last two chapters, we conclude and provide an overview of future research

endeavors that build on the results of this work.



2

B A C K G R O U N D

In this chapter, we introduce important principles and formalisms of machine learning, as they will

be frequently used throughout the thesis. As an addition to the general introduction, an overview of

important vocabulary is presented in Appendix 9.1 and 9.2.

2.1 U N S U P E RV I S E D M AC H I N E L E A R N I N G

Unsupervised learning refers to algorithms that learn patterns from unlabeled data. [17] We do not

explicitly assign labels or imply direct assumptions about the generative processes underlying the

data, so a given machine learning model must independently recognize important features and form

internal representations. Without human intervention, these algorithms have the ability to discover

hidden patterns or data groupings. Suppose we are given a set of observations x. In an unsupervised

learning approach, the machine learning model attempts to learn the probability distribution P(x) that

generated the data, or some interesting features of that distribution.

Unsupervised learning algorithms are a well-established topic in computer science and have appli-

cations in a variety of fields. Two of the most important use cases are: clustering and dimensionality

reduction. In the following, we will briefly explain the ideas underlying each method.

5



2.1 U N S U P E RV I S E D M AC H I N E L E A R N I N G 6

2.1.1 Clustering

Clustering describes a set of techniques aimed at discovering similarity structures in a collection of

unlabeled data. Organizing objects into groups whose members are similar in some way can give

us insights into the internal structure of the data. Common clustering algorithms include K-means

clustering [18], Gaussian Mixture Models [19], DBSCAN [20], and Hierarchical clustering [21].

2.1.2 Dimensionality Reduction

Dimensionality reduction is the conversion of data from a high-dimensional to a low-dimensional

space while retaining meaningful properties of the original data. Dimensionality reduction of data may

be desirable for a variety of reasons and is generally divided into two categories: Feature selection and

feature extraction. On the one hand, feature selection is simply about selecting a subset of features

from the data set to reduce model complexity and remove noise caused by irrelevant features. An

example of this is selecting features (X, Y) and omitting features (Z) in a data set with three features

(X, Y , Z) to accomplish a particular task. Feature extraction, on the other hand, is about deriving

information from the data set to create a new salient feature subspace. An example of this is to map

features (X, Y , Z) to a single value using some function f (X, Y , Z) −→ R. The idea behind this is to

compress the data with the goal of obtaining a more compact representation that contains only relevant

information. As with feature selection, these techniques are also used to reduce the number of features

in order to reduce the complexity of the model and remove noise. Common dimensionality reduction

methods include principal component analysis (PCA) [22], t-distributed stochastic neighborhood

embedding (t-SNE) [23], and autoencoders (AE) [24].
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2.2 R E P R E S E N TAT I O N L E A R N I N G

(Unsupervised) Representation learning is a subset of unsupervised techniques aimed at learning a

(more useful) representation of data. Depending on the context, this can be viewed as learning a

representation that preserves important content and omits unnecessary details of the data, which has

led to recent advances in Deep Learning [25]: Improving the data efficiency in models [26], their

robustness to noise [27], their ability to generalize [28], and to adapt to new tasks [29].

In recent years, there has been increasing interest in the use of deep generative models such as VAEs

in the field of representation learning. In this approach, neural networks are used as feature extractors

to capture the relationship between input features, and a probabilistic internal latent representation is

learned that matches the probability distribution of the underlying generative factors of the observed

raw input. This representation is at the core of the representation learning aspect of VAEs. Ideally, it

represents new meaningful, interpretable, and generalizable features of the data that are discovered

independently of humans. The question of what properties make a good representation is an active

area of research, but the current consensus of (non-mutually exclusive) attributes as discussed in

Bengio et al. (2021) [30] is summarized in the following sections.

2.2.1 Disentanglement

Learning a disentangled representation of a data set means that each factor of variation in the data

is encoded in independent latent variables. With this, each dimension of the latent representation

is independent and responds only to a single generative factor and is thus invariant to variations of

other generative factors. [31, 32] In practice, this means that we can clearly identify the attribute that

each latent dimension has learned, which helps us to find a clear interpretation of the learned latent

representation. Figure 1 illustrates the landscape of the learned representation with an entangled and
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a disentangled latent variable. In Figure 1a, we interpolate the learned representation of a data set

containing geometric shapes with different colors. We vary the learned latent variable of the model

and predict the corresponding output. In the disentangled case, the varied latent variable corresponds

to a single generative factor: the color of the object. Figure 1b shows the case of an entangled latent

variable that simultaneously encodes two generative factors: the color and shape of the object.

(a) Interpolating disentangled generative variable

(b) Interpolating entangled generative variable

Figure 1: Comparing (a) disentangled and (b) entangled latent representation

2.2.2 Clustering

Learning a clustered representation means that data points with similar attributes are encoded in

similar latent value domains. In practice, this is a natural consequence of learning an disentangled

representation, where each latent dimension corresponds to a unique generative factor. Figure 2

illustrates the clustering of data points with matching colors in a single latent variable.
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Figure 2: Clustering of objects with matching color

2.2.3 Interpretability

Representations are considered interpretable if humans can readily understand the reasons for the

embedding decisions made by the model. [33] In practice, this can be understood as embedding data

with smooth transitions between encoded features, as shown in Figure 3, where we interpolate the

monotonic linear traversal of two latent variables. We consider this learned representation interpretable

Figure 3: Interpretable latent space interpolation

because we can understand the result of changing a value of one of the latent variables in a linear way:

The first variable smoothly changes the size of the object and the second variable changes its hue.

In general, the interpretability of a learned representation can be improved in many cases by using

machine learning visualization tools such as t-SNE. [23]



3

VA R I AT I O N A L A U T O E N C O D E R S

In this chapter, we first give an overview of generative models in general and introduce the variational

autoencoder as one such model that will serve as a framework for all subsequent implementations.

3.1 G E N E R AT I V E M O D E L S

Generative modeling refers to unsupervised machine learning models that generate synthetic data that

falls within the probability distribution of some existing data of interest. [34] Prominent examples of

this are the famous This Person Does Not Exist website, This Cat Does Not Exist website, or Dall-E,

which use complex generative models to generate realistic synthetic images.

Our intuition tells us that if such models are able to generate truly new realistic images that are

indistinguishable from the training data, we conclude that it has extracted and learned some general

concept of the data. The reason is that in order to generate new data, the model must recognize

common patterns to match the training data distributions. In general, this learned concept can be

interpreted as a combination of generative factors responsible for variation in the data. [34]

Figure 4 illustrates the performance of a state-of-the-art generative model as presented in Ramesh et

al. (2022) [35]. In this example, the text on the left is first transformed into an encoding represented by

a set of generative factors, that are chosen by the model, which are then used to produce an image with

the desired properties. We propose a simplified set of possible generative factors that are extracted

10
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Generative Factors

Input Output
“Oil pastel of 
an annoyed cat 
in a spaceship”

Art style
 

Color 

Cat 

Emotion

Spaceship 

Composition

Figure 4: Simplified illustration of text-to-image generation process of DALL-E with generative factors.

from the text and contain variables that control the design of the cat, the spaceship, the art style, the

color choices, and the composition. The ability of the model to display and combine these unique

concepts tells us that the underlying framework has learned a concept of the keywords contained in

the description.

There are are a variety of approaches to generative modeling, depending on the purpose of the

model, including VAEs [2], generative adversarial networks [36], and Boltzmann machines [37].

3.2 AU T O E N C O D E R S

In machine learning, an autoencoder (AE) is a type of neural network that learns an efficient encoding

of data through refinement by attempting to regenerate the input. [38] The compression is achieved by

passing the input through a bottleneck of smaller dimension, called the latent space, ideally extracting

salient features of the data by learning to ignore insignificant noise. AEs and their data compression

abilities have found application in a variety of tasks including dimensionality reduction [24], image

processing [39, 40], feature extraction[41], facial recognition [42], and anomaly detection [43].

Figure 5 visualizes the general AE architecture. It consists of two parts, the encoder and the decoder.

The encoder is a neural network that compresses a d-dimensional input x, using a configuration of

weights and biases θ, into a d > dh-dimensional representation. This ”bottleneck” structure of the
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Input
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Latent
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Output

Figure 5: The basic scheme of an autoencoder. Input x is compressed by the encoder into the latent space. The

decoder receives the information from the latent space and produces x′ as similar as possible to x.

neural network forces the encoder to learn how to efficiently compress the data into the dh-dimensional

latent space and capture the most salient features of the data. This structure also prevents AEs from

learning a simple identity map from input to reconstruction, making it a ”undercomplete” model. [34]

In the following the encoder is denoted as h = Eθ(x). The decoder is a neural network with weights

and biases φ that takes the dh-dimensional data point and tries to reconstruct the original input. In the

following, the decoder will be referred to as x′ = Dφ(h).

3.2.1 Training

As stated before, the general goal of AEs is to reconstruct their input as well as possible. Formulating

this in terms of an optimization problem, this means that our goal in training is to minimize the

difference between the input x and the reconstruction x′ by adjusting the neural network parameters.

In order to train the model parameters in an iterative optimization process using backpropagation, we

define a differentiable loss function in the following. [44]

Lφ,θ(x) = E[l(x, Dφ(Eθ(x)))] (1)
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In this l is a function to measure the reconstruction quality of the model, commonly the mean square

error or cross entropy, depending on the nature of the data.

3.3 VA R I AT I O N A L AU T O E N C O D E R

A general drawback of AEs is the irregularity of the learned latent representation of data, which

makes them sub-optimal generative models. The optimization objective in eq. 1 does not penalize

”disorganized” configurations of the latent space, since it focuses exclusively on encoding and decoding

data with as little loss as possible. Therefore, we cannot rely solely on the architecture of the encoder,

the degrees of freedom in the latent space, and the distribution of the input data to determine the

learned latent representation, but must regulate the loss function itself.

In recent years, a multitude of AE variants were created aiming to force the learned representations

to assume useful properties, one of them being Variational Autoencoders (VAE). They belong to

the family of variational Bayesian methods and probabilistic graphical models, as they change the

optimization objective from learning a simple mapping onto a fixed vector to finding an explicit

probability distribution which approximates the input data’s true distribution. In this approach each

sample x from the data set is represented by a probability distribution in the latent space z. [2]

3.3.1 Problem Statement

To gain a proper understanding of the VAE and its use cases, we will investigate a generic problem

scenario combined with a walk-through of a specific example below. Suppose we have a number of

samples x drawn from a data set X = {x(i)}N
i=1 and know that the data is generated by a process

that involves latent variables z. As an example, X consists of images, each displaying a shape with

a certain color, e.g. a yellow circle. In the generative process, latent variables z(i) are drawn from
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a prior distribution pθ∗(z) and x(i) is generated from the conditional distribution pθ∗(x|z). In our

example, we have two latent variables: one that controls the color and one that determines the shape

displayed in an image. Suppose that a sample from the prior distribution represents the parameters

for a red triangle, then the conditional distribution with parameters θ∗ generates the corresponding

image. The problem scenario at hand is that we only have access to observation x(i) whilst the true

parameters θ∗ as well as the values of the latent variable z(i) are unknown to us. Ideally, we would

like to capture the relationship between latent variables and the data distribution with the true posterior

density pθ(z|x) = pθ(x|z)pθ(z)
pθ(x) where pθ(x) is the marginal likelihood pθ(x) =

∫
pθ(z)pθ(x|z)dz.

In our simple example, this can be interpreted as taking the image of a red triangle and inferring

what underlying parameters have generated this composition. However, this integral and posterior

are often intractable to efficiently compute for complicated likelihood functions pθ(x|z). [2] For this

reason, we use variational inference to estimate the intractable true posterior with an inference model

pθ(z|x) ≈ qφ(z|x). During the optimization the parameters φ of the inference model qφ(z|x) are

trained jointly with the parameters θ of the generative model pθ(x|z). Figure 6 further illustrates this.

Figure 6: Vizualization of the problem scenario. Gray lines denote the generative model pθ(z)pθ(x|z), black

lines denote the variational approximation qφ(z|x) of the intractable posterior pθ(z|x). The varia-

tional parameters φ are learned jointly with the generative model parameters θ on N observations.
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3.3.2 Architecture

The basic model architecture of a variational autoencoder is shown in Figure 7.

Input

Probabilistic
Encoder

ϵ

µ

σ
Latent
Space

z

Probabilistic
Decoder

Output

Figure 7: The basic scheme of a variational autoencoder. Input x is compressed by the encoder into the latent

space. The decoder receives the information from the latent space and reconstructs x′.

The inference model qφ(z|x) is a neural network with weights and biases φ, denoted as the

probabilistic encoder. From a given data point x, the probabilistic encoder produces a distribution

over the possible values of the latent variable z ∼ qφ(z|x) from which x could have been generated.

In this, ”∼” represents sampling from a probability distribution. An important detail in this is

the representation of the latent variables z. Kingma et al. (2013) [2] takes a univariate Gaussian

assumption z ∼ pθ(z|x) = N (µ, σ2) on the true posterior. With this, we can express a sample from

our learned approximate posterior distribution as:

z = µ + σ · ε (2)

This step and the role of ε is explained in more detail in section 3.3.4. Furthermore, we illustrate how

samples of z are used to visualize the learned probability distribution qφ(z|x(i)) of x(i) in Figure 8.

Similarly, the generative model pθ(x|z) is a neural network with weights and biases θ, denoted as

the probabilistic decoder. From a latent variable z, the probabilistic decoder generates a distribution

over the possible corresponding values of x.
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μᵧ σᵧ

μₓ

Figure 8: Illustration of the probability distribution qφ(z|x(i)) of the data point x(i). Shown are 2-dimensional

latent variable samples z drawn from the inference model. In this visualization, the hue indicates the

probability density.

3.3.3 Training

Motivated by the considerations presented in Section 3.3.1, the general goal is to learn parameters θ

that make the marginal probability distribution pθ(x) coincide with the true distribution. A common

method of estimating parameters of an unknown probability distribution, given some observed data, is

the so-called maximum likelihood estimation. [45, 46] We want to identify and assume a statistical

model pθ(x) so that the observed data is to be most probable. This is achieved by tuning θ towards

maximizing the marginal likelihood of observing the data (under the assumption of our model).

θML = arg max
θ

N

∑
i=1

log pθ(x(i)) (3)

The optimization objective of eq. 3 can be interpreted as taking samples x from the original

distribution and maximizing the likelihood to observe them under the assumption of our model

pθ(x). As previously mentioned, in practice, the integration aspect of the explicit formulation of the

likelihood in Section 3.3.1 makes this optimization problem computationally expensive and in most
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cases intractable. In order to circumvent this computational difficulty, we express each term of the

sum in terms of the variational lower bound on the marginal likelihood of data point x(i) [2] :

log pθ(x(i)) ≥ Ez∼qφ(z|x(i))

[
pθ(x(i), z)
qφ(z|x(i))

]
:= Lφ,θ(x(i)) (4)

The variational lower bound can be simplified further.

Lφ,θ(x(i)) = −KL(qφ(z|x(i))||pθ(z)) + Ez∼qφ(z|x(i))

(
log pθ(x(i)|z)

)
(5)

We want to differentiate and maximize this lower bound with respect to both the variational parameters

φ and the generative parameters θ, as a tractable approximation of the total marginal likelihood of

the data under the model. Note that when phrasing this as a loss function, we wish to minimize the

negative lower bound −Lφ,θ(x(i)).

We are now in a position to interpret the optimization objective. The likelihood term log pθ(x(i)|z)

ensures that we are encoding as much information about the data as possible in latent variables. We

can gain intuition on this by following its different computational steps: Starting with a data point x

and passing it through the encoder gives us an approximated posterior of latent variables z, given x.

Now, we sample from this posterior and pass the samples to the generation network to reconstruct x′.

The likelihood term now evaluates whether the original input x and the reconstruction x′ are likely

to have stemmed from the same underlying probability distribution, which of course requires latent

variables that could explain x in the generation process. The only way we achieve this is by learning

to invert the generation process in our inference network, which is what ultimately want to achieve, as

we want to encode information about x in our latent variable z.

The Kullback–Leibler divergence term KL(qφ(z|x)||pθ(z)) regularizes the approximate posterior

to a chosen prior pθ(z). [47] In general, the choice of the prior is based on an assumption about the

optimal distribution of latent variables and can be freely chosen, giving us control over the properties

of the learned approximate posterior.
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A common choice for a prior is an isotropic Gaussian with zero mean and unit varianceN (0, 1). For

this prior, the covariance matrix is by definition the identity matrix, which results in the encoded latent

space having independent components. Furthermore, with this we ensure that the latent representation

of the input data is sufficiently diverse. Without the regularization term, the encoder may return either

distributions with small variances (which would be more punctual distributions) or distributions with

very different means (which would be very far apart in the latent space). The regularization causes

the latent representation z of similar input points to be close to each other, making the latent space

continuous and meaningful.

Combining these two loss terms, we obtain a loss function that strikes a balance between expres-

siveness and conciseness, which makes the model reconstruct its input well, but also learns a simple

latent space representation based on the chosen prior. [2]

3.3.4 Reparameterization trick

As introduced in Section 3.3.2, the training process involves drawing samples from the approximate

posterior to obtain latent parameters. This operation makes it impossible to use backpropagation for

gradient descent methods to optimize the reconstruction loss, since it is a non-differentiable operation.

To solve this, we introduce the so-called reparametrization trick. [2] Instead of directly drawing

random samples from the Gaussian distribution N (µ, σ2) , we can make use of the fact that we can

express any Gaussian distribution in terms of the standard normal distribution N (0, 1).

N (µ, σ2) = µ + σ · N (0, 1) (6)

Using this, we can sample latent parameters by sampling from the standard normal distribution

ε ∼ N (0, 1) and injecting ε into the latent variable z = µ + σ · ε as auxiliary noise, as in eq. 2. This

process and its implementation is further visualized in Figure 9.
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(a) Without reparameterization trick
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Figure 9: Process of computing latent variables z. Without the reparametrization trick in (a), the random nature

of z prevents backpropagation over the parameters µ and σ . The reparametrization in (b) allows the

computation of a gradient across µ and σ, since the remaining random variable ε is injected into the

latent variable z as an external input that can be treated as a per-sample constant. In this visualization,

deterministic nodes are shown in red and random nodes in blue.

In this structure, the random variable ε serves as an external input, which allows us to compute

the gradient with respect to µ and σ without involving any stochasticity during the parameter update.

Finally, in the training process, we treat ε as a constant for each sample, which is justified by the law

of large numbers. Since our training data set is likely to be very large, we expect the introduced error

to average over all samples. [2]
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3.4 R E G U L A R I Z E D VA R I AT I O N A L AU T O E N C O D E R

There are a number of extensions to the variational autoencoder architecture that allow adaptation to

different domains and promise performance improvements. One drawback of regular VAEs is that

they tend to map multiple generative factors to one dimension, whereas in an ideal scenario we want

each latent dimension to encode a single generative factor for the sake of interpretability. The β-VAE

architecture introduces an additional hyperparameter β that weights the KL divergence term of the

standard VAE loss function and attempts to solve this issue. [12] Modifying eq. 5 yields:

Lφ,θ(x) = Ez∼qφ(z|x) log pθ(x|z)− β · KL(qφ(z|x)||pθ(z)) (7)

For different values of β, we impose different learning rules for the model:

• β = 1 standard VAE

• β = 0 standard AE

• β /∈ {0, 1} regularized VAE

The motivation for introducing a regularization coefficient β /∈ {0, 1} can go in one of two directions:

First, the application of β > 1 is to promote the discovery of independent generative factors in

separate latent dimensions, leading to the learning of a disentangled representation, as introduced in

Section 2.2.1. In this approach, we favor the implicit independence pressure on the learned posterior

due to the isotropic nature of the Gaussian prior over the reconstruction accuracy.

Second, the application of 0 < β < 1 is to avoid the so-called KL-vanishing problem. In this

still poorly understood behavior, the term KL(qφ(z|x)||pθ(z)) becomes vanishingly small early in

training, trapping the gradient descent in a local minimum of the loss function landscape. [48, 49] The

general idea is that due to the random network initialization at the beginning of the training process,

the latent parameters z are a poor representation of the true data distribution. Now, in the case of
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β ≥ 1, the KL term of the loss function encourages the learned distribution of z to move closer to the

Gaussian prior. With this, the representation becomes even less representative of the corresponding

observations. With each training epoch we repeat this process, making the reconstruction of x more

and more difficult. Finally, z contains so little important characteristics of the observations that

it effectively blocks the flow of information required for reconstruction. As a result, the model is

forced to learn a simpler solution for the encoding-decoding process: It encodes all samples x as

unit Gaussians, which makes the KL loss value vanishingly small, hence the name. This poses a

problem because no features are actually learned as the representation is almost identical to the

uninformative Gaussian prior. Therefore, to avoid this, we favor the reconstruction accuracy over the

implicit independence pressure on the learned posterior due to the isotropic nature of the Gaussian

prior. The decision whether to set the hyperparameter β to β < 1 or β > 1 depends on a variety of

factors such as the structure of the data set, model architecture, and initialization, and is therefore

usually decided by trial and error.

3.4.1 Effect of β

The addition of the hyperparameter β allows us to control the effect of the KL divergence between the

approximated posterior and the imposed prior on the optimization process. Figure 10 illustrates the

effects of different β values.

In Figure 10a, we illustrate the effect of a small β, which makes the reconstruction loss more

significant in the optimization process. With this, we encourage the distribution to focus on describing

the input data, which means that our learned distribution deviates from the prior to describe properties

of the data. In Figure 10b, we visualize the effect of omitting the regularization with no β. Without

regularization, our model is able to learn simple narrow distributions. With a small enough variance,

this distribution effectively represents only a single value which results in an unsmooth latent repre-

sentation. Finally, Figure 10c illustrates the effect of a large β, which places a larger importance on
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(a) β ∈ (0, 1) (b) β = 0

(c) β > 1

Figure 10: Illustrating the effects of the prior (yellow) on the learned distribution (blue) with varying β values.

the KL loss term in the optimization process. Thus, we encourage the distribution to match the prior.

In the case of a Gaussian this ensures sufficient variance to obtain a smooth latent space.



4

M N I S T D ATA S E T

The Modified National Institute of Standards and Technology (MNIST) database is a publicly available

collection of handwritten digits. [50] Its simplicity, ease of use, and well-documented nature make

this data set a popular starting example for various machine learning models. [51, 52] We will use the

following experiments to gain intuition on the VAE training process, on the hyperparameter β and on

how to interpret the learned latent representation.

4.1 DATA S E T

The database consists of 70000 grayscale images, where each digit from 0 to 9 is represented by

28x28 pixels that we normalize to the range of [0, 1].

Figure 11: Excerpt of sampled images from MNIST database

23
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4.2 A R C H I T E C T U R E
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Figure 12: Illustration of the neural network architecture used in the MNIST database experiments. Layers

with trainable weights such as convolutional layers and dense layers are colored yellow, where the

additional dark yellow hue indicates their activation functions. Formatting layers without trainable

parameters are colored gray. The latent space is represented by the color red and contains the

reparametrization trick architecture.

Figure 12 visualizes the architecture of the neural network used in the proceeding experiments. Each

image x ∈ R28x28 in the MNIST data set represents an input digit between 0 and 9. The first half of

the encoder is a convolutional neural network (Conv) with 2 layers:

h = Conv2(Conv1(x)) (8)

The second half of the encoder is a fully connected layer (Dense) that maps the flattened output h

from the convolutional neural network to the parameters of the 2-dimensional latent space z.

z = Dense1( f latten(h)) (9)

A more in depth explanation of the neural network components is presented in Appendix 9.2. The

decoder consist of a fully connected layer that rescales the sampled latent variables and is then

reshaped to fit the transposed convolution.

x′ = ConvT(ConvT(ConvT(reshape(Dense3(z))))) (10)
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In this architecture, the activation functions of the intermediate layers are rectified linear units and the

activation function of the last layer is a sigmoid to normalize the model output to the range [0, 1].

4.3 R E S U LT S

In this section we will analyze β-VAE experiments on the MNIST data set in regard to the learned

latent representation. In this initial investigation, we choose a 2-dimensional latent space as a starting

point for a simple visualization without the need for further dimensionality reduction techniques. For

each experiment, we found training on 100 epochs using the Adam optimizer [53] with a learning rate

of 10−3 and batch size 64 to produce converged loss values. The model was built and trained using

the Keras machine learning package from TensorFlow [54].

In the first experiment, we test the β-VAE framework with β = 0 on the MNIST data set. With

this hyperparameter setting, we completely remove the KL term from the loss function in eq. 7 and

reproduce the performance of a regular autoencoder as introduced in Section 3.2. Figure 13a visualizes

the learned latent representation. Each point represents the predicted latent parameters z = (Z0, Z1)

of the encoded distribution of the corresponding input samples x. We observe that the range of values

learned for the two latent variables Z0 and Z1 is broad and in both cases quite different. The first

latent variable encompasses values in approximately Z0 ∈ (−20, 2) and the second latent variable in

Z1 ∈ (−7, 18). Furthermore, we note that the model learned distinct clusters for digit classes 0, 2,

and 7. For the remaining digit classes, we observe a representation with many overlaps. Additionally,

we note that the identified clusters are of different densities; although each cluster contains the same

number of digit samples, the cluster of the 0 digit class is represented in a more compact value interval

than, for example, the 7 digit class. We can attribute a number of the observed properties to the

non-regularization of the latent space. Without considering KL losses in the optimization process,

the model focuses exclusively on encoding and decoding data with as little reconstruction loss as

possible. Therefore, we learn a disorganized representation, since learning clusters with different
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densities or clusters without human-interpertable structure is not penalized. It is important to note that

the reconstruction quality of a disorganized latent representation can still be good, as the nonlinearity

and deep nature of the neural network architecture enables the model to decode such a representation.

This only negatively affects its ability as a generative model, as small changes in the latent variables

can lead to very different and therefore unpredictable decoded results.

In the second experiment, we test the model with β = 1 on the MNIST data set. This assigns

the same importance to the KL term and the reconstruction term in the loss function in equation 7

and reproduces the performance of a regular VAE introduced in Section 7. Figure 13b visualizes the

learned latent representation, where each point represents the predicted latent parameters z = (Z0, Z1)

of the encoded distribution of input samples x. We note that the range of learned values for the two

latent variables Z0 and Z1 is smaller compared to the previous experiment and includes values in

Z0 ∈ (−1, 4) and Z1 ∈ (−4, 2). We also note that the model has learned distinct clusters for the

digit classes 0, 1, 3, and 5 and an overlapping representation for the remaining digit classes. We

also observe that the densities of the different digit classes are now more similar compared to the

previous experiment. We can attribute the change in the properties of this learned representation to the

introduction of regularization to the loss function. If we include minimization of the KL loss to the

same extent as minimization of the reconstruction loss in the optimization process, the model focuses

on finding a latent representation that leads to good reconstruction quality and tries to encode latent

variables that are similar to samples from a normal distributions. In particular, this means that the

plotted values are represented in a suitable range close to the mean of the prior (normal) distribution,

which is what we observe.

In the third experiment, we test the model with β = 1.5 on the MNIST data set. This assigns a

higher importance to the regularization of the latent space compared to the reconstruction quality.

Figure 13c shows the learned latent representation, where each point represents the predicted latent

parameter value z = (Z0, Z1) of the encoded distribution of input samples x. We find that the range

of learned values for the two latent variables Z0 and Z1 is similar to the previous experiment, with the
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only difference being that the value intervals extend more uniformly to positive and negative numbers

with Z0 ∈ (−4, 4) and Z1 ∈ (−3, 5). In this plot, we also find that the model has learned unique

clusters for many digit classes and only a small overlapping range. We also find that the densities

of the different digit classes are now even more similar compared to the previous experiment. This

shows that increasing the importance of the KL term in the loss function increases the regularization

of the latent representation, with the model favoring an encoding distribution of the latent variables

that resembles a normal distribution and focusing less on finding a latent representation that leads

to good reconstruction quality. Intuitively, with this hyperparameter setting, we have achieved a for

this data set unique equilibrium between the clustering nature of the reconstruction loss and the dense

packing of the KL loss, forming distinct clusters that are easy to interpret.

In the forth experiment, we test the model with β = 15 on the MNIST data set. This hyperparameter

setting effectively removes the influence of the reconstruction term from the loss function in eq. 7.

Figure 13d illustrates the learned latent representation. We note that the range of values learned for

the two latent variables Z0 and Z1 is virtually identical and both encompass values in approximately

Z0, Z1 ∈ (−4, 4). Furthermore, we note that the model failed to learn any visible clusters for all digit

classes from 0 to 9. By placing a very strong incentive on the regularization of the latent variables, we

force the model to learn an encoded distribution that matches the prioir distribution. In this experiment,

this is a normal distribution N (0, 1) . Thus, information about the actual properties of the samples is

not regarded in the optimization; the learned latent representation visualizes the correlation between

samples of two normal distributions.

In summary, we explored an unsupervised machine learning method to learn features that best

describe images from the MNIST database. The neural network-based VAE is applied to 28x28

images of single integers without any a priori knowledge of the underlying structures or the number

of unique digits in the data set. We note that when β is set correctly, the learned latent representation

of the data is clustered, allowing identification of the different digit classes without prior knowledge

of their existence.
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(a) β = 0 (b) β = 1

(c) β = 1.5 (d) β = 15

Figure 13: Distribution of digit classes in the learned 2-dimensional latent representation of the MNIST data

set. Each marker represents the predicted latent parameter value z = (Z0, Z1) of an input digit x

and the hue represents the associated digit class.
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I S I N G M O D E L D ATA S E T

In this chapter, we will analyze the 2-dimensional Ising model and investigate its learned latent

representation. This serves as an introduction of VAE based representation learning of classical

systems and helps us gain intuition on how to extract and interpret a physically meaningful data

representation. This model was chosen for its simplicity and well-researched nature in the field of

unsupervised learning. [55–57] The goal of the subsequent chapter is to map raw Ising configurations

at varying temperatures to a single latent variable that is able to discriminate between the samples

using a generative factor inferred by the machine learning algorithm.

5.1 I S I N G M O D E L

The 2-dimensional Ising model is a simple model of ferromagnetism showing a phase transition. [58]

It consists of discrete variables representing the magnetic dipole moments of atomic ”spins” that

can be in one of two states ↑ or ↓ . These spins are arranged on a lattice, which allows interaction

between neighbors. Neighboring spins with matching configurations are in an energetically favorable

state and have lower energy than those that do not, so the system tends to the lowest energy. The

29
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addition of heat disrupts this tendency, allowing for different structural phases. The Hamiltonian of

the Ising model on a square lattice with vanishing external magnetic field is defined as follows.

H(S) = −J ∑
<i,j>

sisj (11)

In this formulation a spin configuration S = {si}N
i=1 assigns a spin to each lattice site i with

si ∈ {+1 =↑ ,−1 =↓ } and J = 1 is defined as the uniform interaction strength.

5.1.1 Phase Transition

As mentioned in the previous section, we observe a phase transition when studying spin configurations

at different temperatures. At temperatures below the critical temperature of Tc ≈ 2.269, we observe

that the spins become increasingly ordered and tend to point in the same direction. At temperatures

above the critical temperature, the spins become increasingly disordered and tend to be in a random

configuration. To quantify this phenomenon, we can measure the magnetization M(S) = 1
N ∑ si,

which tends to ±1 below Tc and 0 above Tc, as shown in Figure 14. Using this parameter and finite-

size scaling, we can quantitatively identify the thermal phase transition by investigating increasingly

larger system sizes and observing that the transition becomes sharper and sharper.

Figure 14: Average magnetization of N = 100 samples at varying temperatures of the 2D Ising model.
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5.2 DATA S E T

The data set consists of 3000 2-dimensional images with binary pixel values, where black represents

spin +1 and white spin −1. Each image is a sample of the configuration of a 40x40 Ising model. We

vary the temperature in the range of T ∈ [1.5, 3.5] with step size ∆T = 0.1 and record 150 samples at

a time using the Wolff algorithm. [59] Thus, temperature T is the singular generative factor of samples

in the data set. The general structure and variation of the training data set is illustrated in Figure 15.

Figure 15: Example of spin configurations of the 2D Ising model at varying temperatures.

To further simplify the data set, we only consider states with positive magnetization. The sign of a

given configuration with negative magnetization M(s) < 0 is simply flipped with M(s)+ = −M(s).

5.3 A R C H I T E C T U R E

Figure 16 visualizes the architecture of the neural network used in the proceeding experiment. Each

image in the Ising data set represents a sampled binary spin configuration x ∈ Z40x40
2 . The encoder is

a single fully connected layer that receives a flattened spin configuration sample as input :

h = Dense1( f latten(x)) (12)
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Figure 16: Illustration of the neural network architecture used in the Ising data set experiment. The dense

layers with trainable weights are colored yellow, where the additional dark yellow hue indicates their

activation functions. Formatting layers without trainable parameters are colored gray. The latent

space is represented by the color red and contains the reparametrization trick architecture.

The encoder output h then gets mapped to the 1-dimensional latent space z. The decoder consist of

two fully connected layers that rescale the sampled latent variable and reshapes the data to the original

dimension.

x′ = reshape(Dense3(Dense2(z))) (13)

In this architecture, the activation functions of the intermediate layers are rectified linear units and the

activation function of the last layer is a sigmoid to predict the probabilities for spin ↑ or ↓ in the

Ising model.
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5.4 R E S U LT S

In this section, we will analyze β-VAE experiments on the Ising data set in terms of the learned

latent representation. In this initial experiment, we choose a 1-dimensional latent space as we want to

investigate the capacity of the model to discover the single generative factor temperature T. We found

that training on 100 epochs using the Adam optimizer with a learning rate of 10−3, β = 1, and batch

size 64 produces convergent loss values.

Figure 17: Kernel density estimation of learned latent parameter values z = Z0. The yellow hue corresponds to

data of the unordered phase and the blue hue correspond to data of the ordered phase.

Figure 17 visualizes the occurrence of latent parameters and illustrates the learned representation.

Displayed are the density estimates of the latent parameter values z = Z0 of input samples x. The hue

in the visualization indicates whether the predicted value corresponds to a sample from the ordered

(blue) or unordered phase (yellow). We observe that the distribution of predicted parameters consists

of mostly unique values from samples of both phases. Samples from the disordered phase occur most
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frequently with an encoding around Z0 ≈ 1, while samples from the ordered phase most frequently

occur around Z0 ≈ −0.6. From this observation we infer that the model has learned to distinguish

samples according to the phase in which they were generated at.

However, what we cannot infer from this graph is how the model has learned this representation.

Therefore, in the following experiments we investigate the mapping from the input spin configuration

to the latent parameters of the model and examine which property of the input data is most amenable

to the VAE.

Figure 18: Correlation between latent parameter values z = Z0 and magnetization for each spin sample. Yellow

dots indicate points in the unordered phase, while blue dots indicate points in the ordered phase.

Figure 18 illustrates the correlation between the learned latent parameter values and the mag-

netization of input samples. We observe two distinct clusters of data: A cluster of samples with

magnetization in M(s) ∈ (0, 0.3) with latent parameter values of Z0 ∈ (−1.1,−0.4) and a cluster

of samples with magnetization in M(s) ∈ (0.8, 1.0) with latent parameter values of Z0 ∈ (0.8, 1.0).

This again reiterates the information shown in the previous Figure 17; The VAE has learned to assign
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unique parameter ranges for ordered and unordered phase samples. Viewing all markers as a whole

in Figure 18 illustrates new information: We observe an approximately linear relationship between

the magnetization of a given sample and its latent parameter. This gives us important insight into the

learned map from from input to latent parameter. The observed linear relation visualizes that learned

representation does not only distinguish between samples from both phases but also matches the

magnetization M(S) up to a constant. From this we infer that the learned map is based on a quantity

closely related to the magnetization of a given sample. The exact relationship between z and M(S) is

explored in Figure 19.

Figure 19: Average latent parameter value z = Z0 and magnetization of N = 150 configuration samples

generated at temperatures in the interval T ∈ [1.5, 3.4].

In Figure 19, we visualize the average magnetization and latent parameter value as a function of

temperature. We observe that both curves have the same shape as a function of temperature and only

differ in an offset. This further exemplifies that the representation is closely related to magnetization.

In the following, we interpret this result. To reiterate the problem scenario: We took a model with

no prior knowledge of the Ising model and trained it with samples of spin configuration at different
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temperatures. This training data set is defined by a single generative factor, the temperature T at

which the samples were generated at, that determines the distribution of ±1 for each sample. As

introduced in Section 7, our model attempts to learn an efficient encoding-decoding method during

training. The architecture presented in Figure 16 requires the model to encode into and decode

from a single latent variable. An optimization strategy for this is to learn a mapping from a given

sample to a single generative factor. In this experiment, each temperature is uniquely defined by its

magnetization. Therefore, by computing the magnetization of a given sample, we can distinguish

between samples generated at different temperatures, which accounts for the variance in the data set.

With this intuition, learning to compute a quantity proportional to the magnetization of each sample

is the optimal strategy to structure the latent representation. Note that it is not necessary to exactly

calculate the magnetization, since a map with an offset with respect to magnetization can still capture

the behavior of the underlying generative factor. As an addition, although this was not the focus of

this experiment, we can use the fact that the model has learned to approximate the order parameter

magnetization to identify the phase transition at Tc ≈ 2.269. Even without prior knowledge of this

order parameter, we are able to use the results to derive the position of the phase transition, since the

latent parameters also exhibit a steep change at Tc.

In summary, we have explored an unsupervised machine learning technique to learn features that

best describe configurations of the two-dimensional Ising model. The neural network-based VAE is

applied to sampled Ising configurations and has no a priori knowledge of its Hamiltonian or the order

parameter. We find that the predicted latent parameters is based on a quantity closely related to the

known order parameter. With this, the machine learning model has learned to approximate a physical

quantity in an human interpretable manner. Moreover, the latent representations of the models are

clustered, which allows identification of phases without prior knowledge of their existence.



6

Q U A N T U M C I R C U I T D ATA S E T

In this chapter, we will analyze the states generated by a simple quantum circuit and study the

learned latent representation. This is the main merit of this thesis and serves as an introduction to

representation learning of quantum states.

The purpose of using a VAE in this context is to extract a low-dimensional representation of

quantum states that would otherwise be difficult to compare directly without prior domain knowledge

of methods derived from quantum mechanics used to accomplish the same tasks. In this case, we are

interested in distinguishing states with varying amounts of entanglement. The motivation to use a

VAE to encode and decode quantum states lies in the desire to automate the parameterization of states

without using conventional quantum mechanical methods, but instead, the neural network shall learn

and discover important features directly from the states themselves. The latent representations will be

a small set of variables that should be able to discriminate between states, relying on the assumption

that proximities in the latent representations accounts for structural similarity between states in their

original density matrix representation. In this way, the VAE is used as an alternative to conventional

quantum mechanical methods to extract entanglement information from the states. The unique feature

of this work is the use of density matrices as input to the machine learning model and the attempt to

interpret the learned latent representation. Many works in the literature use (informationally complete)

measurements of states as input and do not attempt to interpret the learned representation.

37
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6.1 PA R A M E T E R I Z E D Q UA N T U M C I R C U I T S

Parameterized quantum circuits (PQCs) are a central component of many variational quantum algo-

rithms (VQAs) with applications in quantum chemistry, combinatorial optimization, and machine

learning tasks. [60, 61] The general concept behind these VQAs is to employ a PQC to generate a

trial wavefunction on a quantum device which is measured to minimize some objective function. [62]

In these examples, the quantum circuit serves as a framework for quantum computation, including

the initialization of qubits |0〉, the application of a sequence of quantum gates U(θ), and extracting

the final state U(θ) |0〉 = |ψ(θ)〉. The PQC in this study consist of two quantum logic gates: The

Hadamard gate and the Controlled-Ry gate.

Gate Visual Operation

Hadamard 1√
2

[
1 1
1 −1

]

Controlled-Ry




1 0 0 0
0 cosθ/2 0 −sinθ/2
0 0 1 0
0 sinθ/2 0 cosθ/2




Table 1: Quantum logic gates used in the parameterized quantum circuit

In the illustration in Figure 20 we visualize the compiled circuit. The horizontal axis is time, starting

at the left hand side and ending at the right. Horizontal lines are qubits. The items that are connected

by these lines are gates performed on the qubits. [63]
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Figure 20: Parameterized quantum circuit consisting of a Hadamard and controlled Ry(θ) gate.

The 2-qubit circuit consists of two operations: Initially, both qubits are initialized to the state |0〉.

Second, we apply a Hadamard gate to the first qubit which puts its state into superposition:

H |0〉 = |0〉+ |1〉√
2

(14)

The combined state of both qubits after this operation can be described as follows.

1 |q1〉 ⊗ H |q0〉 = (1⊗ H) |00〉 = 1√
2




1 1 0 0
1 −1 0 0
0 0 1 1
0 0 1 −1


 |00〉 = 1√

2




1
1
0
0


 = |0+〉 (15)

Third, we use the controlled Ry(θ) gate to entangle both qubits. Depending on the angle θ, we change

the final state U(θ) |0〉 = |ψ(θ)〉 of the circuit we extract.

CRy |0+〉 =
1√
2




1
0

cos θ
2

sin θ
2


 = |ψ(θ)〉 (16)

This yields the following density matrix.

ρ(θ) = |ψ(θ)〉 〈ψ(θ)| = 1
2




1 0 cos 1
2 θ sin 1

2 θ
0 0 0 0

cos 1
2 θ 0 cos2 1

2 θ sin 1
2 θcos 1

2 θ

sin 1
2 θ 0 sin 1

2 θcos 1
2 θ sin2 1

2 θ


 (17)

This parametric family of states is of interest to us as they are defined by a single generative factor,

namely the angle θ. By varying θ, we vary the amount of entanglement entropy of the final state of the

two qubits: The transition that occurs with the change of θ is that at θ = 0 we have a fully separable

state and at θ = π we have a maximally entangled Bell state. [63]
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6.1.1 Entanglement Measure

We measure the degree of quantum entanglement between two subsystems with the so-called entan-

glement entropy measure. Given a pure bipartite quantum state of the combined system, it is possible

to obtain a reduced density matrix describing knowledge of the state of a subsystem. [63] We compute

entanglement entropy by measuring the Von Neumann entropy of the reduced density matrix for

any of the subsystems. If it is non-zero, i.e. the subsystem is in a mixed state, it indicates the two

subsystems are entangled as indicated by eq. 19

S(ρA) = −Tr(ρA log ρA) (18)

= −∑ λi log(λi) (19)

with ρA = TrB(ρAB) is the reduced density matrix for partition A and λi are the eigenvalues of the

reduced density matrix. In the following, we will calculate the entanglement entropy of the output

states of the circuit in eq. 17 by starting with the calculation of the partial trace.

ρA =
1
2

(
1 cos 1

2 θ

cos 1
2 θ 1

)
(20)

To access the eigenvalues of the matrix, we diagonalize it below:

diag =
1
2

(
1− cos 1

2 θ 0
0 1 + cos 1

2 θ

)
(21)

The eigenvalues are then simply:

x0 =
1
2
(1− cos

1
2

θ) (22)

x1 =
1
2
(1 + cos

1
2

θ) (23)

Finally, using eq. 19, we can calculate the entanglement entropy of the two subsystems. The values

of entanglement entropy as a function of theta are shown in Figure 21.
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Figure 21: Entanglement Entropy of circuit output states for θ ∈ [0, π]

6.2 A R C H I T E C T U R E

Figure 22 visualizes the architecture of the neural network used in the proceeding experiment. Each

input data point is a density matrix x ∈ R4x4. The encoder consists of three fully connected layers.

h = Dense3(Dense2(Dense1( f latten(x)))) (24)

The output h then gets mapped to the latent space z. The decoder consist of a three fully connected

layers that rescale the sampled latent variable.

x∗ = Dense6(Dense5(Dense4(z))) (25)

In this architecture, the activation functions of the intermediate layers are hyperbolic tangent functions

and the activation function of the final layer is a linear unit. Finally, the constraint block enforces that

output is a positive semidefinite hermitian operator of trace one, ensuring that the learned output is

always a valid density matrix. This novel design choice removes the need of the network to learn any

constraints of the system, and focuses the training effort on extracting meaningful quantities from the

density matrices.

x′ = constraint(x∗) (26)
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Figure 22: Illustration of the neural network architecture used in the quantum circuit data set experiment.

The dense layers with trainable weights are colored yellow, where the additional dark yellow hue

indicates their activation functions. Formatting layers without trainable parameters are colored gray.

The latent space is represented by the color red and contains the reparametrization trick architecture.

6.3 D E N S I T Y M AT R I C E S

DATA S E T : D E N S I T Y M AT R I C E S

In the first experiment, the data set consists of 5000 density matrices ρ(θ), each of which represents

the final state of the circuit shown in Figure 20. The generative angles are chosen in the interval

θ ∈ [0, π] with a step size of ∆θ = π
5000 . The general structure and the variation of the training data

set are illustrated in Figure 23. An additional visualization can be found in Appendix 47.

R E S U LT S : D E N S I T Y M AT R I X

In this section, we will analyze β-VAE experiments on the density matrix data set in terms of the

learned latent representation. In this initial investigation, we choose a 1-dimensional latent space as a

starting point, as we know that in theory the data set has the angle θ as its singular generative factor.
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ρ(θ) = 1
2




1 0 cos 1
2 θ sin 1

2 θ
0 0 0 0

cos 1
2 θ 0 cos2 1

2 θ sin 1
2 θcos 1

2 θ

sin 1
2 θ 0 sin 1

2 θcos 1
2 θ sin2 1

2 θ




(a) Density matrix as function of θ

(b) θ = 0π



0.50 0.00 0.50 0.00
0.00 0.00 0.00 0.00
0.50 0.00 0.50 0.00
0.00 0.00 0.00 0.00




(c) θ = 0.2π



0.50 0.00 0.48 0.15
0.00 0.00 0.00 0.00
0.48 0.00 0.45 0.15
0.15 0.00 0.15 0.05




(d) θ = 0.7π



0.50 0.00 0.23 0.45
0.00 0.00 0.00 0.00
0.23 0.00 0.10 0.20
0.45 0.00 0.20 0.40




(e) θ = π



0.50 0.00 0.00 0.50
0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00
0.50 0.00 0.00 0.50




Figure 23: Illustration of (a) structure of data set and (b-e) density matrix samples generated at varying angles θ

For the following experiment, we found that training on 400 epochs using the Adam optimizer with a

learning rate of 10−3, batch size of 64, and β = 0.25 produces convergent loss values.

Figure 24 illustrates the correlation between the learned latent parameter values and the angle θ of

the corresponding input density matrices. We observe that the model has learned to assign unique

latent parameter values to density matrices generated at each angle. This means the learned map from

input to latent representation must be based on a quantity that discriminates between samples as a

function of the generative factor θ. The hue corresponding to the entanglement entropy of each data

point follows the same behavior, as it is a function of the angle θ.

The crux of this analysis is now in the interpretation of the extracted representation as presented

by the single latent variable Z0. Ideally, we want to understand how the model identifies the map

from a given input density matrix to the unique latent value for each angle. Furthermore, we want

to investigate if we have learned to extract a particular property of the input data to distinguish the

samples according to the angle at which they were generated at. To this end, we correlate the learned

latent parameter values with different elements of the density matrices.
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Figure 24: Correlation between latent parameter value z = Z0 and generative angle θ for density matrix

samples. The hue indicates the entanglement entropy of the density matrix corresponding to the

respective learned latent parameter.

Figure 25 shows the correlation between the learned latent parameter values and the ρ3,3 = cos2 1
2 θ

entry of the input density matrices. We observe an approximately linear relationship between the two,

except for slight deviations in the regions of θ ≈ 0 and θ ≈ π. A general statement we can derive

from this is that the learned latent representation is based on a quantity that is closely related, up to

a constant, to this entry of the density matrix. Considering the general learning goal as introduced

in Section 3.3.3, we interpret this in the following way: The model attempts to learn an efficient

encoding-decoding method during training by identifying a mapping from a given sample to a single

latent variable. For this data set, each density matrix has a unique structure as a function of the angle

θ. With this intuition, learning to extract information related to a function of θ of each sample is the

optimal strategy for structuring the latent representation, as it allows us to distinguish between density

matrices generated at different angles. Based on the structure shown in Figure 23, we know that it is

theoretically sufficient to consider the individual elements

ρ3,1 = ρ1,3 = cos
1
2

θ ρ3,3 = cos2 1
2

θ ρ4,1 = ρ1,4 = sin
1
2

θ ρ4,4 = sin2 1
2

θ (27)
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Figure 25: Correlation between latent parameter value z = Z0 and ρ3,3 = cos2 1
2 θ entry of density matrix

samples. The hue indicates the entanglement entropy of the density matrix corresponding to the

respective learned latent parameter.

of the density matrix to identity this optimal map. This is because each of the expressions in eq. 27

provides a unique output for a particular generative angle in θ ∈ [0, π]. Therefore, each element

represents a unique mapping between the input sample and the generative factor θ. The linear relation

in Figure 25 illustrates that the learned representation is closely related to the ρ3,3 = cos2 1
2 θ element.

The question of why exactly this specific element is modeled over others is difficult to answer as it

depends on several factors. These include the initialization of the network weights, the inner workings

of the gradient descent algorithm, and the nonlinear nature of the network, all of which make it

difficult to derive general statements about this choice. The finding that the VAE learns to extract a

surface artifact by focusing on a single element of the density matrix is not what we originally wanted

to achieve, as we want the model to extract some more complex quantities from the data set. This

problem of neural networks and their tendency to learn superficial statistical regularities instead of

higher level abstractions is a well-known problem, as discussed in Jo et al. (2017) [64]. In order to

circumvent this, we attempt to remove the unique map from θ to cos2 1
2 θ in order to encourage the

model to extract a more useful quantity from the density matrices in the next section.
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6.4 C O H E R E N T N O I S E

DATA S E T : C O H E R E N T N O I S E

In the second experiment, our goal is to introduce coherent noise by adding unitary operations to the

density matrix samples that maintain the purity of the output quantum state. For this, we introduce a

data set of 5000 density matrices ρ(θ) extracted from the circuit shown in Figure 20. The generative

angles are chosen in the interval θ ∈ [0, π] with a step size of ∆θ = π
200 . At each angle, we draw

n = 25 samples and introduce a small error θ + κ with κ ∈ [− 1
2 , 1

2 ] as a uniformly distributed random

number. With this systematic error, we remove the unique map from generative angle θ to density

matrix. The general structure and the variation of the training data set are illustrated in Figure 26 and

an additional visualization is presented in Appendix 48.

ρ(θ) = 1
2




1 0 cos 1
2 (θ + κ) sin 1

2 (θ + κ)
0 0 0 0

cos 1
2 (θ + κ) 0 cos2 1

2 (θ + κ) sin 1
2 (θ + κ)cos 1

2 (θ + κ)
sin 1

2 (θ + κ) 0 sin 1
2 (θ + κ)cos 1

2 (θ + κ) sin2 1
2 (θ + κ)




(a) Density matrix as a function of θ

(b) θ = 0π



0.50 0.00 0.50 0.05
0.00 0.00 0.00 0.00
0.50 0.00 0.49 0.05
0.05 0.00 0.05 0.01




(c) θ = 0.2π



0.50 0.00 0.45 0.22
0.00 0.00 0.00 0.00
0.45 0.00 0.40 0.20
0.22 0.00 0.20 0.10




(d) θ = 0.7π



0.50 0.00 0.26 0.42
0.00 0.00 0.00 0.00
0.26 0.00 0.14 0.22
0.42 0.00 0.22 0.36




(e) θ = π



0.50 0.00 0.05 0.50
0.00 0.00 0.00 0.00
0.05 0.00 0.01 0.05
0.50 0.00 0.05 0.49




Figure 26: Illustration of (a) structure of data set and (b-e) density matrix samples generated at varying angles θ
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R E S U LT S : C O H E R E N T N O I S E

In this section, we will analyze β-VAE experiments on the density matrix data set modified with co-

herent noise in terms of the learned 1-dimensional latent representation. For the following experiment,

we found that training on 400 epochs using the Adam optimizer with a learning rate of 10−3, batch

size of 64, and β = 0.25 produces convergent loss values.

Figure 27: Correlation between latent parameter value z = Z0 and generative angle θ for density matrix

samples. The hue indicates the entanglement entropy of the density matrix corresponding to the

respective learned latent parameter.

Figure 27 illustrates the correlation between the learned latent parameter values trained with

coherent noise and the angle θ of the corresponding input density matrices. In this experiment, it can

be observed that the model has learned to represent samples from each angle in a latent parameter

value range instead of a single point. This value interval captures the uncertainty introduced by the

noise. From this, we can infer that the unique map of input to angle has been obstructed by the

introduction of coherent noise, since two identical latent parameters can now represent states generated

with different angles. For example, the learned encoding for states generated at θ = 0 and θ = 1 both

includes Z0 = 1, which means that our model is unable to distinguish between the two states based
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on the encoded value. In the following, we again interpret the latent representation to understand how

the VAE learned to encode the input and what quantity it extracts from the states.

Figure 28: Correlation between latent parameter value z = Z0 and cos2 1
2 θ entry of density matrix samples.

The hue indicates the entanglement entropy of the density matrix corresponding to the respective

learned latent parameter.

Figure 28 shows the correlation between the learned latent parameter values and the ρ3,3 = cos2 1
2 θ

entry of the density matrices. Surprisingly, we again observe a mostly linear relationship between the

two. This suggests that the model persists in learning a representation based on simply extracting a

single entry from the density matrices. From this observation, we infer that the model has learned to

encode the coherent noise as a constant offset, which did not affect its ability to discover the same

mapping between input and generative factor θ. Therefore, in the next experiment, we introduce a

different type of noise with the same goal of removing the ability to discover this simple map and

instead encourage it to discover a more abstract representation.
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6.5 I N C O H E R E N T N O I S E

DATA S E T : I N C O H E R E N T N O I S E

In the third experiment, our goal is to introduce incoherent noise by adding unitary operations to our

density matrix samples that do not necessarily maintain the purity of the output quantum state. For

this, we introduce a data set consisting of 5000 density matrices ρ(θ) that were extracted from the

circuit shown in Figure 20. The generative angles are chosen in the interval θ ∈ [0, π] with a step

size of ∆θ = π
200 . At each angle, we draw n = 25 samples subject to incoherent noise. In practice,

this type of noise originates from the quantum circuit becoming entangled with the environment, thus

leading to outputs that are to a certain degree random, regardless of what basis we measure in. We

model incoherent noise as a unitary transformation using Kraus operators Ki with some associated

probability satisfying the condition ∑i K†
i Ki = 11 with

D(ρ) = ∑
i

1
pi

K†
i ρKi (28)

In this, the probability is give by pi = Tr
(
K†

i ρKi
)
. [63] In the following experiment, we will

introduce noise that generalize the bit flip and phase flip errors. It describes a transformation that

applies Pauli operators with probability p = 0.3 and applies the identity with probability 1− p. The

Kraus operators of this transformation are given by

• K0 = 1⊗
√

1− p
(

1 0
0 1

)

• K1 = 1⊗
√

p/3
(

0 1
1 0

)

• K2 = 1⊗
√

p/3
(

0 −i
i 0

)

• K3 = 1⊗
√

p/3
(

1 0
0 −1

)

The general structure of the training data set is illustrated in Figure 29 and Appendix 49.
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ρ(θ) = ∑i
1

2pi
K†

i




1 0 cos 1
2 θ sin 1

2 θ
0 0 0 0

cos 1
2 θ 0 cos2 1

2 θ sin 1
2 θcos 1

2 θ

sin 1
2 θ 0 sin 1

2 θcos 1
2 θ sin2 1

2 (θ)


Ki

(a) Density matrix as function of θ

(b) θ = 0π



0.43 0.00 0.32 0.00
0.00 0.07 0.00 0.05
0.32 0.00 0.43 0.00
0.05 0.05 0.00 0.07




(c) θ = 0.2π



0.43 0.01 0.30 0.08
0.01 0.07 0.00 0.05
0.30 0.00 0.40 0.09
0.08 0.05 0.09 0.10




(d) θ = 0.7π



0.39 0.02 0.14 0.24
0.02 0.11 0.00 0.02
0.14 0.00 0.18 0.13
0.24 0.02 0.13 0.32




(e) θ = π



0.38 0.00 0.00 0.27
0.00 0.12 0.00 0.00
0.05 0.00 0.12 0.05
0.27 0.00 0.00 0.38




Figure 29: Illustration of (a) structure of data set and (b-e) density matrix samples generated at varying angles θ

R E S U LT S : I N C O H E R E N T N O I S E

In this section, we will analyze β-VAE experiments on the density matrix data set modified with

incoherent noise in terms of the learned 1-dimensional latent representation. For the following

experiment, we found that training on 400 epochs using the Adam optimizer with a learning rate of

10−3, batch size of 64, and β = 0.25 produces convergent loss values.

Figure 30 illustrates the correlation between the learned latent parameter values trained with

incoherent noise and the angle θ of the corresponding input density matrices. The relationship shown

is more complex compared to Figure 24 and 27; for angles towards θ −→ 0 and θ −→ π, the learned

ranges of latent parameter values become progressively wider, while the learned range of latent

parameters for angles in the direction θ −→ π
2 become increasingly clustered. In the following, we will

again examine how the model learned this representation. Figure 31 shows the correlation between the

learned latent parameter values and the ρ3,3 = cos2 1
2 θ entry of the density matrices. We again observe

a near linear relationship between the two, suggesting that the VAE is still persistent in learning a
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Figure 30: Correlation between latent parameter value z = Z0 and generative angle θ for density matrix

samples. The hue indicates the entanglement entropy of the density matrix corresponding to the

respective learned latent parameter.

representation based on extracting a single entry from the density matrices. Having established the

dependence of the latent variables on the ρ3,3 = cos2 1
2 θ entry of the density matrices, we can explain

the varying distributions of the recorded latent parameter values in Figure 30.

In Figure 32, we illustrate the variance of the ρ3,3 = cos2 1
2 θ entry of N = 200 samples with

incoherent noise at varying angles θ. We note that for angles towards θ −→ 0 and θ −→ π the variance

increases and towards θ −→ π
2 it decreases. This is consistent with the behavior observed in Figure

30, which explains the observed variation in learned latent parameter values. On closer inspection,

we can attribute this behavior to the Pauli-X error introduced with K1. In general, this error changes

the position of the elements of the density matrix and applies a constant multiplier. We know that

in the density matrix without noise, with angles towards θ −→ π
2 the entries of the density matrix

become more and more similar, since cos 1
4 π = sin 1

4 π. Conversely, the elements of the density matrix

become increasingly dissimilar towards angles θ −→ 0, π. The idea now is that if the matrix elements

are similar from the beginning, their rearrangement will change the overall structure between samples

less, as shown by the minimum variance in Figure 32. In summary, the model is persistent to use the
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Figure 31: Correlation between latent parameter value z = Z0 and ρ3,3 = cos2 1
2 θ for density matrix samples.

The hue indicates the entanglement entropy of the density matrix corresponding to the respective

learned latent parameter.

Figure 32: Visualization of the variance (200 samples) of the ρ3,3 = cos2 1
2 θ entry at different angles.

ρ3,3 = cos2 1
2 θ entry for its learned representation. Again, learning a superficial statistical regularity

structure is not in our interest, as we want to extract a more abstract quantity. In the next experiment,

we will introduce a more stringent error to prohibit the model from learning this simple map.
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6.6 R A N D O M U N I TA RY

DATA S E T : R A N D O M U N I TA RY

The fourth data set consists of 104 density matrices ρ(θ) that were extracted from the circuit shown in

Figure 20. The generative angles are chosen in θ ∈ [0, π] with a step size of ∆θ = π
100 . Furthermore,

we draw n = 100 samples at each angle subject to the following randomization scheme. We apply

random local 4x4 unitary operators to the output density matrices of the circuit ρ̃(θ). [65]

ρ(θ) = (Ua ⊗Ub) ρ̃(θ) (Ua ⊗Ub) (29)

The motivation is to introduce a randomization procedure with local unitaries that encourages the

neural network to extract features related to correlation between the subpartitions of the density

matrices that are insensitive to these local transformations. [66] The derivation of the generation of the

1-local unitary single-qubit random operators Ua and Ub is presented in Section 9.4. To gain intuition

on the randomization, we consider the example of computing an arbitrary observable below.

〈O〉 = Tr(ρO) (30)

Applying the random unitary method changes this to the following expression:

Tr(UρU†O) = Tr(ρU†OU) = 〈O′〉 (31)

With 〈O′〉 6= 〈O〉, this shows that observables are generally not preserved under this transformation.

To understand what information is actually preserved, consider an arbitrary state of the 2-qubit circuit.

|ψ〉 = |ψa〉 ⊗ |ψb〉 (32)

The application of the randomization procedure to the statevector can be represented as follows.

Ua ⊗Ub |ψ〉 = Ua |ψa〉 ⊗Ub |ψb〉 (33)
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which results in the following density matrix.

ρ = (Ua |ψa〉 ⊗Ub |ψb〉)(〈ψa|U†
a ⊗ 〈ψb|U†

b ) (34)

In order to compute the entanglement entropy of the state as introduced in Section 6.1.1, we take the

partial trace with respect to subsystem b.

Trb ρ = Ua |ψa〉 〈ψa|U†
a = ρa (35)

The eigenvalues of ρa are identical to the eigenvalues of the unmodified reduced density matrix

|ψa〉 〈ψa|. This shows that the transformation preserves the entanglement entropy of the state. [67]

The general structure and variation of the training data set are illustrated in Figure 33 and Appendix

50.

ρ(θ) = (Ua ⊗Ub)




1 0 cos 1
2 θ sin 1

2 θ
0 0 0 0

cos 1
2 θ 0 cos2 1

2 θ sin 1
2 θcos 1

2 θ

sin 1
2 θ 0 sin 1

2 θcos 1
2 θ sin2 1

2 (θ)


 (Ua ⊗Ub)

(a) Density matrix as function of θ

(b) θ = 0π



0.11 0.01 −0.31 −0.02
0.01 0.00 −0.02 0.00
−0.31 −0.02 0.88 0.07
−0.02 0.00 0.07 0.01




(c) θ = 0.2π



0.04 0.15 0.03 0.12
0.15 0.55 0.12 0.46
0.03 0.12 0.03 0.10
0.12 0.46 0.10 0.38




(d) θ = 0.7π



0.41 −0.07 −0.48 0.09
−0.07 0.01 0.09 −0.02
−0.48 0.09 0.56 −0.10

0.09 −0.02 −0.10 0.02




(e) θ = π



0.04 0.10 −0.07 −0.16
0.10 0.22 −0.16 −0.37
−0.07 −0.16 0.12 0.27
−0.16 −0.37 0.27 0.62




Figure 33: Illustration of (a) structure of data set and (b-e) density matrix samples generated at varying angles θ

R E S U LT S : R A N D O M U N I TA RY I

In this section, we will analyze β-VAE experiments on the density matrix data set modified with

random unitaries in terms of the learned latent representation. With the newly added randomization,
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we first investigate a 1-dimensional latent space. For the following experiment, we trained the model

for 200 epochs using the Adam optimizer with a learning rate of 10−3, batch size 64, and β = 0.75.

Figure 34: Correlation between latent parameter value z = Z0 and generative angle θ for density matrix

samples. The hue indicates the entanglement entropy of the density matrix corresponding to the

respective learned latent parameter.

Figure 34 illustrates the correlation between the learned latent parameter values and the angle θ of

the corresponding input density matrices trained with the unitary randomization scheme. We note that

the model has failed to assign unique latent parameter values depending on the angle the input density

matrix was generated at. For instance, with a latent parameter value of Z0 = 0, we could not infer

whether its corresponding density matrix was generated at θ = 0 or any other angle. Based on this

observation, we conclude that the model has failed to learn a representation that discriminates between

samples generated at different angles due to the randomization scheme. In previous experiments in

Sections 6.3,6.4,6.5 we learned that the model learned to extract information from a single entry of

the density matrix to structure its latent space, so we will investigate whether this is again the case.

Figure 35 illustrates the correlation between the learned latent parameter value and the ρ3,3 = cos2 1
2 θ

entry of the density matrices. We do not observe a linear relationship between the two, suggesting that

the model is learning a representation based on a different quantity. This means that the introduction
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Figure 35: Correlation between latent parameter value z = Z0 and cos2 1
2 θ entry of density matrix samples.

The hue indicates the entanglement entropy of the density matrix corresponding to the respective

learned latent parameter.

of the randomization scheme successfully prevented the model from extracting information only from

the ρ3,3 = cos2 1
2 θ entry of the density matrices to structure its latent representation. Looking back

at our target scenario, the introduction of randomization was aimed at preventing the model from

extracting surface statistical regularities. Based on the observations in Figure 35, we can see that this

proposition is met. Moreover, the unitary randomization scheme ought to promote the extraction of

quantities that are invariant to the randomization, in particular the entanglement entropy of a state.

This proposition clearly is not met, as samples with a given entanglement entropy value are assigned

multiple latent parameter values, as can be seen in Figure 34. The lack of structure in the learned

representation may indicate that the model is unable to find a suitable map that satisfies both the

reconstruction quality and regularization loss. Therefore, in the next experiment, we increase the

capacity of the representation by increasing the latent space to 2-dimensions.
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R E S U LT S : R A N D O M U N I TA RY I I

In this section, we will analyze β-VAE experiments on the density matrix data set modified with

random unitaries in terms of the learned latent representation. In this experiment, we extend the model

to a 2-dimensional latent space. For the following experiment, we trained the model for 200 epochs

using the Adam optimizer with a learning rate of 10−3, batch size 64, and β = 0.75.

Figure 36: Correlation between latent parameter values z = (Z0, Z1). The hue indicates the entanglement

entropy of the density matrix corresponding to the respective learned latent parameters.

Figure 36 illustrates the correlation between the learned latent parameter values trained with the

unitary randomization scheme. We note that the model has learned to assign unique pairs of latent

parameter values ranges to the density matrices generated at each angle. In this, we observe that

the first latent parameter Z0 is affected by the generative angle of the input density matrices: States

generated near θ ≈ 0 are encoded at Z0 ≈ ±0.75. As θ increase, samples are continuously encoded

more towards the center Z0 −→ 0, with the absolute minimum of Z0 ≈ 0 being reached at θ = π. The
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second latent parameter Z1 is not directly affected by the generative angle θ. It encodes a given density

matrix in a range of Z1 ∈ [−0.08, 0.08]. Again, the crux of the analysis of this learned representation

is in the interpretation of the extracted latent space as presented by the two latent variables (Z0, Z1).

Ideally, we want to understand how the model identifies the map from a given input density matrix to

the unique latent value pair for each angle. Furthermore, we want to investigate if we have learned

to extract a particular property of the input data to distinguish the samples according to the angle at

which they were generated at. To begin this analysis, we investigate the correlation of both latent

variables to the generative angle θ.

(a) Correlation of Z0 and θ (b) Correlation of Z1 and θ

Figure 37: Correlation between θ and (a) latent parameter value Z0 and (b) latent parameter value Z1. The hue

indicates the entanglement entropy of the density matrix corresponding to the respective learned

latent parameter.

Figure 37 illustrates the correlation between the two learned latent parameter values and the angle θ

of the corresponding input density matrices. In this, Figure 37b shows the correlation between Z1 and

θ. We note that the model is not able to assign unique latent parameter values as a function of the

angle at which the input density matrix was generated. Since there is no direct correlation between Z1

and θ, we defer further investigation of how this latent variable is used to account for specific noise

patterns in the encoding-decoding process to the Appendix 9.6.

In Figure 37a, we observe the correlation of Z0 and θ. We note that the model has learned to assign

two latent parameter value ranges to density matrices generated at each angle. The learned parameters
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are symmetric with respect to Z0 = 0. In the learned representation, samples generated at θ ≈ 0 are

encoded between Z0 ≈ ±0.75 while samples generated towards θ ≈ π are encoded with increasingly

converging values Z0 ≈ ±0.1. Firstly, this means that the model has found a map from input to

single latent variable that distinguishes samples generated at different angles, as seen by the unique

value ranges. Secondly, the model has learned to distinguish the samples into two categories. In

the following, we examine how samples from the two categories Z0 < 0 and Z0 > 0 correlate with

quantities extracted from the density matrices they encode.

Figure 38: Latent parameter values Z0 and eigenvalues 1
2

(
1± cos 1

2 θ
)

of reduced density matrix TrB(ρ(θ)) =

ρA(θ) at angles in θ ∈ [0, π].

In Figure 38, we display the learned latent parameter values Z0 and the two eigenvalues of the

reduced density matrices that they encode as a function of the generative angle θ. We note that the

curve of the subset of latent parameters Z0 > 0 is proportional to the eigenvalues x1 = 1
2

(
1 + cos 1

2 θ
)

as given in eq. 23. Similarly, the curve of the subset of latent parameters Z0 < 0 is proportional to

the eigenvalues x0 = 1
2

(
1− cos 1

2 θ
)

as introduced in eq. 22. This observation illustrates that the

learned representation in Z0 encodes information correlated to the eigenvalues of the reduced density
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matrix. Learning to encode the spectrum of eigenvalues of the reduced density matrices is equivalent

to learning to encode information about the entanglement spectrum of states. [63] From this relation,

we conclude that the model has learned the equivalent of extracting entanglement information from

the density matrices to structure the latent variable Z0. We interpret this result as follows.

To reiterate the problem scenario: We took a model with no prior knowledge of quantum states and

trained it with noisy samples of density matrices. In this, the data set is defined by a single generative

parameter, namely the angle θ at which the samples were generated. This parameter determines the

value of the entanglement entropy for each sample. As introduced in Section 7, our model attempts to

learn an efficient encoding-decoding process during training. The architecture shown in Figure 22

used in this experiment requires the model to encode into and decode from two latent variables. An

optimization strategy for this is to learn a mapping from a given sample to the generative parameter

using two latent variables. In this experiment, a density matrix generated at a given angle is uniquely

defined by its entanglement entropy value. However, the randomization scheme prevents the discovery

of simple structure-property relationships. Therefore, the optimal strategy for structuring the latent

space is to use one latent variable to account for noise patterns in the data set and use a second latent

variable to account for information about the entanglement spectrum of a given sample. With this

representation, we can distinguish between samples generated at different angles, which accounts for

variance unrelated to noise in the data set, and still be able to satisfy the noise constraints.

A natural question that arises from these observations is: How does the model encode information

about two separate eigenvalue curves in a single latent variable? The intuition on this is that computing

one eigenvalue of the reduced density matrix uniquely defines the second eigenvalue. This is because

x0 = 1
2

(
1− cos 1

2 θ
)

and x1 = 1
2

(
1 + cos 1

2 θ
)

always sum to x0 + x1 = 1. How exactly the model

identifies the mapping from the input to Z0 > 0 that is proportional to x1 = 1
2

(
1 + cos 1

2 θ
)

and

Z0 < 0 that is proportional to x0 = 1
2

(
1− cos 1

2 θ
)

remains hidden. As it does not directly affect the

interpretation of the latent representation we leave this investigation for future studies.
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The final topic of discussion is the question of why the model with only a single latent variable was

not able to find the same map. The challenge with this data set is that the specific noise used makes

it unlikely that a single latent variable will learn to encode information related to the entanglement

spectrum as a generative factor, as the reconstruction loss would be poor. This is because a large

number of states are associated with a single entanglement entropy value, as introduced by the random

unitary randomness scheme. If one increases the number of latent variables, it is possible to base

the encoding on a combination of properties of the input density matrices. In this experiment, the

latent variable Z1 contributes to satisfy the noise constraints in the encoding-decoding process, and

Z0 encodes information related to the generative angle θ. In this case, this information is correlated

with the entanglement spectrum of ρ(θ).

As an addition, although this was not the focus of this experiment, we can use the fact that the

model has learned to approximate the entanglement spectrum to estimate the entanglement entropy

value of a given state. We achieve this by normalizing Z0 to the range [0, 1] and using the formula in

eq. 19. In this, Z0 values previously encoded with Z0 > 0 stand for λ0 and Z0 < 0 for λ1. Therefore,

even without prior knowledge of the entanglement spectrum, we are able to use the results to derive an

approximation of the entanglement entropy value of states, since the latent parameters are proportional

entanglement spectrum.

In summary, we have explored an unsupervised machine learning technique to learn features that

best describe 2-qubit quantum states. The neural network-based VAE is applied to sampled density

matrices and has no a priori knowledge of their generative process or underlying structure. We find

that the latent representation encodes information equivalent to the entanglement spectrum of the

quantum states. With this, the machine learning model has learned to differentiate between states by

approximating a physical quantity that matches our human intuition on how to accomplish such a task.
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C O N C L U S I O N

In this thesis, we have studied the β-VAE framework, its application to representation learning in

quantum physics, and its learned low-dimensional descriptions of quantum states. We created a data

set of 2-qubit quantum states with varying amounts of entanglement parameterized by a generative

angle θ. Our key findings of the study of this data set are summarized in the following:

First, statistical surface regularities of quantum states, such as matrix elements that are a function

of the generative parameter ρi,j(θ), are the most amenable property for our machine learning model.

They provide the VAE with a unique mapping from the input to the ground truth generative factor that

is not hindered by the introduction of ”simple” types of noise into the data.

Second, learning to extract higher-level abstractions, such as approximating information about the

entanglement spectrum, is possible given sufficient expressiveness of the model, but requires a

randomization scheme. In particular, the randomization must disguise observable measurements as a

function of the generative parameter.

Third, the use of density matrices as input offers interpretive potential. With this data formulation, we

can relate the encoding-decoding process of the model with physical quantities intuitively.

Fourth, latent representations for quantum state data exists and can be interpreted by humans. The

final learned representation matches the entanglement spectrum of the states, which corresponds to

our intuition of how to distinguish states with different degrees of entanglement.

62
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Fifth, physical information can be extracted from the learned representation. Although no domain-

specific knowledge was provided during optimization, we are able to use the final learned representa-

tion to infer the entanglement entropy value of states with a given encoding value.

With this, our results constitute a step towards interpretable machine learning of quantum states.
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F U T U R E W O R K

8.1 G R E E N B E R G E R – H O R N E – Z E I L I N G E R S TAT E S

In Section 6.6, we presented representation learning of 2-qubit states generated by a simple quan-

tum circuit. A logical extension is to increase the complexity of the model by adding one qubit

and introducing a second parameterized gate, as shown in Fig. 39. With this circuit, we generate

Figure 39: Parameterized quantum circuit consisting of a Hadamard and two controlled Ry gates

3-qubit-8x8-output density matrices as a function of the two angles θ and φ. At angles θ = φ = 0

we obtain a fully separable output state, θ = φ = π we obtain a maximally entangled Green-

berger–Horne–Zeilinger state. Both angles influence the entanglement entropy of the final output

state, as shown in Figure 40. With this model we can generate a data set with two generative factors

and repeat the analysis process from Section 6.6. The overall question in this experiment would be

64
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Figure 40: Entanglement entropy of circuit output states for θ, φ ∈ [0, π]

if a variational autoencoder is able to find a representation that encompasses the variation in both

generative factors by extracting some quantum property of the density matrices.

8.2 R E P R E S E N TAT I O N L E A R N I N G O F N O N - PA R A M E T E R I Z E D Q UA N T U M C I R C U I T S

While working with the proposed parameterized quantum circuit in Figure 20, a logical follow-up

question arose: how would a generative model for non-parameterized quantum circuits work and how

could we use a learned representation? In general, the connection between the structure of circuits

and their entanglement properties is difficult to understand intuitively. For this reason, it is beneficial

for researchers to develop computational methods that aid in the design of new quantum circuits while

providing a conceptual understanding of the so-called structure-property relationship.

The idea we have developed is to consider a large number of quantum circuits from individual

quantum logic gates in table 2. One can then generate a data set of random quantum circuits with a

sequence of devices, as shown in Figure 41.

One can encode the setup of a quantum circuit sequentially as a series of one-hot column vectors xt in

a matrix where x = [x1, · · · , xt] ∈ Rtxg Here, t is maximum circuit length (number of gates) and g

is the number of gates in the toolbox. In any experiment, every possible device on any path or path

combination is represented as a one-hot vector xt ∈ {0, 1}g. For example, the experiment in Figure
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(a) Random circuit 1
(b) Random circuit 2

(c) Random circuit 3 (d) Random circuit 4

Figure 41: Illustration of random quantum circuits

41a would have twelve one hot vectors for each device. With this structure in mind, the following

research question may be investigated:

• Can a generative model trained on this data set create novel quantum circuit setups?

• Is it possible to learn the distribution of entangled output states of the training input?

• Can we use a generative model to search for circuits with specific properties such as highly

entangled output states?

• Would the learned latent representation of quantum circuits be human interpretable?
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Gate Visual Operation

Identity
[

1 0
0 1

]

Pauli-X
[

0 1
1 0

]

Pauli-Z
[

1 0
0 −1

]

Phase
[

1 0
0 i

]

π/8
[

1 0
0 eiπ/4

]

Hadamard 1√
2

[
1 1
1 −1

]

CNOT




1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0




Table 2: Quantum logic gates used in the non-parameterized quantum circuits
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A P P E N D I C E S

9.1 M AC H I N E L E A R N I N G VO C A B U L A RY

This glossary defines general machine learning terms and important concepts used throughout this

work; the presented information is inspired from Goodfellow et al. (2015) [34] and Foster (2019) [68].

• Batch:

The set of samples used in a single training iteration (a gradient update) of the model.

• Batch Size:

The number of samples in a batch that determines the amount of data the model processes

simultaneously in a single iteration. Both too large and too small of a batch size generally

result in poor performance: If the model is trained on too many samples at once, it will be

too ”coarse”, resulting in poor generalization. Training the model on too few samples leads to

sample bias, overfitting the batch distribution rather than the actual distribution of the data set.

• Backpropagation:

A widely used algorithm for performing gradient descent on neural networks with the goal of

optimizing the network parameters. Firstly, the output values of each node are computed and

stored in a forward pass through the network. Secondly, the partial derivative of the loss with

respect to each parameter is computed in a backward pass through the network.

68
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• Deep Neural Network:

A type of neural network consisting of multiple layers.

• Training Convergence:

A terminology that refers to a state reached during training in which the optimization loss

changes little with each iteration after a certain number of iterations, and additional training on

the current data does not further improve the model.

• Epoch:

A complete training run over the entire data set, so that each example was seen once. The total

number of training iterations in an epoch can be computed by taking the size of the data set and

dividing by the batch size.

• Latent Space:

An embedding of data with lower dimensionality than the feature space from which the data

points originate.

• Learning Rate:

At each training iteration, the gradient descent algorithm multiplies the gradient by the learning

rate. This controls how much we adjust the weighting updates of our network parameters with

respect to the loss gradients obtained by backpropagation.

• Gradient Descent:

A technique to minimize loss by computing the gradients of loss with respect to the model’s

parameters, conditioned on training data. Informally, gradient descent iteratively adjusts

parameters, gradually finding the best combination of weights and bias to minimize loss.

• Hyperparameter:

Comprehensive term for parameters that are set before training a model.
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• Iteration:

A single update of a model’s weights during training. An iteration consists of computing the

gradients of the parameters with respect to the loss on a single batch of data.

• Training and testing set:

When developing machine learning models, it is common to divide the entire data set randomly

into subsections: A training set with about 80% of samples and a test set with 20%. In this way,

the model can be trained and tested with separate data to test its generalization ability. When

the trained model generalizes to new data samples that come from the same data distribution as

the samples on which it was originally trained, we have determined that the model has actually

”learned” something and is not just mimicking the patterns in the training data.

• Optimization Objective:

A metric that the model aims optimize during training. It is used to define the loss of the model

which can than be used for parameter estimation that computes the difference between estimated

and true values for an instance of data. Common objective functions include mean squared loss

and cross-entropy loss.

• Kullback–Leibler Divergence:

A measure of difference of two probability distributions A and B: Small values indicate

little loss of information when describing the observations of B using A. We denote it as

KL(A ‖ B) = ∑x P(x) log
(

P(x)
Q(x)

)
.
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• Activation function:

A function that takes in the weighted sum of all of the inputs from the previous layer and then

generates an output value to the next layer. This aspect of the neural network is the main source

of non-linearity between input and output. The activation functions used in this thesis are:

– Hyperbolic tangent:

f (x) = exp(x)−exp(−x)
exp(x)+exp(−x) which maps values into the range [−1, 1].

– Rectified linear unit (ReLU):

f (x) = max(0, x) which only retains positive input values.

– Sigmoid:

f (x) = 1
1+exp(−x) which maps values into the range [0, 1].

• Convolutional layer:

As the name implies, a convolution layer applies a convolution operation to its input. Here

we start with the element-wise multiplication of the convolution filter with slices of the input

matrix. This is followed by the summation of all values in the resulting product matrix. In

Figure 42, we visualize a single convolutional operation of a 5x5 input: We take a slice of the

input matrix with the same rank and size as the convolutional filter and apply an element wise

multiplication of both and sum the resulting product matrix. Expressing the operation of this

layer mathematically yields the following expression:

Conv(x) = f (w� x + b) (36)

with b and w ∈ Rn·l·d as the trainable bias and convolution filter tensor, respectively. In this,

n are the number of filters each with length l and d features. Furthermore, f is the activation

function and � is the is the convolution operator. Finally, the complete convolutional layer then
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Figure 42: Illustration of a single convolution operation of a convolutional layer. We apply the filtering operator

to a subset of the input density matrix and take the sum to obtain an element of the output matrix.

consists of a series of these convolutional operations, each acting on a different slice of the

input matrix. [69]

• Dense Layers:

A dense layer (fully connected layer) is a layer in which every node is connected to every

node in the subsequent layer. In this, the layer takes one or more input values, computes the

weighted sum of the inputs, and applies an activation function to yield a single output value.

The following illustrates the performance of a single dense layer: Figure 43 shows a dense

layer that takes three inputs, multiplies each by trainable weights, and outputs a single value.

Expressing the operation of this layer mathematically yields the following expression:

dense(x) = f

(
∑

i
wixi + b

)
(37)

with b and wi as the trainable bias and weight, respectively.
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x0

x1

x2 w2

w0

w1
∑

f

Figure 43: Illustration of a fully connected neural network layer. We apply the dot product between the input x

and the weights w. We then take the resulting number and apply the activation function f to obtain

the final output.

9.3 A N A LY S I S M E T H O D S

• Kernel Density Estimation:

As an alternative to histograms to approximate a representation of a distribution of data in a

discrete manner, we utilize the closely related kernel density estimation to find a smooth and

continuous representations. The general concept is to estimate the probability density function

f of observations X using the kernel density estimator. [70]

f̂ (x) =
1

Nh

N

∑
i=1

K
(

x− xi

h

)
(38)

In this K is the so-called kernel and h is a smoothing parameter called bandwidth. The

underlying idea of Eq. 38 is to impose a kernel, for example a normal distribution with a certain

variance, on each data point. An estimate of the probability density function is then the sum of

the normal distributions, as visualized in Figure 44.
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Figure 44: Illustration of the nine individual kernels of the data set [0.25, 0.50, 0.75, 1.00, 1.25, 5.00, 5.25, 5.50]

drawn as blue curves, and the kernel density estimate in yellow. Individual data points are indicated

by markers on the horizontal axis.

9.4 G E N E R AT I N G R A N D O M U N I TA RY O P E R AT O R S

In the following, we detail an algorithm used to generate random local NxN unitary operators that are

distributed uniformly according to the Haar measure. The motivation for this is to introduce additional

randomization that provides the correct performance for a confusion scheme: The the neural network

is ideally forced to extract features that are insensitive to these local transformations. The algorithm

consists of the following steps, as detailed in Nordenvaad et al. (2004) [71].

• Generate matrix Z = X + iY, where X, Y are NxN matrices with random entries that are

normally distributed with zero mean and unit variance

• Compute QR-decomposition Z = QR

• Compute diagonal matrix Λ with Λi,i =
Ri,i
|Ri,i |

• Compute U = QΛ which is uniformly distributed under Haar measure
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(a) 2000 states generated uniformly in ω, φ, θ ∈ [0, 2π) (b) 2000 states generated uniformly under Haar measure

Figure 45: Illustration of Bloch vectors of (a) uniformly sampled angles and states uniform distributed over

Bloch sphere.

The meaning of ”uniformly distributed according to the Haar measure” is demonstrated in the

following example. In general, operations in quantum mechanics are described by unitary matrices.

For example, the general expression for the rotation of a single qubit is the following.

U(ω, φ, θ) =

(
exp(−i(φ + ω/2)cos(θ/2)) −exp(−i(φ−ω/2)sin(θ/2))
−exp(−i(φ−ω/2)sin(θ/2)) exp(i(φ + ω/2)cos(θ/2))

)
(39)

Now suppose that we want to apply single-qubit rotations to the fixed base states |0〉, with the goal

of uniformly reaching points on the Bloch sphere. The naive approach of sampling ω, φ, θ from the

uniform distribution[0, 2π) is shown in Figure 45a. We note that despite our uniformly distributed

parameter samples, the distribution of Bloch vectors is not uniform. We observe clustering around

the poles |0〉 and |1〉 of the sphere and sparseness around the equator. The reason for this is that the

area dA of a differential surface element in spherical coordinates is dA(dθ, dφ) = r2sin(φ)dφdθ.

Therefore, near the poles of the sphere (φ = 0 and φ = π), the differential area element determined

by dθ and dφ becomes smaller, since sin(φ) −→ 0. So we should take fewer points near φ = 0 and

φ = π and more points near φ = π/2 to achieve a uniform distribution on the sphere. This is exactly

what we achieve with the algorithm described above, which samples the elements of the unitary group,
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as can be seen in Figure 45b. We observe that utilizing the improved measure, the qubit states are

distributed more uniformly on the Bloch sphere.

As a simplification, we restrict the process described above to generating only states with real

entries for the randomization scheme used in the experiments. Without this step, the neural network

would require additional input neurons to account for the imaginary component of the density matrices,

since machine learning models cannot accept imaginary numbers as input. The workaround needed

to solve this problem would be to split a given imaginary number z = x + iy into a real component

x and a complex component y and use separate neurons as input. This would make it difficult to

compare the performance of experiments with different types of noise, since the architecture of the

underlying models would be different. For example, in the case of randomizing 2-qubit states, 16

additional input neurons would be required to account for the imaginary components. A set of random

states generated with this simplification is shown in Figure 46.

Figure 46: Real component of 2000 states generated uniformly under Haar measure



9.5 V I S UA L I Z AT I O N D E N S I T Y M AT R I X DATA S E T 77

9.5 V I S UA L I Z AT I O N D E N S I T Y M AT R I X DATA S E T

1
2




1 0 cos 1
2 θ sin 1

2 θ
0 0 0 0

cos 1
2 θ 0 cos2 1

2 θ sin 1
2 θcos 1

2 θ

sin 1
2 θ 0 sin 1

2 θcos 1
2 θ sin2 1

2 θ




(a) Density matrix as function of θ

(b) Density matrix elements sampled at angles in θ ∈ [0, π]

Figure 47: (a) Density matrix and (b) samples generated at angles θ using no additional randomization scheme
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1
2




1 0 cos 1
2 (θ + κ) sin 1

2 (θ + κ)
0 0 0 0

cos 1
2 (θ + κ) 0 cos2 1

2 (θ + κ) sin 1
2 (θ + κ)cos 1

2 (θ + κ)
sin 1

2 (θ + κ) 0 sin 1
2 (θ + κ)cos 1

2 (θ + κ) sin2 1
2 (θ + κ)




(a) Density matrix as function of θ

(b) Density matrix elements sampled at angles in θ ∈ [0, π]

Figure 48: (a) Density matrix and (b) samples generated at angles θ using coherent noise randomization
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∑i
1

2pi
K†

i




1 0 cos 1
2 θ sin 1

2 θ
0 0 0 0

cos 1
2 θ 0 cos2 1

2 θ sin 1
2 θcos 1

2 θ

sin 1
2 θ 0 sin 1

2 θcos 1
2 θ sin2 1

2 (θ)


Ki

(a) Density matrix as function of θ

(b) Density matrix elements sampled at angles in θ ∈ [0, π]

Figure 49: (a) Density matrix and (b) samples generated at angles θ using incoherent noise randomization
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(Ua ⊗Ub)




1 0 cos 1
2 θ sin 1

2 θ
0 0 0 0

cos 1
2 θ 0 cos2 1

2 θ sin 1
2 θcos 1

2 θ

sin 1
2 θ 0 sin 1

2 θcos 1
2 θ sin2 1

2 (θ)


 (Ua ⊗Ub)

(a) Density matrix as function of θ

(b) Density matrix elements sampled at angles in θ ∈ [0, π]

Figure 50: (a) Density matrix and (b) samples generated at angles θ using random unitary randomization
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9.6 I N T E R P R E TAT I O N O F L AT E N T VA R I A B L E Z1

To gain insights into the latent representation of Z1, we examine density matrices encoded near the

edge cases Z1 > 0.05 and Z1 < −0.05 in Figure 51.

(a) Average Sign for Z1 < −0.05



1 −1 −1 1
−1 1 1 −1
−1 1 1 −1

1 −1 −1 1




(b) Variance for Z1 < −0.05



0.14 0.07 0.05 0.10
0.07 0.05 0.04 0.06
0.05 0.04 0.07 0.10
0.10 0.06 0.10 0.13




(c) Average Sign for Z1 > 0.05



1 1 −1 −1
1 1 −1 −1
−1 −1 1 1
−1 −1 1 1




(d) Variance for Z1 > 0.05



0.05 0.03 0.13 0.07
0.03 0.02 0.10 0.06
0.13 0.10 0.16 0.13
0.07 0.06 0.13 0.16




Figure 51: Average sign of density matrices with latent encoding of (a) Z1 < −0.05 and (c) Z1 > 0.05.

Variance of density matrix entries with latent encoding of (b) Z1 < −0.05 and (d) Z1 > 0.05.

Figure 51a illustrates the average sign of 43 density matrices for which the trained encoder predicted

latent parameters of Z1 < −0.05. Similarly, Figure 51c illustrates the average sign of 84 density

matrices that were encoded with latent parameters of Z1 > 0.05. We find that in each respective

case the position of the signs coincides. Figures 51b and 51d illustrate the respective variance of the

same density matrix samples. We note that the variance is generally nonzero. This shows that the

coincidence of the positions of the signs is not a mere consequence of matching numerical values

of the density matrix entries. From these observations we infer that the model learns to assign the

same latent parameter values for density matrices with some common structure, such as matching

sign positions. To complete this analysis, we revisit the information in Figure 37b, where we found

that there is no obvious correlation between the generative factor θ and the latent parameter Z1. We

now know that this does not mean that the latent variable is unimportant to the encoding-decoding

process: rather, the dispersion of Z1 contributes to the different noise patterns introduced by the

randomization scheme. Here, the interpolation of density matrices of a given latent parameter value

leads to a common structure, but does not guarantee matching properties that are a function of θ.
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