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Abstract

Since the realization of zero-energy modes localized at the ends of a 1D topological p-wave
superconductor, these zero-modes (Majorana modes) have been vigorously pursued, and many
heterostructures to engineer them have been proposed. These theoretical proposals have moti-
vated the development of hybrid systems which include topological insulators, spin-orbit coupled
semiconductors, and integer quantum Hall edges all in combination with a superconductor. But
Majorana modes are not the only exotic particles that can appear with topological properties
at such heterostructures. As preliminary works have predicted, Fractional Quantum Hall/su-
perconductor hybrids devices can host parafermions. Parafermions, unlike Majoranas, require
electron-electron interactions to form, which result in richer non-Abelian braiding statistics.
This thesis aims to construct a field theoretical model based on Bosonization and other ana-
lytical techniques to describe such Fractional Quantum Hall /superconductor hybrid devices. In
particular, it aims to model the Crossed Andreev pairing between counter-propagating quan-
tum Hall edge modes induced by the proximity with a superconductor with strong spin-orbit
coupling (NbN), motivated by recent (by the time of writing) experimental results [1]. At First,
it is studied the Integer Quantum Hall (non-Interacting) case by means of Perturbation Theory
and the Feynman Path Integral where an estimation of the induced gap is given and next, by
bosonizing the system it is studied the Interacting FQH system, and an estimation about the

induced gap using the Renormalization Group analysis is provided.
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Introduction

Theoretical proposals to synthesize a topological superconductor from a topological insulator and a
conventional (s-wave) superconductor have motivated hybrid approaches to realize Majorana modes.
Besides topological insulators, these approaches now include spin-orbit coupled semiconductors,
magnetic atom chains, and integer quantum Hall edges all in combination with a superconductor
offering either a testbed for or a route towards topological qubits. Common to all of these is the non-
interacting description of charge carriers and Ising topological order which is insufficient for universal
quantum computation. These approaches, however, can be extended to the computationally universal
Fibonacci order predicted to emerge in a coupled parafermion array.

Parafermions, unlike Majoranas, require electron-electron interactions to form, which result in
richer non-Abelian braiding statistics. A standard condensed matter system that forms with inter-
actions is the Fractional Quantum Hall (FQH) state, which is the basis of different approaches for
synthesizing parafermions. The primary approach combining FQH, appearing in semiconductor het-
erostructures, with superconductivity has so far presented a major experimental challenge. That is
because FQH thrives in high magnetic fields, whilst the superconductor loses his superconductivity.
The solution to this problem was given from a recent experiment performed by Philip Kim and his
group [1]. They used graphene-based Van der Waals (VdW) heterostructures coupled to supercon-
ducting niobium nitride (NbN). The high device quality decreases the magnetic fields required for
robust FQH to the regime where NbN remains superconducting owing to its large critical field. The
superconductor edge-contact to graphene provides an interface transparent enough to allow Crossed
Andreev Reflection (CAR)! in quantum Hall edges. The most important thing used in this setup is
choice of the superconductor. Even in high magnetic fields, as high as 14T, the NbN does not lose
its superconductivity. Another equally important property is the large spin-orbit coupling in NbN
superconductor, which provides a necessary ingredient for a spin-flip process allowing for a pairing
between electrons with the same spin polarization. The experimental results they found were encour-
aging, because a negative resistance (Rc4r < 0) indicates that the electron-like carriers drained from

the superconductor produce hole-like carriers with opposite charge, a direct result of Crossed Andreev

!Crossed Andreev Reflection (CAR) is a non-local process that converts an incoming electron (hole) from
one normal electrode to an out-going hole (electron) in another normal electrode through a superconductor
(SC). Such a non-local process occurs only when the separation between two normal metals (N1 and N2), who
are in contact with a SC, is comparable to or less than the superconducting coherence length &.
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Reflection, which reverses the sign of the edge potential.

The goal of this thesis is to construct a field theoretical model based on Bosonization that describes
Crossed Andreev Reflection of particles with the same spin between the counter propagating (Integer
and Fractional) Quantum Hall edges and a conventional Superconductor. This describes an electron
entering the SC from one side and a hole leaving from other side. For this purpose, we choose our
Superconductor to be the NbN, because of its uniqueness, as mentioned before. These CAR pairings
of the same spin will induce a proximity superconducting gap to our system, which we are called to
estimate. The outline of this thesis is as follows: In Chapter 1 we give a theoretical Background
to the physics that is important to us in order to understand better how such heterostructures work.
In Chapter 2 we introduce our model and focus on deriving a field theoretical description that de-
scribes CAR for the non-Interacting (Integer Quantum Hall) case only. This is achieved by using 3
methods (2 analytical and 1 computational). The first one is by using 2nd order Perturbation theory.
For the second, we use the Feynman Path Integral approach and for the third we plot our system and
show the induced gap. In Chapter 3 we focus on estimating the gap by using the Bosonization
technique, which is based on an effective low-energy theory, and the Renormalization Group which
is a transformation that maps a system with a set of coupling constants and a scale (representing the
short-distance or high-energy cutoff) to another equivalent system with a different set of (renormal-
ized) coupling constants and a different scale. Finally, in Chapter 4 we present the Conclusions
and Outlook.



Chapter 1
Background

In this Chapter, we present a background introduction of the theory for the physics that is hidden in
the model that we are describing in this project. For that purpose, we will use a lot of material that
can be found in the book of Fradkin [2] and in [3], [4], [5].

1.1 Majorana modes

In order to characterize fermions that are their own antiparticle, Ettore Majorana found real solutions
to Dirac equation in 1937. This solution is commonly referred to as the Majorana equation. Even
though this was a "ancient" notion, it continues to influence many areas of contemporary physics.
Majorana’s original hypothesis that neutrinos could actually be Majorana fermions is still taken se-
riously in the context of high energy. Furthermore, according to supersymmetric theories, bosonic
particles like photons have a Majorana "super partner" that corresponds to them. This "super part-
ner" might hold the solution to the mystery of dark matter. In a wide range of solid state systems,
condensed matter physicists are also ardently pursuing Majorana’s vision due to their interest in both
novel basic physics and quantum computing applications.

The Majorana fermions pursued in solid state systems are not basic particles, in contrast to the
Majorana fermions sought by high-energy physicists. The likelihood of success in this quest is greatly
constrained by the fact that regular electrons and ions are unavoidably the components of condensed
matter. For instance, electron and hole excitations in ordinary metals can annihilate, but since they
carry the opposite charge, they are unquestionably not Majorana fermions. Such excitations are natu-
rally being seeked out in superconductors (and other systems where fermions couple and condense).
Indeed, quasiparticles in a superconductor require superpositions of electrons and holes because
spontaneous Cooper pair condensation defies charge conservation in its mean field theory descrip-
tion. Unfortunately, this does not meet the requirements for Majorana fermions to appear. Majorana

fermions are best supported by "spinless" superconductors, which are paired systems with just one ac-
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tive fermionic species as opposed to two. Spinless superconductors, i.e. paired systems with only one
active fermionic species rather than two, provide ideal platforms for Majorana fermions. Cooper pair-
ing, which produces p-wave superconductivity in one dimension (1D) and p,, =+ ip, superconductivity
in two dimensions, must take place with odd parity in a "spinless" metal according to Pauli exclusion
(2D). Because they achieve topological phases that enable exotic excitations at their borders and at
topological defects, these superconductors are highly unique. Most crucially, in the 2D p, +-ip,dsitua-
tion, zero-energy modes bond to superconducting vortices and localize at the ends of a 1D topological
p-wave superconductor. These zero-modes are precisely the Majorana fermions in condensed matter
that are the subject of current active research. Topological superconductivity is therefore a fascinat-
ing state of matter, in part because it is linked to Majorana fermion-based quasiparticle excitations
(MFs). As a result, the presence of (spatially separated) MFs is an invariant of topology (hence the
name topological superconductors). As a result, they will be present in all systems that have p-wave
or p, £ ip,-wave superconductors’ topological features.

Let v be the operator that corresponds to one of these modes. Being its own anti-particle implies
that v = ' (hermitian) and 42 = 1. Also, -y should be seen as a fractionalized zero-mode consisting
of "half’ of a normal fermion. Any fermion may be expressed as a combination of two MFs, which
essentially means separating the fermion into a real and an imaginary part, each of which is an MF.
To be more specific, to generate a fermionic state with a well-defined occupation number, a pair
of Majorana zero modes, say ; and -, must be combined through f = “’L% This new operator
clearly represents a standard fermionic operator that satisfies f # f and obeys the standard fermionic
anticommutation relations.With this definition, there are two essential features that support by far the
most intriguing Majorana fermion consequence. The first is that +; and v, can locate arbitrarily far
away; as a result, f encodes strongly non-local entanglement. Similarly, when we discuss MFs here,
we imply that a fermionic state may be expressed as a superposition of two spatially separated MFs
(or prevented from overlapping in some other manner). "Such a highly delocalized fermionic state is
protected from most types of decoherence, since it cannot be changed by local perturbations affecting
only one of its Majorana constituents. And second, one can empty or fill the non-local state described
by f with no energy cost, resulting in a ground-state degeneracy. These two properties signals the
emergence of non-Abelian statistics" [5].

One of the pillars of quantum theory is exchange statistics, which describes how many-particle
wavefunctions change when interchanges of identical particles take place. Metals, superfluids, su-
perconductors, and many other quantum phases are in fact accessible by a rather direct route from
particle statistics. It has long been understood that 2D systems can contain particles whose statistics
are neither fermionic nor bosonic due to topological considerations. Such anyons are available in both
Abelian and non-Abelian varieties. A statistical phase ¢ that is halfway between -1 and 1 is acquired
by the wavefunction as a result of the exchange of Abelian anyons, which are present in the majority

of fractional quantum Hall states.



CHAPTER 1. BACKGROUND 1.1. MAJORANA MODES

From the perspective of basic physics, the observation of Majorana fermions in condensed matter
is a significant accomplishment since it confirms Ettore Majorana’s theoretical finding and, more sig-
nificantly, because they include non-Abelian statistics. The synthesis of a scalable quantum computer
is one of the field’s greatest difficulties, and conquering it may eventually depend on the results of
this quest. The core notion is that "topological qubits" may be encoded using the occupation numbers
n; = 0, 1, which indicate the degenerate ground states of [n, no, ..., ny). Due to the arbitrary spatial
separation between pairs of Majorana modes corresponding to a given n;, this quantum information
is stored strongly non-locally. The system effectively stays contained to the ground-state manifold if
we assume that the temperature is low relative to the bulk gap and that the manipulations are done
adiabatically. Due to the availability of non-Abelian statistics, the user is able to controllably alter the
qubit’s state by adiabatically swapping the locations of Majorana modes. In theory, the environment
may potentially cause (unwanted) exchanges, damaging the qubit, however because such processes
are non-local, the likelihood of this happening is quite low. This serves as the foundation for fault-
tolerant topological quantum computing systems that gracefully defeat hardware-level decoherence.
However, the extra unprotected operations required for universal quantum computation have excep-
tionally large error thresholds. While braiding of Majorana fermions alone allows for some limited
topological quantum information processing. Thus, future revolutionary technology applications are

also a driving force behind the quest for Majorana fermions.

1.1.1 Properties of Majorana fermions

The information for this subsection have been taken from an excellent paper of Martin Leijnse and
Karsten Flensberg [4]. Assume now, that we have a system with 2N spatially well-separated MFs,
Y1, - -.,Yon. Since one MF has half the degrees of freedom of a typical fermion, the number of MFs
must be even. The Majorana operators are created by dividing a normal fermion f; into its real and

imaginary components, just like in the case of Kitaev’s chain:

= 72¢—12‘|‘ VY2 (1.1)
The inverse relation is

Yoic1 = fT+ f, (1.2)

Yo = i(fT = f) (1.3)

One can easily see that the Majorana operators are hermitian, v; = 7}. The Majorana operators
compliance with the anti-commutation relation may be easily checked using the fermionic anti-

commutation relations for the f; fermions:

{75} = 2635 (1.4)
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which resembles conventional fermions in certain ways. However, there are some considerable dif-
ferences. There is no Pauli principle (¢> = (c)? = 0 for regular fermion operators c) for MFs since,

according to eq. (1.4), v* = 1. In fact, we are unable to even discuss Majorana mode occupancy.
MF

By creating a "Majorana number operator," n;" " = %7} , We may attempt to count the occupancy.

However, when we take into consideration the aforementioned characteristics, we can observe that
M

nME = fmg = 1. Therefore, counting is useless since the Majorana mode is paradoxically both
always empty and always filled.

The f; fermionic operators in this case supply the number of states, n; = f; fiT, and the Pauli
exclusion principle causes its eigenvalues to be n; = 0, 1. It is only natural to select to merge two
MFs into a fermion if they are close enough to overlap. The sole term that can be added to the

Hamiltonian to explain an overlap, ¢, between 2,1 and y; is

1

1
—trygi 179 = t(n; — = 1.5
5 Y2i—-172 (n 2) (1.5)

which indicates that holding the appropriate fermionic state has a finite energy cost (f > 0). The
groundstate is 2N-fold degenerate if the MFs do not overlap, which corresponds to each n; being
equal to zero or one. The total number of electrons in the superconductor is now determined by
whether the sum of all occupancy numbers, vazl n;, 1s even or odd (even or odd parity). Electrons
must be physically introduced to or withdrawn from the superconductor in order to adjust the parity.
Noting that a single MF includes just "half a degree of freedom," it is clear that discussing the "state

of an MF" is meaningless. The fermionic occupancy numbers are the only physically observables.

1.2 Hall Effect

1.2.1 Classical Quantum Hall

This section aims to show on how from the Classical Hall effect one can end up to the Quantum Hall
effect (Integer and Fractional). The information provided here are based on the work of David Tong
[3] who gathered and presented the information for this consolidated theory.

We will continue here by providing a small introduction first to the classical picture of the Hall
effect.

Our basics ingredients to describe this theory will be a magnetic field B that causes charged
particles to move in circles with a cyclotron frequency of wp = fTBe’ where e is the charge of the
particle and m, its mass, an electric field ﬁ which will accelerate the charges and, in the absence of
a magnetic field, would result in a current in the direction of E and finally, last ingredient is a linear
friction term, which is supposed to capture the effect of the electron bouncing off whatever impedes

its progress, whether impurities, the underlying lattice or other electrons. This system will correspond
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to an equation of motion, of the form:

meg - eV x B- me ¥ (1.6)

T

where 7 in the friction term is called the scattering time and can be thought of as the average time
between collisions. Eq. (1.6) is the simplest model of charge transport and it is called the Drude
model.

The current density is associated with the velocity and has the form:
T = —ned (1.7)

where n is the density of charge carriers. We are interested in solving eq. (1.6) in the equilibrium,

where % = (. This means that we have:

Me Me —WRBT m

1 2
O N T~ T
and by inverting it we get the equation of Ohm’s law, which tells us how the how the current flows in

T =oE (1.9)

Here, o is the conductivity and has the matrix form:

0o 1 —WwpBT
1+ (UJBT)Q (WBT 1 ) ( )

with oy = %QT being the conductivity in the absence of a magnetic field and the off-diagonal terms

response to an electric field:

in the matrix are responsible for the Hall effect.

An important parameter now is the (Hall) resistivity which is defined as:

1 1 zz x
p=ol=" CET) = [ e P (1.11)
oo \—wpT 1 “Pzy Pyy

and shows that the off-diagonal terms are independent of the scattering time 7. Another reason why
this parameter is important, is because it is related to the Resistance which is a parameter we can

measure in experiments. In particular, the Hall coefficient is defined as:

Ry = o (1.12)
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which in the Drude theory is given by:

Ru— -+ (1.13)

ne

and allows us to measure the density of electrons in a metal [6].

1.2.2 Integer Quantum Hall Effect

In one of the earliest experiments, the integer quantum Hall effect (IQHE) was observed when a very
clean (mobility about 10°cm?/V s) two-dimensional electron gas was cooled below 2 K and subjected
to a perpendicular magnetic field of the order of 20 T. Von Klitzing conducted this experiment in 1980
[7]. The intriguing outcome of this experiment is that the Hall resistivity p,, plateaus for a range of

magnetic fields before abruptly moving to the next plateau (see Fig.(1.1)).

o § i-2

10+

0 L S

A |

Figure 1.1: "Experimental curves for the Hall resistance Ry = p,, and the resistivity p,, ~ R,
of a heterostructure as a function the magnetic field at a fixed carrier density corresponding to
a gate voltage V, = OV. The temperature is about 8 mK" [7].

On these plateau, the resistivity takes the value:

B 2mh 1

Pay = veZ (1.14)

ez v’

The value of v is measured to be an integer to an extraordinary accuracy and the quantity 26%5 is called

the quantum of resistivity. The centre of each of these plateaus occurs when the magnetic field takes
the value:
_ 27hn,

B

n
=< 1.15
ev v ( )

where n. is the electron density and &, = 2%’7 is the flux quantum.

Another important finding that is shown in Fig.(1.1) is the surprising behaviour of the longitudinal
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resistivity p,,. In particular, when p,, sits on a plateau, the longitudinal resistivity vanishes: p,, = 0.
It spikes only when p,,, jumps to the next plateau. This surprising fact has nothing to do with quantum
mechanics , but instead is a classical of the Drude model in the limit where 7 — oo where there is no
scattering. In this case, the current is flowing perpendicular to the applied electric field, so E . 7 = 0.
This means that we have a steady current flowing without doing any work and, correspondingly,
without any dissipation. The fact that o, = 0 is telling us that no current is flowing in the longitudinal
direction (like an insulator) while the fact that p,, = 0 is telling us that there is no dissipation of energy
(like in a perfect conductor).

The experimental findings include a hint on the genesis of the plateaus. Typically, experimental
systems are impure and unclean. This is known as disorder in technical terms. Normally, one wishes
to clear away this debris in order to expose the underlying physics. However, the plateaus in the
quantum Hall effect grow more noticeable, not less, when the level of disorder is increased (within
reason). In fact, it is anticipated that the plateaus will totally disappear in the absence of disorder.
How could something as precise and pure as an integer arise from the presence of dirt? To find the
solution to this, it is necessary to observe how these ailments would affect the system. The degenerate
eigenstates that make up a Landau level are first predicted to separate. This comes generally from the
quantum perturbation theory, which states that degeneracies will be broken by any broad disturbance
that does not retain a symmetry. In relation to the separation of the Landau levels, the strength of the
disorder must be minimal:

V <« hwp (1.16)

This implies that the samples that display the quantum Hall effect must really be quite clean in prac-
tice. Alternatively, we require some chaos, but not too much!

Another kind of disorder causes many quantum states to become localized instead of extended.
In this case, an extended state extends throughout the entire system. A localized state, in contrast, is
constrained to occupy a certain area of space. In a semi-classical model that is valid if the potential,
in addition to abiding by (1.16), fluctuates noticeably on scales far larger than the magnetic length [,

we can plainly discern the presence of these localized states:

V| < % (1.17)
According to this assumption, an electron’s cyclotron orbit occurs in a region of virtually constant
potential. In this instance, there is a division of scales: when the electron motion is viewed classically,
it may be divided into two phases: a rapid cyclotron orbit revolving around an instantaneous guiding
center, and a long drift of this guiding center. The drift is parallel to the local electric field and follows
equipotentials as a result. The energy of the equipotential along which an electron moves displaces the
electron’s energy within each Landau level created by the quantization of the fast cyclotron motion.

The contrast between localized and extended states in conductivity is significant. The only states

9



CHAPTER 1. BACKGROUND 1.2. HALL EFFECT

that may move charge from one side of the sample to the other are the extended states. So, the
conductivity can only come from these states. Let’s assume that all of the extended states in a certain
Landau level have been filled. Each Landau level may hold fewer electrons when B is reduced while
keeping nedunchanged, hence the Fermi energy will rise. he localised states begin to fill, however,
rather than advance to the next Landau level. The conductivity remains unchanged since these states
cannot add to the current. This results in exactly the same kind of plateaus as those that are seen, with
constant conductivities throughout a range of magnetic field.

If we accept this explanation for how disorder affects electron eigenstates, we can understand
the existence of Hall plateaus, but the precise quantization of Hall conductance is immediately unex-
pected. After all, one might have anticipated that a decrease in the number of extended states would be
accompanied by a decrease in the Hall conductance. In order to precisely make up for their decreased
number, it is obvious that the remaining extended states must carry an additional current.

To understand this, consider a quantum Hall sample in the form of an annulus as shown in Fig.(1.2)

In addition to the magnetic field responsible for the quantum Hall effect, which pierces the surface

Figure 1.2: Geometry considered in Laughlin argument for exactness of quantisation of Hall
conductance

of the annulus, we introduce a second magnetic flux ®, threading through the hole at the centre of
the annulus. Allowing this flux to vary as a function of time, we generate a voltage V around the

circumference of the quantum Hall sample. From Faradays law, we have:

dd
V=-—— 1.18
Within a Hall plateau, this produces a current flow:
I =0,V (1.19)

in the perpendicular direction, which is radial. Integrating the rates of flux change and current flow

10



CHAPTER 1. BACKGROUND 1.2. HALL EFFECT

over time, a given flux difference A® corresponds to the transport of a certain charge Q between the
inner and outer edges of the annulus. Now, we expect that a change in ® of one flux quantum (h/¢)
will return the interior of the quantum Hall system to its initial state, implying that an integer number

of electrons have then been transported across the annulus. We have:

e2

h
Vxe:Q:nyACI):%y—ﬁamy:VE (1.20)
e

where v is integer number.

1.2.3 Fractional Quantum Hall Effect

In addition to the integer plateaus we have examined, quantum Hall plateaus with specific straight-
forward fractional values of the Hall conductance are seen in sufficiently high mobility samples. In
particular, one gets o, = g%, where p and q are integers and q is almost always odd. The fact that
this is seen in samples with little disorder suggests that interactions are what lift the partially filled
Landau level’s degeneracy and create unique associated ground states at particular filling factors. Ad-
ditionally, the fact that o,, — 0 at low temperatures (with an activated temperature dependency)
denotes the possibility of an excitation gap from these connected ground states. Furthermore, since
we claimed that the charge transferred across an annular system when one flux quantum is introduced
should be equal to o, X %, Laughlin’s argument for the quantisation of Hall conductance shows that
excitations contain fractional charge. We obtain (p/q)e = v x e* when we assume that this charge is
made up of an integer number of quasiparticles, each with a charge of e*.

As mentioned in [3], "the integer quantum Hall effect was originally discovered in a St MOSFET
(this stands for metal-oxide-semiconductor field-effect transistor). This is a metal-insulator semicon-
ductor sandwich, with electrons trapped in the inversion band of width ~ 30 A between the insula-
tor and semi-conductor. Meanwhile the fractional quantum Hall effect was discovered in a GaAs-
GaAlAs heterostructure. and a lot of the subsequent work was done on this system, and it usually
goes by the name GaAs (Gallium Arsenide). In both these systems, the density of electrons is around
Ne ~ 10 — 102 em=2"[3].

"More recently, both Integer and Fractional Quantum Hall Effects have been discovered in graphene,
which is a two dimensional material with relativistic electrons. The physics here is similar in spirit,

but differs in details"[3]. These differences will be analyzed in section (1.2.4).

1.2.4 Landau Levels

Let us try to analyze the physics behind the Quantum Hall Effect by reviewing the quantum mechanics

of free particles moving in a background magnetic field and the resulting phenomenon of Landau

11



CHAPTER 1. BACKGROUND 1.2. HALL EFFECT

levels. In the following we will consider two cases. The first one will be the non-relativistic and the

second will be the relativistic.

Non-relativistic case

We begin with the non-relativistic case. In the presence of a magnetic there is a Zeeman splitting
between the energies of spin up and down A = 2ug B where ug = eh/2m, is the Bohr magneton.
In strong magnetic fields, large energies are needed to flip the spin. This means that, if we restrict to
low energies, the electrons act as if they are effectively spinless. Furthermore, the magnetic field is
applied perpendicular to the plane of motion of the particle (the z-axis is taken perpendicular to the

plane) and may be written in the following vector form:
B =(0,0,B.) (1.21)
In the presence of a magnetic field, the free particle Hamiltonian can be described as:

H = %(? +ed) (1.22)

where Z is the magnetic vector potential and is connected with the magnetic field via the relation

§ =V x X We will work in symmetric gauge potential which has the form:

A7) = %3 i~ %(—y,x,()) (1.23)

where 7 = (z,y,0) and B, = B > 0. This choice of gauge breaks translational symmetry in both
the x and the y directions. However, it does preserve rotational symmetry about the origin. This
means that angular momentum is a good quantum number.

We define the mechanical momentum operators:
T=T +ed (1.24)

which is gauge invariant, but non-canonical and satisfies the commutation relation [, m,| = —iehB,.

We will use this to construct the raising and lowering operators:

1 1
— : o .
= ——(m, —171y), ' = ——=(m,; +i7 1.25
TBBZ( y) /—QBFLBZ( v) (1.25)
which obey [oz7 oﬁ] = 1. In terms of these creation operators, the Hamiltonian takes the harmonic
oscillator form: . |
H = %W'WZEL‘JB(O(TO(—{—§) (1.26)

12
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We can construct the Hilbert space in the same by introducing a ground state |0) obeying «|0) = 0

and build the rest of the Hilbert space by acting with a/:
on)y=vn+1lln+1), aln)=+vnln-1) (1.27)

The state |n) has energy:
1
En:hw3<n+§>, neN (1.28)

This shows that in the presence of a magnetic field, the energy levels of a particle become equally
spaced, with the gap between each level proportional to the magnetic field B. These energy levels are
called Landau Levels.

By starting with a particle moving in a plane, which has two degrees of freedom, we ended up
writing this in terms of the harmonic oscillator which has just a single degree of freedom. What we
lost along the way is the fact that eq. (1.28) does not have a unique state associated to it. Instead there
is a degeneracy of states.

In order to see the degeneracy in this language, we need to introduce another kind of mechanical

momentum:

F=T —cd (1.29)

In contrast to eq. (1.24) this differs by the minus sign which makes this new mechanical momentum
not gauge invariant. Their commutators differ also by a minus sign [7,, 7,] = iehB,. By taking the
commutation relations of these 2 mechanical momentum operators, we find that [r;, 77;] # 0 and they
cannot be diagonalized simultaneously. This shows the lack of gauge invariance.
The reason we choose the symmetric gauge of eq. (1.23) is because it solves this problem.
Namely, we get:
[, 7] =0 (1.30)

We can now define a second pair of raising and lowering operators:

1 1
b: _ ~:B+ e , bT: D — ~1.— Y 131
ehD. (7 +i7ry) ehB. (rz — 7y ( )

which also obey now the commutation relation [b, bT] = 1. It is this second pair of creation operators
that provide the degeneracy of the Landau levels. We define the ground state |0, 0) to be annihilated
by both lowering operators, so that « |0,0) = b|0,0) = 0. Then the general state in the Hilbert space
is |n, m) defined by:
atbf
|n,m) = m 0, 0) (1.32)
where the energy of this state is given by the usual Landau Level expression of eq. (1.28) and it

depends on n but not on m.

13
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What we want next, is to derive the wavefunctions of the symmetric gauge. We will focus on the

Lowest Landau Level (n = 0) for simplicity. It help to rewrite the annihilation operator « as:

1 _ 1

\/WBZ(7r ”Ty) \/m(p Zpy + 6( l y))

(-l i)+ Fev-w) )

We introduce the complex coordinates:

z =1z —1y, Z=x+1y (1.34)
which will make our wavefunctions holomorphic’. The corresponding holomorphic derivatives are:
170 0 - 1/0 0
0, =—-|=—+i= 0,=—-| = —i= 1.35
(as) 2=a(aa) 159

which obey 0.2 = 0:Z = 1 and 0:2 = 0.2 = 0. In terms of these holomorphic coordinates, a b

operators takes the form:

a= —z\@(lBa; + i) ot = —i\/i(lBaz - é) (1.36)

b=—iva(l0. + ) b= —iv2(lpd. — ) (1.37)

4] B 4lB
with [p = \/h/eB the magnetic length. The lowest Landau level wavefunctions ¢ (z, Z) are

then those which are annihilated by this differential operator and can be found to be equal with:
Yoz, 2) = f(z)e /0 (1.38)

for any holomorphic wavefunction f(z). We can now construct the higher states by acting with bf.

This results to:

Yrrrm(z, 2) = f(Z)(é)me_Zlg/‘”QB (1.39)

This particular basis of states has another advantage, these are eigenstates of angular momentum.
This means also that m labels the angular momentum. For a system with Ng flux quanta there are Ng
linearly independent states. Thus, an arbitrary state in the lowest Landau level is a polynomial in z of
degree Ng times the exponential factor. For a more detailed solution, one can refer to [2] or [8].

Let us consider now the case of a system with exactly N = Ng electrons in a magnetic field B

with Ng flux quanta. The ground-state wave function (for a non-interacting Hamiltonian) ¢ for the

LA holomorphic function is a complex-valued function of one or more complex variables that is complex
differentiable in a neighbourhood of each point in a domain in complex coordinate space C™.

14
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N-particle system is the Slater determinant:

)
2. 2N - JX\E |51

@ZJN(Zl,...,ZN) =1 . . 1€ B j=1 (140)
2 N

This determinant has the form of a Vandermonde determinant. By application of a standard algebraic

identity, the wave function 1/ can be written in the form:

.
wN(Zl,...,ZN) = H (Zj _Zk) (@ s = > (141)

1<j<k<N

Thus, we derived the many-body wave function of a filled Lowest Landau Level.

The Laughlin wave function

We have so far thought about the issue of how electrons move on a 2D surface when a perpendicular
magnetic field is present. We made the assumption that an integer number of Landau Levels (or bands)
would be fully filled due to the electron density. The interactions are not particularly significant since
there is an energy gap in the system. The IQHE matches the description here.

Let’s assume that one Landau Level (or band) has some remaining space. As a result, perturbation
theory will break down. The filling fraction v = N% in the straightforward scenario of N particles in
a magnetic field B with Ny flux quanta penetrating the surface is not an integer. We will focus on the
more straightforward (and well-known) scenario of ¥ = 1/m, where m is an odd number and there
are m flux quanta for each electron. Furthermore, we assume that the magnetic field is sufficiently
enough to provide all of the Zeeman energy necessary for full spin polarization of the system. The
majority of the experimentally available systems are represented by this instance, although not all of
them.

Now, a non-interacting fractionally filled state would still exhibit a fractional Hall conductance o,
since, at least for a Galilean-invariant system, the conductance is determined by the amount of charge
present. But such a state would not support the very precise plateaus which are seen in experiments,
since additional particles can be added at almost no energy cost. The fact that the FQHE is seen only
in the purest samples indicates that the effect is the result of electron correlations due to the Coulomb
interactions. Moreover, the quenching of the single-particle kinetic energies by the magnetic field
is telling us that the interactions play a dominant role. The FQHE is the result of the competition
between degeneracy and interactions. In this sense, the FQHE is an example of strongly correlated

electron systems.
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The model which naturally describes the essential features of the physical system consists of an
assembly of N electrons that occupy a fraction of the Ng states of the lowest Landau Level and
interact with each other via Coulomb interactions. The ground state of the system should not support
any gapless excitations (otherwise the plateaux of o,, could not be so sharp), with an exemption
the edges, and it should be essentially insensitive to the presence of impurities. Furthermore, the
wave function should be a complex function of the electron coordinates, because in the presence of
a magnetic field time-reversal invariance is broken explicitly. Finally, Fermi statistics demands that
the wave function ¢y (21, . . ., zy) should be anti-symmetric under the permutation of the positions of
any pair of particles. Thus, 1), vanishes as the positions of two particles approach each other.

Laughlin was the first to realize that the liquid state is fundamentally different from other known
condensed states, such as magnetism or superconductivity. Drawing on intuition he gained by study-

ing systems with small numbers of particles, Laughlin proposed the following class of wave functions
[9]:
o
Un(z1,. .0 528) = H [z — z) (6 ¥B = ) (1.42)
1<j<k<N

Fermi statistics demands that f(z; — z;,) be an odd function of z; — 2, that vanishes as z; — z;. These
requirements, together with the demand that ¢y should be an eigenstate of the total L, orbital angular
momentum, can be met by the simple choice of f(z) ~ 2™, where m is an odd integer. We thus arrive

at the Laughlin wave function ¢,,:

— 3 sl
wm(zb SRR zN) = H (Zj - Zk)m <€ 15 5= ) (143)

1<j<k<N

The ground state is determined by just finding the values of m that minimize the energy. But m is in

fact determined by the total angular momentum.

Relativistic case

As we mentioned earlier, both Integer and Fractional Quantum Hall Effects have been discovered
in graphene. Electrons in graphene behave as if they were relativistic massless particles. This
means, that their quantum-mechanical behaviour is no longer described in terms of a (non-relativistic)
Schrodinger equation, but rather by a relativistic 2D Dirac equation. As a consequence, Landau quan-
tisation of the electrons kinetic energy turns out to be different in graphene than in conventional
(non-relativistic) 2D electron systems.

Here we will focus on the relativistic Hamiltonian:

Hp=v(F +eA)7 (1.44)
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For more details on how to arrive from the Honeycomb lattice in the tight binding model Hamiltonian
to the Dirac Hamiltonian, one can look at [10].
The relativistic case (1.44) for electrons in graphene may be treated exactly in the same manner

as the non-relativistic one. In terms of the ladder operators, the Hamiltonian reads:

0 < — 1 h 0
Hp = R NV “ (1.45)
Ty + 1Ty 0 Iz \at 0

One remarks the occurrence of a characteristic frequency w' = %, which plays the role of the
cyclotron frequency in the relativistic case. Note, however, that this frequency cannot be written in
the form eB/m,, because the band mass is strictly zero in graphene, so that the frequency would
diverge.

In order to obtain the eigenvalues and the eigenstates of the Hamiltonian (1.45), one needs to solve

the eigenvalue equation Hp1,, = F,1,. where the eigenstates are 2-spinors:

UV = (u”> (1.46)

Thus, we need to solve the system of equations:
ho'av, = Eyu, and hw'alu, = E,u, (1.47)

which results to the equation:

2
E,
ofaw, = (%UTL) (1.48)

for the second spinor component. One may therefore identify, up to a numerical factor, the second
spinor component v,, with the eigenstate |n) of the usual number operator afar = n, with afa|n) =
n|n) in terms of the integer n > 0. Furthermore, one observes that the square of the energy is
proportional to this quantum number, E,, = (Aiw’)?n. This equation has two solutions, a positive and
a negative one, and one needs to introduce another quantum number A = =+, which labels the states

of positive and negative energy, respectively. We thus obtains the spectrum:

hw/
Ey, = )\l—\/ 2n (1.49)
B
of relativistic Landau Levels that disperse as A/ Bn as a function of the magnetic field.
Once we know the second spinor component, the first spinor component is obtained from eq.
(1.47), which reads u,, < av, ~ «|n) ~ |n — 1). One then needs to distinguish the zero-energy LL

(n = 0) from all other levels. Indeed, for n = 0, the first component is zero. In this case one obtains
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PYn=o = (In i o>> (1.50)

In all other cases (n # 0), one has positive and negative energy solutions, which differ among each

the spinor:

other by a relative sign in one of the components. A convenient representation of the associated

_ 1 [In=1)
Van0 = 7 ( An) ) (1.51)

It is worth noting, that in the massive Dirac Hamiltonian:

Hm = M o(m—imy)\ _ [ M V2 (1.52)
P v(my + imy) —-M ﬂ%(ﬂ -M

spinors is given by:

one can obtain the eigenvalues in the same manner as in the M = 0 case, and finds:

hQ 2
B, = Ay M2 42 z?: n (1.53)

for the massive relativistic LLs with n # 0. The case of n = 0 needs special care.For more details

one can look at [10].

1.3 The Luttinger Liquid

In this section we will present why the description of the Luttinger liquid is important to us. We will
however not go into much of the technical details of the theory, which is a very rich one, but instead
we discuss the most important parts which will be useful for our final steps of the project. Again, if
one wants to take a more in-depth look into Luttinger liquid theory, we recommend to take a look into
the book of Fradkin [2] from where we take a lot of the material for this Chapter.

We will look at the situation where the Landau theory fails in one-dimensional (1-D) Fermi sys-
tems. How about 1-D systems, though? Our environment is three dimensional, hence it is only
approximate to describe a system in terms of just one space dimension. This approximation is based
on the fact that we may consider the degrees of freedom in the transverse directions 3 and Z frozen
in their ground state at low enough temperatures and low enough energy scales for motion along the
direction Z.

A wide range of physical systems, including nanowires, chains or ladders of ultracold atoms,
optical waveguides, the edge states of 2D topological materials, and many more, may be described

using this type of 1D approximation.
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Now, by starting from the 1D system of non-interacting spinless fermions with fermions hopping

along a chain:
H, = —tz [cLacr + H.c.] + ,chicr (1.54)

where t is the hopping coefficient and « the lattice spacing, we can manipulate it by considering the
physics at low temperature and energies and linearize the dispersion close to the Fermi surface to end

up to the Hamiltonian of the form:

Hy = /iUF¢Eam¢L — ivFﬂgaﬁﬁR (1.55)

where we introduced two fermionic chiral fields ¢;, and ¥x and vp = OF(k) /0 the Fermi velocity.

By introducing the the spinor v = (¢1,,1%r)? we finally obtain:

Hy = / iwwpto, 0,1 (1.56)

which is the 1-D Dirac Hamiltonian with o, the Pauli matrix.

This Dirac Hamiltonian can be expressed in terms of non-interacting boson fields as:

Hron = ;’—i da <IC(8J;¢($))2 n %(8360@))2) (1.57)

where the fields ¢(x) and 0(z) obey the duality relation:
: K
0.0 = ivpKo,p, 0,0 = ZU—8t¢ (1.58)
F

Here /C is called the Luttinger parameter and encodes many information for the system.

A process known as bosonization is used to describe interacting models of fermions (or bosons)
on the basis of the (Tomonaga and) Luttinger model, a model of interacting and linearly dispersing
fermions that can be precisely solved. The Luttinger liquid Hamiltonian will be described by the

following , for instance, if we take into account a density-density interaction:

H = HO + Hint = HO + UZ C:[+1CT‘+1C;[CT‘ (159)

where Hj is the free Hamiltonian of eq. (1.54). This interacting model of spinless 1D fermions can
be recast into a non-interacting model of bosons of the form of eq. (1.57). In this case however, the
Fermi velocity will be a new renormalized velocity and the Luttinger parameter /C will encode all the
informations for interacting term whereas in the non-interacting case it has value C = 1.

The above results can be extended also to the case of spin 1/2 fermions, where the results will be
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a bit more complicated. This will be the case similar to ours in this project.
This is just an introduction for the reader to have an idea of what is about to follow. More details

about bosonization will come at Chapter (3).

1.4 Physics at the edge

The oscillations in the bulk result in fluctuations at the border in an incompressible quantum fluid,
such as the Laughlin state. Local fluctuations in the bulk are linked to local changes in density,
whereas local fluctuations in the states at the border are linked to variations in the appearance of the
electron fluid’s "droplet." The only gapless excitations of the system are these "edge waves." Although
it may seem strange that even incompressible fluids have gapless excitations, typical fluids like water
frequently exhibit gapless modes near the surface. The gaplessness in the FQHE is caused by the
fact that the geometric edge of the fluid corresponds with the locus of sites where the Fermi energy
crosses the external potential that limits the fluid. As a result, the fluid’s border behaves like a "Fermi
surface," and as we proceed from the edge into the bulk, we get deeper and deeper into the Fermi sea
of occupied states. Edge waves are chiral excitations that travel at the drift velocity of the particles
at that place due to the presence of a magnetic field. As a result, edge states may only travel in one
direction, which is determined by the magnetic field.

The Fractional Quantum Hall Effect may alternatively be thought of as an IQHE of an analogous
system of fermions within a mean (or average)-field approximation. As a result, we will discuss the
FQHE edge states.

1.4.1 Hydrodynamic theory of the edge states

Consider a 2-Dimension Electron Gas (2DEG) confined by a confining potential to a limited (but
huge) area of a sample. A quantum Hall state (integer or fractional), of such a system is an in-
compressible fluid because all states in the bulk contain a gap that may be made arbitrarily big by
increasing the external magnetic field (while keeping the filling fraction of the Landau level fixed).
A weak external electromagnetic disturbance acting on this charge fluid can only have a net influ-
ence on its border, resulting in slow and long-wavelength changes in its form. Because of the fluid’s
incompressibility, adiabatically adding or removing some charge from the bulk of the fluid is equal
to adding or removing the same amount of charge from the edge. To put it another way, the entire
fluid (bulk plus edge) must preserve charge. A fluid with local charge conservation obeys a continuity
equation, which implies that its electromagnetic response must be gauge-invariant. This indicates
that the charge cannot be preserved independently in the bulk or at the edge, but only in the system
as a whole. This leads to the key discovery that breaches of gauge invariance in the bulk and at

the edge must cancel out perfectly. This local conservation of charge leads to a simple and elegant
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hydrodynamic theory.

We will not get into more details about the construction of this hydrodynamic theory since it is
explained in Chapter 15 of [2]. We will however note here an important result of the calculation that
can be found there.

After the construction of the hydrodynamic theory for the edge states, the Hamiltonian that de-

scribes one chiral edge state is:
v
H= [ dv—(0,¢) 1.60
[ e 0.0) (1.60)

where v = 1/m is the filling factor. Hence, the edge states of a fractional quantum Hall fluid constitute
a chiral Luttinger liquid.

In this hydrodynamic theory it is assumed all along that the incompressible fluid has a unique
edge with natural properties. The results of this quantized theory are telling that, without assuming
any additional structure, a fractional quantum Hall state with a single edge can exist only for the
Laughlin states at v = 1/m. As a result, for the Laughlin states, the electron operator at the edge is

provided by (up to a normalization):
te(r) = ) (1.61)

These are some of the basic results of this Hydrodynamic theory for the edge states that we are going

to use to our analysis for the bosonized description of our model.
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1.5 Motivation

A theoretical proposal to synthesize a topological superconductor from a topological insulator and a
conventional (s-wave) superconductor has motivated hybrid approaches to realize Majorana modes.
Besides topological insulators, these approaches now include spin-orbit coupled semiconductors,
magnetic atom chains, and integer quantum Hall edges all in combination with a superconductor
offering either a testbed for or a route towards topological qubits. Common to all of these is the non-
interacting description of charge carriers and Ising topological order which is insufficient for universal
quantum computation. These approaches, however, can be extended to the computationally universal
Fibonacci order predicted to emerge in a coupled parafermion array. Thus, in this subsection we are

going to answer 3 important questions that may arise to the reader:

1. Why parafermions?
2. How exactly can one engineer parafermions?

3. How can they be detected experimentally?

Let’s answer the first question, Why parafermions? Parafermions, unlike Majoranas, require
electron-electron interactions to form, which result in richer non-Abelian braiding statistics. A stan-
dard condensed matter system that forms with interactions is the Fractional Quantum Hall (FQH)
state, which is the basis of different approaches for synthesizing parafermions. The primary ap-
proach combining FQH, appearing in semiconductor heterostructures, with superconductivity has so
far presented two major experimental challenges. First, the strong magnetic fields required for FQH
suppress superconductivity. Second, coupling a superconductor to a semiconductor heterostructure
can be difficult, often leading to a nontransparent interface.

In order to answer the second question , How exactly can one engineer parafermions?, we take a
look at the theory. Theory predicts that Fractional Quantum Hall/superconductor hybrids devices can
host parafermions, (since parafermions are Fractional Majorana modes it is only natural to search for
them in the Fractional Quantum Hall systems). But FQH thrives in high magnetic fields, whilst the
superconductor loses his superconductivity. The solution to this problem was given from a recent ex-
periment performed by Onder Giil who belongs in Philip Kim’s group [1]. They used graphene-based
Van der Waals (VdW) heterostructures coupled to superconducting niobium nitride (NbN), basically
they cut the graphene and place the superconductor as shown in Figure (1.3). The high device quality
decreases the magnetic fields required for robust FQH to the regime where NbN remains supercon-
ducting owing to its large critical field. The superconductor edge-contact to graphene provides an
interface transparent enough to allow Crossed Andreev Reflection (CAR) in quantum Hall edges. The
most important thing used in this setup is choice of the superconductor. Even in high magnetic fields,

as high as 14T, the NbN does not loses its superconductivity. Another equally important property
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Figure 1.3: Image taken from [11].The downstream resistance change (Agrp) exponentially
decreases as W increases, due to the suppression of the CAC in a wide SC electrode. The
data is fitted to the exponential function of App = Agpoexp(—W/E;), with the supercon-
ducting coherence length ( &) of NbN and the zero-width-limit value (Agrpy) as fitting pa-
rameters. Upper inset, False-coloured scanning electron microscope images of the devices of
W = 98,111, 146, 188,200, 600nm, from the left to the right, respectively. Lower inset, A de-
tailed schematic of the cross-section along the dotted red line in upper inset. Owing to the finite
slope of the etching profile of the top h-BN; the effective width (W) between two graphene/NbN
contacts is smaller than the apparent width of the superconducting electrode measured by the
scanning electron microscope on the order of top h-BN thickness.

is the large spin-orbit coupling in NbN superconductor, which provides a necessary ingredient for
a spin-flip process allowing for a pairing between electrons with the same spin polarization. The
experimental results they found (shown in Figure (1.4)) are very important, because an Roarp < 0
indicates that the electron-like carriers drained from the superconductor produce hole-like carriers
with opposite charge, a direct result of Crossed Andreev Reflection, which reverses the sign of the
edge potential. R ap acquires positive values either when R xy is non-quantized and the bulk of the
device conducts, or when superconductivity is suppressed with increasing T, both destroying CAR as

expected. These results answer our third question of How can they be detected experimentally?
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Figure 1.4: Image taken from [1]. Indication of CAR in FQH. Rear = Vear/lewe and
Rxy = Vxy/I..c as a function of gate voltage measured at B=14 T for different temperatures
T. An Rcag at Fractional Quantum Hall plateaus indicates hole conductance (CAR).

1.5.1 Parafermion properties

Having introduce the motivation behind this project it is time to introduce some of the algebraic prop-
erties of these exotic particles, the parafermions. For this purpose, we present here the parafermion
properties as they are derived in [12].

According to [12], by implementing a non-local transformation on the generalized N-state quan-

tum clock model, one can access some exotic zero modes. The clock model Hamiltonian is:

L
H=-J (0';0-]‘_‘_1 + Hc) — hz (7']T +175) (1.62)

L-1
1 j

J

where J > 0 couples neighboring spins ferromagnetically, & > 0 is the transverse field, j labels sites
of an L-site chain, and o, 7; are operators defined on an N-state Hilbert space that satisfy crjv =1,
U]T- = aj»v ~! and similarly for 7j. The only non-trivial commutation relation among these operators
reads 0;7; = o;7;2™/N. When N = 2 eq. (1.62) reduces to the familiar transverse field Ising model,
though the phases realized in this special case appear also for general N. For example, with J = 0,
h > 0 there exists a unique paramagnetic ground state with 7; = +1, while in the J > 0, h = 0

regime an N-fold degenerate ferromagnetic ground state with o; e?™/N emerges (g = 1,... N).
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By considering the non-local transformation:

Oézjfl = O'j HTZ" Oégj = —eiﬂ-/NTjO'j HTi (163>

1<j 1<j

The properties of o, 7; dictate that these new operators satisfy

alf =1, (1.64)
04; = aj-v_l (1.65)

and
Qo = aj/ajei%sg"(j/_j) (1.66)

these operators are unitary and exhibit eigenvalues of the form e/ for integral q. Eq. (1.65) and
(1.66) imply that:

,'_ . T 2w g
oy = aage N sgn(i’ =) (1.67)

Moving «; past «; therefore produces the opposite phase factor compared to moving o past oc;.

Consequently we obtain the following commutation relations:

[a}aj,ozk] = [ozjozj,oz,q =0, (k<i,jork>iyj) (1.68)

which further imply that:
[aTw aTa] =0 (1.69)
i Gt .
so long as neither £ nor [ lie between 7 and j.

(a)
9 @O @O coee @9
1 2 3 - 5 6 2L-1 2L

(b)
QO @ 0 @ O Q@ O
1 2 3 4 5 ar-2 2L-1 2L
Figure 1.5: Image taken from [12]. Schematic illustration of the parafermion chain Hamil-

tonian in Eq. (1.62) when (a) J = 0 and (b) h = 0. In the latter case the ends of the chain
support unpaired parafermion zero-modes that give rise to an N-fold ground-state degeneracy.

From eq. (1.68) and (1.69) one can simultaneously diagonalize each of the "dimers" sketched
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in Figure 1.5 (a) and (b), as well as the combination of zero-mode operators ag paq 1n case (b). To

deduce the allowed eigenvalues, one can show from the above properties that:

(afay)™ = (=1)N*, (1.70)

which constrains the eigenvalues of a/a; to the form —e? % #9"(4=1/2) where q is an integer. In the
quantum clock model context, the eigenvalues of the relevant "dimer" operators can alternatively be
found using the relations: gather*
_eiTr/N

T _
Q51025 = Tj

Oégjagj_H = —€iﬂ/N0';O'j+1 (171)
L
a;Lal = —em/N<HT@T>0201
%

that arise from the non-local transformation specified in eq. 1.63. Equations (1.71) yield the same
eigenvalue spectrum for the operators on the left-hand side as noted above since 7; and o; both exhibit
non-degenerate eigenvalues ™%/~ forg =1,..., N.

Consider now the case where a; and asj, represent zero-modes and deduce the action of these
operators on the ground state manifold. If |¢) is a ground state satisfying a7 |¢), then by using the

parafermion commutation relations one can show that:

(alagp)a; = e’izﬁwaj(aian) (1.72)

for either j = 1 or j = 2L. "This equation implies that 041,2 1 |q) o |g + 1) where the proportionality
constants have unit magnitude. One can always fix the relative phases of the ground states such that"
[12]:

odlg)y=lg+1), ailg)=lg—1) (1.73)

By using this convention, asy, acts as:

abplg) = —e RV 1011y gy lg) = =R g — 1) (1.74)

Having introduce the properties of these parafermion operators one can write the Hamiltonian in
eq. (1.62) as:

L1 L
H=J (e‘i%a;jagﬁl + H.c) +hz (ei%a;j_lo@j + H.c) (1.75)

1 J

<.
I

"In the paramagnetic limit with J = 0 the operators "pair up" as sketched in Figuge 1.5(a).
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Simultaneously diagonalization of this collection of "dimers", gives the eigenvalues Q;j_l(lgj =
— et (n=1/2) for integer n;. Here there exists a unique ground state with n; = 0 that is fully gapped
since exciting any of these dimers costs finite energy. More interestingly, the ferromagnetic case
h = 0 produces the shifted dimerization shown in Fig. 1.5(b). A bulk gap arises here for the same
reason, though the ends of the chain now support "unpaired" zero-modes «; and a, that encode the
N-fold degeneracy of the clock models ferromagnetic phase (ag ;o1 admits N distinct eigenvalues that
do not affect the energy). At N =2 the zero-mode operators o o7, form the unpaired Majoranas, while

for N > 2 they correspond to parafermion zero-modes" [12].

1.6 Single Particle of 1D Quantum Wires

Previously, we noted the importance of a strong spin orbit coupling (SOC) and a strong magnetic
field. What we want now, is to define a Hamiltonian that describes a 1D Quantum Wire with a SOC

and a high magnetic field. This Hamiltonian will have the form:

Hypire = Z / dk[¥! (& + akoy + Bo. )by ] (1.76)

where s, s’ denotes the spin components, &, = % — o the kinetic term with x4 the chemical potential,
o the strength of spin-orbit Rashba interaction and B = gupB the Zeeman field with ;5 the Bohr
magneton, g is the Landé g-factor, B the magnetic field and 7 = (04, 0y,0,) the Pauli matrices.(The
precise spin-orbit and magnetic field axes are unimportant so long as they are perpendicular cause
this help to induce topological superconductivity). By taking the magnetic field in Z-direction the
spin orbit coupling will be in y-direction. To see why, let’s consider that the chemical pontential
is u(z) = poZ (in 3D systems it is not entirely correct, but it is a good approximation considering
the average chemical potential contribution for systems like in Figure 1.3). The Rashba effect is
a direct result of inversion symmetry breaking in the direction perpendicular to the 2-dimensional
plane. Thus, it enters the Hamiltonian as a term that breaks this symmetry in the form of an electric

field. The direction of the electric field is found by solving the Poisson equation:
E=-Vu) = By

Assuming that we have a 1D quantum wire (or 2D, still the same) we will have the momemtunm
along z-direction. i.e EZ = p.2 , with v, velocity. Due to relativistic corrections, an electron moving
with velocity ¥ in the electric field, will experience an effective magnetic field § The Magnetic

field experienced due to Electric field is:

B= (7 xE)
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where 7 = (v, 0,0) the velocity, E = (0,0, Ey) the Electric field and c is the speed of light. This

magnetic field couples to electron spin in a spin orbit term:

Hso = 227 (7 x E) = ~L2F - (o x p,i)

guB N
= Hso = —WEOP:L«7 “Y = apgoy
where o = —% the Rashba coefficient, ug = 4757}% - the Bohr magneton and T = (02, 0y,0)

the Pauli matrices. Note here, that these coefficients are for a signle particle, i.e that for our later
calculations we will not have these values, but in terms of directions are the same.

We proceed by solving the 1D Quantum wire Hamiltonian for a single particle:

Hy, =&, + ako, + Bo, (1.77)

which can be written in a matrix form as :

H, - (gkf B —mki) L.78)
wk & — B

To find its eigenvalues, we solve the determinant of the matrix:

= 0= F. =& +1/B? 4 (ak)? (1.79)

&+B—E  —iak
ik & —B—F

Let’s analyze its spectrum:

e Foraw =B =0, we have :

Ey =&,

ol L I I
-2 -1 0 1 2

Figure 1.6: Here we see the spectrum of the kinetic term only where we do not include the

strong SOC, the magnetic field is turned off (B = 0) and the superconducting pairing potential
A =0.
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« Fora #0,B = 0, we have :
EisziOék

the spectrum is shifted.

2

i, ) S . M TR n T S S S R n P I
-2 -1 0 1 2

Figure 1.7: Here we see that the spectrum is shifted when we include the strong SOC and we

get 2 energy bands, the magnetic field is turned off (B = 0) and the superconducting pairing
potential A = 0.

« Fora #0,B # 0, we have :

Ei = fk:i: \/BQ + (Oék')2

A gap opens between the 2 energy bands £, (k),F_ (k) that depends on B and is equal to 2B.

22— T

Jiiy ) —— 1 M TR L A T T S S S R L - I
-2 -1 0 1 2

Figure 1.8: Here we see that the spectrum is shifted when we include the strong SOC, the
magnetic field is turned on now (B # 0) which result to the Zeeman splitting between the 2
energy bands and the superconducting pairing potential A = 0.

In the previous calculations we assumed ;2 = 0 for simplicity. Therefore, if i is placed inside the
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gap, spinless superconductivity can be induced by the proximity effect. Note, that larger B makes the
effectively spinless regime larger and provides a larger window to place the chemical potential, which
is important if disorders causes the chemical potential to vary. However, the larger field also enforces
the alignment to the spin within each band and makes it harder to induce superconductivity. This is
what meant when we mentioned earlier that high magnetic fields destroy superconductivity and why
using the NbN superconductor is very important.

Our next step is to calculate the eigenvectors corresponding to eq. (1.79). We define these eigen-

vectors as:

v= (jj) =G [f) + 9o 1) (180

where |1) and || ) are the eigenstates in o.-basis. To dermine them, we solve the Schrodinger equation:

Hos = Eothy = <§k +B—F4 —fozk: ) (1/4) — 0=

ok Sk — B — Ei wi
@ B —+ B2 + ( ]{)2
<Z+> - ( m:; >¢_ N ( F)?ﬂ M +o- ) (181)

We want our state to be normalized, so it needs to obey the relation:

k
W+ o P=1=y_ =+ ¢ (1.82)
(BB + (k) + (ak)2>1/2
Thus, we get also:
s <B:|:\/B2+(ak)2>¢ Bj:\/BQ+ (ak)? +ak
= ' - =
+ ik ( B (ak)2)2 n (ak)2> 1/2
<B + /B2 4 (ak)?
m (1.83)

(Bi,/B2+ ak)? )1/2

(B+\/m>
v (w> = | () ) 18
k

((B-i—\/B?—&-(ak)Q)Q—&—(ak)?) v

Thus, we have:
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In genetal, a quantum state can be expressed as a projection to the Bloch sphere as:

) = cos 0 1) + ¢ sin § |1 (1.85)

(keeping the notation of our previous o,-basis) where 0 < # < wand 0 < ¢ < 27w. We can get rid
of of the ¢ angle by multiplying our whole state by a so-called global phase. This multiplication does
not change the state as two states which differ in global phase are identical. If we want to project
the states of eq, (1.84) in the Bloch sphere, we have first (for the state with the — sign in front of ak
because this gives us the lowest energy band) to define:

I(k) (B+ VB + (04@2) _dk) _ak
>

R ((B+ \/§2+(ak)2)2+(ak:)2)1/278m 2 (BB + (k) + (ab2)
(1.86)

Thus, we get:
gty = i(cosg 1) — ising |¢>) - ew’(cos g 1) + ei® sing |¢>) (1.87)

where ¢/ = L (4mn+7), n € Z a global phase, ¢ = 1(4mn—m) with 0 < ¢ < 27 and the dependence
over momentum k (for ¢ (k) and ¥(k)) is implied. Here, the + sign in the state denotes that we are
considering the upper energy band. In order to calculate the angle #, we need to determine first the

tan 6. Thus, we have:

9

sin & sin &
2tan ¥ 2 2 9 9 i O
9 an 5 9 cos 5 9 cos o COS 5 Sl 5 1
tan v = 29 sin2? © Tcos28gin2d 29 in2 U ( 88)
1 —tan® = 1— 2 2 2 Ccos® 3 — sin” =
2 2 — 2 2
cos? 5 cos? §

By replacing the above expressions for cosg and sing we can determine the expression for ¢ by

writting y = tan ¢ and calculating:
¥ = arctany (1.89)

This is the more general way on how to treat the angles in the Bloch sphere. As we will show in

Chapter (3) we use another way to determine the angle ). The state orthogonal to [¢)) is:

v v
[47) =sin B) 1) + i cos ) 1) (1.90)

where we can neglect the global phase. We ensured, by writing these states in the Bloch sphere

representation, that these are pure states and can be treated as qubits.
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In this project we are considering high magnetic fields, which means that our Quantum Hall will
be polarized in the o,-direction (direction of the magnetic field). But as we will explain later it will
be more time consuming, in terms of calculations, to keep our SC eigenstates in this basis. Thus,
it would be good to express our eigenstates in the o,-basis. To do so, we need to find the relations
between the o, and o, eigenstates.

If we solve the eigenvalue problem for o, it is easy to see that:

1 (1 1 _
= () = 50 +ilh) (1.91)

1 (1 1 .
=)= < ) = 5N =il (1.92)

Now, we can project our eigenstates from o, to o,-basis, by inverting the previous relations as follows:

and

+ _ Y .0
W (k) = cos 5 DEs tsin o 1) =

[t (k) = %(cosg — sin g) |+) + %(cosg + sin g) |—) (1.93)
Similar, we get for [~ (k)):
[ (k) = %(Sing + cos g) +) + %(sing — cos g) |—) (1.94)

In a matrix form, these states can be written as:

|t (k)) 1 [cos? —sin? cos?+sin? +)
-(k)) )~ V2 \sin? 8 B r (1.95)
(k) Sin 5 4 Ccos 5 Sl 5 — COS 5 |—)
Since these states were found in momentum space, we can perform a Fourier transformation to go to

real space where we will get:
dk
£ (0 :/ etk Lt (k 1.96
@) = | =™ [H ) (1.96)

We are gonna make use of these definitions again in the beginning of Chapter (3).
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Chapter 2

Model

As we mentioned previously, in Chapter 1.6 we defined the 1-D Hamiltonian that describes a quantum
wire with a SOC and a high magnetic field. The reason we chose our Hamiltonian to be 1-D is because
it 1s the simplest case to describe the physics that governs our model. At first glimpse, one might
wonder how can this 1-D model find applications in a 3-D world? To answer that question we will
follow the same procedure as they do in [13].

Their starting point is a BCS Hamiltonian describing an s-wave SC in a magnetic field:

2mg

Hpes =Y / B [CT(r)<[—iV +eAy)) Ms>c(r> — (Aocl(r)c](r) + H.c.)] (2.1)

where ¢(r) is the annihilation operator for an electron with spin o at position r = (z,y, z), ms is
the effective electron mass, ji, is the chemical potential, A is the superconducting order parameter
in the form of a complex-valued constant and A (y) is a suitable gauge potential. By making some

approximations they end up to describing the SC surface states by the Hamiltonian:

unface _ Z/dzr [cWr)( 1 V2 _ MS)C(F) _ (Aoeﬂiksxci(r)ci(r) + H.c.)] (2.2)

2myg

where k, = |ks| = eBoA = A\/I? is the constant value of the vector potential at the interface with A
the magnetic penetration depth and [ the magnetic length. Then, in order for Andreev reflection to
occur between an s-wave SC and a spin-polarized edge state, they want some spin-flip mechanism to

be present. Thus, they include a SOC term in their Hamiltonian.
Hsoc = « Z(kz + ikx)CLTCk,¢ + h.c (2.3)
k

But as they state, the origin of Andreev reflection is the tunneling of single electrons from the

QH edge state into the SC near the interface. Weak tunneling across the interface can be described as
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single-electron tunneling between electronic states with identical spins states within a limited range in
the y and z dimensions. Assuming the tunneling to be local in the fields ¢(x) and ¢+(r) the tunneling
Hamiltonian is given by:

Hyppn =T Z 0. kx (#&;ka + H.C.) (2.4)

g,k

where I" represents an effective tunneling amplitude and the Kronecker delta d, i, reflects the fact that
local tunneling and translational invariance along the x axis implies conservation of x-momentum.
Thus tunneling can only occur between electron states with the same momentum in x direction.

This observation is enough for us to treat our model in one dimension and examine its results for

future practical applications.

2.1 Model

In our project we are interested in describing the Crossed Andreev Reflection (CAR) between the

Superconductor and the Quantum Hall edge system. This system can be described by the Hamiltonian:
H(k) = Hsc(k) + Hou (k) + H(k) (2.5)

where

Hso(k) = Z / dkwgc,s,k(fk + akoy + Bo,)bsoek — Awgw%akk — A"Yse ), —k¥scnkl

ss’

(2.6)
v
Hon (k) = o / ARV 1002 (B)Cqmtar — Vo n(K)om s kR)+ 27
pon (W sk ramrms + Vhu s pboutrn(k))
Hi(k) = —t / dk Y Wbtk jscrn + Vo xtorra,] (2.8)

j=L,R

where ¢ is the tunneling coefficient and pgn # psc. The Hgo(k) will be presented in the Chapter
(2.2) analytically. As for the form the Quantum Hall Hamiltonian, it describes the 2 propagating chiral
edge modes which we denote as Left- and Right-movers. Furthermore, the due to the strong magnetic
field the spin in the quantuma hall is polarized the in the direction of the magnetic field, which in
our case is the Z-direction and corresponds to spin 1. Finally, the H,(k) is the classical tunneling
Hamiltonian between 2 systems. We will approach the derivation of these CAR with 2 analytical
methods. The first will be via perturbation theory (2.3) and the second will be by performing the path
integral technique (2.4) for field theory.
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2.2 S-wave Superconductor

We start by constructing our conventional 1-D wire. The basic ingredients are a 1D wire with appre-
ciable spin-orbit coupling, a conventional s-wave superconductor, and a modest magnetic field. This
is the general way that we construct an a Hamiltonian that describes an s-wave Superconductor. In
our case, the superconductor will be the NbN which as we mentioned already it contains the SOC
mechanism. Thus, we present the Hamiltonian for s-wave Superconductor with a SOC and in a strong

magnetic field to be of the form:

Hyo =3 [ ablul 6+ ako, + Boyios — Medyo] - A0 w] - (29)

ss’

where &, = % + p is the kinetic term and the chemical potential i, « states the intensity of the
Rashba interaction, B is the Zeeman energy arising from a magnetic field applied along z-direction
and v, ;. 1s the fermionic field. We can write the Bogoliubov de Gennes Hamiltonian in the Nambu

space by introducing the the Nambu spinors:

Utk
Y1k
_1/,1,%
Wl

U= (2.10)

This Nambu spinor has been written in the o, basis. In the matrix form, our Bogoliubov de Gennes

Hamiltonian is written as:

&k + B  —iak —A 0
() = Hy(k) —AI I T B 0o -A 2.11)
—Al  —o,Hi(—k)o, —~A 0 —&+ B dak '
0 ~A —iak —& — B

where I labels the 2 x 2 identity matrix. The term —o, H;j(—k)o, in eq. (2.11) denotes the time-
reversal of Hy(k) and appears since holes are time-reversed electrons. In particular here, the time
reversal operator is T = 1K, where K is the operator for complex conjugation. The magnetic field
breaks this time-reversal symmetry as can easily be seen.

We are writing now the BdG Hamiltonian in the form:
Hpaq = & + ako,t, + Bo, — AT, (2.12)

where 7(x,y, z) are the Pauli matrices in Nambu space and we have assumed A is real for simplicity
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(o and T operate in spin and particle-hole space respectively). In particular, the 7(z,y, z) matrices
have the same form as the Pauli matrices o(x, y, z) but act in different sub-block in the 4 x 4 matrix
of eq. (2.11). In order to construct this 4 x 4 matrix one has to calculate the tensor product of the

7(z,y, z) matrices with the identity and with the o(z, y, z) matrices where it is needed. For example:
n=70L r=zy,: (2.13)

In this way, we can express our original Superconducting Hamiltonian in the Nambu base as:

Hsc = / dkVUT (Hpae)V (2.14)

What we manage so far was not to introduce some new physics in the system, but to unveil the
hidden physics of our model. This means, that by doubling the dimensions of our Hamiltonian by
introducing the holes, we also doubled the number of eigenstates. Therefore, there must be some
symmetry relation between the eigenstates such that the number of independent solutions remains the

same. This symmetry is called electron-hole symmetry and is expressed through the operator:

—1

0

P=r,®0K = K (2.15)

o = O O
o O = O

—1

where K is the operator for complex conjugation. One can easily verify by using the anti-commutation

relations of the Pauli matrices, that:

PHy(k)P' = —Hy(k) (2.16)
PAP' = —A (2.17)

By writing our Hamiltonian in the form of eq. (2.12) we manage to make an eigenstate problem into
an eigenvalue problem. We can easily find analytically the eigenvalues of eq. (2.12) as shown in
Appendix (A.1). Thus, we found them to be:

Bhugs = & + (k) + B> + A% £ 2,/&2((ak)? + B?) + B2A? (2.18)

This trick is general and we can use it whenever our Hamiltonian consists of matrices (or their tensor

products) which satisfy Clifford algebra.
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E E

T T T T T T
] al ]
B=a=10 A=0
] 2l ]
.
k 0 k

/7NN VAN

0 2 4 -4 -2 0 2 4

2
(a) Spin splitting (b) Zeeman splitting

E E

- TN
TSI\ TS/

-4 2 0 2 4 -4 -2 0 2 4

;
-4
;
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Figure 2.1: Here are shown the plots for the eigenvalues of eq. (2.18). In the first image we see
the spin splitting of the two bands with B = 0. In the second image we turn on the magnetic
field and we see the Zeeman splitting of the bands. In the third image we see that as we switch
on also the proximity-induced superconducting pairing, for small values of A > 0, we are in the
topological phase of the Superconductor, provided that the chemical potential is placed within
the spinless regime, ]B| > |p|. Finally, the gap at zero momentum decreases with increasing A
and closes completely when | B..| = |A| (assuming y = 0). For larger values of A the gap opens
again, but now in a non-topological superconducting state. Therefore, in this critical value of
B,, a phase transition occurs from the topological to the normal state.

We notice that we have 4 eigenvalues, 2 for particles and 2 for holes. In particular, we have:

- . - 1/2
E, = <32 + A%+ §2 + a’k? — 2(3252 + B?A? + a2k2§2)1/2) (2.19)
- . N 1/2
Ey, = (32 + A? + & 4 o’k +2(B*? + B°A* + a2k2§2)1/2> (2.20)
- . N 1/2
By = — <B2 + A? + & 4 o’k? — 2(B*? + B°A% + a2k52§2)1/2> (2.21)
- . N 1/2
E,=— <32 + A? 4 €2 + o?k? + 2(B*¢* + B*A% + a2k2§2)1/2) (2.22)
where F, 5 correspond to the particle energy, E3, F, correspond to the hole energy, and as expected
the relations Fy = —FE3 and F, = —F are true since the holes are the anti-particles. We set as M;
the term :
M, = (B*¢* + B*A? + o2k2¢%)V/? (2.23)
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that is inside the eigenvalues for reasons that will be obvious later.
In order to determine the critical value for which the phase transition that we see in Fig.(2.1d)
occurs, we need to take the eigenvalues of eq. (2.18) to be equal to zero at zero momentum (k£ = 0).

If we do so, we see that the critical value for the Zeeman term is equal to:

B, = /A2 + 12 (2.24)

Therefore, the criteria for topological superconductivity, which is associated to Majorana edge states,

B > /A2 + 12 (2.25)

1s:

2.2.1 Diagonalization

Now that we have the form of our Bogoliubov de Gennes Hamiltonian, eq. (2.12), we will proceed
by diagonalize it. In order to so, we need to find a suitable unitary transformation, that is why we

introduce the following Bogoliubov operators (following [14] and [15]):

%T,k - Z Z Uz’,s,k@,k + Vi, ks, —k (2.26)
i=1,2s5=1,]

TSP IP SETHTNSIENNOE (227)
=12 s=1,]

Note that the spin degree of freedom has now been transferred to the wave functions rather than the

quasiparticle operators. By inverting these unitary transformations we obtain:

Ysp = Z U sk Vi ke T UZS,WZT,_;C (2.28)
i=1,2
¢1,k = Z ujsk'ij + Vis kVi,—k (2.29)

1=1,2

where the eigenvalues of the H g, correspond to the four Bogoliubov operators fy; e Y1~k ”y; s V2,— k-
Since the 1), are fermionic operators, then the Bogoliubov quasiparticles must also be fermionic
operators. That means that they must satisfy the usual fermionic anti-commutation relations in order

to be well defined. Thus, we have the relations:
{¢s,k7¢l/7k1} = 05,50k, and {%,kﬁ;,k/} = 0; 0k k (2.30)

Furthermore, we have {t¢, Ysp} = {wgk,w;k,} = 0for k = K or k # k’. Similar we have

ik, Vi } = {’ylk, %T k,} = 0. These anti-commutation relations will put some restrictions to the
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elements of our Unitary matrix.
Since the Bogoliubov quasiparticles describe particle-hole one must note that creating a particle
with momentum £ is like annihilating a hole with momentum —k. This comes from the Particle-hole

operator (2.15). To make this more clear, let’s consider the following:

H(k)vir = Ei(k)vip = —PTH (k) Pryis = Ei(k)vip =
H*(=k)(Pyix) = —Ei(k)(Pyig) = (v, PNYH(—k) = —(+] , PT) Ei(k)
or H(k)(Py;_y) = —Ei(—=k) (P _;) (2.31)

This means that state P~ _, is also an eigenstate of H (k) and we know also from eq. (2.18) that
E(k) = E(—k).

PT%T,k = Yi—k = Uisk = _U;‘k75/7k (2.32)

where s, s’ =1 or | spin and are bind by the restriction in the above equation that they have to be
different, i.e s # s’. Eq. (2.32) is the first restriction for our Unitary matrix elements. By taking the

anti-commutation relations of eq. (2.30) we find that:

(ot} =15 37 (ol + oiosl?) =1 (2.33)
i=1,2
and
{%,mlk} =1= ) (Jtiskl® + vis—il?) =1 (2.34)
s=1

These are the second and third restrictions. Let us write now explicitly the operators that we are going

to use in order to define our Unitary matrix. We are going to need the operators:

Yrk = D UirkVik T U = ke T UL uarees 03 (2:35)
i=1,2

Y = Z Ui Vi + Uf Lk VE e = WLk + UL e U U5 e Ye (2.36)
i=1,2

L= ul o vk = ul o ooy Fus s )k van o2 (237)
i=1,2
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wi,—k = Z u;%fﬂl—k TV —kYik = UT,%fk’YI,—k T ULy —kV1E T U;,%fﬂ;—k + vy kY2k (2.38)
i=1,2

The matrix form of our spinor in the Nambu space is defined by the Bogoliubov transformation that
we introduced and has the form:

(g UL 4k U4k U4k V34 Y1k

(I | Wk U2,|k VT |k Va1 T2k (2.39)
—1/11,,,C —V1,-k —UV2 -k _UT7¢,_k _U§,¢,—k 71[,71@

1/4,—}: Uitk V2,t,—k UT,T,% UZ,T,fk V;r,—k

Before we continue, it would be very helpful, in terms of notation, to write the positive energies
as 71, and 7, (as it is), and the negative energies as 71,—1@ = Yar (V1 = 71,—19 and 7;7_k = Y3k
(v2,6 = fy;_ ). To have a more visual understanding of what this mapping means, one can take a look
in the Fig.(2.2).

N

\

(a) First mapping of positive-negative energies  (b) Second mapping of positive-negative energies

Figure 2.2: The above graphs corresponds to the four energy bands(2 for particles and 2 for
holes) of the single particle system with p # 0, = 0, B =0and A = 0. In the first image we
see our original mapping of positive-negative energies. In the second image we see the mapping
that we prefer to use.

Now we can diagonalize our Hamiltonian, by writing:

4
Hse = / AU (Hpae)V = / Ak Enlvin (2.40)
i=1
To perform the diagonalization analytically is a "brutal" task. For that reason we use matlab to
diagonalize it. To find the elements of this Unitary matrix we used the normalized eigenvectors of eq.
(2.11) which they form a Unitary matrix by taking each column vector to represent each eigenenergy.

Since the results were obtained in matlab (same in every program that can compute with symbolic
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matrices), one must be very careful because once he calculates the normalized eigenvectors of our
BdG Hamiltonian, these vectors will be represented in the diagonal basis, i.e in our case in the basis
of eq. (2.26), (2.27). Thus, one needs to inverse the matrix in order to get our results. By comparing

this unitary matrix with the results from matlab, we get the results:

_ Aak(B - ¢)
ULk = 41E—1]\41 (2.41)
AB  AB*(A%+ €% — M) + (ak)?€?
Utk = M, + 16M12 (2.42)
o 4 2( 212 B2 AZ — M
. akf  4ak*(o’k* + B + 1) (2.43)

YLtk = g, 16iM2E,

. M!E\ + BEE(E2A? — (ak)? — B?) + 4M1(BE* + B + (ak)* + BA* — B — ¢)
2tk = 16M2E,

(2.44)

These will be the terms that we are gonna be interested later.

2.3 Perturbation Theory

In order to find an effective description of the Quantum Hall edge modes, we will perform the pertur-
bation theory assuming weak tunneling A >> ¢. Thus, we treat the tunneling Hamiltonian as a small
perturbation to our system.

Before starting applying the perturbation theory in our system, we need to define the ground state

of it. Let us take it to be equal with:

GS) = |Vasqn) @ |[Ypes) (2.45)

where |Us op) is the IQH ground state. We start by calculating an effective Hamiltonian, H 5’2; (k).
The idea is that we take a small window around pgy and we "forget” for now the |V o). This
way, allows us to treat the ¢gp 1 1,; and 1/)22 1.4,k Operators as "constants”, 1.e that they have no effect
on the | U o) but they still obey the fermionic rules of operators and one must keep track of the right
signs. The BCS ground state is defined as the state where for V positive energies v; and any momenta
k

Yik [¥Bes) =0, 1=1,2 vk (2.46)
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and are equivalent to (based on the new mapping):
WilUsos) =1, [Wpes) =0,  i=12  Vk (2.47)

Note that the above relations are true for each k. In addition, states with negative energies %T _, and
%T i Create excitations:
WelVpes) =i, k), for i=1,2  Vk (2.48)

which are equivalent to:
V3,-k [VBos) = Va-k|Vbes) = lisk),  for i=1,2  Vk (2.49)

where |i, k) is the new excited state. Furthermore, our definition implies the condition:

%kﬁlk [Wses) = [Vpes) (2.50)

One more important property of our definition of the BCS ground state that we are going to use later
is that:

Vi 15 k) = 0i j041 |V BOS)

o = (Upes| Y0 [Paes) =0 (orthogonal) (2.51)
Yj.q ’% k?> # |‘I’Bcs>

which implies that later will take only the diagonal terms of the expectation value. The ground state
|Wpes) is a superposition of states built up of Cooper pairs, i.e it obeys the bosonic commutation
rules (since a Cooper pair is a composite boson with total spin O or 1 . This also means, that the wave
functions are symmetric under particle interchange).

In order to apply perturbation theory in our model we write eq. (2.5) as:
H(k) = Ho(k) + H,(k) (2.52)

where H (k) = Hsc(k) + Hou (k) the unperturbed part of our Hamiltonian, and #H,,(k) = H,(k) the
perturbation. Since we have a BCS ground state it is better to write #,(k) in terms of the Bogoliubov
quasiparticles. This means that we will replace the wgC,T,k and v g¢ 1, With the eq. (2.37) and (2.35)
to get:
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Hylh) = Hl0) = =t [ a3 Wl s+t atanins] =

j=L,R

—t / dk Y [Wha ey (Ws 1k + V] g an + U Yok 05 4080+
J=L.R

(UT,T,k’Vi,k + Ulmk’yl,k + u;,mﬂg,k + U2,T,W?T,,k)wQH,T,kJ] (2.53)

We have now:

e 1
HQg<k) = <\PBCS| preacc.BCSstatesmpexc.BCSstatesHp ’lI]BC'S> =
+o0 1 +o00
(Wpos| Hy ) / dk" K" R g D / dk' [I'F) (K| Hy |V pes) (2.54)
= GS BCS €12

where

+o00
Pewc.BCSstates = Z 7’L| Z / dk |2k Zk| (255)

nesingle exc. states 1€1,2

is the projection on the BCS excited states. By performing these calculations (exact calculations can

be found in (A.2)), we end up to an Effective description for the Quantum Hall edge modes of our

system of the form:

T *
Héff / dk Z <¢QH,T,I<: L¢QH 1—k, 1 (Ui k] 1, k)= ¢QH,T,k,LwQH:T7k7L (Ui,T,kUi,T,k)"'

i€1,2
¢QH,¢,k,L¢23H,T,—k,R(“M,kvz'*m—k) - ¢Z)H,¢,k,L¢QH,T,k,R(ui,T,k“z,T,k)
_¢QH,T,—k,L77/};rgH,T,7k,L(Uz‘,T,—k'U;T’_k) + Q1 kL QH kL (Vi kU 1 1)
—¢QH7T,—1§,L¢&H¢,,;€7R(Ui,T,—kUZ¢7_k) +VQu 1,k LYQH K R(Vig, kUi 1 1)+
wTQH,T,k,RwTQH,T,—k,L(uin,kU:T,—k) - ¢£)H,¢,k,R¢QH,T,k,L(Ui,T,ku;‘k,T,k)"‘
wz)H,T,k,RwZ)H,T,—k,R(uimkvzm—k) - wggH,T,k,RwQH,T,k,R(Um,kufmk)
otk BV 14 r Vit kUl k) + Vo141 mCQH A kL Vi~ U4 1)

~Qu -k R 1,k m (Vi ki 1) T ¢QH,¢,—k,R¢QH7T,k,R(Ui,T,—kuf,T,k)> (2.56)
or in a composite form we can write the above equation as:

Héff—ch /dkz Z Z (wQHT k,anH,T, —k (Wi 507 Uig,— k) — ¢23H,T,k,n¢QH,T,k,n’(Ui,T,kUZT,k)

i€l,2n=L,Rn'=L,R

—¢QH,¢,—k,n¢QH,¢,7k,n/ (Uz‘,T,—kU;T,_k) + %UQH,T,—k,nleH,T,km'(Uz‘m—kuf@,k» (2-57)
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where we have used the fact that Hpcs|i, k) = (Egs + E;) |i, k) and from the particle-hole
symmetry F;(k) = E;(—k). The Egg is considered to be the energy where every energy band is
filled.

From the above expression, we are most interested in the terms that Induce Superconductivity.
These terms are the ones that couples the chiral particles with different momentum (in order to have

the desired momentum conservation on the axis) and have the form:

12 .
/dk Z _E.(k)_wZ)H,T,k,LwTQH,T,—k,R(uin,kvi,T,fk:) (2.58)
i€1,2 v
where ,
T*U; 4 U7 4 _
Aina =) ey ] (2.59)

—Ei(k)

i€1,2

From the above calculations, we ended up to an Effective Hamiltonian describing our Quantum
Hall system in the momentum space. Since we are interested to develop a theoretical model based on
bosonization to describe our system, it is essential to perform a Fourier transformation to go to real
space.

To do so, one should check if the integral over all k for the A;,4, €q. (2.58), is converging or not
and it can be done by checking the dependence of k for each term, i.e that he checks what happens
in big values for momentum. By taking all the dominants powers in k we can easily see that this
integral converges. One more important thing before starting evaluating the integrals, is to check if
it has poles. This can be done by checking the denominator of each term in eq. (2.59), where u; 1
and v, , are defined by eq. (2.41-2.44). Since these denominators are depend on E3 — E} = M?,
M and E4, which are all quadratic functions of k, we can see by comparing the leading terms of the
numerator and denominator that the integral of the induced gap as found in eq. (2.59) converges and
by definition the e~** term of the Fourier transformation is convergent for & > 0.

To get an analytical result after the integration is very difficult, even with computational methods.
What we can do however, is to take eq. (2.59) and Taylor expanded in to orders of A. This can be
done, because we already made the assumption that A > ¢ to use perturbation theory. Once we do so,
we will find the Induced gap depends on A and the a, i.e A,q ~ o®t?A. This is a reasonable result,
because if we set the value of A = 0, we expect no induced gap to appear. What is also important
here, is that the induce gap dependents on the Rashba coefficient o, which is also expected since we

couple the edge modes with different spin. When the o = 0 there is no induced gap in the system.
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2.4 Feynman Path Integral Formalism

In this section we will try a different approach to our problem. Namely, we will try to integrate out
the superconducting degrees of freedom of our system. To do so, we are going to use the Feynman
Path Integral methods. In case one wants to know how to construct this path integral, he can check in
[16] which is explained perfectly.

The system we are interested in is the same as before, i.e it will be described by eq. (2.5), where
the Superconductor, the Quantum Hall and the Tunneling parts are described by eq. (2.6),(2.7),(2.8)
respectively. We define now as ¥ and W' the nambu spinors of the Superconductor, and as ® and ®T

the nambu spinors of the Quantum Hall, where

V= M, vl -, \IJT} (2.60)
and
P — [@L ‘1%] (2.61)

where the k& dependence of the spinors is implied, i.e ¥ = ¥(k) and & = (k). Note, that these
Nambu spinors will be treated as Grassmann variables for our purposes. We continue by writing the

action of the full system. We have:

S = Ssc + SQH + S, (2.62)
where

dw —

SSC = —67- — HSC = /2— /dk‘ \I/HSC\I/, (263)
s

dw — -
Son = —0; — Hou = /ﬂ /dk: PHou®, (2.64)
Sy = / dk (TP + OTTV) (2.65)

where FISC = w — Hgo , fIQH = iw — Hgy and Hgc, Hop the 4 X 4 matrix representation of
the Superconductor and the 2 x 2 Quantum Hall respectively. Furthermore, 7" is the 4 X 2 tunneling

coupling matrix and gets its form from the coupling between the nambu spinors, in particular:

—t 0
0 0

T = . (2.66)
0 0
0 —t

In the above description, 7 stands for the imaginary time and ‘w is its Fourier transform in the
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frequency space (0, — —iw) and since we are dealing with fermions we need to impose anti-periodic

boundary conditions. Therefore, we need to set:

. 2 1
el =1 or Ww=w, = n;— =2n+ 1T (2.67)
where 3 = == with kg — 1 the Boltzmann constant and 7" the temperature.

The fermlomc coherent state path integral representation for the partition function of this system

is given by:

_ / D[T, ] / DT, e Ssc¥:¥1-Sqn [B.0)-5T.v.8.0] (2.68)

where U, W are the Grassmann variables corresponding to the superconducting fermionic fields W', ¥
and ®, ® correspond to Quantum Hall fermionic fields ®', ® respectively and they are k dependant.
By manipulating the action in eq. (2.62) as shown in eq. (A.10), the path integral over supercon-

ducting fields takes the form of a Gaussian integral with exponent:

Ssc[ﬁ \If] —{-SQH[@ (I)] —FSt[E v, 6 (I)] =

/ / i | (O + T ) fise (0 + H36T®) + Tlgn® — BT HATE (2.69)

In this form we can integrate the superconducting degrees of freedom by using the property of the

Grassmann variables:

/dﬁ /dne ntAp—ntJ—Jtn /dﬁ /dne (t+JT A=Y AMm+A—LT)+IT AT (2'70)
= det(A)e” A (2.71)

where A is an n x n matrix, n', 7 the Grassmann variables and J', J the Grassmann source fields.
Evaluating now the path integral with respect to the superconducting degrees of freedom we obtain

the Effective Action:

d . .
Sepr = / % / dk [@HQH¢ — ST HAT® (2.72)

and our partition function eq. (2.68), becomes:

Z = det(ﬁsc> / D[®, bleS4 = det(Hge) / D[®, b|e~PHon®+PT H T (2.73)
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where det <ﬁ[ sc) = det(Gg&) = Zsc is just the partition function and Ggc = Hgl = @ the

Green function of our superconductor. Similarly we can define the Green function for the Quantum
Hall as Gon = ﬁé}l = m. Our next step will be to find the matrix H gé. We can do this
inversion analytical as we show in eq. (A.11). The result is:

((iw — Bo,) + (& + OékO'y)TZ AT)((—w? — € — (ak)? + B? — A?) + 2iwBo, + 2¢,akoy)

Gsc = .
" (~u? — & — (ak)? + B? — A2)2 — (2iwB)? — (26ak)’
(2.74)
In Appendix (A.3) one can find the analytical results (A.12 and A.13) of eq. (2.74).
By performing the same calculations computationally, i.e calcutaling the G, = H gé = Z.w_lHSC

matrix in matlab, we got the same results for the numerator and the denominator of eq. (2.74) as in
the analytical method which is a verification of what we calculate was correct.

The Emerging pairing that came from integrating out the superconducting degrees of freedom:

Sopp = / i / kDS, ¢ pair (K, w) / i / AT HL TS = / i / dkCD—BCD (2.75)

where we denote as B the matrix elements of the numerator of eq. (2.74). In particular, the matrix

elements of B are:

By = iw® + & + B + B*(iw — &) + B(W* — § + (ak)” — 2iwg — A?) + (ak)* (iw — &)
+&(W? 4+ A?) +iw (€2 + A?) (2.76)

Byy = iw?® — € — B3 4+ B*(iw + &y + B(—w? + € — (ak)? — 2iw&;, + A?) + (ak)*(iw + &)

—&(w? 4+ A?) +iw(E2 + A?) (2.77)
By = —2iakA(B — &,) (2.78)
By = 2iakA(B — &,) (2.79)
and
D = (w* + E?)(W* + E3) (2.80)

is the denominator. Note here, that the diagonal terms will give the Backscattering or Forwardscatter-
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ing and the off-diagonal will give the Induced Superconductivity. Furthermore, the term

d _
Set tpair (kW) = / % / dk®T'GyT® (2.81)

can be viewed as the self-energy of our system. similar to [14].
What we want now to find now is the local term in time and space of eq. (2.75). For that purpose,
we will perform Fourier transformation to this effective action. We define the Fourier transformation

of the fermionic Quantum Hall fields as:

Bk, w) :/%E(Il,tl)e”k“”w“ (2.82)
m
dxodt , ,
(I)(k7w):/%q)<$2,t2)elkx2lwb (283)

We insert now eq. (2.82) inside eq. (2.75) and we get:

ddedl'1dt1dZL'2dt2— ik(o—x1)—iw(to—
Seff:/ r) (21, 11)Se s pair (k, w)eF@2mo) =220 (1) 1) (2.84)

The first integration and most important will be the integration over the w. To evaluate this integral
we will use the Residue Theorem for every term in the S, ¢ ¢ pair (k, w).

Here we will not present the analytical methods that were performed to evaluate these integrals.
For more details, one can check in the Appendix (A.3).

We are interested in the terms that give the induced superconductivity, i.e the off-diagonal terms
of the B matrix. The result for the off-diagonal term B, (by taking also o = x1, local in space) is

now:
—WBlg

EyEy(Ey + EY)

(2.85)

where in the above expression we replace the momentum £ with krop. Next, we perform a Taylor
expansion in the above expressions in terms of A, where we assume it weak, but still have in mind
that we have weak tunneling A >> t.

As we can see from the result we have again:
Ajpa < 2t2A. (2.86)

as was expected. Thus, so far we have found (not an analytical result) an approximation with 2

different methods on how to estimate the Induced gap of our system.
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2.5 Integer Quantum Hall Description

Let us take a closer look at the Quantum Hall system. We mentioned in the previous section that
we take a small window around the chemical potential p1or. Here we are going to analyze why we
are interested in that small energy window. Now, we are considering that /i can take values in the
whole band area where the condition pigy # puse is still true. In the case where 1oy = fusc we have
a resonance and we will discuss it a little bit in the Bosonization Chapter (3). As we said before, we

have the Hamiltonian:

v
Hon (k) = o / ARV 1002 (B)Cmrir — Vo n(K)om s kr)+ (2.87)
l’JQHWZ)H,T,k,LwQH,T,k,L + ¢Z)H,T,k,R¢QH,T7k7R(k))}
After the tunneling the Quantum Hall will be described by the Hamiltonian:
Huoron (k) = Hon (k) + H (k) (2.88)

where now the effective Hamiltonian of the Quantum Hall will have terms like:

VLR OR(—K), VR (R)VL(—k), UL (—k)U L (), R (k)¢ (k) = that induces SC

UL (k)L (k), Yk (k)Yr(k), YL (k)L (—k), ¥R (—k)br(—k) = that shifts pon
(2.89)

H (k) -
and terms like:

UL (kYU L (=) WR(R)VR(—k), WL (—k)¥ (k), U R(—k)Y (k) = more Energy costly
UL (R)0R(k), Yo(—k) R (—k), vk (k)L (k), Yr(—=k)](—k) = gives dm terms

(2.90)
where the dm corresponds to backscattering procedure .Now, what we mean by more energy costly,
is that we consider |vkp| > A{nd = Ajng, for j = RR, LL where Agnd is the coefficients in front of

Hg}j{ (k) :

those pair terms.

The 2 % 2 H;or ou (k) Hamiltonian can be written now in the form:

H2X2<k) = UkO'z -+ (—Uk‘F)I[ -+ (5maw (291)

where we can write the Bogoliubov de Gennes version of the Hamiltonian in the nambu spinor basis
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as a4 x 4 Hamiltonian:

Yr(k)
Hunan) = (vh) 0h®) wn(o) vulh) ) Mamsn®) | 25 1 202
UH(=F)
where we used the o,-basis for the nambu spinors, since the spin is polarized there, and
v(k — kp) om 0 Aind
e I R (293)
Ajna 0 —om v(—k+kp)

and ¥, (k) = @DZ? n1xr(k) and (k) = @/)22 14,0 (K) (similar of the Hermitian conjugate). In the
above description, we included terms like dmw,(k)Yr(k), oma} (k)i (k) and their H.c., where
their values can be determined from one of the two above Effective descriptions. We expect that dm
opens a normal gap at k = 0 and A,;,,; opens a BCS gap at k = £k and this can be seen in the figure
(2.3).

The eigenvalues of eq. (2.93) are found to be:

3y = (0h)® + (vkp)® + (9m)? + A2y £ 2/ (k)2 ((6m)2 + (0k)2) (2.94)

Note here, that in eq, (2.94), the dm terms will be important if we fix the Fermi level to a value
that allows dm to be considerable to A,;,; then we need to take them into consideration because it
will also be a "battle" between those terms on whose gap will prevail. By taking £ = 0 we found the

relation:
2
Ajnal = (ka + (5m) (2.95)

But we are not interested in this model on terms like these. In order to avoid them, we fix the
chemical potential in a value such that the system does not allow these pairs of eq. (2.90) to be
created, because it will be very costly in Energy. To give an idea of the values, the chemical potential
will be 1 ~ EQTH, Egn ~ 10meV (very large for Integer Quantum Hall), B. ~ 8T (critical value of
the magnetic field), the fermi momentum of Quantum Hall is kqp r = 2 witha = 4.391A the lattice
spacing and A ~ 3 meV. More details about the the value of A are presented in the discussion after

deriving eq. (3.129).
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Aind=0

I I I I I I I I
-10 -5 0 5 10 -10 -5 0 5 10

T I I I T I I I
-10 -5 0 5 10 -10 -5 0 5 10

(c) BCS gap (d) Topological Phase

Figure 2.3: In the first image we see the Dirac cone of our Quantum Hall system. In the second
Image we see that a normal gap opens (trivial phase transition) if we only have the dm # 0
terms and A;,4 = 0. In the third image we see that a BCS gap opens if we have dm = 0 terms
and A;,g # 0, i.e we have induced superconductivity (superconducting phase). Finally, in the
fourth image we see that we have a topological phase transition if both terms are dm # 0 and

Aind 7& 0.
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2.6 Computational results

In this section we will show the plotting results of the Total system, eq. (2.5) without deriving an

effective Hamiltonian. By writing the BAG form of the Total Hamiltonian (Hgac(k)), we get the

matrix:
&+ B —iak —A 0 —t —t
iak & — B 0 —A 0 0
~A 0 —&+B ik 0 0
0 ~A —iak —& — B 0 0 —t —t
—t 0 0 0 v(k — kp) 0 0
—t 0 0 0 0 —v(k + kg) 0 0
0 0 0 —t 0 0 —v(—k — kp) 0
0 0 0 —t 0 0 0 v(—k + kp)
(2.96)
k

Figure 2.4: Trivial regime of the Hpyq (k).
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Figure 2.6: Topological regime of the Hpya (k).
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Figure 2.7: Induced Gap shown in topological regime of the Hpqc (k).
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We start by showing the Trivial phase of our system in Fig. (2.4) where A > B,,. Next, we show

in Fig. (2.5) we show that as we lower the value of A we are going to have a phase transition from

the Normal to Topological state. In Fig. (2.6) our system is in the Topological state and if we zoom

in in this plot, we can see as shown in Fig. (2.7) that a gap opens. This is the induced gap that we

were trying to estimate in this Chapter. Note also, that in the above plots, the values that are indicated

in the axis do not represent the true values of the terms but are some random (but they still follow

the restrictions and the approximations we made so far) numerical values to check how our system

behaves.
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Chapter 3
Bosonization

In this section, we will be studying the bosonised description of our model. Our guide for this theory
will be the lectures notes of [17]. As a starting point, we begin by introducing again the single particle

Hamiltonian where we have now the pairing potential A = 0:

H,, = & + ako, + Bo. (3.1)

where again &, = % — pu s the kinetic term and the chemical potential 1 sets the filling 4 = <=5 with

m* the effective mass, « is the strength of spin-orbit Rashba interaction and B = gupB the Zeeman
field with p 5 the Bohr magneton, g is the Landé g-factor, B the magnetic field and 7 = (04,0y,0,)

the Pauli matrices. The spectrum can easily be found to be

Ey = &, 4/ B2 + (ak)? (3.2)

and the corresponding eigenstates that belong in the o,-basis are

(B+\/m>
1/1 _ <¢+> _ i((B+\/B2+(akz)2)2+(ak)2)1/2 (3.3)

+ ak . 7
<(B’+ B’?+(ak)2) +(ak)2>

If we want to project these states in the Bloch sphere, we have first for the state with the + sign (the

state of the upper band):

0% = cos U |1) + esin & |1 (3.4)
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and the state orthogonal to this one is the state of the lower band:

™) = Sing 1) — €™ Cosg 1) (3.5)

where we showed in Chapter 1.6 that:

(k) (B+y/B+ (aky?) (k) —ak

COS = S111 =

(5 /B tem) s i) (B s ) i)
(3.6)

with ¢ = 7 = i. Note here, that when the + sign is being used like a superscript on the state

it will denote that we are in the upper/lower band respectively. The lower band will be the most
important, as will be shown later, and is the band that we keep the — sign in sin @. It is quite easy
to see that these two expressions have the usual trigonometric properties of cos (k) = cosJ(—k)
and sin ¥(—k) = —sin (k). We are going to make use of these properties when we try to derive the
Bosonized description of our System. Furthermore, tt might be useful for future calculations to point
out here that by replacing B=0in eq. (3.6), we find that:

d(k) 1 I(k)  —sign(ak)

= — d i = .
5 7 and  sin— /2 (3.7)

which means that we get the eigenstates of z-basis.

Note here, that from now on, when we write ¢ = & and ¢ =1, | denotes the spin in o, and o,
basis respectively.

Another way to consider the above is by writing eq. (3.1) in the form:
H=¢,+akoy+Bo, =&+ 7 -7 (3.8)

where ﬁ = (0, ak, B ) is a vector in the Bloch sphere and 7 = (07 Oy, az) the Pauli matrices. In this

representation is more clear to see that the angle ¢ in the Bloch sphere will get the values of:

_ozk

I(k) = =

(3.9)

Here we need to consider 2 limits. The first one is when ok — 0. This gives us ¥ = 0 which

corresponds to [¢)") = [1) (pollarized in spin 1). The second limit is when B — 0. This gives us
1

) = 7/2 which corresponds to ™) = —=[1) + \/LE |}) (the spin is conserved in the o,-basis). This is
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in consistent with previous analysis and in particular we see that for B=0we get:

W) =|+) =752, for k<0 (310
o) =1-) =5, for k>0
E E
2 2
1 1
0 k 0 / k
-1 1
2 = 0 1 2 25 = 0 1 2
(a) Energy bands of the kinetic term only (b) Band splitting due to SOC
E E

2 T T T 2

/.
N N

Ea I L I ol I L L
-2 -1 0 1 2 -2 -1 0 1 2

(c) Band splitting due to SOC and Zeeman splitting (d) Band splitting due to SOC and Zeeman split-
with small magnetic field ting with bigger magnetic field

Figure 3.1: In the figure (a) we see the the energy spectrum of the kinetic term where we
suppose a = 0,B = 0,A = 0. In Figure (b) we include the strong SOC and we see the bands
split with spin |£). In the Figure (c), we open the magnetic field and keep it small. In the
Figure (d), we raise the value of B and see how the bands split.

In Figure (3.1) we said small magnetic field and bigger magnetic field. These terms will be clear

in the next section where we analyze the Low-energy field approximation of our system.

3.1 Quantum Field Theory in Condensed Matter

The many-body problem in condensed matter physics generally relies on the machinery of pertur-
bative quantum field theory to obtain solutions to model systems. Solutions to the field theories
are obtained in terms of Greens functions, or equivalently, correlation functions. However, quantum

fluctuations being at work on all length scales, a purely continuum theory makes no sense, and a
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momentum cutoff has to be introduced in order to enable meaningful calculations. Such a regulariza-
tion of the field theory invariably introduces a length scale A, which is part of the definition of the
theory as one of its parameters, along with various coupling constants, masses, and so on. A change
in the cutoff A (through a trace over the high-momentum degrees of freedom) is accompanied by a
modification of all other parameters of the theory. A field theory is then characterized not by a set of
fixed parameter values, but by a Renormalization Group (RG) trajectory in parameter space, which
traces the changing parameters of the theory as the cutoff is lowered.

Most important is the concept of fixed point, i.e., of a theory whose parameters are the same
whatever the value of the cutoff. Most notorious are free particle theories (bosons or fermions), in
which degrees of freedom at different momentum scales are decoupled, so that a partial trace in a mo-
mentum shell has no impact on the remaining degrees of freedom. Theories close (in a perturbative
sense) to fixed points see their parameters fall into three categories: relevant, irrelevant and marginal.
Relevant parameters grow algebraically under renormalization, irrelevant parameters decrease alge-
braically, whereas marginal parameters undergo logarithmic variations. The theory has no predictive
power on its irrelevant parameters because if the the momentum cutoff is taken to infinity, then an
arbitrary number of irrelevant parameters can be added to the theory without measurable effect on the
low-energy properties determined from experiments. Thus, the cutoff A does not have to be taken
to infinity, but has some natural value A(, determined by a more microscopic theory (maybe even
another field theory) which eventually supersedes the field theory considered at length scales smaller
than A~!. In condensed matter physics, the natural cutoff is the lattice spacing (=~ 10 — Scm).

In practice, field theories should not be pushed too close to their natural cutoff Ag. It is expected
that a large number (if not an infinity) of irrelevant couplings of order unity exist at that scale, and
the theory then loses all predictive power. The general practice is to ignore irrelevant couplings alto-
gether, and this is credible only well below the natural cutoff A~!. The price to pay for this reduction
in parameters is that the finite number of marginal or relevant parameters remaining cannot be quan-
titatively determined from the underlying microscopic theory (i.e., the lattice model). However, the
predictions of the field theory can (in principle) be compared with experiments and the parameters of
the theory be inferred.

Experiments on many-body electron systems normally measure properties at energy scales small
compared to the Fermi energy. This means that only a few degrees of freedom in the system are
excited, and only the low energy sector of a model need to be compared against experiment. The
low energy, long distance physics also determines any long range order and cooperative phenomena
present in a system. Divergences in certain correlation functions are indicative of the presence of
ordering phase transitions in the system, such as ferromagnetic transitions or the Cooper pairing
superconductivity phase transition. The field theory methodology has been extremely successful, with
the properties of a number of simple metals accurately modeled by using Landaus Fermi liquid theory.

However, many materials have emerged that have non-Fermi liquid properties and their behaviour can
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be studied in 1D many body systems.

Normal perturbative methods of solution can no longer be justified in one dimension. This is
because the non-interacting one dimensional fermion gas is unstable against the switching on of in-
teractions. This is a form of the orthogonality catastrophe, where the interacting ground state is

orthogonal to the non-interacting ground state.

3.1.1 Introduction to Bosonization

Bosonization of a quantum field theory describes a method by which fermionic operators in the the-
ory, obeying anti-commutation relations, are replaced by bosonic operators obeying commutation
relations. But the replacement of one field theory with another would appear to merely replace the
problem of solving the original fermionic field theory with the problem of solving a bosonic field the-
ory. The usefulness of this technique was realised when it was discovered that certain one dimensional
interacting fermionic field theories, were equivalent to non-interacting bosonic field theories, i.e prop-
erties of the fermionic system can be described in terms of certain boson fields, whose properties are
simpler to calculate than those of the original fermion fields.

Given the exact solution to the bosonic field theory, the properties of the fermionic theory can
be calculated by use of a bosonization dictionary. For example, correlation functions in terms of
fermionic operators can be re-written as expectations for bosonic operators, and solved.

Bosonization may be derived by defining a set of boson fields ¢(z), and their conjugate momenta
fields I1(x), with given commutation relations, and then determining the commutation relations and
Greens functions of the exponentials of these fields. The Greens functions and commutation relations
are fermionic in nature, and an identity between the boson fields, ¢(x) and II(z), and fermion fields
¥ (x) is made.

3.2 Low-Energy field approximation

We will now proceed to construct an effective low-energy theory. The low-energy theory is defined
in terms of creation and annihilation operators in the vicinity of the Fermi points. In particular, we
restrict ourselves to the modes of the momentum expansion in a &= neighborhood of kgsc r of width
2a, with « the Rashba spin-orbit coefficient.

For a starting point, we take the case where we include only the strong SOC in our system (B =
0, A = 0). We see in Figure (3.2a) the 4 modes around kg r (lowest dotted lines) and this depends

on where we set our Fermi level to be.
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ol S S S S S S R
-2 -1 0 1 2 -2 -1 0 1 2

(a) Band splitting due to SOC for the 4 modes (b) Band splitting due to SOC only for the 4 modes
in both energy bands in the lower energy band

Figure 3.2: In the figure (a) we see the the low-energy spectrum of the strong SOC and we see
the bands split with spin |+). The dotes lines denotes the fermi level and the modes we have
for each of our choice. In the Figure (b), we consider only the modes in the lower energy band
since these are the ones we are interested. In both figures we have set B = A = 0 and p < %

If we set the chemical potential to start from the bottom of the lowest energy band and set k& = 0,
we see that the chemical potential should satisfy the relation p1 < % When we turn on the magnetic
field we are in the case that is depicted in Figures (3.1c 3.1d). These 2 cases are of big interest and
worth analyze it further so we will label them as Z and ZZ correspondingly. In the low-energy field
approximation we will have 4 modes only in the case Z. We will consider only the lower band which
correspond to state [¢)) (k) because we are considering that u < % and A,t,T < 2B where 2B is
the gap between the 2 energy bands due to Zeeman splitting. In particular, in the case Z (of Figure
(3.1c)) we are treating the magnetic field as small perturbation and our states are represented in the
oy-basis, i.e that the SOC is stronger than the magnetic field. The critical value for the magnetic field
is found by taking the second derivative of eq. (3.2) equal to zero and setting k = 0, u = % and
is found equal with Bz,cr = %2 In the case ZZ, the spin is polarized in Z-direction and our states
are represented in the o,-basis, but now we have 2-modes in the lower energy band. We can find the
lowest point in the spectrum for case ZZ by taking the second derivative of eq. (3.2) equal to zero and
set k = 0. By doing so, we find Bz .. = a’m.

As we mentioned at the beginning of Chapter (2), we can integrate out the 2 dimensions and have
an effective 1D theory. This will be the ideal case in which we built our model. It will be a good
approximation for theoretical descriptions but it is not easy for experimental setups.

Since we consider a 1D quantum wire, we will assume that the electron density is such that the
Fermi energy lies below the energy of the first excited state. The result is that the single-particle states
with momenta in the range —a — kscr < k < kgcr + « are occupied and the states outside this
range are empty. Thus the Fermi surface of this system reduces to four Fermi points at £a & kgc .

We will also assume that the wire is long enough, L > w (where L is the length and w the width of
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the wire), so that the single particle states fill up densely the momentum axis, and that the density is
high enough that Ak = 27h/L < ksc p. On the other hand, we will assume that the wire is narrow
enough that the next band of (excited) states can effectively be neglected, esc r < 7%/(2mw?). At
higher electronic densities, more than one band can intersect the Fermi energy. Each new partially
occupied band is labeled by a pair of Fermi points. In practice we will work in a regime in which the

following inequality holds:

L
“>1> (3.11)
w

Asc,F

where A\gsc r = h/ksc p is the wavelength, and we have only four Fermi points.
Having set up the problem properly, it is time to make a very important observation. We saw that

eq. (3.5) is written in the o,-basis. If we continue our analysis in this basis, we will encounter a

difficulty in the Renormalization procedure. To be more specific, we will have to calculate 3,; terms

in order to estimate the gap. This can be avoided by changing the basis of the SC eigenstates from o,

to o, -basis. This can be done by simple replacing the terms:

) 1) B el )
& od =—— (3.12)

in eq. (3.5). This will result to the lower band eigenstate in the o,-basis to be equal with:

) 1. 9(k) I(k) 1. 9(k) I(k)
| (/{;)>:ﬁ<s1n 5 T eos— >|+>—E<81HT—COST>|—> (3.13)

In order to describe our original states in this low-energy field approximation, we perform first a

) =

Fourier transformation in our lower band state:

dk
()= | =" Y (k 3.14
@) = [ e o) .14
where « is the lattice spacing and especially for NbN it is approximately & = 4.357A. Next, we
integrate in a very small window around fermi momentum and this will result to our 4-modes (2-Left

and 2-Right) as shown in Figure (3.2b) with expressions in the bosonized picture of the form:

Yra(z) = L<ii(7kso"77a)a” [kJrL (sin I kser —a) + cos V(=kscr — ) ) e+ (2)+0+(2))

AT \/§ 2 2
e b ( g Vkser —a) | O(—kser — ) ) eiw_(x)w_(x))}
NG 2 2

(3.15)
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YR 1(1‘) = Lei(ksc,Ffa)m [kJrL ( sin M + cos M) (64 (@) =01 ()
’ 2

VAT V2 2
—k,L < sin —19<kSC’F — ) — cos —ﬁ(kSC’F — a))ei(‘é‘(x)g_(x))} (3.16)
V2 2 2

2 o8 2
—k% (sin Wehsorta) o Oksor+ a>) + ei(¢_<x>+a_(x)>]

V() = L itkscurtan [k+% ( gip Y kserta) | O(—ksor + 04)) i@+ ()40 (x))

2 2
(3.17)

Vpalz) = L itkse prae [k+i (Sin U(ksc.r +a) + cos w> o6+ (@) 0+ (2)

A \/§ 2 2
_k_ﬁ < sin ——— —— —cos #»2 } (3.18)

or, we can write them in a more composite form like:

1 1(— ja)x i(ds(x o (T
Vo = Z Z Z Ekcrcfw,je( nksc,r+je)t ,i(¢o (€)+nfs () (3.19)

o=t+=41ny=L/R=+1j=1,2=7F1

Y(—nksc,r+jo)

5 + cos

where in the above description we defined as C, , (k) = (sin W)

2
and C_, ;(k) = —(sin w + cos w> Also, in the above description 0 = =+
denotes the spin in the 0,,, » = L/R = =£1 denotes the Left and Right movers and j = F1 = 1,2
denotes the modes 1 or 2 and was chosen like this to always give the right sign for eq. (3.15-3.18).
We should note here one important property for these coefficients that we are gonna use for later
derivations, which is C; ,, _,(—k) = C_, _,(—Fk) and is easy to check that it is true. Furthermore,
we introduced the k1 Klein factors. These operators are necessary because they ensure the proper
fermionic anti-commutation relations between Right and Left-movers and have the properties:

{ka,aa ko’,ﬁ} = 2500’50457 k?y,a = 17 ka,a = k;a = ki(ly (320)

a,

where a, 8 = SC, (F)QH here denotes the (F)QH or the SC. We have also introduced the bosonic
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fields ¢, (), 0, (x), with ¢, (1) = ¢3¢ (z) and 6, (x) = 05 (x) which obey the commutation relations:

650(2), 02 ()| = [659 (@), 655 ()] = |02 (), 63" (/)] = 0, (3.21)
1059 (@), 03 (@)] = [05° (@), 057 (/)] = |69 (), 68" (2")] =0 (3.22)
[659(@), 03" (@) = [68" (@), 057 (a")] = 0 (3.23)

[659(2), 03 (2")] = 62 (2), 03" (2")| = by O (& — ) (3.24)

where again 0 = ¢’ = = is the spin in the o,-basis when we are talking about our Superconductor

and o’ =7, | the spin in o,-basis when we refer to (Fractional or Integer) QH and

Olx—2'>0)=1
Or —2') =0z —2' =0) = s for fermions (3.25)
Oz —2"<0)=0

is the Heaviside step function. In above commutation relations for the Quantum Hall indices corre-
spond to 1 electron. As we will see later for the case of FQH these relations will slightly change but
will have a huge physical meaning. The expressions of the modes derived above are shown in the
Figure (3.3).

iy ! L ! L | ! ! L L ! ! L L | ! ! L ! 1
-2 -1 0 1 2
Figure 3.3: Here we see the 4 modes we are considering in the low-energy band where we include
the strong SOC, the magnetic field is turned on (B’ # 0), the superconducting pairing potential
A = 0. When the momentum is fixed in the value k = kgc r (dotted line), we are considering
the low-energy approximation, which results to those 4 modes and their precise expressions
found in eq. (3.15-3.18).
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A more fundamental way to express the commutation relation (3.21) is to write it as:

{a ZACR. )} = —ib,p0(a — ') (3.26)

It is an equal-time commutation relation, both the fields are here taken at the same time. It states
indeed that 0,0, (') is the canonically conjugate operator of ¢, thus 0,6,/ (z') o 0;¢,(t). To be more
precise, in the above description when we defined the fields ¢ to be the dual field of €, we mean that

they must fulfill the following relations (which are valid for K = 1 only):

¢

e
Vp

00 = ve0,h, 0,0 = (3.27)

Based on equation (3.27) we encoded the chiral behaviour of our vortex operations in eq. (3.15-3.18)
by defining the Left and Right bosonic fields as:

gbL,a = ¢U + 607 QbR,cf = ¢a - 80’ (328)

where o = = is the spin.
In order to ensure that the above definitions of our Left and Right movers are well defined, we

need to check that they obey the anti-commutation relations for fermions:

1
{wz,aawl/ﬂ/} = %500’51‘95” {wz anx o' } {%; o } =0 (329)

where after some simple calculations and apply the commutation relations of the bosonic fields ¢(x)
and 0(x) and considering the properties of Klein factors, we see that they obey eq. (3.29).

Here is a good point to introduce the charge (c) and spin (s) fields as follows:

¢+ + (ﬁ* 0+ + 9,
c= 7= U= 3.30
¢ NG 7 (3.30)
¢+ — ¢ 0, — 0
s = T = 65 = 3.31
6. = 7 (3.31)
The inverse relations that are going to be useful when we calculate the tunneling term are:
SC ¢c + ¢s SC ec + Qs
= . 07¢ = 3.32
+ \/5 + \/§ ( )
SC (bc ¢s SC ec - 93
z 0°" = ——— 3.33
¢ 7 7 (3.33)
and ¢3¢, 03¢ have a periodicity of ¢3¢ = ¢3¢ + 2mm and 65° = 03¢ + 27m respectively, where

m = 0,1,2,... an integer number. By changing the basis we are rotating our original lattice space
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by 45°. In this basis our Hamiltonian should be diagonal. The spin and charge excitations will appear
separately, therefore it is possible to regard the spin and charge particles as the new independent
fundamental excitations instead of the old spin up and spin down particles. Indeed, because of the
degeneracy of the spin up and spin down channel, we could have used any canonical rotation to
define new particles, but spin and charge are particularly useful when interactions are present. This
is intuitively clear because realistic interactions will couple total charge densities and thereby lift the
degeneracy between the spin and the charge channel. With interactions, we are therefore forced to
use the picture of spin and charge excitations, since the freedom of rotating degenerate channels is
lost. Note however, that the spin and charge separation is not obeyed exactly for the particle numbers,
because the new zero modes still must obey the old quantization formula. Both numbers must be
integers, but cannot be changed independently. Adding a spin particle must always be accompanied by
adding or removing a charge particle and vice versa, i.e. the total sum of spin and charge particles must
always remain even. This just reflects the fact that we always have to add and remove real electrons,
instead of spin/charge quasi-particles. We are gonna use these definitions in our next calculations.
By turning on the magnetic field, the system tends to couple the modes ¢ ;(z) and ¥ 5(x), in
the point where the 2 parabolas are crossing in Figure(3.2b). Let’s analyze this pairing term a bit. The

magnetic pairing can be described in a Hamiltonian of the form:

Hy = Bl (@) (x) + HC) =
B((]1(2) + 0ha (@) (12(2) + Yra(@)) + HO) (3:34)

We consider here the magnetic term as a small perturbation and by performing the calculations ex-

plicitly (check Appendix (B.2)), we find terms of the form:
* @Z)EJ(@ﬂ)L,z(l‘)—i—@bgl(x)zﬁR,Q(x) + HC ~ ¢%or 4 .o
. wTL,l(iU)wR,Q(x) +¢E,1($)¢L,2(a¢) + HC ~ (em(ksaﬁa)x+€2¢(,§SCYF_OC)$) L HC

For these terms it easily to see that they are Fast Oscillating (F.O), i,e they will be irrelevant at first
order in the RG sense for our system and we can neglect them. Although, if we set the value of fermi
momentum at kgc p = £a we get some relevant terms which will play an important role for future
analysis. It is possible to get some exotic excitations in the final results and might be a good idea for
future calculations, but for our case we consider that ksc p # «, i.e we do not consider any resonance
in the system. It of importance to note here that in the description the 4-modes in eq. (3.15-3.18) we
have already included the magnetic field in our Hamiltonian in order to get a more rigorous picture
of our system. One can set the B = 0 and will get the correct results as in the case of considering
the Hamiltonian (3.1) without the Zeeman term. In case someone wonders about the critical value
of magnetic B,, in which the superconductor remains in the topological regime, as in the previous

analytical methods, we must note what we aim here is not consider if the SC is topological, but to
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consider whether it induces a gap into the QH. The Majorana (or Parafermions) modes will come
from the Integer (or Fractional) Quantum Hall in this case. If however the SC is in topological regime
then we expect to have additional Majorana (or Parafermion) modes in our system. Finally, NbN is
a Type-2 SC, this means the london penetration length A\;, and coherence length £ should satisfy the
relation Ay, > £ and in order to remain in the case Z as mentioned before, we want the width w of the
SC to be small. Typically, it should be w < Ar.

Proceeding next, we turn on A # 0, we are inducing superconductivity via an s-wave pairing to

our system which takes the coupling between opposite spins in the modes (check Appendix (B.3)):

Ha = =AW}y (@) (@) + vl (@)i6] o) + H.C) =

: A : :
ikl = (ConaCont + CrnanCopn ) | sin (V2(6u() + 6,(2)) + sin (V2(60(2) — 6,()) |
(3.35)
where again we have here the prefactors C; ,, ; = (sin Aiksertio) 4 og w> and

Y (=nksc,r+ja) Y (—nksc,r+ia
2 2

operators ¢.(x) and 6,(x) commute with each other, thus they can simultaneously minimized. This

C_nj=— ( sin + cos )> and we see that appears 2 sine-Gordon terms. The

observation will be useful later. From these two terms we can see that:

=0
s =0= (3.36)
ps =0

where j. is the charge density and p, the spin density in the semiclassical picture.
The final step is to write the bosonized description of our tunneling Hamiltonian. Previously, we
had:

Hy(x) = —t / 45 3 [Whomr s ()0s01(z) + Vhos (@)bram ()] (3.37)

j=L,R
It is worth noting again that due to the strong magnetic field, the spin of the Quantum Hall will be
polarized in the Z-direction. So, we only consider the ¢rgp 1 ; () states, for which we can neglect the
spin indices but it will always be implied. Furthermore, in the previous methods we considered the
Integer Quantum Hall and now since we do not want to calculate again the same things, we consider
the Fractional Quantum Hall, hence the indices FQH in eq. (3.37).

Let’s take a closer look to what we mean in this low-energy approximation description when we

write ¥sc+(z). We can write this term in real space by Fourier transforming as:

sen(e) = [ = (0ol + Bv(R)e (3.9
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where the factors a(k), 3(k) take the value of —= —5 When we consider B = 0. This also means that for
B = 0 the bands are polarized along § and to be more presice, we get |1), = \/§(H_> , t1-),). From
the above expression, we neglect the upper band (1'% (k)) and take only the projection in the lower

band. This means that our tunneling Hamiltonian eq. (3.37) becomes:

)= —t Z ¢FQHTJ z)scqr(r) + H.C| =

j=L,R

_t/d$ Z ¢FQHT] \/%[ a(k)vgo(k )‘i”H-C} ~

j=L,R

_t/dx[(¢}QH,T,L( z) + Yhom,p(@) \/—— DOED DI L =WIC) +HC}

o=x=+1n=L,R j=1,2

\/__Qt—ﬂ/dx[(¢}QH,T,L(x)+1/’}QH,TR ) ( Z Z wa +HO] (3.39)

o=+=+1n=L,R j=1,2

where in above steps we considered the approximation that we take the projection only in the lower
band and the low-energy approximation where we have 4-modes. Also the factor of a(k) was ab-

sorbed inside ¢, J(x) so that we can take the general case with B # 0. In particular, we have:

i(—k —a)x
e ( SC,F ) |:k563+c+7+1771€

1 . .
VYsoqr(z) = —= iOr@H+0+@) 1 ¢ el(¢—(x)+0_(x))]
’ VT o
+L€i(kSC’F_a)x [kScd-C-h—l eP+@)=0+@) _y ¢ | e¢-(@)- 9,(@)}

VAT
1

+_
VA4

n \/Tei(ksc,F+a)x [ksﬁcﬁ,mei(m<x>*9+<x>> _ kfcfmezw_(mH_(ac))] (3.40)
7i

where C, ,, ; as defined before. In a more composite form, it can be written as:

- Z Z Z me( nksc,r+ja)z i(¢o(z)+n0s (x)) (3.41)
om.j o .

o=t n=L/R==1j= :Fl

pil—ksc,pta)s [ i(9+ ()40 (2)) _ k_C_’+17+1ei(¢*(“‘)”*(fﬂ))]

Kse+Ci 41,41€

where C, ,, ; coefficients were defined earlier but here we replaced j with —o. It is important to note
here that in eq. (3.41) the sign of the Fermi momentum is locked to the opposite sign of f field, in
particular, as will be shown later, in the sign of 6. field and the sign of the Rashba coefficient it is
locked to the the opposite sign of spin. In this way, when we consider the case B = 0, and by taking
into consideration eq. (3.7) we will get the correct states. In the case where B # 0 the extra term will
be considered as a small correction to the previous case. So far, we have defined every term in the

bosonized picture except the FQH operators » i=L.R Yrou+,j(x). In the low-energy approximation,
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we can write FQH operators as:

*’L'kFQH,Fx

VrQu1(7) = krquY¥rqus,L(T)e + kpquatrqm.tg(x)eren s (3.42)

where we can write it in the bosonized picture as:
VYrou+(x) = kpout (6*ikFQH,FI€i(¢e(w)+9e(r)) + eikFQH,Fﬂfei(%(ﬂc)*@e(w))) (3.43)
or in a composite form as :

Uy(z) = Y kFQH,T(e*”/ikm’f’”ei(d’e(I””/ee“”) (3.44)
W =L, R=+1

where again, we see that the sign of the Fermi momentum krqp r is fixed to the opposite sign of
6. The bosonic fields for the FQH that we are going to use are ¢'(z) # ¢.(x) and 0'(z) = 0.(x),
which means that one of them is different from the one in the IQH. Furthermore, for simplicity we
will neglect the notation of FQH in the above bosonic fields and the spin 1 polarization is implied.
Let’s try to make these definitions of the FQH bosonic fields more understandable.

We start by writing the wave function of a bare electron in edge state. This will be:

we — ei((j)e +6c)

where + denotes left and right mover. By considering the composite fermion (i.e 1 electron + 2

magnetic flux ) we are describing the Laughlin state of » = 1/3 and it can be described by:

¢Cf — el(g(be:tee)

This means that our fractional quasiparticle can be described by the wave function:

W = g = el
Thus, the connection between FQH and the IQH bosonic fields is:

Pe(z)

¢ (v) = i and 0'(x) = 0.(x) (3.45)

Since we are considering here the FQH of filling factor v = %, the FQH fields must obey the commu-
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tation relations:

)y Yol

[Ge.o (), 0c00(2))] = iT05eO(x — 2') > [3¢;FQH(95) QIFQH(.%/) = (M0, O(x — ')

™

= |pF M (1), 9:5QH(I')] = @'500158@ —a') (3.46)
The reason why they have this form is becoming more clear when we consider the interacting Lut-
tinger liquid. Now, the role of interactions, is easily encoded the Luttinger parameter, which will be
Ke = % (strong Coulomb interaction), and the Hamiltonian of the Luttinger liquid will be described

1n our case as:

Hyp = Hron = 3 [ do(K.(0.0.(0)7 + & (@,6.(0)7) =

> / (I, (30,0/(@))? + 1 (0.0 @)7) = 5F / S (0:6/())? + 3(0.0'(2))” =

€
vt

o / dw(@m’(x))? + (axe'<x>>2) (3.47)

where v% 1s the Fermi velocity of the interacting system. That’s why we chose this definition of the

above fields. In more general case, one can define them as:
@' (x) = Koe(x) and 6'(x) = 0.(x) (3.48)

as was defined in our case.

What we managed so far, is that we mapped our original interacting Hamiltonian to a non-
interacting. Furthermore, it is very important to note here that in this description basically the edge
states of our Quantum Hall (Fractional or Integer) are being described by the Luttinger Liquid Hamil-
tonian. The transformation of the fields ¢.(x),0.(z) to ¢'(z), 8 (x) respectively, implies that the
commutation relations for these fields are not canonical any longer, and, for example, it modifies the

definition of the duality relations:

00 = Kvod,d, 0.0 = K o (3.49)

€
Vg

Let’s take a moment here to remind ourselves some of the important physical meanings that the

Luttinger parameter has to a system. For values of:

« K < 1, we have an interacting system with repulsive interactions,
« I =1, we have a non-interacting system and for

o K > 1 we have an interacting system with attractive interactions.
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Going back to calculate the bosonized description of our tunneling Hamiltonian, we get the result

in a composite form as:

= fey ¥ ¥

o=+ n=L/R=+1n'=L/R=%+1

. / c + S 90 + 05 / /
(kFQH,TkSc,+C+,n Sin (3¢($) -1 9@) - ¢ \/;5 -n \/§ - (k?FQH,F —nn kSC,F - UO‘W)

. / c~ Ws 90 - 95 / /
—krqomtkse,—C—;sin (3¢(96) —n'0(x) — ¢ ﬂ(b g (krqur —n'ksor — 004)@"))

(3.50)

where again in the above notation 7 and 7’ takes the values +1 for L/R modes respectively and the
term C,,, is similar to the C,, ; by changing now j = 1,2 = —o which denotes the modes. For
simplicity, above we replaced ¢/(x) = ¢(x) and 0'(z) = 0(x) and we will keep these notations from
now on. An important observation here is that in eq. (3.2) the sign of the 6(z) field is locked with
the sign of kpgm . This means that in second order of RG later we do not expect to have Slow
Oscillating terms that depends on 6(z). If we did, these terms would represent back scattering terms.

The analytic calculations of the above result can be found in the Appendix (B.4).

3.3 The Renormalization Group Analysis

The renormalization group is a central conceptual framework for understanding the behavior of
strongly coupled and critical systems. It was originally formulated in the context of perturbative
quantum field theory (particularly in relation to quantum electrodynamics), and found its crisper and
most powerful realization in the explanation of critical phenomena in statistical physics. The most
important ideas derived from the renormalization group are the concepts of a fixed point and univer-
sality. These ideas, due primarily to Wilson and Kadanoff, in turn provided a definition of a quantum
field theory outside the framework of perturbation theory.

In its simplest representation the renormalization group is a transformation that maps a system
with a set of coupling constants and a scale (representing the short-distance or high-energy cutoff)
to another equivalent system with a different set of (renormalized) coupling constants and a different
scale. This is done by a procedure known as a block-spin transformation (in the language of classi-
cal statistical mechanics), by which some of the degrees of freedom, representing the short-distance
physics, are integrated out and a subsequent scale transformation is performed to restore the original
scale (or units).

Both in classical statistical mechanics and in a quantum field theory we can formally represent the
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system in terms of a path integral:

Z = / Depe @) (3.51)

where the field ¢ may obey Fermi or Bose statistics, in which case it will be represented by a set of
Grassmann or scalar (or vector) fields, depending on the case.
In our case, the quadratic terms of our Hamiltonian have the form of Luttinger liquids and are
represented by:
Ho = Hron +He + Hs (3.52)

where
e The FQH hamiltonian is:

3v¢
H =
FQH o

[ dz((@.0)" + (@.62)") (3.53)

o The charge Hamiltonian is:

Ho= 50 [ ar(Ki@00)) + 10,007 (359

2 c

« and the spin Hamiltonian is:

e

Ho = 22 [ da(Ku(010.(0) + -(0:8.0)) (3:55)

where usually v . # v%  and K. # K. In the case however of a free fermion system the Luttinger
parameters K. = K, = 1 and hence the charge and spin velocities are equal in that case , vg . = v .
We replace the term 0,0(x) by using the duality relation, eq. (3.49), and express the quadratic
Hamiltonians in terms of ¢ fields. Moreover, we resort to Euclidean space, i.e., we use coordinates
z = (z,t = it), and we denote d*>2 = dxdr such that the following duality relations hold:

aTQq - ivfe;‘7q]anaj¢q7 amgq - szfq 8t¢q (356)

Fiq

where ¢ = F'QQH, s, c denotes the fields for the FQH, the spin and the charge components.

3.3.1 2-step RG

Many of the techniques that we are going to use form now on were based on lecture notes [17]. The
way we will proceed with the RG analysis in our model, is by working on a 2-step RG procedure

which is a simple way of improving the RG predictions. In the adoption of a two-step RG approach,
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the flow is divided into separate parts, where each part is terminated when a coupling constant reaches
a suitable upper threshold, which indicates when a given interaction semiclassically pins the related
fields. After each separate flow, an effective Hamiltonian for the remaining unpinned sectors is con-
sidered. In particular, this means that we will divide the flow in two different steps. In the first one, we
will consider the unperturbed action of our system as the one that includes only the quadratic terms

(Luttinger liquids). This means that we have:

SO = SLuttinger = i/dQZ[ Z @(aTgbq(Z))Q + U%,qlcq(axgbq(z))Q (357)

2m v
q=FQH,s,c 1H4

Then, we let the parameters or coupling constants flow until a parameter reaches the threshold (cutoff)
or all of the parameters flow below some minimum for which a gapless phase is expected. By doing
so, we will find that at first-order perturbation that the A term will be most relevant and so will pin the
fields ¢. and 6, to zero and our system is now gapped (or massive), or equivalent that the A term is
strong and relevant, thus we open the A gap. The second step is to find the relevant terms in 2nd-order
perturbation and from there we let our parameters flow again until the threshold where we will find
a different parameter. By solving next the RG flow equations we will be in position to determine the
induced gap. The role of the perturbative action will play the tunneling action and the A term, and it
is equal to:

S =8A+ 8 =

A
l'k+k_? (C+7L7_1c_,[1’_1 + C+7R’+lc_’R7+1> /d2Z [[Sil’l (\/E(QZSC(Z) + 93(2)))+

+5%/dx D

n=L/R=+1n'=L/R==+1

. C —"_ S gc —|— 05
(kFQH,TkSc,+C+,n sin (3¢(5U) —n'f(z) — ¢ \/; - 7z 0 (krour — n'ksc.r — 004)$>

sin (Va(6u(2) — 6,(2)]

. / c— Ws ec - 95 / /
—kFQH,TkSC,fcf,n Sin <3¢(§L’) —n (9(;(:) — ¢ \/§¢ - \/§ - (kFQH,F —nm kSC,F — UQ)$)>

(3.58)

One could also define the perturbative action to be only the tunneling term, but in this case the defini-
tion of the correlation functions change (since we include a massive term) of eq. (3.64), (3.65) and it
makes it more complicated to to define the function C(r), but not impossible.

The idea behind the Wilsonian renormalization group is the following. For each of the bosonic
fields, we distinguish fast and slow modes, separated by an effective cutoff in momentum space, which

we define as A = Ae™! (or A=A /bwith b > 1). Furthermore, we introduce an ultraviolet momentum

72



CHAPTER 3. BOSONIZATION 3.3. THE RENORMALIZATION GROUP ANALYSIS

cutoff A > A (the new short distance cutoff is o/ = ba). Thus, we need to rescale the lengths and the
time in order to restore the units (z' = x/b or k' = kb). The fast oscillating modes are characterized
by A < k < A and we are interested in the limit ]\/ A =1 —dl (or equivalent A/]\ =1+ dl), with dl

infinitesimal. The bosonic fields can thus decomposed to the following:

$q(2) = Ps.4(2) + Pr4(2) (3.59)

0,(2) = bs4(2) + 05 4(2) (3.60)

where again ¢ = F'QH, s, c and s, f denotes the slow and fast modes respectively. These transfor-
mations must obey some basic principles. The most important one is that this procedure should be
compatible with the underlying symmetries of the physical system. We will assume that the rescaling
is isotropic both in space and in space-time. Thus, we are assuming that there will be an effective
Lorentz invariance in the system of interest.

The full action of our system is written as:
S=8+S (3.61)

To understand the renormalization flow, we must derive and effective action for the slow modes only,

by averaging over the fast modes. Thus, by integrating out the fast degrees of freedom we obtain:
Seff([\) = So(ds) — 1n<€—3t(¢s+¢f)>f ~

Sofée) + (Si(64+ 6)) —5 ( (St0n+ 00)), - (5000 + ¢f>>z) b @)

(. (.

-~ -~

A B A2

where the expectation values are taken on the (fast) Gaussian action only, and we identified the effec-
tive action at the second order of perturbation theory. In the following we make extensive use of the

following well-known key property of Gaussian integrals:
<€izk ak¢k> — 73 Lk kO (Prbpr) (3.63)
with ¢ the fields over which the integration is carried out and o, here are the coefficients in front of

the ¢ fields. Consider the following relations:

A r r
<¢f7q(21)¢f,q<22)>f :/[\ %J;]C(fk> = C;,éq) ln% (3.64)
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Co(r)Ky ., A

<9f7q(21>0f’q<22)>f = 5 9 1n i (3.65)

where ¢ = ¢, ¢, s and the logarithm captures the scaling behaviour, and C(r) is a short-range function
of r = \/1)%27(1(7'1 — 79)? + (21 — x2)? such that C'(0) = 1. In the following we will consider C,(r)
to be suitably short-ranged; in the case of a sharp cutoff, C;(r) = Jy(Ar) and the Bessel function J

does not satisfactorily fulfill this assumption, but C,(r) can be made sufficiently short-ranged with
more refined cutoffs.

Before we proceed any further, we will introduce first the vertex operators that is a shorthand
notation for the corresponding sine-Gordon terms that appear in our Interacting action. In particular,

we denote as:

OZ,i — o V2(e(2)£05(2)) (3.66)

the operator that describes the A sine-Gordon terms with v = =+ to get the operator and its Hermitian

Conjugate. For the tunneling term, we set:

o eiV ((3¢>*77/9*7¢Cj§¢5 *7)766\%6‘@ *ﬂ’(kFQH,F*ﬂﬁ’ksc,F*Ua)I) (3 67)

tonn £

Let’s proceed by evaluating in first order the A term. We have now for the first sin term that:

(2isin V2(0u(=) +0s(2))) = (0%, = Ox 1)
<em(¢c(z>+9s<z>> _ efm<¢c<z>+es(z>>> -
< oV2(Bs,0(2)+ .0 (2)H00,5 (2)) +60,4(2) _ 6—z‘x/§(¢s,c(z)+<f>f,c(z)+es,s(z))+0f,s(z))> _
emws,c(z)ws,s(z))<€ﬁ<¢f,c<z>+ef,s<z>)> _ e—m<¢s,5<z>+es,s<z>><€\/§<¢f,c<z>+ef,s(z>>> _

f f
oiV2(9s,c(2)+05,5(2)) ,~2((0F (N HOF (2))6) _ oiv2(bs,c(2)H05,5(2)) =25 (5 (D)6 +5 (6 (2))e) _

24 sin (ﬁ(qss,c(z) + es,s(z)>)e—2%%+%>ln% — 2isin (\/§(¢S,C(Z) + es,s(z))) (1 —( 211@ + %)dl)
(3.68)

and similar for the terms OF _. From here it is easy to see that the scaling dimensions of the above
operators are Dy = i + ’% We consider now the Non-Interacting (N-I) case by choosing the values
K. = Ks = 1 for the Luttinger parameters of the charge and spin sector. This results to the scaling
dimension of the A term to be equal to Do = 1, thus it is relevant. What this means for our 2-step
RG procedure is that for the Z-step we consider our pairing potential A to scale as A’ ~ A(l = 0)e!,
where A(l = 0) = const. is the value that we choose for the pairing potential similar to our previous

methods. Since A’ grows exponential (D = 1), means that at Z-step it opens gap.
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Let us now calculate the first part of the tunneling first-order term A, ;

k k
A =1t FQHKSe,+

Cy

777

V2T

E E § ' < (3¢ n'e—m\f%—ﬂ%—n (krQu,r—m'ksc,r— Ua)x)

n=L/R=+1n'=L/R=+10=%*1

v (kFQH,F_nU/kSC,F_UOC)x) >

~Y
f
. + 0s,s+0! . ¢f s+ Op 516
ez((3¢s—n’95—¢s’s\/§¢s’c -n S’Sﬁs’c _77/(k’FQH,F_nn/kSC,F—UOé)ZC) <ez ((3¢f—n’6f— et 51 f.s7 fe

7z 1T )>
f
. 0. 0, . b s+ Of +0
—z((3¢s—n'95—¢s‘sjgs’c—7] S’S\gs’c—n'(k‘FQH,F—nn’ksc,F—oa):c) <€—z((g¢f—n’9f— LIE Rk F1-BE #F- Il #1-

vz ﬂ)>
f

(02 Dp+(oZ D (0 Dp+(62
6—((%<¢%>f+%<e?>f+ Fol€7 Rt | T/ TR )

—e€

. stds,c  Bs,s+0s,c
el((3¢s—n’95—¢s’i/§¢s’p = _nl(kFQH,F_nnlkSC,F_O'OC)I)

_efi ((3(255*77/957 ¢s,stPs,c | 0Os,s+0s,c

<¢> YeH(0F Of  (OF Dg+(0F g
V2 n V2 7T]l(kFQH,F777'r]lkSC,F70'a 93) ( % d’f f+ f.s 1 foe + f.s 1 fie ) —
) bs,st+ds,c 0,540 “tons N4l
el((3¢s*n'95* 2ot ==l = (kpqu, p—'ksc p—oa) fE) ( Dbyt e 4 747) In £

677: ((3¢)an/957 Ps,s+¢s,c —n 0s,s+0s,c

1 S C
ol 75 ' (krqu,r—mm'ksc,r— aax)e (% +5+2 ch—i—%:%)ln%:
. Pss + Pse bss+Ospe
—2isin <3<J5s — s — = 7 22— = NG > —0(krgur — n'ksor — 004)35)
Ao

K
( )3+*+m+m+€+f _
A

S,S S,C 053 esc
—2isin<3¢s—n’05—¢’ * & il

7 7 v 0 (krqur —mm'kscr — Uaﬁ)
9 1 1 1 K. K.
(1 (12+E+8IC TR R )dl) (3.69)

where in the above calculations, we used the fact that the correlation functions for the FQH are given
by:

(Pe()Pe(y)) =

(3.70)

1
(0(2)0(y)) = —gIn(z —y) (3.71)
with I, = % Similar, we get the results for the other sin term. We thus obtain the first-order
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contribution:

A=—12i Y >

n=L/R=+1n'=L/R=+10=%1

kpguskset . V(=nkscr +ja) [ 5, 9 1 1 1 K, K.
< o sin 5 dz |1+ (2 12+12+81CS+SICC+8+8 dl

. ¢SS+¢SC ess+esc
sin 3 s — ,95_ ) < ) < k _ /k — o x)_
( o n \/5 n \/5 77( FQH,F — NN KSC,F )

KpQuKge,— J(=nksc.r +ja)/ 92 ) 9 1 1 1 Ks K.
o cos 5 dzl14+|2— 12+12+81C3+81CC+8+8 dl

. ¢sc_¢ss gsc+ess
sin (3¢ — n'fy — == == 2 (k — 'k — o« x) 3.72
< bs — 1 7 =7 0 (krqu.r — m'ksc,r ) (3.72)

where Dy = 5 + 15 + g + g + 5 + & is the scaling dimension of the tunneling part and

we included also the rescaling term d?z = (1 + 2dl)d?z’. Note also, that in the above calculations
appears also a term <¢f,q(z)6f,q(z’ )>f = i2O(x — 2') (if g=FQH appears an extra term of ). This
correlation does not carry much information though, but the usual commutation relation between ¢
and ¢. One can for practical purposes ignore it after considering the right phase given by the CBH
formula. For that reason we choose to ignore it from our expressions and not carrying it around but if
someone wants to be as rigorous as possible he should include it. Finally, we are using thatin 1 4+ 1D
the rescalling of the slow components of the fields is remaining the same, i.e that ¢, , = ¢, and
Osq = Usq-

From now on, when we want to calculate the scaling dimensions of an operator O we will use the

relation
1

(O(x)O(y)) ~ EE (3.73)
and we will drop the notation of s and f for the slow and fast oscillating fields respectively, for the
sake of saving space but it will always be implied that we average on fast oscillating fields and what
remains are the slow oscillating. As we can easily see, the first-order contribution A of the interacting
action provides the standard dependence from the scaling dimensions of the RG equations and is
also a F.O. term due the dependence of the Fermi momentum. At this point we should make a very
important observation. Our Superconductor here is 3-D. By integrating out the 2 dimensions it is
like giving the kgc r a distribution for its values. Now if at some point the value of kgc r is such
that n'(krour — n'kscr — o) = 0, then at first-order of RG, the terms in eq. (3.72) become
relevant, cause we do not have any F.O. term when we are tuning to this special case. This will result
in having in our system different quasiparticles and therefore different phases of matter. This might
be very interesting to work with and one can find amazing results. But for the purposes of our project

we consider that we are not in this special case (in this resonance) and we take the integral over the
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average positions z this term is "dying" fast and thus is considered F.O. term.
To get more information of the system, we must focus in the second-order contributions and, in

particular, on the non-trivial terms appearing in B term. In particular, we have:

B = (8706 +00), = ((Si6a(2a) +00(20)) (Sudulza) +0x()),  (8.74)

To calculate all these terms is a very painful procedure for that reason we need to make some
observations that will make our lives easier. Again here is it very easy to see that we are going to
have many F.O terms which are going to be irrelevant in the RG sense. For that reason, we focus
only on terms that are relevant. To distinguish these terms from our expression of the perturbative

Hamiltonian, one must find the combinations between the terms

((Sil6s(z1) + 61(20)) (Si(6(z2) + 1(22) )

that "kills" the F.O terms, i.e the terms that depend on the position . We can combine these terms by

writing them in a composite form like:

v v
< t,n,n/,a,iot,n,n’,mi >f (375)

where here we are taking the combinations where 1 £ 7/, j # j’ and v = /. In this way we emphasize
the fact that the S.O (Slow Oscillating) terms will appear by coupling Left- and Right-movers with
different energy modes.

The interesting part about the S.O. terms of eq. (3.75) is that we get 2 kinds of S.O. In particular,

we get terms of form:

e (66—V2(pctnbs))

v /g v /it ~ 76
<OW7 300 i>f (it (66—v/2(be+1i6:))) (3.76)

We will not proceed by calculating explicitly these 2nd-order terms but we will benefit from this quick
analysis in the ZZ-step RG.

Let us recall again our analysis so far. In the Z-step of RG, we started from the Interacting action
of eq. (3.58) where in 1st-order of perturbation we found that the A term opens a gap. This means
that we can minimize the fields ¢. and 6, simultaneously since the commute with each other. We

choose then to pin their value to their minimum, thus we choose:
¢ = const. B = const. (3.77)

This also implies that the fields ¢, and 6. are flat and can take any value. This is an important
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observation and will be very useful in the ZZ-step of RG. It will be useful at this point to calculate

these minima. We have that:

sin (V2(¢e + 6,)) +sin (V2(g. — 0,)) =
sin (\/§¢C) coS (\/595) + cos (\/§¢C) sin (\/508) + sin (\/§¢C) cos (\/593) — Cos (\/5(;50) sin (\/598) =
2sin (\/5@50) cos (\/593) (3.78)

From here it is easy to see that we have different combinations for the minima. Namely, we have:

1. Forsin (v/2¢.) = —1 and cos (v/26,) = 1, we get:

_dmy—7

¢e = 2

y _dmn+ 3w
c 2\/5 )

and 0, = /2, nez (3.79)

2. For sin (\/§¢c) = 1 and cos (\/568) = —1, we get:

0_271‘77—71’ 6)_27r77+7r

= or = ,
S 2\/§ S 2\/5

dmn +
and ¢, = , S/ 3.80
¢ e U (3.80)

These minima will be useful in later calculations.
Proceeding now to the Z7-step of RG we will consider now an effective Interacting action of the

remaining fields but we will include also an extra term. So, our Effective Interaction has the form:
S}Z;gff - St + Sh (381)

This extra term will include all the relevant terms that we would expect to find in the second order of
perturbation if we were following the standard methods in RG and it has the form (check Appendix
(B.5) for more details):

Sh = kse 4 kse,— /d22 Z

p==x1

(hu oS (6(;5 —V2(¢ + u93)>> + hy, cos <6¢ —V2(¢ + M¢s)>>
(3.82)

where %, and h, is used to distinguish the two different kind of S.O terms that appear. If we take
again the 1st-order of perturbation for this term, we will see that we have:

<h; cos (6¢> —V2(¢e + u¢s)> >f =0 (3.83)

and the reason is that we are averaging over all the fields ¢ which as we said earlier are flat and
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therefore they have zero average contribution. This will leave us only with the terms:

Sy = / 23" keiksohy cos (6¢ V2 + N@))) (3.84)
p==1
From now on we drop the 1 subscript from £, for simplicity. Now, at first-order of perturbation we

just get the rescaling of it and we found it equal with:

Sh = h<1 +(2- g—g - % - %)dl) /d2z’ > Koeskse cos (66— v2(0. + 1i6,) ))

p==x1

(3.85)

where the scaling dimension of the term Sy, is Dy, = 3+ 2—,1Cc + ’% At this point we need to distinguish
two cases for the scaling dimension D;, which corresponds to the 1st and the 2nd step of RG. In

particular we will get:

+i4+l=4  for I-stepof RG
2 d p of (3.86)
+

0+0=3, for I —step of RG

From here it easy to see that we get the first-order RG flow equations for the parameter /1, to be equal
with:

dh 1 K —2h,, for I —step of RG
_u:<2_3_ __)h#: wo J pof (3.87)
di 2K 2 —hy,, for 1T —step of RG
These corresponds to the equations:
h,oe 2, for I — step of RG
T pof (3.88)

huoe™', for IZI—step of RG

here h,(l = 0) = h, corresponds to the bare value of [ and we take it to be equal with the result
of the ZZ-order in perturbation theory that we calculated in Section (2.3). The above results tells us
that in 1st order of perturbation at Z-step of RG the h term is strongly irrelevant. Furthermore, at
T7-step of RG (still in 1st order of perturbation) it remains irrelevant and we do not open a gap, as
shown in Fig. (3.4). Thus, in order to get any extra information and how to open a gap, we need to
investigate further orders. For that purpose, to get a more realistic scenario we will investigate the
2nd order in perturbation in ZZ-step of RG where the fields ¢. and 6, are pinned. This means that we
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1st-step 2nd-step

Ean

Ap

ho

Figure 3.4: Here we see the schematic representation of steps Z and Z of RG in the 1st order. We
see that the A term is relevant at Z-step (blue line) and it grows until it reaches the threshold
at [* where it pins the ¢. and 6, fields. The red line represents the h term at Z-step where
we can see that it is irrelevant. When the h term reaches the end of the Z-step at [* we see
that the scaling dimensions changes at ZZ-step and it scales as h(I*)e™!, where h(I*) = hge 2",
where we can see that it is still irrelevant.

can manipulate a bit further eq. (3.84). We can write it as:

Sh = /dQZ Z ikSc,-ﬁ-kSc,—hu COs <6¢ - \/E(ch + M98)> =

p==x1

/d22’ Z ikse +Kse Ny (cos (6¢)) cos ( —V2(¢. + MGS)) + sin (6¢) sin ( —V2(¢. + M95)>) =

pn==x1

/dQZ Z ikse +kse,—hy, (cos (6¢) cos (\/5(@ + u95)> — sin (6¢) sin (\/§(¢c + M93)>) (3.89)

p==x1

From here it easy to see that by choosing one of the combinations of eq. (3.79) or (3.80) for deter-

mining the minima we get:
cos (V2 +p,)) =0, sin (V2(o. + i) ) = —1 (3.90)

Thus, we end up with the sine-Gordon term:

S = 2ikge+ Kse / d*z hsin (6¢) (3.91)
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where the additional factor of 2 comes from the fact that we get the same contribution regardless of
the value of ;. From here, we can manipulate the last equation a bit more. We can introduce a gauge

transformation that shifts the ¢ field by 7/2. In particular we get:

S = 2ikge s Kse, / d*z hsin (6(¢ + %)) = 2ikge yKse, / d?z hcos (6¢) (3.92)

We define now the operators:
OY () = ¢(69(2)) (3.93)

where again v = £1. In this way we can write the 5}, as:

S = ﬁ1<ch+1<56,_ / ¢’z O5(2) (3.94)

2i v==+1

We will begin our analysis by focusing on the non-trivial terms B of eq. (3.3.1) by using the effective

Interacting action of eq. (3.81) that we introduced in ZZ-step of RG. This means that we have now:

<S%fo(zl)8%fff<22)>f (3.95)

where it is easy to see that all the mixed terms of form:

<St(zl)8h(22)>f (3.96)

will be F.O terms and so we can neglect them since they will be irrelevant in the RG sense. For the

terms of the form:
<St(zl)8t(22)>f (3.97)

we will end up to a similar analysis like the one we made for eq. (3.76) where now the fields ¢. and

6 are pinned. The most important terms will be the ones we introduced in the ZZ-step of RG:

<Sh(21)8h(22)>f (3.98)

In particular, we see that we have terms like:

(Su(e)8u()), = (;@; / DD IR(ABIAEY (3.99)

v==+1v'=+1
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where these terms can be written as:

<OZ(21)OZ/(22)>f = <e“’<6¢(zl))ei’/(6¢(z2»> -

) ei(6(u¢>(z1)+u’¢(22))) (1 — (61/1/6(21 — 22) + 6) dl)

(3.100)
In total we will get in second-order for the non-trivial term B for Sy, that:
h2
<Sh(z1)5'h 29) d*z Y(2)OY ( z2)> T /d2zid2zé
=+1y/= :tl
(<O;<z >0:<zg>> + <O;<z >O;<ZQ>> + (07 (2)0F () ) + <0:<zl><9;<z2>>> -

v=v' +1 v= z)rzfl I/=7].‘,;/=+1 V=+]j;’=71

- /al2 (4 — (6C(2) — z) + 6)) ) cos (6(¢1 + ¢2))
+<1 + (4 —(—6C(z — ) + 6)) ) cos (6(¢1 — »)) (3.101)

where we wrote the fields as ¢(z]) = ¢; and ¢(z}) = ¢». By taking the square of the first-order result
we get in second order the terms A?:

<Sh(z)>j— (5 {81()), = (g / 45 Y 3 (0ne) (1), =

v=+1v/=+1
T Ry /(§0;<z1)>f<0;(22)>5+§0h<zl)>f<oh<z2>>§
+\<(9,:(21)>f<(9;{(22)>f+\<O,f(zl)>f<(9;(z2)>f) —
_%2(1 + (4 —6)dl) /d2zgd2zg<cos (6(¢1 + ¢2)) + cos (6(¢1 — ¢2))> (3.102)

Now it is very easy to see that by combining these terms we left with:

h? 2 2 1 / /
5 d*2\d” 2, (1 —6C(2] — zz)dl> cos (6(¢1 + ¢2))

B— A% =—
_ (1 1 6C(2 — z;)dl) cos (6(¢ — ¢2))> (3.103)

Let us note here, that we can get the same results if we decide to carry around the ¢. and 6, fields as

shown in Appendix (B.5). To evaluate these terms, we will use the approximation that the function
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C(z1 — z2) is assumed to have a short-range character and for that reason it can be made very localized
by using a suitable cutoff. In this situation we will consider that z; — 25 < a. This constrains the two
points to be in a neighbourhood of size dz ~ (a, a/v,) from each other, where @ can be considered of
the order of the Quantum Hall energy v/ Eqp.

Let us analyze now the first term of equation (B.36). We will use the substitution of C(z] — z5) ~
v0(z1 — 22), with v &~ @*/v,. This means that ¢(2]) = ¢(2}) and in particular we will have that:

h? h?

) d221d2z§<1 —6C(z; — zé)dl) cos (6(¢1 + ¢2)) ~ - /d2z/<1 — 6’ydl> cos (12¢(z"))
(3.104)

At second order, we see that emerges the operator cos (12q5(z’ ) . If we follow again the same procedure
of the second step in RG, i.e if we introduce a new effective action which will contain now this new

operator that emerged and has the form:

Shoyer = / d? 2hpew cos (12¢(2')) (3.105)

we will see that by finding its RG equation in first order we will get:

dhnew
dl

= hpew(2 — Dp,..) (3.106)

where its scaling dimension is Dy, = 12. This means that it will be highly irrelevant.

Let us continue our analysis with the second term of eq. (B.36). If we take again the same
approximation as for the first term, where we approximate the short-range function with a J-function,
C(z] — z5) = vd(z] — 2}), we do not get anything. The most relevant term must therefore be obtained
by considering a better expansion for the localized function C(z] — z5). The way of dealing with this
is to change variables from z; and 2/, to center of mass (z%) and relative coordinate (z..):

21 + 2
2p = 172, 2l =21 — 24 (3.107)
The correlation function C(z} — z5) depends only on |z/| and we may assume that it is non-negligible
only in a neighborhood of size @ around |z, = 0|. We observe that a is in general a non-universal
quantity of the system (might miss a factor) and depends on the microscopic behavior of the model,

although we can set the length scale of a = v%./ Ep for practical purposes. Based on this observation,
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and assuming that a is small, we can approximate:

h2 / / / h2 / / /

A2 d*256C (2} — zb)dl cos (6(d1 — ¢2)) =~ ?/d2sz2zT6C(|zT|dl cos (6(¢1 — ¢2)) ~
6h* a* ;o 21 + 2 6h? a? ,
TU_qdl/CFZRCOS (6( T 25) 0.1, B( ! 5 2)) = Tv_qdl/dQZRCOS (6( T22)8  d(2R))

(3.108)

here we got the term by integrating out the relative coordinates. In order to continue from here, we
make the assumption that ad. ¢( leLZ?) < 1 and we Taylor expand it around the minima. Of course
we can not expand it around all minima, and for that reason we will choose one of the minima of eq.
(3.79) (does not matter which one). By Taylor expanding eq. (3.108) around #; = 0 (good choice in
case someone follows the procedure shown to derive eq. (B.36)) and ignoring the constant term, we

get:
6h2 2
2——dl/d22§%cos (6(21 — 25)0.r (25)) =~
2 v ——
262&4 2 1 / 3,20 2 N2 1 N 2
—6h?Sdl | &2 (04, 0(21))" = 6%k & [ 2 [(az,gs(z)) + = (06()) } (3.100)
Vg 2v, v

where here v, = v, the velocity of the FQH particles. We can see that the term in eq. (3.109)
modifies the quadratic part of the Hamiltonian. In particular, if we neglect the operator in eq. (3.104),

we obtain in second order:

A2—B 6h%a , RCI 2
T~ Edz/d% [(az«b(z)) +U—%2(8Tf¢(z))] (3.110)

At this point it would be useful to go back into the description of the bare electron instead of con-
tinuing with our quasiparticle description. The reason is that we will be able to write that way the
Kosterlitz and Thouless equations for the Luttinger parameter K .. This can easily be done by revers-
ing eq. (3.70). Thus, eq. (3.110) can be written as:
./42 - B 2¢p2 gt 2 1 2
~ dl | & ’[ 06o() + — (0m o (2 } 3111
g [ #2000+ 5 (000.() (3.111)

F

The factor of 2 comes form the fact that the sine-Gordon term is written as cos (6¢) = cos(2¢.). We
are now in position to write the effective action with the contributions from 1st and 2nd order for the

T7-step of RG. In particular, we get:

A*—B
2

Seff( ) SO+A+ (3112)
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But as it was shown before, at 1st order the Sj, term is still irrelevant, thus we can neglect it. Also, in
the ZZ-step of RG, the Sy will include only the quadratic terms for FQH because the ¢, and 6, fields
are fields. And so, we are left with:

A? - B

SZ:fIf (/N\) ~ S(] + 9 ==

(Kf + 24h2“4dz> (00e())" + ( Ke | 24h2“fldz> (ame(z'))?] (3.113)

/ a2

Differentiating SeIfIf we can derive the RG equations for the Luttinger parameter. In particular we

8K v, 2mv§ 8K

obtain:
K Kevs — 24h2at K.  2*h2a* K. 1 w2'h%a’
—=£ = dl ~dl | ~ — + ————-dl 114
2m ( 2m * 805 ) (2%1}% * 8K 0% ) 2m * 21 4K 08 (3.114)

where C/ is the new rescaled Luttinger parameter of our Sffzf action. Similarly, we get the velocity
v’ = 1. We can calculate now the RG equation for the Luttinger parameter and the velocity, and we

find them to be equal with:
d.  2*h*a’m
dl 4K

(3.115)

and .
€
dvi

dl
and means that the velocity does not change under the RG flow, which is consistent with the Lorentz

—0 (3.116)

invariance of the system. At first order, we found the scaling dimension for h to be equal with:

22 1
D, = = 3.117
ST (3.117)
and the corresponding RG equation for h at first order was:
1
a1+ e=-2a) g 1
@ @ p(2— —) 11
a=" dl = = K.)" (3.118)
To summarize the RG equations of the system at second order are:
dK 24h2atr dh 1
©_ , —:h<2——> 3.119
dl 4K 08 dl KCe ( )

and from eq. (3.118) we can see that the critical point corresponds to the value X, = %
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1st-step 2-nd step
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Figure 3.5: Here we see the schematic representation of steps Z and Z of RG in the 2nd-order.
We see that the A term is relevant at Z-step (blue line) and it grows until it reaches the
threshold at {* where it pins the ¢. and 6, fields. The red line represents the h term at Z-step
where we can see that it is irrelevant (same as before in Figure 3.4). When the h term reaches
the end of the Z-step at [!" we see that the scaling dimensions changes at ZZ-step and it scales
as h(ll*)edl*, where h(l*) = hoe*Qll*, where we can see that it is relevant for the values of the
prefactor ¢ — 2 > 0.
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YVYY

“Ke=1/2

Figure 3.6: Here we see the RG flow at 1st-order. As it represented, the flow is only relevant

when the Luttinger parameter takes the value IC, = %

We are interested now in the behavior close to the phase transition that occurs at D;, = %, thus

K. = L, therefore we define the small parameter t" and the effective coupling constant y’ which are

2

. . d
associated with % and

Zé respectively. In particular, we define them as:

v L = ZOVTh
c 2 v K

In this way, when we differentiate ¢/, it will be inconsistent with:

dt'  dK,  2'Ratm AR?

dl o dl - AKae K.

2-4
where A = 247 and for K. = 3, we get:
Vg

d' dK;
dl — dl

= 24h% = ¢
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By taking now the derivative for the coupling constant y we find that:

d_y B 22a2ﬁidh B (2 1 )yz (2 1 )y:

dl vy Kedl K. t+1
1
2(1— ) %2<1—1—2’) — 4t 12
1)V ( ) )y =4ty (3.123)

To summarize, we have delivered the Kosterlitz and Thouless equations:

/

Z—tl =% fi—?? = 4t'y (3.124)
The first step to solve them is to realize that i = 4t> — ¢ is invariant under the RG flow defined by
these equations. Therefore the flow trajectories in the plane (¢, i) are always hyperboles and y = £2¢
are the separatrices defininig the critical lines.

We can now choose the value of K, = % which corresponds to Laughlin state v = %, to estimate
at which point we are going to have phase transition. We find that corresponds to the critical values
of:

1 1
'(Ke=2=)=—= o = —2t = = 3.125
(K. = 3) y : (3125)

DO\

Figure 3.7: Here we see the RG flow at 2nd-order after the linearization. As it is represented,
the flow is only relevant when the parameters take the values that are above the critical values
that found on eq. (3.125).

Ke=1/3 Ke=1/2

Gap estimation

Based on the RG equations and on the conservation of the parameter ;. under the RG flow, it is also

possible to refine the estimate of the gap. As we said before, at the beginning of Z-step of RG we start
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from an initial value for A = A(l = 0) = Ag = const.. We set the UV cutoff to be given by the QH
gap g, where after that value, our RG procedure breaks down. We denote as [} the value in which

the our pairing potential scales to reach the UV cutoff. This means that at the /7 we will have:

EQH
Ag

EQH
Ag

Eon = Noelt = =ei=[=In (3.126)
where to get the scaling dimensions of the A term we have assumed that IC. = K; = 1 and results to
Da = 1. Then, for the parameter h(l), by starting from an initial value of h(l = 0) = hy = const.,
we find that at the end of Z-step, or equivalent at the beginning of ZZ-step, it has a value of:

—2In Fon

1D = hoe = e ) e () oy = o ()" aaz)
EQH

This is the value at the beginning of ZZ-step of RG and this is the one that we will put inside the
Kosterlitz and Thouless equations. By substituting the value of @ = v%./Egy and eq. (3.127) into eq.
(3.125) we find that;

Ao \2/ 0% \22°/7 A2 1
:h< )(F) — A Thor =0 3.128
Yy 0 EQH EQH U%IC@ ﬁ OUF Eé?H ICE ( )

Thus, the constrain in order for h to flow to strong coupling, is:

1 ICe EéH
> Yoy — Y > == hg > ———
VoY U2 g = 007 0y Jree A2

(3.129)

According to, [18], typically, the FQH bulk energy gap is Eqy ~ 0.016e*/elp ~ 1.7meV in graphene
setups where ¢ ~ 1 is the dielectric constant in suspended graphene and /g is the magnetic length.
The velocity of the edge modes is equal to v%, = 10°m/s. They also state, that for strong induced
pairing (A — Egp), and sufficiently long islands, A, (quasielectron gap) grows much beyond E¢
(charging energy of the island). In this case, the system is deeply in the topological regime and
coherent tunnelling mediated by parafermions is the dominant transport channel.

Let us take a moment here to discuss what eq. (3.129) means to us. Till now, we mentioned all the
parameters expect one, the value of the superconducting gap A for NbN which in typical graphene
setups it is usually A > Egp.

According to [19] and [20] they say that the superconducting energy gap is Ay ~ 3 meV at zero
magnetic field. If we consider this value for the RG procedure we see that we have A > Eqy which
means that the whole RG procedure was for nothing, since we considered the UV cutoff to be the

Eqp, and after that value the Bosonization breaks down. In this situation, we can take A ~ Egy and
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this will have as a result to get:
K. E?
hO > i
12/mvs

This means that our RG procedure starts from the Z7-step without having a step Z.But the exact value

(3.130)

of A depends on many factors, for example depends on the value of the magnetic field, on magnetic
flux vortices into the system or from the fabrication of the Superconductor.

What is more encouraging is that in [1] they do not take a particular value for A, but rather it
varies uniformly in the range [—A, A] over distances comparable to the minimum coherence length
o ~ %f. Although, as they state, this is a heuristic ansatz for an actual experimental setup, they
motivate their model by noting that the leading order effect of having finite chemical potential disorder
within the superconductor or near the junction and the presence of magnetic flux vortices within the
superconductor cause variations in the induced pairing in the edge modes. In this case, we will have
A < Egp and the Bosonization and the RG procedure will still be valid. Thus, our field theoretical
model can still give an estimate result for the gap.

Let’s try now to give an estimate value of the Induced Gap, based on true values of the parameters.
To do so, we must first check the dimensions of the parameter h. In order for eq. (3.130) to hold, we
see that hy should have dimensions Energy/length. Our guess is that it should be associated with
the QH. When we were constructing the step Z and step ZZ of the RG procedure, we said that we take
energy scale of hg to be the value of A;,; that we calculated previously in Ch. 2. Since we also need
a length scale it makes sense to assume that iy depends on the lattice spacing of the QH agy and we
take it to be equal to agy = v5/Equ, because gy will be the Ultraviolet cutoff (the length scale)
for the edge modes. By replacing the above in eq. (3.130), we get:

]CeEQH
1207

This is the numerical result that we estimate from the RG procedure for the Induced Gap in graphene.

Aind >

= Apg > 0,2664 meV (3.131)

At this point there is another question that may rise. As we said before, one factor that may
affect the value of A are vortices. How sure are we that in our system we will not have vortices?
Preliminary work [21] shows that the high magnetic fields required to sustain the FQH state clash
with superconductivity. This leads to a proliferation of Abrikosov vortices in the superconductor
supplying the proximity coupling with in-gap states residing in the vortex cores. Thus, we can not say
for sure that in our system we will not have vortices. This is an open question for us and can motivate

us for future work.
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Chapter 4
Conclusion and Outlook

In this thesis, we studied an (Integer, Fractional) Quantum Hall/superconductor hybrid device with
the sole purpose to derive an effective field theory based on Bosonization to describe it. An important
factor that enabled the study of such a system was the choice of the Superconductor, the NbN. This
special Superconductor, as was already mentioned, keeps his superconductivity in very high magnetic
field, and high magnetic are needed for Fractional Quantum Hall system to thrive. Another equally
important property is the large spin-orbit coupling in NbN superconductor, which provides a neces-
sary ingredient for a spin-flip process allowing for a pairing between electrons with the same spin
polarization.

At first, there was made an attempt to find an effective description of the Induced gap that appears
from the same spin electron pairings to describe the counter propagating edge modes for the Integer
Quantum Hall case. This attempt was made by using 2nd-order Perturbation Theory and the Feynman
Path Integral method for field theories. In both these approaches, the results were a successful. Both
of them provided an effective description of approximating the Induced gap in momentum space. For
this project however, it is important to be able to translate these results in real space, because then it
will be possible to compare them with the result of the Bosonized description. As was already seen,
due to the complicated form of the Induced gap, in both approaches, it was not possible to provide an
analytical result for the A,;,,4 in real space.

Next, there was made the Bosonized description for this Quantum Hall/superconductor hybrid
device. This method, has the advantage that the mapping to the Integer or to the Fractional Quantum
Hall case can be very easily. The reason is, because the chiral edge state of the Quantum Hall can
be described from the Luttinger Liquid Hamiltonian. In this description, the Interactions (FQH) are
hidden in the Luttinger parameter. For the IQH which is non-Interacting, the Luttinger parameter
takes the value K. = 1 and for the FQH takes the value of the laughlin state. In this particular case the
value is IC, = % (v = %). Furthermore, in this description it is not required for the Superconductor to
be in the topological phase in order to acquire the zero modes at the edges. It was taken in the trivial

phase, because these modes are expected to appear due to Quantum Hall. If the Superconductor was
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taken to be in the topological state, there might another pair of exotic particles that appear in the edges
of the Quantum wire. This is probably a good starting point for future research.

Finally, after the Bosonized description of the system in established, an estimation of the Induced
gap is pursued via Renormalization Group methods. A 2-step RG procedure is concluded to be well
defined in order to reach a result. In this way, the flow is divided into separate parts, where each
part is terminated when a coupling constant reaches a suitable upper threshold, which indicates when
a given interaction semiclassically pins the related fields. In the Z-step of RG, it is found that a
Superconducting gap opens by the A term until it reaches the threshold which is taken to be the Eg .
After the related fields are pinned (¢ and ), it is found that all the other terms are irrelevant at
first order, thus, a 2nd-order term is calculated. After that, the Kosterlitz and Thouless equations are
derived and an estimation about the gap is being made. It is concluded that in order to open a gap A
and £, must be comparable, which for NbN it might not always be the case because the value of A
depends on many factors.

In conclusion, based on the Bosonized description of the Fractional Quantum Hall/superconductor
hybrid device, one could use our result to make an approximation about the gap. As was shown, even
in the case of NbN, which is a very disordered SC, these description might give encouraging results.
But it can also be used in case another Superconductor with the same properties is studied. Last but
not least, in the Bosonized description, there were encountered 2 different resonances. In case of
these values for the Fermi momentum a further investigation could occur, which will probably result
to more exotic particles. Future work must also include the study of transport phenomena and the
construction of a Bosonized description for them. As one continues to investigate such systems more
and more questions will arise and he can never be sure of how rich the physics behind such devices

i8.
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netic field is turned on now (B # () which result to the Zeeman splitting between the

2 energy bands and the superconducting pairing potential A =0. . . . . .. ... ..

Here are shown the plots for the eigenvalues of eq. (2.18). In the first image we see
the spin splitting of the two bands with B = 0. In the second image we turn on the
magnetic field and we see the Zeeman splitting of the bands. In the third image we see
that as we switch on also the proximity-induced superconducting pairing, for small
values of A > 0, we are in the topological phase of the Superconductor, provided
that the chemical potential is placed within the spinless regime, |B| > |u|. Finally,
the gap at zero momentum decreases with increasing A and closes completely when
|B..| = |A| (assuming y = 0). For larger values of A the gap opens again, but now
in a non-topological superconducting state. Therefore, in this critical value of B, a
phase transition occurs from the topological to the normal state. . . . . .. .. ...
The above graphs corresponds to the four energy bands(2 for particles and 2 for holes)
of the single particle system with ;2 % 0,ov = 0, B = 0 and A = 0. In the first image
we see our original mapping of positive-negative energies. In the second image we
see the mapping that we prefertouse. . . . . . .. ... ... ... ...
In the first image we see the Dirac cone of our Quantum Hall system. In the second
Image we see that a normal gap opens (trivial phase transition) if we only have the
dm # 0 terms and A;,; = 0. In the third image we see that a BCS gap opens if we
have dm = 0 terms and A;,; # 0, i.e we have induced superconductivity (supercon-
ducting phase). Finally, in the fourth image we see that we have a topological phase
transition if both terms are dm # 0and A,y 0. . . . . . L.
Trivial regime of the Hpac(k). . . . . . . . o oo o
Phase transition of the Hpac(k). . . . . . . . . o L
Topological regime of the Hpac (k). . . . . . o o o oo i i i

Induced Gap shown in topological regime of the Hpag(k). . . . . . . . . . . .. ..

In the figure (a) we see the the energy spectrum of the kinetic term where we suppose
a=0,B=0,A = 0. In Figure (b) we include the strong SOC and we see the bands
split with spin |+). In the Figure (c), we open the magnetic field and keep it small. In

the Figure (d), we raise the value of B and see how the bands split. . . . .. ... ..
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32

33

34

3.5

3.6

3.7

In the figure (a) we see the the low-energy spectrum of the strong SOC and we see
the bands split with spin |+). The dotes lines denotes the fermi level and the modes
we have for each of our choice. In the Figure (b), we consider only the modes in the
lower energy band since these are the ones we are interested. In both figures we have
set B=A=0and p < % ..............................
Here we see the 4 modes we are considering in the low-energy band where we include
the strong SOC, the magnetic field is turned on (B # 0), the superconducting pairing
potential A = 0. When the momentum is fixed in the value k = kgc p (dotted line),
we are considering the low-energy approximation, which results to those 4 modes and
their precise expressions found ineq. (3.15-3.18). . . . . . . ... ... ...
Here we see the schematic representation of steps Z and Z of RG in the 1st order. We
see that the A term is relevant at Z-step (blue line) and it grows until it reaches the
threshold at [* where it pins the ¢. and 6, fields. The red line represents the h term
at Z-step where we can see that it is irrelevant. When the h term reaches the end of
the Z-step at [* we see that the scaling dimensions changes at ZZ-step and it scales as
h(I*)e!, where h(I*) = hoe 2", where we can see that it is still irrelevant. . . . . . .
Here we see the schematic representation of steps Z and Z of RG in the 2nd-order.
We see that the A term is relevant at Z-step (blue line) and it grows until it reaches the
threshold at [* where it pins the ¢. and 6, fields. The red line represents the h term at
T-step where we can see that it is irrelevant (same as before in Figure 3.4). When the
h term reaches the end of the Z-step at [!” we see that the scaling dimensions changes
at TZ-step and it scales as h(I'")e , where h(l*) = hoe2" , where we can see that
it is relevant for the values of the prefactorc —2 > 0. . . . . .. .. ... ... ...
Here we see the RG flow at 1st-order. As it represented, the flow is only relevant when
the Luttinger parameter takes the value K, = % ....................
Here we see the RG flow at 2nd-order after the linearization. As it is represented, the
flow is only relevant when the parameters take the values that are above the critical
values that found oneq. (3.125). . . . . . . . . ...
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Chapter 5

Appendices

A Appendix

A.1 Supplementary for the Superconductor

In this Appendix, we present a way to calculate analytically the eigenvalues of the Hamiltonian of eq.
(2.12). This can be done by taking the square of eq. (2.12):

Hpgq = &7 + akoy T, + Bo, — A1, = H% = (fkrz + akoy,T, + Bo, — AT$)2 =
H3uo = & + (ak)? + B* + A + 2¢ako, + 26 B0, — 2BA0.T,—
EN{T., 7.} +akB {oy,0.} 7. — akAoy {1, 7} =
—— —— ——

=0 =0 =0
Hiyo — & — (ak)® — B? - A% = 2lako, + 2BT,0, — 2BA0,T, (A.1)

Here we square it again and collecting the terms to make the anti-commutation relation as before, we

get:

(H]%,dG — 5,% — (ozk:)2 - B*— A2)2 = (2§ak:ay + 2§BTZUZ — QBAJZTQ;V =
(Hpge — & — (ak)® — B* — A2>2 — 4€2B% + 4£2(ak)? + 4B2A? =

Hgo — & — (ak)? — B — A? = £2,/&2((ak)? + B?) + B2A? =

H%,n =&+ (ak)?+ B+ A+ 2\/5,3((ak)2 + B2) + B2A? (A.2)
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where H},, = E%, .. and we used the anti-commutation relations of the Pauli matrices

{0:,0;} = 26, ;. Similar for the 7 matrices.

A.2 Supplementary for the Perturbation theory

In this Appendix we present the exact calculations we performed to derive a final result for the
Perturbation Theory approach. By starting from eq. (2.3), we try to calculate each term separately.

e We start the calculations from:

Hp |‘I’BCS> = _t/dk’ Z [@Z’Z)H,T,k,ijka + w;C’,T,kaH,T,k,j] |‘DBCS> =

j=L,R
T * *
—t / dk Z [om a0 Wk Ve + V1 4k Vak + U2tk Yok + V341 730) —
j=L,R
VQu ki (W4 ke T V1kYag T UstkVor T V21xY30)] [ YBCOS) =

—t/dk Z [¢Z)H7T,k,jv>1k,*r,k 11, —k) + 34412, k) — LQu kiUl pp |1, k) +usq 4 12,K))] =
j=L,R

—1 / dk Z Z W1k Vi) i =) — Yomars (uf14) [, k)] (A.3)

i=1,2 j=L.R

» For the next term, we are not interested for extra excitation but we want to end up back in the
BCS ground state. That means that the operators with negative energy will obey s, |2, k) =
Yax |1, k) # O (create extra excitations) but (Upgcs|vsx 2, k) = (Ypes| vax |1, k) 0. Thus, we
neglect them in the next calculation for the simplicity not to carry them around. We have:

H, |i,/7 k”> =t / ak” Z [Q/}TQH,T,k”’,ijCvTvk”’ + ¢LC,T,k”’¢QH7T7k”’7J’] |i", k”> =

j=L.R

n -/ '
- / K" by g (W1 1k 1k 0T g Yapor -+ U g Yo + V5 oy ) |17 K —
j=L,R

-1/ "
VQH k" 5 (UT,T,k"’VLk'” + Umk’"ﬂ,w + u;mk””yg,k’” + 027T7k”’7;,k'") ", k)] =

—t/dkm Z WTQH,T,k'”,j(uLT,k”’517%'"519’”,1?” |\I/Bcs> —+ UQ,T,k”’(SQ,i”ék”’,k” |\IIBCS>)_
j=L.R

DQH k5 (V1 pm O b por [W pos) + Vo pom 2,0 por W pos, )] =

_t/dk/” Z Z [’l/}ZQH,T,k}"’,j(ui///vT:km)5i///7i//6k///:k// ‘\Ichs> —

i""=12 j=L,R

wQH’T’kIII 7‘7' (UiIII7T,kIII ) 51‘///77:// 5_k///7k// ’ ‘Ichs>] (A-4)
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We want now to put these terms in our relation for 82; (k), but first let’s try to simplify it a bit. We
take:

(i, K'| Hy [Wpos) = —t (@', K| /dk‘ DD Whm s Wira) 1 —k) = bomn; (s i, k)] =

i=1,2 j=L,R
—t / Ak Y 0 [y W) WK | —k) = Youang(uf ) (0K i k) =
i=1,2 j=L,R
—t / Ak T Wy s )0k i — Vg (54 1) Ok 0] (A.5)
i=1,2 j=L,R
The second terms that we simplify are:
Z <i” k”| 1 |i/ /C’) _ Z <’i" k//| 1 |Z', /{:/> _
= " " Egs — Hpes(K') ' e " 'Egs — (Egs + Ey(K)) "
]‘ -1 1 ! / 1
— k k p— —5,L'// 1,5 " ! A-6
Z — By (k) CRLALY Z T (4.6)
i'€1,2 i"€1,2
Finally, the last term will be:
(Upos| Hy i, K"y = (A.7)

+oo
Lt (W] / a / "y Y %Hﬁ’k,,,,j(ui,,,mk,,,)5i,,,7i,,5k,,,,k,,|q/BCS>_
—0o0

=12 j=L,R

wQH,TJ{:/// ’j (U,L'/// 7T7k//l ) 5,L'/// ’7;// 57k/// ’kll ‘ @BCS> ) =

—t (Upeg] /dk” Z Z <¢22H,¢,ku,j(uz'~,¢7k~) (Wees) — Vou .,k j(Vin 4k |‘I’Bcs>> =

i"=1,2 j=L,R

—t / IS (%H,T,k",j(Uz‘”mk”)5z‘”,z‘5k”,k - @/’QH,T,—MJ‘(Uz'”m—k")5i",i5k",k) =

i"=1,2 j=L,R

—t / k> > (¢Z)H,T,k,j(ui7T,k) —1/)QH,¢,_k,j(vi,¢,_k)> (A.8)

i=1,2 j=L,R
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Putting all these terms back together, we get:
H (k) =

+o00
<\IJBCS| H Z / dk" ’Z”k’”) < Hk‘”’ EGS -

1€1,2

(t/dk// Z Z [ngﬁ,kJ”,j(ui//»T:k//)é 5]6”/6_1/}QHT, k” (UZ” T: k//(s 5/6”,]6])
i"=1,2 j=L,R
400
/
/_ iy —— E k, O g

+oo
Z/ dk' K'Y ('K | Hy |V pes) =

H
BCOS jic1 9

o0 i’€1,2
(t/dk Z Z [wng,T,k,j(UZT,k)&k,k’(Si,z'/ - wQH,T,k,j(U;T7k)6k,k’5i,i’]) =
i=1,2 j=L,R
1
(t/dk Z Z E ¢QHM,J( sz) _¢QH,T,—k,j(Ui,T,—k)])
i=1,2 j=L,R Z
(t / kY Y Wy Wis i) — w@HMJ(“%,M]) =
i=1,2 j=L,R

/ k> —— E (¢TQH,T,k,L(ui7T,k) — Pk n Vit —k) + Vs pn(Wine) — @DQH,T,—k,R(Uz’m—k))

1€1,2
i _
<¢QH 1 —k, L(UiT,— ) — @DQH,M,L(Uzm) + @Z}QH,T,fk,R(UZ:T,—k) - ¢QH,T7k7R(U;T,k)> =
t t t
/dk Z E (wQH,T,k,L¢QH,T,—k,L(ui,TzkaT,—k) — Vomtprom kL (Uit kti )+
1€1,2
1 t t
¢QH,¢,k,LwQH,T,—k,R(uimk”;m—k) - wQH,T,k,L¢QH7T,kyR(ui7T,ku;T7k>
Va1t -kt Vot —or (Vi —kVT1 k) + Vit kL@ 0L (Vi —kUS 1 1)
Yot iU 1, Vit kUi —k) + VQH Ak LYQH R (Vi -1 4 )+
f i t
¢QH¢,1~:,R¢QH¢,—1§,L(Uiﬁ,k”;m—k) - ¢QH,T,k,R¢QH,T,k,L(ui,T,kUZT,k)—i_
i i f
Vom0 -k r (Wit kVig k) = VQu g prYQH kR (Wit Uiy 1)
Q1 RS 1 4o Vit k VT —1) + VQH 4k m QA kL (Vi —6U 4 1)

—You kR 1 —pr Vit -1V _x) + wQH,Tﬁk,RwQH,T,k,R(Ui,T,fku:,T,k)) (A.9)

where we have used the fact that Hpcs |7, k) = (Eqs+ E;) |i, k) and from the particle-hole symmetry
E;(k) = E;(—k). The Egg is considered to be the energy where every energy band is filled.
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A.3 Supplementary for the Feynman Path Integral Formalism

In this Appendix, we present the derivation in the various calculations we performed during the
Feynman Path Integral formalism. First we begin by manipulating a little bit the action in eq. (2.62).

That way, the path integral over superconducting fields is a Gaussian integral with exponent:

Ssc[ﬁ, \I/] + SQH@, (I)] + St[ﬁ, v, 6, (I)] =

d . _ _ -
/ 2—“ / dk [\I/HSC\IJ +UTd + DTV + @HQHcp] -
e

/ i [ (i + STELY) (B2 + HGPT®) + hon - BT AITE] -
T
d N ‘D 7 7 [ rr— —_ ~ — ~
/ o / i | (O + T gl ) A (AL + A5 °T) + Slgn® — BT H . TO| =
/ c2l_w / dk [(E + 5TTF[§5> Hsc (\If + ﬁ;éT@) + Bhou® — ETTFIS*gT@} (A.10)
T

where the H 5?5 can be calculated analytically as follows:

Hgb= = — =
w—Hse  iw— &, — ako,T, — Bo, + AT,
iw + T, + akoyT, — Bo. — AT,
(tw — &1, — akoyT, — Bo, + AT ) (iw + &7y + ko, T, — Bo, — ATy) B
(iw — Bo.) + (& + ako,) . — AT,
((iw — Ba,) — (& + ako,)T. + Ar)((iw — Bo.) + (& + ako,)T. — Ar,)
(iw — Bo,) + (& + ako,)r, — AT,
(iw — Bo.)? — (& + ako,)? — A? B
(iw — Bo,) + (& + ako,)r, — AT,
—w? + B? — 2iwBo, — £ — (ak)? — 26.ako, — A2
((iw — Ba.) + (&, + ako,)T. — AT,)(—w? — € — (ak)? + B? — A?) + 2iwBo, + 2&.aka,)
(—w?—€2—(ak)?+B2—A?)—2iwBo, —26yakoy ) ((—w? —£2 — (ak)?+ B2 —A?)+ 2iwBo . +2€, akay)
((iw — Ba.) + (&, + ako,)T. — AT,)((—w? — € — (ak)? + B> — A?) + 2iwBo, + 2&.aka,)
(—w? — € — (ak)? + B2 — A?)? — (2iwB)? — (2&0k)?

(A.11)

By performing the calculations on the numerator N and the denominator D, we end up with the
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expressions:
N = [z’w((—wQ — & —(ak)?+ B? - A?) — 2[32) — B(2w? + (—w? — €2 — (ak)* 4+ B> — A?))o.+
2iwégako, + 2i§kakéam} + [ — A(—w? — & — (ak)* + B? — A?) — 26.akAo, — 2inAUZ] Tot
<§k(—w2 — & — (ak)? + B? — A?) + (2i&(ak)? — 2waB)o, + (ak(—w? — € — (ak)? + B2 — A?)
+282ak) o, + ziwgkéaz)Tz (A.12)
and
D =w'+ &+ (k) + B* + A* + 2% (€2 + (ak)? + B2 + A?)+

2B (=& + (ak)® — A%) + 2(ak)’ (=€ + A%) + 26A° (A.13)

It is worth noting (for reasons that will be obvious later), that the denominator D can be written as:
D = (iw — E1)(iw — By)(iw — Bs)(iw — Ey) = (w? + E?)(w® + E2) =D (A.14)

By performing the above calculations we end up to the same result.

Next, we present the results of the analytical methods trying to estimate the result of eq. (2.84).

We start by finding the poles of eq. (A.14), where it is easily to see that the poles are:
w1 = —I—’iEl, Wy = —iE17 w3 = +iE2, Wy = —ZEQ (A15)

The residues for each pole are:

e For w; = +1F;, we have:

res L wp | = lim —(w —w) _ lim (w=iFy) =
Dw) ') woer Dw)  woen (w+iB)(w—iE)(w? + E2)

. 1 1 1
lim = _

wowr (w+iE1) (W2 + B2) (i) +iEy)(—E? + E3)  2E,(E2 — E?)
—i

2E,(B] — BD) (4.16)
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e For wy, = —iE;, we have:
res —1 we | = lim —(w ) = lim (w+iFn) =
D(w) )  w=we D)  wows (w+iB))(w—iBy)(w?+ E2)
. 1 1 1
11m = = ey

{

I A.17
28, (B3 — EY) (A17)
e For ws3 = +iF5, we have:
1 , (w—ws) i (w—1iFE5s)
res| ——,ws | = lim ———~~* = lim =
Dw) ) wmws D)  wows (w+ i) (w — iFy)(w? + E2)
5 1 1 1
11m = = g
1 )
= A.18
NEE] - ) 2E,(E] - EY) (419
e Forw, = —iF,, we have:
res L wy | = lim M = lim (w+iEh) =
D(w)’ 4 o W—rw4 D(w) o w—rw4q (w + ZEQ)(CL) — iEQ)(w2 + E%) -
I 1 1 1
11m = = =
wows (W —1Ey) (w2 + E?)  (—iFEy —iEy)(—FE3+ E?)  —2iEy(E? — E2)
1 "
! (A.19)

2iE,(E2 — E2)  2E,(E3 — E?)

Putting now also the exponential term e~ (t2—%1)

, we proceed by evaluating each term of the B matrix
in a closed contour C. For that purpose, we perform now the calculations in a closed contour C;
where it contains the singularities of the lower half-plane. The reason we choose this half for our
integration is because we assume ¢, > ¢; and in order for our exponential term to be convergent we
need to replace w = —iF, so that we will get e~(2~11) = ¢=Enlt2=11) which will ensure that our
with a > 1.This is easy to see, because

integral is convergent. We also have to take into account if the terms
Bij L
D(w) 7 wl*
i dx% = log(r), and the logarithm is a divergent function. Hence,going back to the residue theorem,

are also convergent. They

will be convergent if and only if they depend on X

we get:
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e For the term By;:

Blle—iw(tg—tl) . Blle—iw(tz—tl)
il D(w) W iy Z res D(w) , W

n=2,4

Bllefiw(tzftl) Bllefiw(tzftl)
2mi | res <W,WQ> + res <W,W4>

271_1(_2) B 6E1(t27t1)(E% — E%C’l + Elcg + 03) i 6E2(t27t1)(E§ — E%Cl + EQCQ + 03)
26, (B3 — EY) 25,(E3 — EY)

(A.20)

e For the term Bjs:

B1267’L’w(t27t1) ' B1267iw(t27t1)
72 B = 2mi 3 res (PEp

n=24

Blze—iw(tg—tl) Blze—iw(tg—h)
2w | res (W,m) + res <W,w4> =

_Z'e—E1(t2—t1) N ie_EQ(t2_t1)
2B, (B35 — E})  2E5(E5 — EY)

—E1(t2—t1)

27TiB12

+

e e—E2(t2—t1)
TOE(EL-E) | 2B,(ER-ED)

e—E1(t2—t1) e—E2(t2—t1)

TOE(E - B | 2By (B3 — D)

27TiBlg(—i)

27 Byy (A.21)

o Similar we get the terms By; and Bs;.

As we said before, we are interested in finding the local term in time. This means that we will take
in the above relations the condition ¢, = t;, which will effect the term ¢ = 1 Calculating again each

term separately, we get:

» For the diagonal term By; in t5 = ty:

2 _Ef—EfOl+E102+C3+E§—E2201+E202+03 _
2(E2 — E2) By Ey B
2 Cs Cs
— | - E}+ EC —Cy— =+ E—EC +Cy+ —| =
2(E2 — EY) 1+ 10 2 E1+ 5 207 + 2+E2

7T01 03

(A.22)

7'(' JR— J—
Ey+E,  E\Ey(Ey+ Ey)
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 For the off-diagonal term Bi5 in 5 = ¢5:

27TBlg 1 1 27TB12 EQ El
S N o + =
2mB E,—F —nB
;T 12 . 1 2| _ TD12 (A.23)
2(E2 — E?) | E»E, EyE\(Fy + E))

Our next step is to apply again the Residue theorem but this time we want integrate out the depen-
dence in momentum k. Before proceeding with the calculation on the integral, we need to make sure
that these integrals are well defined, i.e that they converge. As before, we assume 7, > r; and the ex-
ponential e~**("2="1) converges. The important part will be to check if the terms we calculated above
are analytical. We know from mathematics that an analytical function f(x) is analytic in a region R,
if it has a derivative at each point of R and if f(x) is single valued. Furthermore, the summation and a
product of 2 analytic functions remains analytic. Our eigenvalues £; and F, follow these rules. This
means that the whole integral in real space converges. But is not hard to see that trying to perform
these integrals even computationally one encounters some difficulties and can not get an analytical
result. Luckily for us, we are physicists and not mathematicians which means that in order to over-
come these difficulties we do not have to integrate all the momentum space. For our case, the frame
of interest is a small window around the Fermi momentum k; . By changing the integration over
k to a summation we are able to keep only the values of interested and "throw out" the rest of them.
We are interested in the terms that give the induced superconductivity, 1.e the off-diagonal terms in
the previous calculations. The result for the off-diagonal term B, (by taking also x5 = x1, local in

space) is now:
—7m B2

EyEy(Ey + EY)

(A.24)

where in the above expression we replace the momentum % with kfoy. Next, we perform a Taylor
expansion in the above expressions in terms of A, where we assume it weak, but still have in mind
that we have weak tunneling A > t.

As we can see from the result we have

Ajng < Q2. (A.25)
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B Appendix

In this Appendix we will show some of the explicit calculations during the bosonization procedure.

B.1 Bosonized form of the terms

B.2 Bosonized form of magnetic pairing

First, we calculate the magnetic pairing terms and show that all of them are Fast-Oscillating terms.
We have:

Hy = B (@) (2) + H.C) =
B(6]4(2) + (@) (Y1,2(2) + Ya(@)) + HC) (B.1)

where we have:
o For the term ¥} | (2)¥r2(2) + ¥} () ¥ (2):

U1 (@) L) + ) o (2)ra (x)
= 2 (ChaCrn (L= €0, () + 0 (D)) T +Ca1Cr
—k+kfc+,+1,flcf,+1,+1677;\/5(%(x)wsm) + k+kfcf,+1,f1c+,+1,+1€i‘/§(¢s(x)+93(w)))
e 0 (€ Co (1~ iefdd (1) + 0.0 (@) T +CnaCnin

+k+kfc+,+1,f1cf,+1,+1€iﬁ(¢s(IHGS(I)) - k+kfcf,+1,flc+,+1,+1efiﬁ(qss(x)ws(x)v (B.2)
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« For the term v}, | ()pa2(x) + Vh 5 (2)r1(2):

Uk (2)Vra2(T) + Vo (@) YR (@)

Iy . _in
= Ee_zm <C+,—1,—1C+,—1,+1(1 — i€[0p 94 () — 0o, (2)])e™2 +C 1, 1C 141

ik Cy g 1Oy e VO @0 k+k7(37771,71@+ﬁ17+1eiﬁws(x%os@:))) 1
1 . —im
Eezm <C+,—1,—1C+,—1,+1(1 —i€[0,0_(z) — 0:0_(z)])e = +C_ 1, 1C- 111

kK Cy 1,10y gp VOO0 k+1<—C—,—17—1C+,—1,+1e_iﬁ(d)S(z)_OS(w))) (B.3)
where in the above calculations we used the fact that:

Wl (@ ras () ~ 2T IBHEHHILE+0) 04 (21404 (2)
2000, =i($ 4 () H04 (aH0)— b (2) 04 (2))+ 504 (-+6), 04 (2)] _

p2i0w —i(¢+ (2) 401 (2)+e[0u 4 (2)+ 0001 (2)] — 4 (2) =04 (2))+ 5 _ 2i0w +F (1 — i€[0p04 () + 0,0, ()]

(B.4)

with € > 0 and small. In the first equality we used the CBH formula, then we Taylor expand
the bosonic fields and then we Taylor expand again the exponential. Similar for the rest of the

terms where the ¢, ¢ fields tend to vanish.

« For the term 9} | (2)1ga(2) + ¥h o (2)0p1 (2):

Ui (@) ra(r) + ¥k (@)L (2)

1 . . ,
_ 2i(ksc,rt+a)z [ 12 —2i04 () 2 —2i6_(x)
€ Cy 1€ +C2 1€

47

+2k+k,C+7,1’+1C,7,17+1 COS (\/§(¢5($) - Hc(x))))

1 —21 Fta)x 7 T 10_(x
e 2i(ksc,r+a) <_C_2h_1’+162 0@ 02| e
9k k_Cy 110 _1.41 cos (V2(os(x) — 94@))) (B.5)
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« For the term ¢L,1($)¢L2(I) + wzvg(x)wml(x):

Uk (@)Yra(@) + Uh (@) (@)
1

_ = —2ilksc,r—a)T 2 2104 (x) 2 2i0_(x)

—2k;k_Cy 1, 1C 1,1 cos (\/§(¢S(IL’) - 60($)>)>

1 .. . A
_{_EeQz(ksc,p-&-a)w( _ C—Qi—,—l,—le_216+($) + 637_17_16—220,(90)

+2k k Cy 1, 1C_ 1,1 cos <\/§(¢s($) - ec(x)))>

(B.6)

It is easy to see that all the above terms are Fast Oscillating (for ksc » # *+a), thus we can neglect

them.

B.3 Bosonized form of superconducting pairing

Our next step is to calculate the A pairing term which couples terms with different spin between

the modes:
Ha = _A(Q/JZJ(:U)@&L,Q(J:) + ¢L71($)¢272(x) + H.0)

where we have:
o For the term @/)Ll (x)@/)jm(x):

wTLl(x)Q/’I%Q(x) =
1 ; —1 T T —1 T fa
Eel(/ﬁsc,p+a)x [kmﬂl,fle Gr@H0:@) _ k¢, emil0-@)+0( ))]
o—ilksc pta) [k+C e G @=0@) e e_i(qﬁ,(x)_a,(x))] -

Var

1 . .
e [ N R e ORI CRORLRO)

—k_k Cy 1 41C 41 _1e - @)F0-(2) =i(o+(2)=0+(x)) —
1 .
= [ ik Cpg 1Oy e V@) 405())

+k+k—CJr,—1,+1c_,_1,+1e_"‘/i(‘i’e(‘l”)_(’s(ﬂ”))]
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o For the term ¢ ()1 (2):

1/121(56)%2(16) =

_ = pilkscpta)z [k C i(P+(2)=0+(2)) _ |k i(¢>—(x)—9—(af))}
€ +L+,-1,+1€ C_ 141 te
Vam T T

L itkscprae [

Var

k. Cy 1 e @H0+@) ) o . _1€i(¢,(m)+e,(x))} _

1

_[_k+k Co 1 11Co g €6~ @)—0-(2)) i(9+ (@) 40+ ()
4 T AL

KK Co g 1Co gy g OO i )0 (@)

1 .
e [ ik Cpg 1Oy eV EG@ (@)

—k+k—C+,—1,+1C—,—1,+1€i\/§(¢°(z)795(I))] (B.9)

« Similar for the terms wkl(a;)wlz(a:) + H.c.

Putting everything back together, will result to:

Ha = ~ AW}, (2)dhy (@) + v, ()0 o) + H.C) =
M_% (CoaCoa + CopaCopin ) [ sin (VE(6u(x) + 04(2))) + sin (VE(6ule) — 04(2)))
(B.10)

To derive the above calculations we use some trigonometric identities, the commutation relations
between the dual fields and the anti-commutation relations between the klein factors as defined in the
main text. Furthermore, use made use of the the Baker Campbell Hausdorff formula (BCH) for 2

operators A and B:

cAeB — ATB+5(AB] (B.11)

to calculate our vortex operators.

B.4 Bosonized form of tunneling pairing

Here, we will calculate the bosonized description of our tunneling Hamiltonian:

Hi(r) = —t Z W}TVQH,T,J'(@%C,T@) + H.C] =

J=L.R

—t

— | d E , E E ~ .C .
\/ﬂ/ ’ [77/=L7R ) n=L,R j=12 sl A 12

110



CHAPTER 5. APPENDICES B. APPENDIX

where as we noted in the main text, we replace the terms C,,, ; = C,.,, —,, because the spin the Rashba
coefficient is locked with the spin now and the terms with C, , , are consider small corrections when
B # 0. Furthermore, we are gonna make use of the property Cim—sigma(—k) = C_ ) _sigma(—F)

(which is easy to check that it is true). By calculating each term explicitly and by starting from the

term ZFL’R ¢}QH7T,j (z)scr(x), we get
e For the L,1 mode, we have:

> Choua (@) (@) = kequy <e““FQH’FIe‘i(¢'(”+9'(m)) + e‘ikFQHvae‘i(‘f"(x)‘e'(75)))
J=L.R

1
VAT

UOTT@HOIT@) _ kg C_ 11 e

i(—k —a)x
ci(—ksc,r—a) [ksc,+c+,+1,—1€

i(¢€0<x>+950<x>>]

_ Krauihserp | oo kse.r )o@ e -61 @) -0 @)
VAar T

_i_efi(kFQH’F+kSC’F+a)x€7i(3¢)(x)79(:v)f¢_‘s_c ((p)*@f_c (a:))]

_ krgngkse,- c

Ners +1,—1

e—i(kFQH,F+I€SC,F+Oé)xe—i(3¢(x)—9(w)—¢§c (x)—05¢ (w))]

[ei(kFQH,F —ksc,r —Oé)ﬂﬁe—i(3¢($)+9($)—¢fc (x)—05% (2)) +

ei(kFQH,F*ksc,F*a)mefi(3¢($)+9(l“)* %\EPS - GC\}—;S )+

KpqutKse +

\/E C+,+1,71 [

. - + Os+6,
efz(kFQH’F+kSC’F+a);p671(3¢(:r)79(m)7L\/ﬁd’cfﬁ)}

V2

c—os

_kramikse- o B )

\/E ,+1,—1

+6—i(kFQH,F+kSC,F+a)93€_i(3¢(95)_9(33)_L\@%—%)} _

@Z)}QH,T,L@)@DLI (z) + @D}QH,T,R(QU)QPM (z) (B.13)
and its H.C is:
> vl (@) roua(x) =
j=L,R
_ krgutkse+ —ilkrqm,r—ksc,r—a)e ,i(3¢(@)+0(z)— 27 — be3hz) |

\/E C+,+1,—1 [6

ei(kFQH,F+kSC,F+O‘)$ei(3¢($)_0($)_ M\/;C - %)}

. , s 0e—0s
[e—l(kFQH,F—ksc,F—a)wel(w(x)‘*‘e(x)—¢c\/§¢‘— =)

kromtkse -
plrouilsny
vAar
be—bs _0o—bs

+ei(kFQH,F+ksc,F+a)$ei(3¢(9ﬁ)—9(1‘)—T— 72 )] _

Vb (@) roras(E) + UL (@) rert R(T) (B.14)
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e For R,1 mode, we have:

Z ?ﬁ}QH,T,j ()R (7) = kpquy (eikFQH’”e*i(‘b/(”Hgl(:"”)) + eiikFQHﬁer*iW("")*a/(‘”))>
j=L,R

_ = Lilkso,r—a)z [k C i(¢1° (2) =03 (z)) _ k C i(¢ﬁc(w)—0§‘j($))}
—C Se, 4L, —1,-1€ Se,—L— —1,-1€
4/7T k) k) b K b b

. kFQH,TkSCd- C [ei(kaH,F-l—kscyp—a)ze—i(3¢(z)+0(:r)—¢f_c(z)+9f_c(x))
+,-1,—-1
vVar

_l_e—i(kFQH,F —ksc,F+a)x6—i(3¢(x)—9(z)—¢ic (x)+65C (x))]

N kFQHkaSC:— C_ 1, [ei(kFQH,FJrksc,F*a)mefi(3¢(m)+9(x)*¢§c(I)+9§C(9ﬁ))+
Vam T

e~ {krqur *ksc,F+a)ﬂfe*i(3¢($)*9($)*¢§c (z)+65¢ (90))}

kromikse,+

Ners Ci—1,-1

. . s - | 0s+6c¢
—z(kFQH,F—ksc,pm)xe—z(w(x)—e(x)—%"’w%)}

. y C S 9C 98
[ez(kFQH,F‘i‘kSC,F_a)xe_l(g(b(x)"’e(x)_ %"'%) +

e

_Krquikse-p | [ilramrthscr-ays miGoler et )
/47-(_ b b

+efi<ka,Ffksc,ﬁa)xeﬂ'(w(z)79<x>f"’%ﬁw%)}

Vb1 (@) Crquti(@) + ¥k (@) Vrqmsa(z) (B.15)

and its H.C is:

7 k(@) rgrs (@) =

j=L,R

_ kFQH,TkSQﬁL C+ i [e—i(k?FQH,F'f‘k'SC,F_a)$€i(3¢(x)+0(1‘)7%\/§(’%+%)+
(477' b 9

ckrQm,F —ksc,F+a)xei(3¢(x)*9(x)* Lj;“r%)}

+kFQH,TkSc,— 67771771 [efi(kFQH,FJrksc,F*a)zei(gqﬁ(x)"‘e(m)_éc;\/ﬁ(%"'%)
Var
¢c*2¢s +9c—93)]

_i_ei(kFQH,F*kSC,F+Q)Z€i(3¢($)_9(z)_ NG 5

V14 (@)Vrqut(®) + ¥k (@) remtr(2) (B.16)
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e For L,2 mode, we have:

> Choua;(@)ra(x) = kegms (eikFQH’F”e*"(‘f”(x)”’/(m)) + e’““FQH’”e*iW(x)*g'(’“")))
j=L,R

1
VAamr

i(—ksc,pt+a)e i(¢5C (2)+65C (2)) _ kSC’_C_’+1’+1ei(¢§c(m)+9§c(m))]

€ |:kSc,+C+,+1,+le

_ Oc+0s

_ Krouakser eilkrqur—kso p+a)e ~i3¢(@)+0(w) — epe —fZ0s) |

- \/E C+7+1,+1 [
_ ¢stoec _ 0s+0c

e—i(kFQH,F-i-ksc,F—a)xe—i(?’qﬁ(l‘)—e(ﬂﬁ) 7 Vo )}

c—Ps

_ krom 1Kse, - C._ [ei(kFQH,F—ksc,F+a):c€*i(3¢($)+9(I)* $esde_beta)

/_47'[' ,+1,+1

+€_i(kFQH,F+kSC,F_04)55671'(3¢(x) —0(z)— % - 90%93)} _

w}r?QH,T,L(m)wL,ZT(:U) + ¢}QH,T,R(x)¢L,2,T(x) (B.17)
and its H.C is:
> U@ rqua () =
j=L.R
_ kpgutkse+ ~ilkrqu,p—ksc,pa)e i(36(x) H0(x) — debds —letls)

N Ci 41,11 [6

ei(k’FQH,F-stc,F—a)xei(3¢(x)*9(x)*%7j;c*%):|

_ Pc—ds 90—63)

+kFQH,TkSc,— C. [efi(kFQH,F*ksc,F+a)z€i(3¢(w)+9(x) 2 2

\/E ,+1,+1
_i_ei(kFQH,F‘FkSC,F*a)iei(3¢(x)_0(m)_%;\/§(%_%)] _

V) o+ (@) 0rQuAL(E) + VL o+ (@) rqt R(T) (B.18)
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o For R,2 mode, we have:

Z ?ﬁ}QH,T,j (2)¥ra2(7) = krqu (eikFQH’”e*i(‘b/(”Hgl(:"”)) + eiikFQHﬁer*iW("")*a/(‘”))>
j=L,R

ei(kso,F-i-a)m

\/—4—7 [kSC,+C+,—1,+1€

krom ks
— SRSty Co 1
vam

. o S C 05 9C
_Z(kFQH,F_kSC,F_a)z6_1(3¢(73)_9($)_%J"%)}

65 @-0°@) _ ko kg Co 4 Hei(ﬁc(r)—eﬁc(w))}

. y C S GC 95
[€z<kFQH,F+ksc,F+a)xe—z(3¢(x)+9<x)—%+%) i
e

kromkse, -
_;ks C_ 141
/471' C7+ b 7+

+€—i(kFQH,F—kSC,F—a)x —i(3p(x)—0(x)— % + 90_798)}

[6i(kFQH,F+ksc,F+a)l‘€*i(3¢($)+9(x) - %_T;)s + %)

e =
w}QH,T,L<x)wR,2,T<x> + ¢}QH,T,R(1')¢R,2,T(1') (B.19)
and its H.C is:
> Gho(@)brony (r) =
j=L,R
_—kFQH’TkSC’Jr —i(kFQH,F+ksc,F+a)1‘€i(3¢(x)+9(ﬂf)*M\@d}s+%)_|_

\/E kSc7+C+7—1,+1 [6

ei(kFQH,F_kSC,F_a)xei(3¢(x)79(x)7%7j§¢c+%):|

krom+Kse.—
+%ksc,+c,1,+1
_i_ei(kFQH,F*kSC,F*04)167:(3¢(x)_9(m)_%;\/§¢5+%)] _

Uho1(@)VrQut.(®) + Uk o (@) romt r(2) (B.20)

[e*i(kFQH,F+kSC,F+a)xei(3¢(x)+€(x)i L\/;SJF GCJ;S )
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Putting together each term and its H.C, we get:

e For L,1 mode and its H.C, we have:

Z (wijH,T,j(I)l/’L,l(x) + 1/’TL,1(I>¢FQH,TJ(I)) -

j=L,R

.kFQH,TkSc,Jr . Qbs + ¢c 05 + 00

— N ECJ“H’_l (Sln (3¢($) +0(z) — 72 (krqm,r — ksc,p — 04)95>
S C 93 06

+ sin (3¢(:L‘) —9(33) — b+ 9 — i + (kFQH,F+kSC,F+Oé>l'>)+

V2 V2
+2i%€7+1,+1 (sin (3¢(x) +0(z) — ¢C\;§¢S — 90\;;3 — (krouar — ksor — a)x)
+sin <3q§(x) —0(z) — (/50\;;53 - 90\;593 + (krou,r + kscr + oz)x)) (B.21)

e For R,1 mode and its H.C, we have:

> (Whgua; (@) r1 () + Uk, (@) rouy(2)) =

j=L,R

kromikse+ . bo+ b5 0.+ 0,
—2 ’_471- CJr,fl,fl Sin (3¢<$) + 0(.77) - \/é + \/§ — (kFQH,F —+ kSC,F — Oé).’lj)

+sin (36(z) - 0(x) - ¢C\j§¢c + ‘93;;0 + (kpomr — kso.p + &)x))
+2i—kFQ%SC’_ C_—1,41 (Sin (3¢(9€) +0(x) — ¢C\;§¢S + 90\;595 — (krou,r + kscr — 04)95>
c— Ws ‘90 - ‘95
+sin <3¢(37) —0(x) — i \/; + NG + (krqur — kscr + 04)33')> (B.22)
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e For L,2 mode and its H.C, we have:

Z (w}r?QH,T,j(x)wLﬂ(x) + wz,z(@wFQH,T,j(x)) -

j=L,R

.k k C . C —"_ S 96 —"_ 95
_QZMC_F’_H,_H (sm <3¢(a:) +0(z) — Gc+ @ _ — (hromr — kser + a)x)

VAT V2 V2
+ sin ((3gz5(:r) —0(x) — ¢C;§¢S — 96\—/%03 + (krour + ksor — a)a:))
+2i—kFQ\I—;’%SC’ C_7+17+1 (Sin (3¢(l‘) + 9(1’) — ¢C\;§¢S — 96\;508 — (kFQH,F — kSC,F + Oé)!lf)
+sin <(3¢(:E) —0(x) — @\;;53 - ec\;;s + (krou.r + kscr — a)x)) (B.23)

e For R,2 mode and its H.C, we have:

Z (w;r?QH,T,j<x>wR,2(x) + ¢L,2($)¢FQH,M($>) -

j=L,R

k k C . C —"_ S 00 —"_ 65
—QZMC—I—,—L-H (sm (3¢(x) +6(x) — et 9 + — (kronr + kscr + a)$>

Vi V2 V2

+sin ((36(x) — () - d)c;;S + 90\295 + (kromr — ksor — a)x))
Ko Kso _ _
+2i%c—,—1,+1 (Sin (3¢(9€) + 0(x) — ¢C\/§¢S + ec\/;s — (kpou,p + kscr + CVW)

. ¢c - (bs 90 - es
+ sin <(3¢(;E) —0(z) — 7 + 7 + (krour — kscr — a):v)) (B.24)

The above results can be written in a composite form as:

Hy(x) \;;/dxz S

n=L/R=+1n'=L/R=+10=%1

. / c + S ec + 63 / /
(kFQH,TkSc,+C+,n sin (3@5(5[') -1 9(37) - (b \/§¢ —n \/5 —n (kFQH,F —nn k’sqp — (TCY)ZI?)
. / c~ Ws ec - 95 / /
—krgmkse,~C— ,sin (3¢(37) —n'0(z) — ¢ \/;5 =1 7 0 (krqur — ' kscr — Ua)37>)

(B.25)
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B.5 2nd-order of RG

In this sector, we present the main results one should expect to get by performing the 2nd-order
of RG in the tunneling Hamiltonian. We must note here also, that we are not interested to see the
scalling dimension of the second order, but rather we are interested in the combination that will give
us the S.O terms. By keeping that in mind, we present the main results by combining Left and Right
movers with different energy modes. The results are:

¢ For the combination of

di—LR (w}QH,T,j(xWL,l($)+wz,1(x)wFQH,T,j (x)) (w}QH,T,j (l’)wR,Q<$>+¢1T%,2($)¢FQH,T,3'<$>)

we get the terms:
L 2C3 4 cos (60— V3(6. + 6. )
2. —ikgekse,—2C1 1410 1,41 COS (6925 - V2(¢e + 95)>
3. —ikge+kge,— 2Cy 1,410 1,11 COS <6¢ —V2(¢e — 9s)>
4. =202 cos (60— V(6. — 6))

o and from the combination of

Zj:L,R (@Z)}QH,T,j(m)wR,l(x)+¢j%,1(x)1/’FQH,T,j (x)) (@ZJ}QH,TJ ($)¢L2(x)+¢z2(x)¢FQHTJ($))

we get the terms:
5. %Ci’_L_l cos <6¢ —V2(¢e + ¢s)>
6. ikse+kse,—2Cy,1,-1C— 1,1 cOS <6¢ —V2(¢e + 93)>
7. ikse,ikse 2C1, 1,10 1,1 cos (69 — V(6. — 0,))
8. —2C% | _,cos (6¢ —V2(¢. — ¢s)>

We can combine them now to get the S.O terms:

(Shoun)) =122 [(Ci,l,ﬂ +C2 ) cos (60— V20 + 0,))

- (CE,—1,+1 + CE,—L—I) cos <6¢ - \/§(¢c - ¢s))
+1kge 4+ Kse,— <C+,—17—1C—,—1,—1 — C+,—1,+1C—7—1,+1>

(e (50 Ve 0) o (05 V(0. 0)) (.20
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We can rewrite these results in a composite form as:

Ta
p==x1

Houla) == 3 (z’ksc,+ksc,_m cos (66 = V2(0 + pf) ) ) + ), cos (66 = V20, + ws)))
(B.27)

where we denote as H, = H =Cy 1, _1C_ 11 —C4 1 1C_ 41 1, H, =C} | +Ci_,_,and
H. = Cg’,L 1t 63,71,71- These are the terms that we need to introduce the Sy, in the new effective
Interacting action for the ZZ-step of RG. For completeness here we include also the Klein factors and
the coefficients for each term. To derive eq. (B.27) we made use of the anti-commutation relation of
the Klein factors and the trigonometric properties for the C terms.

We are now in place to introduce the extra action that we will consider in the 2-step RG analysis.

This action has the form:

Sh:/d%z

pn==x1

<iksc7+k567_h# cos (6¢ —V2(¢e + ,ues))) + phi, cos <6¢ —V2(¢e + u%)))
(B.28)

where h,, and /), is used to distinguish the two different kind of S.O terms that appear.
In the main text, we present a more elegant way on how to treat this action. Here we will present
another way which gives the same results.

We define the operators:
Oy (2) = cV(66(2)=V2(de+15)) (B.29)

where again v = +1 and ¢ = +£1. In this way we can write the S, as:

h 14
S = grkse+Kse / Pz N 0r () (B.30)

v=%£1 p==1

We will begin our analysis by focusing on the non-trivial terms B of eq. (3.3.1) by using the effective
Interacting action of eq. (3.81) that we introduced in ZZ-step of RG. This means that now the most

important terms will be the ones we introduced in the ZZ-step of RG:

<Sh(21)8h(22)>f (B.31)

In particular, we see that we have terms like:

(Su(z1)8u(=2)), = (;2)2 / 233 Y S {00,000, (B.32)

v==%1 p==%1v'=+1 p/'==+1
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where these terms can be written as:

<ew(6¢><znfﬂwcwes>>eiu’(ﬁgﬁ(zz)fﬁwcw'es))> —
f

<0Z,u<21)0;12:u/(22)>f -

e (6(v(21)+06(22)) V21 (Petps)+v/ (det1'05))) o =361 (B(21)(22)) e — 5 (36(% (21))¢) —

i g0 m(4)) _

GHO(z0) 40/ 0(22)) —VE((v+ Yot (v 0.))) , (=360
A) 6v1'C(z21—22)—6

ei(6(vh(21) 41" 6(22)) = V2((v+1")pet (vutv/ 1)) <_
A

61(6(V¢(21)+Vl¢(22))7\/i((u+ul)¢c+(l/y,+l///1,/)95))) <1 _ <6VV/C<ZI _ 22) + 6) dl)

(B.33)

In total we will get in second-order for the non-trivial term B for S, that:

(th)z / @230 S S {0h()0(2)) =

<5h(21)5h(22)>f =
v==%1p==+1v'=+1 p/==+1

L [aes s S Y

v=t1v/==41 p==1 p/==+1

NS A
Vv vV Vv vV
v=—1,'=+1 v=+1v'=-1

( (04, ()05 () + <Oh’“(z)(9,w,(z)>l+ <(’),W(z)(’),tu,(z)>l+ <(9,t“(z)(9,w,(z)>1> _

v=v'=+1 v=v'=-1
2
—% /dzzgd%g >3 (1 + (4 — (6C(2, — 2) + 6)>dl> cos (6(¢1 + ¢2) — V2(2¢e + (1 + 11)0,))
p=%1 p'=+1

+<1 + <4 — (= 6C(z) — 2b) + 6)>dl> cos (6(d1 — ¢2) — V2(u — 11)0y) (B.34)

where we wrote the fields as ¢(z]) = ¢; and ¢(z}) = ¢o. By taking the square of the first-order result
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we get in second order the terms A

(5:9)) = (Su() (Su(22)) =
(éf)z/d?zid?zé Z Z Z Z <OZ’“<21)>f<OZ:u’(Z2)>f:

v=t1p/=+1 p=+1 p/==41

_h{/d%id?zg > (<Oftu(z1>>f<oftu’(z2)>£+\<Omu(21)>f<owf(22)>g

p=% w'==% ~"~ ~~

+\<of;“(zl)>f<o;#,(ZQ)>£+§o;u<z1)>f<o;u,(Z2)>§> -
—%2(1 + (4 —6)dl) /dQZQdQZé o> (COS (6(1 + ¢2) — V2(20 + (1 + 1)65))
p=+1 p/=+1
+cos (6(¢1 — ¢2) — V2(u — u’)95)> (B.35)

Now it is very easy to see that by combining these terms we left with:

B— A= —%2 /d2z1d225 Z Z ((1 —6C(2] — zé)dl) cos (6(¢1 + ¢2) — V226 + (n+ 1£')9s))

p=+1 /=41

(14 6C(21 — 24)dl ) cos (6(6n — 62) — V2 — u’)es)) (B.36)

Note that in the above calculations we treat the ¢, and 0, fields as constants and they do not contribute

in the scaling dimensions of the system.
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