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Abstract

Symmetries in General Relativity and their connection to conserved quantities and particle
dynamics are studied through Killing vectors, conformal Killing vectors and Killing tensors.
These objects are first studied on simple metrics such as the 2-sphere and flat space. Using
a stereo graphic projection the complex structure of the 2-sphere is unveiled and is used to
calculate the Killing vectors, conformal Killing vectors and Killing tensors. Then these objects
are applied to study the symmetries on the Schwarzschild metric, which are characterised by
four Killing vectors.

Furthermore, we also study how these Killing vectors allow the geodesic equation to be
cast into a first-order form. Which is then perturbed in Newton’s constant G to calculate the
scattering angles for a test particle in the Schwarzschild geometry up to order G3. Finally,
the symmetries in the Kerr metric are examined where, in addition to two Killing vectors, an
extra “hidden” symmetry is found from a Killing tensor. This “hidden” symmetry produces
the Carter constant, which is used to cast the geodesic equation into a first-order form.
The geodesic equation is then perturbed in G and the spin of the black hole a to compute
scattering angles below order G2a?
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Chapter 1

Introduction

Symmetries have always been objects of interest, whether in art or mathematics or the
sciences. The importance of the study of symmetries experienced an increase thanks to Emmy
Noether’s influential theorem, which tied the symmetry of a Lagrangian to the conserved
quantities of the corresponding physical system. Conserved quantities allow one to make
predictive statements about the behaviour of a physical system, allowing us to determine the
state of the system in the past or the future. The study of symmetries is currently of great
interest in modern physics, whether studying gauge theories built from gauge symmetries to
explore particle physics or using Super-symmetry to try and extend the Standard Model of
particle physics to come up with new physics. Symmetries are also currently being studied
in Einstein’s theory of General Relativity in order to explore particle dynamics in curved
spaces. Particle dynamics for black hole binaries have become very relevant ever since the
detection of gravitational waves at the Laser Interferometer Gravitational-Wave Observatory
(LIGO) in 2016.

We can model black hole binaries where the mass of one black hole is much larger than
the other; the less massive black hole acts as a test particle orbiting the larger black hole.
These orbits can then be used to construct gravitational waves, which we can then detect here
on Earth. Gravitational wave astronomy can provide significant insights into astrophysical
phenomena than what can be achieved from traditional electromagnetic observations.

In addition to constraining particle dynamics, conserved quantities also reduce the order
of the differential equations. An example of this is particle motion in a potential V(x).
Newton’s laws state that we must solve a second-order differential equation:

d*x IV (x)

mW - Ox

However, with a conserved quantity such as energy F, we can construct a first-order differ-
ential equation instead:

dz\2

m(th) :—V($)+E—>%: 2(E mv(x))
which simplifies the problem and reduces computational difficulty since, in general, first-order
equations are easier to solve than second-order. The presence of symmetry usually simplifies
a lot of the difficulties one faces when studying curved space-times.

This thesis will focus on how symmetries are represented in general relativity and what
uses they have. As a result, we study Killing vector fields and Killing tensor fields which
are directly linked with the presence of symmetries and so-called ”hidden” symmetries. In
the second chapter (chapter 2), we study Killing and conformal Killing vectors and how they
are found, we explore the symmetries of the Euclidean/Minkowski metric and the 2-sphere
metric using Killing and conformal Killing vectors. Then we investigate Killing tensors and
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their uses in the third chapter (chapter 3); we also review Hamilton-Jacobi theory and its
connections to Killing tensors. From chapter four (chapter 4), we investigate the symmetries
of the non-spinning Schwarzschild metric using Killing vectors and tensors. Then we perturb
the geodesic equations in the Schwarzschild background to compute scattering angles for a
test particle. We then generalise to the Kerr metric in chapter five (chapter 5), where we
find a hidden symmetry which leads to the celebrated Carter’s constant; using this additional
symmetry we compute scattering angles in the Kerr metric. Finally, we present our findings
and conclude the thesis in chapter six (chapter 6).



Chapter 2

Killing and Conformal Killing
Vectors

Before we begin we quickly review the notion of vectors and tensors on Manifolds.

2.1 Vectors and Manifolds

Vectors and vector fields are very useful objects to define and use in physics, from classical to
quantum mechanics. Therefore we would also like to define and use them on curved space-
time, but we run into the trouble of having to define what a vector is in curved space-time,
and what is it defined on? We introduce the concept of smooth differentiable manifolds to
model curved space-time. These are spaces that are locally flat but globally may have non-
trivial curved structure [1, 2]. A Manifold is defined as the set of points which themselves
are contained in a set of smooth “patches”. These smooth patches locally look and act like
flat Euclidean space we are familiar with, the patches are "sewn” together such that the
intersections are also smooth. This implies we can define infinitely differentiable functions
upon the manifold. The main idea is that in a small neigbourhood around a point on the
manifold is locally flat, while globally we may have curvature.

In classical physics vectors were usually defined as the displacement between two points
using a co-ordinate system, this leads to the classical definition of a vector as an object with
magnitude and a direction. However this definition only works well in flat space with no
curvature. Gravitational physics according to Einstein’s theory occurs in curved space-times
as general relativity states that mass and energy curve space-time [1]. Therefore we need to
amend the definition of a vector.

As stated before we can define a smooth function f on the manifold. These functions take
points on the manifold as inputs and then maps these points to a number. To parameterise
these functions we have another function v which takes a number A as input and maps this
number A to a point on the manifold. Then the corresponding point on the manifold can be
mapped to a number by another function. These functions define curves on the manifold [1]
and can be parameterised by A. In general relativity a vector is defined as the directional
derivative operator v that acts on a smooth (infinitely differentiable) function f(\) passing
through a point p shown in figure 2.1. The function is parameterised by A [3]:

df
dA
If we have a co-ordinate system z* describing the patch around p then using the chain rule:

df _ dzt Of

N (2.1)
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Figure 2.1: A smooth function f(A) drawn on a curved surface such as a sphere.

The object we identify as the tangent vector V is:

d u 0
== (2.2)
where V' is the object referred to as the vector and v = %i; are the components of this
vector [1]. Partial derivatives along the direction of the co-ordinates z# are a natural choice
for a vector basis. This basis is called the co-ordinate basis. An important object is the
scalar field which assigns a real or complex number on each point of the manifold. A vector
field assigns each point on the manifold a tangent vector. Then we consider dual vectors
w = wydx? which act on vectors to map them to real numbers, this is analogous to the “bra
and ket” notation for quantum states, bra which is the dual vector acts on the ket which is a
vector to yield a real number. The gradient of the smooth function f(\) is a dual vector: df.

gy =2
which yields a number. The basis of dual vectors or “one-forms” are: da*.

When we apply a change of co-ordinates from z# — z# the components of vectors and
one forms change but the tangent vector or dual vector is still the same since they are co-
ordinate independent objects. Vector components v# and one-form components w,, transform

as the following:

!

’ 81‘“
- Ozt
ozt

wul = 7@1’”/ wu

oM

ot (2.3)
(2.4)

A tensor is a multi-linear map which acts on vectors and dual vectors to yield numbers.
A tensor T may be expressed in co-ordinate basis as:

0 0
— L i V1 Vm,
T =T (833“1 ®...® Sl ®dr'" @ ... @ dx ) (2.5)
here ® denotes the tensor product. The rank of a tensor is described as the number of
vectors and one-forms the tensors acts on, the above is a tensor of rank (n, m) which indicates
how many upper and lower indices the tensor has. Under co-ordinate change z# — z* its
components transforms as:
oz dxhn Jrr dxVm

/ /
TH1--~Nn — TH1--Hn 2.
Vi""/”in oxH1r  Ogxhn 33}”1 axl’:n V1...Vm ( 6)

This is the tensor transformation law. A very important tensor is the metric g which is a
symmetric rank (0,2) tensor. It is used to describe line elements in curved space ds:

ds? = g = g, datda” (2.7)
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the metric is positive definite in Riemannian geometry where all metric components are pos-
itive. For Lorentzian geometry we have the signature (—1,+1, .., +1) for metric components.
Where one component of the metric in D-dimensional space is negative. This tensor allows
us to take a generalised dot product between two vectors v* and [*:

vl g =0,
which yields a scalar. This operation is called a contraction and can be applied to tensors as
well. The inverse metric can also be defined as g"¥ with the property:
g;wgyp = 65

Taking partial derivatives of tensors and vectors is unfortunately not co-ordinate inde-
pendent. As a result we need to define the covariant derivative D, whose action on a generic
tensor is given as:

D, (TH1-Hn) — 9 T FMT)\--.un F#nTm---)\ I‘\)\ THA-Hn I‘\)\ THL--Hn
p( Vl---Vm) - &L‘p( Vl---Vm) + PATV1...Vm +o Tt PATVLUm T TPV Ay, T T PVmT LA

(2.8)

the I'l), are the Christoffel symbols which are determined by the metric:

1 9oy 09y 0Gou
e = —gho p_ S 2.
vp = 99 <8mp * oxV (%UU) (29)

The action of the covariant derivative on the metric is O:
DG =0 (2.10)
The covariant derivative along a curve f(\) parameterised by \ is given as:

D dxzP

Finally we review the motion of freely falling particles in general relativity which are described
by the geodesic equation:

2.0 v P
d=xh(T) e dx¥ (1) dxP(T)
dr? Podr dr

=0 (2.12)

for the geodesic path x*(7) parameterised by the proper time 7. For z#(7) we define the

tangent four-velocity differentiated with respect to proper time 7: U¥ = dng(T). To find the
acceleration on this geodesic curve we take the covariant derivative along the curve:

D dzP(T) out
—UH! = D MY = [ I_—"u' QP =
dTU 7 H(UF)=U D + U U =0
This simplifies to:
D aur d?at(7) dx(7) dzP(T)
Ut = —— PM arrp - 7 F'U' —
dTU = + I UUP — 72 +17, . = 0

which is the geodesic equation hence it is equal to zero on a geodesic. We can now begin
to think about symmetries of curved space, for example how can we describe the spherical
symmetry possessed by a sphere? Continuous symmetries such as these are classified by
Killing vectors which obey Killing’s equation.
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2.2 Killing vectors
Killing’s equation is defined as follows [2] :
DK, + D,K, =0 (2.13)

where K, is the Killing vector field. There are several ways of obtaining Killings equation,
but the one presented involves the Lie derivative Ly, as it makes concrete the link between
the Killing vector fields and their effect of preserving the metric tensor g,,,. The Lie derivative
measures the rate of change of a given tensor due to a vector field K = K “8%. We introduce
the Lie derivative axiomatically by first considering the action of Lx on a smooth function

f which is defined as [3]:
o

oxH

L (f) (2.14)
for an arbitrary tensor T}/:'

LRTp i = KOO, TIL i — (O, K T — (DK P2 YTUPtn —t (Dy KOV T (0, KO VT

V1p..Um ees

(2.15)
as a result the lie derivative acting on another vector field U yields the Lie bracket of two
vector fields.

LxU" = KPO,(UM) — UPD,(K™) = [K, UJ* (2.16)

which results in another vector field. The action on a differential form is also relevant for our
analysis:
Lidzt =dLg(2#) = A(KYOy2t) = d(KH) = (0, KH)dx” (2.17)

Which allows the Lk to act on the co-ordinate inside the differential form. Before continuing
let us note down useful properties of the Lie derivative that will be used. Lie derivatives have
properties that are similar to what we expect with ordinary or covariant derivatives such as
linearity:

Ly (aT +bS)=aLlg(T)+ bLk(S) (2.18)

Where T and S are tensors and a,b constants. The commutator of Lie derivatives w.r.t
different vector fields X,Y is the Lie derivative of the vector field generated by the Lie
bracket of X,Y"

Lixy)=LxLy — LyLx

One way of deriving equation Killing’s equation in 2.13 is done by acting with the Lie
derivative with respect to K on the metric, and requiring it to be 0, as this would imply
tensor was not changed along this vector field:

Lk g =0, (2.19)
Where g,,,, is the metric. By using the action of Lx on a generic tensor we get:
Lrxguw = K’D,y(9w) + 9vpDu(K?) + 9upDy(KP) = DK, + D, K, =0 (2.20)

Hence we derive Killing’s equation by demanding we have a vector field whose action preserves
the metric. Furthermore eq.2.19 tells us the Lie bracket of two Killing vector yields another
Killing vector:

'C[X,Y]g;w = »CX»CY(g,uV) - EYEX(guV) =0 (2'21)

which is satisfied if X,Y are Killing vectors according to 2.20. For Killing vectors the Lie
bracket acts as a commutator and builds a group of isometries which could be thought
of as distance preserving transformations. Formally speaking an isometry is defined as a
diffeomorphism that acts on the metric to give back the identical metric, more details are
given in page 438 of [2].
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The physical consequence of this is that we can construct conserved quantities along a geodesic

curve z#(7) with Killing vectors. For a Killing vector field K* we contract it with the 4
dxH (1)

velocity on the geodesic parameterised by proper time 7: UF = == to construct the

quantity K*U,, = K,U". We take the covariant derivative along this path with respect to 7
to see how it varies along the geodesic:

d dxP O
Y — "
(K U) = o (KUY

dP (2.22)
= EDP(KMU#) =U’D,(K,U")=U?(U"D,K,, + K,D,U") =0
the second term vanishes as it is the covariant acceleration which leads to the geodesic
equation 2.12 which is 0. The above equation indicates % = 0 when:
d Uuru+
E(K“U“) = T(DMK,,—FDPKM)—FO:O (2.23)

we symmetrised the surviving term in the second line of 2.22 as the indices p and p are
symmetric under exchange, which leads to Killings equation which also equals 0. Hence the
quantity K,U* is conserved along a geodesic.

Solving Killing’s equation for an arbitrary metric in favourable circumstances will give
us several distinct independent Killing vectors which form a basis for all Killing vectors.
Technically this means we have an infinite number of Killing vectors for some metrics as we
can always take linear combinations of Killing vectors with constant coefficients to produce
another Killing vector. However these linear combinations are not physically interesting for
us as they correspond to linear combinations of conserved quantities which do not provide
any new insight that we did not have before. Hence we want linearly independent Killing
vectors which cannot be decomposed into other Killing vectors. Solving Killing’s equation
gives us exactly that, the solutions of Killings equation with distinct constants correspond to
distinct Killing vectors.

Since we have explored how Killing vectors arise from the metric and their connection to
the symmetries present on the manifold, one naturally wonders whether there is a connection
between these Killing vectors and the curvature of the manifold itself? There is indeed a
relation between the Killing vectors and the Riemann curvature tensor R5,,. We derive
this by differentiating the Killing vector equation 2.13 again with with another covariant
derivative :

D,D,K, + D,D,K, =0 (2.24)

We now have to commute the covariant derivatives, but doing so results in adding a
Riemann tensor to our equations. We see this from the definition of the Riemann tensor from
covariant derivatives of vector fields:

D.D,K, — D,D.K, = —K,R’, (2.25)

UVK

which is found in page 140 of [4]. Using this definition we switch indices on eq.2.24:

DuD,K, — K,RS,, + D,Dy K, =0

then switch indices on the third term:

D,D,K, — KURzW) +D,D,K, — KoRZup =0

the indices of the covariant derivative and the Killing vector on the third term are switched
which also yields a minus sign:

~D,D,K, — D,D,K, = K,RS,, + K,R,,
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Switching the covariant derivative indices using eq.12 2.25 for the second term:

-D,D,K, — (D,D,K, — K,R5,,) = K,R},, + K,R,, (2.26)
rearranging:
-2D,D,K, = K, [-R;},, + R}, + R;,,] (2.27)

We need to remember another identity involving the Riemann curvature tensor, namely the
algebraic Bianchi identity:
R}, + R,

o vou T Bou =0 (2.28)

pLv

Utilizing this on the third term on the r.h.s of eq.2.27 and focusing only on the r.h.s yields:

K, [-2R%,, — R}, + R]

puv vpp Vup] (2.29)

Then using the fact that the Riemann tensor is anti-symmetric in its last two indices the
third term is the minus of the second, so the r.h.s becomes:

—2K, [R},, + Ry,

pHV Vpu] (2.30)

Finally we apply Bianchis identity one more time on the first term and we are only left with
one term:

+2K, [R;,,] (2.31)

Now we equate both sides and derive the relation between a Killing vector and the Riemann
tensor:

D,D,K,=—K,R5,, (2.32)

This a very valuable identity as it can be used to determine how many Killing vectors exist
on a given metric. We now proceed to derive Killing vectors on a 2-sphere

2.2.1 Killing vectors on 2-sphere

The metric of a 2-sphere is defined as:
ds®> = db? + sin®0d¢?® = df @ db + sin®0(d¢ @ de) (2.33)

Where ¢ denotes the azimuthal angle ranging from 0 to 27, likewise 6 is the polar angle from
0 to . Acting with the Lie derivative Lk with respect to Killing vector field K* should yield
0 therefore:

Lids® =0 (2.34)

we notice the metric is independent of the azimuthal co-ordinate ¢. Therefore a Killing vector
of the 2-sphere must be J;. On the contrary we see 9y cannot be a Killing vector as the metric
is clearly dependent on the #. The most general form of the Killing vector must be a linear
combination of Jp and d, which is given as: K = K ¢’8¢ + K9%9y. Clearly K¢ and K cannot
be simple constants and must instead be multi-variable functions of 8 and ¢. We expect to
extract all possible Killing vectors contained by the metric from this form. We now act with
Lk on g, drtdx”, utilising the action of the Lie derivative on a function and a differential
form we obtain:

L (gudatde’) = Lx(d0 @ df + sin(0)?(d¢ @ de))

et . y oo (2.35)
= ®@df + df ® dK” + sin”(0)(dK? ® d¢ + dp @ dK?) + 2sin(f)cos(8)(d¢ @ do)

Decomposing the differentials of the functions K* into their respective basis one forms
dz# yields the following:
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K" K" K" K"
(Wde + qub) ®df+df ® (Wdé? + qub)
OK*? OK? OK? OK? (2.36)
s 2 e i e e
+ sin®6(( 5510+ 9 dp) @ do + dop @ ( g 10+ 9 do))

+ 2sinfcosf K (dp @ dg) =0

Simplifying this expressions and collecting everything under the bases of dp R d¢, dd Qdb, df ®
do, d¢ ® df then setting them equal to 0 yields system of partial differential equations. The
system of coupled partial differential equations are as follow for the components K¢ K? of
the Killing vector field K :

K"
oo "
0 ¢
38[; - sinzﬂaalg =0 (2.37)

K¢
sin%’aaq5 + sinfcosfK? = 0

this system of equations is solved in the appendix. Solving this system yields the following
for the Killing vector fields of the sphere:

K% = Acos¢ + Bsing

(2.38)
K? = cotf(—Asing 4+ Bcosg) + C
The three possible independent Killing Vectors on a 2-sphere are:

0
7 =— 2.39
5 (2:39)

0 0 0 0
X =sing— —, Y= — — ing— 2.4

sing 20 + cotfcosp 95’ cos¢69 cotfsing 96 (2.40)

The metric can be acted upon by these vectors and one can see that it does yield 0, thereby
preserving the metric. The Killing vector Z is the easiest to visualise on the 2-sphere in figure
2.2. The figure represents the vector field rotating the sphere about the z-axis. The other
fields X and Y have peculiar behaviour about the poles of the sphere at § = {0, 7} where the
¢ component of the vector field diverges as it becomes ambiguous how to define a tangent
vector in the ¢ direction. This is simply due to a co-ordinate singularity and is nothing
geometrical, it is a consequence of using the 6, ¢ co-ordinate system. The fields X and Y
contain “stationary” points where the vector field vanishes, for X this occurs at: 6 = Fand
¢ ={0,7}and for Y : § = § and ¢ = {7, 37”} For each respective vector field we see that
all the other points tangent vectors rotate about the point. In fact when the two sphere is
embedded into flat space the stationary points map directly onto the x-axis and y-axis. Hence
the vector fields X, Y represent the generators of rotation about these axes. Another way to
see this is to notice when ¢ — ¢ + 7 gets shifted by 5 the K.V fields X and Y interchange
into each other with a sign change.ie: X - Y Y — —X.

Hence these vector fields are denoted respectively for the corresponding rotation they
represent. Furthermore these vectors generate the SO(3) group symmetry:

X,Y]=2 [V,Z]=X, [X,Z]=-Y (2.41)

As a result we see the expected rotational symmetry that is associated with the 2-sphere.
The generators of symmetry as simply rotations along the x,y,z axes in spherical co-ordinates.
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Figure 2.2: The Z Killing vector field on the 2-sphere.

These vector fields form a basis of Killing vectors as more can be constructed by simply taking
linear combinations of the vectors X,Y,Z. But in terms of our physical interest in them
these are trivial as they do not give rise to any other new conserved quantities as they are
just combinations of the previous conserved quantities. We look for non-trivial and distinct
conserved quantities that cannot be reduced to other conserved quantities.

2.2.2 Killing Vectors in flat space

A more familiar space is the flat Euclidean or Minkowski space. They are manifolds lacking
any curvature whatsoever, meaning the curvature invariants such as the Riemann tensor Rf,q
vanish at every point on the manifold [1]. The metric for these spaces are defined as:

ds® = dxd + do? + da3 + ... + dx?, (2.42)

The sign change in between dzy and dz; determines whether we are in Euclidean (+) or
Minkowski (-) space. Through physical intuition we know the symmetries of flat space as
the set of translations along the direction of each of the D co-ordinates, as translating every
point in flat space by a constant vector yields back flat space. The associated Killing vector
field for translations must correspond to the generators of these translations:

0

VY

A basis for the translation Killing vector would be translations along each of the D co-
ordinates. As one can imagine a constant vector field pointing in the same direction spanning
the entire manifold, the action of this field would simply translate all the points by a constant
vector is equivalent to translating the origin of a co-ordinate system to some other point. The
other set of symmetries are rotations in a plane, as rotating every point by an arbitrary with
reference to a plane simply yields back a similar flat space. Hence, the Killing vectors for

rotations are the generators of rotation according to the notation in [5]:

0 0

Ly=x2y— —2,—
e Hoxv Y Oz

(2.43)

(2.44)

which is the rotation with respect to the plane formed by co-ordinates x* and x”. Hence,
we have calculated all the independent Killing vectors in flat space by simply considering
the possible symmetries present. Hence in D-dimensional flat/Minkowski space one has D
translation Killing vector in D directions and w
have D + D(gfl) = D(gﬂ)

rotation Killing vectors. As a result we

Killing vectors.
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One can also solve Killings equation in flat space where the covariant derivatives reduce
to partial derivatives:

oK, +0,K, =0 (2.45)
the relation with curvature is already known:
D,D,K,=—R), K\ (2.46)

in flat space the curvature is 0. As a result the right hand side vanishes and the covariant
derivatives become partial derivatives:

0,0,K, =0 (2.47)

The solution of which is linear:
K, = P, +wya (2.48)

Where P, is any constant vector and w, a constant coefficient tensor. The constraints on
wpy is found by substituting the linear solution back into Killing’s equation for flat space
eq.2.45 , which indicates w,) = —wy,. This yields the Killing vectors we derived by intuition.
Taking the Lie bracket of the Killing vectors with each other yields the Poincaré Algebra:

[P/u Pl/] =0
[Ppa L,LLI/} = 77p,uP1/ - 77p11P,u (2.49)
[L,uua Lpo} = 771/pL,uo' + T’,LLO'LI/p - 77,upL1/a' - 771/<7L,up

these are the set of commutation relations between the generators of translation and rotation
in D-dimensional Euclidean and Minkowski space.

2.2.3 Conformal Killing Vectors

We have explored Killing vectors and seen how they give rise to conserved quantities. And
seen how they are deeply related to the idea of symmetry or more specifically isometries which
are distance preserving transformations. As a result we associate Killing vectors with isome-
tries. Now one can ask themselves whether there are other type of vectors that represent
some other symmetry that a metric may have, such as an conformal symmetry. Confor-
mal transformations are local scale transformations that modify the metric with a positive
multiplicative scale factor function which is dependent on the co-ordinates A(x):

G Conformal  transformation /\(x)g,w (250)
a direct result of this is that angles are always preserved under these types of transformations.
An example of a conformal transformation is scaling the metric by some constant, meaning
we scale up our manifold by some factor. Conformal transformations and symmetry are of
great importance in various fields of physics, ranging from string theories to condensed matter
physics. Electromagnetism is a conformally invariant theory, hence one can use conformal
mappings to simplify situations in electromagnetism. Since this is considered a symmetry one
may ask is there some sort of a vector that is associated with this? This question naturally
leads us to our first generalisation of a Killing vector, namely the conformal Killing vector.
A conformal Killing vector can be defined as a vector field whose Lie derivative acts on
the metric to alter the metric by a co-ordinate dependent function \(x):

Lrg= \x)g, (2.51)

where K is now a conformal Killing vector. The action of the Lie derivative on the left hand
side of eq.2.51 yields the same terms as in Killing’s equation :

D,K, +D,K, = XNx)guw (2.52)
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The function A(z) can be found by taking the trace of this equation and rearranging which
yields:
2D,K?
Mz) = =° 2.53
(r) = 252 (253)
Where Dim denotes the number of dimensions of the manifold on which K is defined. Then
the conformal Killing equation becomes:

D,K,+D,K, = ﬁ(DpK'D)gMV (2.54)
One can think of Killing vectors as a subset of conformal Killing vectors with the added
condition that the covariant divergence of the Killing vector field must vanish. In addition to
representing the conformal symmetry of a manifold the existence of conformal Killing vector
also provides conserved quantities for massless particles along null geodesics. To see this we
repeat the argument for the conserved quantity of a Killing vector. We contract a conformal
Killing vector K* with the tangent velocity along a null geodesic, one has to use the affine

parameter X instead of the proper time 7 as it becomes ill defined. So U* = %:

D UrPU# urur 2 o
a(KuU“) = T(DMKP + D,K,) = 5 (m(DaK )9p)
i (2.55)
= P(D-K)=0
Dim ( )

Where the - represents the covariant divergence between vectors. The final term vanishes
since we are on a null geodesic hence U - U = 0. Hence these quantities are conserved along
null geodesics [2]. Conformal Killing vectors generate the conformal symmetry group of a
manifold. Conformal symmetry plays an important role string theory and Field Theory.

We now consider the conformal Killing vector in D-dimensional Euclidean/Minkowski space,
2.54 simplifies to:

2
ks + 0K, = (9, K"y (2.56)

The approach taken to solve this equation is to derive a condition from eq.2.56 that truncates
the power series expansion of the conformal Killing vector to a quadratic. Similar to how
the relation between the curvature and Killing vectors in eq.2.32 was derived we differentiate
eq.2.56 and repeatedly use eq.2.56 to switch indices to find the desired condition.

We define the d’Alembert (box) operator : 9#0,, = O which appears when we act with O* on
equation 2.56:

0K, +0,(9- K) = %8,,(8-[()

5_ D (2.57)
0K, = (T)&,(G - K)
Applying 0” and rearranging yields:
O00-K)=0 (2.58)
Now we utilise this relation by applying the box operator on eq.2.56:
00K, +00,K,, = %D(E) K (2.59)

the right hand side vanishes, then using the second line of 2.57 the above simplifies to:

9,0,(0 - K) =0 (2.60)
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We now multiply by this with the metric with new indices p,0;7,, and utilising the CKV
equation‘s r.h.s to substitute in the left hand side, leading to one of the final steps before the
result:

0,0, (0, K5 + 05 K,) = 0,0,0, Ky + 0,0,0,K, =0 (2.61)

We now use the conformal Killing vector equation 2.56 and eq.2.60 to switch indices to get
the desired equation, we switch v <> o yielding:

8#8,)(%(8 K)o — 05 K) + 00,0, K, = —0,0,0, K, + 0,0,0,K, =0 (2.62)

The divergence term is killed off due to 2.60. We act one more time on the first term again
this time switching p <> v, we neglect the divergence term due to eq.2.60:

0,050, Ky + 00,05 K, = 0 = 8,0,0,K, =0 (2.63)

Which is the condition that allows us to truncate our power series expansion to a quadratic,
hence:
K, =Cy+ Cyupa’ + Cpppala” (2.64)

Where the Cis.; are constant coefficient tensors. To find the behaviour of these coefficients
we substitute the solution into the conformal Killing vector equation, the purely constant
term C, can be any constant with no restriction, similar to the constant in the Killing vector
case this corresponds to translations along co-ordinate directions [5]. As outlined in [5] the
linear term gains a constraint:

2
C,u,y + CVM = %CanV (265)

The right hand side is non-zero only when ;i = v or otherwise the trace part of C,, is non-
zero. [ # v reveals it has to be anti symmetric in exchange of indices. We recognise this as
Cw having an anti-symmetric part and a trace part, hence C),,, can be expressed as:

2
C/u/ = %cznuy + My (266)

where m,,,, = —m,,,. Immediately we recognise the linear term of the conformal Killing vector
contains the rotational Killing vectors associated with the anti-symmetric part, reinforcing the
idea that conformal Killing vector are generalisations of the Killing vectors. Interpreting this
geometrically the conformal group in flat space contains the Poincaré group. As translations
and rotations do indeed preserve angles.

The trace part which is proportional to the metric term corresponds to the dilation
operator which scales the metric by a constant factor. The coefficient multiplying 7, is

2

a constant which we set to: %c’; = 1. The dilation operator is defined as (ignoring the

irrelevant antisymmetric part):

, 0 , 0 0
D =Clx @zéﬁx @:x“@

It could be visualised as a radial vector field “pushing” out all the points from the origin
of our co ordinate system. We acquire dilation specifically by requiring the divergence of the
conformal Killing vector to be a constant.

With the exception of the dilation vector field we have already encountered the rest which
are just Euclidean/Minkowski Killing vector fields. The remaining quadratic term yields the
special conformal Vector fields which scale the metric by a function dependent on co-ordinates.
In this case the divergence of the conformal Killing vector is now a function of co-ordinates
z#. These fields are well studied in flat space due to their application in String theory and
conformal field theories.

(2.67)
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To find the specific form of the scale transformations it is necessary to derive another
equation from eq.2.56 by differentiating with another partial derivative:

apa,uKu + apauKu = nuuapf (268)

Where f = %((‘%K”). Switching p <+ v for the first term and p <> p for the second on the
L.h.s of the equation yields the desired result after collecting the double derivative terms and
rearranging:

2auazpr = nupal/f + npua,uf - nw/apf (2'69)

which places a constraint solely on the quadratic term of the conformal Killing vector solution
in eq.2.64. This yields the part of the conformal Killing vector which is associated with
“special conformal transformations”

1

Covp = 5(77#/)05}1/ + Upucﬁ\u - qucip) (2.70)

Hence the generators of the special conformal transformations are:
1
C=C""x,x,0, = 5(77“'005\‘” + np”Ciu - n””Cip)xl,xuap (2.71)

Setting %Cﬁy =1
C, = 22,2"0, — 20, (2.72)

which generate the special conformal transformations in D dimensional Minkowski or flat
space, where b = %Cﬁy.

Now we summarise the conformal Killing vectors we have derived for Euclidean/Minkowski
space and present it as follows from [5]:

. _ -0
Translations I?H = ng )
Rotations L, = i(z* 2 — xuw)
Dilation D= —i(a:“%)
Special Conformal Transformation | K, = —i(2z,2"8, — 229,

constructing the Lie brackets of the conformal Killing vectors with each other forms the
conformal group algebra of D-dimensional Euclidean/Minkowski space which contains the
Poincaré group.

With these conformal Killing vectors we can Lie bracket them with each other to form
the conformal group, which contains the Poincaré group:

D, P,] =P,
[D, K] = —iK,
Ky, P)] = 2i(nuD — Ly,
Ky, L] = i(pp Ky — npw KK,
[P, Lyw] = i(npp Py — npu P
[L;w, Lpo‘] = i(nupLua + NuoLvp — NppLve — NMvo L

)
X (2.73)
1)
up)

[5] An interesting case occurs in two dimensional flat/Minkowski space which has impor-
tant applications in string theory. In two-dimensional Euclidean space the conformal Killing

equation 2.54 reduces to:
0K, + 0K, = (0,K°)nu (2.74)
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we make a co-ordinate transformation into the complex plane on the Euclidean space: Z =
X +1iY,7Z = X — i) for flat space. We utilise these co-ordinate transformations to make the
metric off-diagonal:

- 1
ds? = dX* + dY?* — dZdZ, with g5 =gz, = 3 (2.75)
as a result our conformal Killing equation yields three equations:
62KZ =0
0;K; =0 (2.76)

azKZ +82KZ = azKZ —1—82KZ
The third equation is identically satisfied leaving few restrictions on the form of the CKV.
The first two equations can be expressed further as the following by pulling out the metric:
97K% =0

2.77
;K% =0 (2.77)

Implying that K% and KZ are functions purely dependent on their respective co-ordinates,
hence they can be any purely holomorphic or anti-holomorphic functions in complex space.
As a consequence we can expand in a power series which shows us locally, there are an infinite
number of conformal Killing vectors in two-dimensional flat space:

K? =Co+C1Z 4 CoZ% + ... = 2,0 Z°
KZ = CN’O + 012 + CN’QZQ + .= ZSOC}ILZZ

(2.78)

Where C;, C; are constants. Hence, there s an infinite number of conformal Killing vectors
in Euclidean space:

0 0 0 0
Z7 O 2
K 97 C’an+ClZaZ+CgZ aZ+... (279)
20 -0 o~ -0 o~ -0 '
Ziz —_— —2 27—
K B C’anJrClZaZJrCQZ 8Z+...

This result is also true in Minkowski space as well.
The algebra formed by taking the Lie bracket of these conformal Killing vectors is called
the Witt algebra. Defining L,, = —Z""10z, L, = —Z"*19, :
[Ly, Lin] = (n — m) L ym
(Lo, L) = (0 —m) Lyt (2.80)
(L, L) = 0
The algebra consists of a copy of left moving algebra with a right moving algebra of holo-
morphic and anti-holomorphic vectors with Lg, Lo acting as the identity elements for their
respective groups [5]. Furthermore there is a sub-algebra within the two between the vectors
of Lo, Lfl, L12
(L1, Lo] = Ly
[L1,L_1] = 2Ly (2.81)
[L-1,Lo] = —L—
,and likewise for the [~J_17071 which contains the same commutation relations. We can
interpret the physical action of these generators by comparing them to the D-dimensional

conformal Killing vector case. Since L_; = —8% this corresponds to a translation in the Z
direction on the plane. Ly = —Z2 8%, the linear terms correspond to rotations and dilations.
And finally the L; = —Z 26% corresponds to the special conformal transformations in Z [5].

Witt algebra appears in the context of generators of the conformal symmetry on the world
sheet in string theory.
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2.2.4 Projection of 2-sphere onto the complex plane

The simplest non-trivial manifold after flat space are spheres. Previously we solved for the
Killing vectors of the 2-sphere using the Lie derivative as it was more demonstrative of the
geometric idea of symmetry. We now solve Killing’s equation and the Conformal Killing
equation for the 2-sphere directly. This involves using covariant derivatives which involve
Christoffel symbols I'),,in order to simplify these calculations we project the 2-sphere onto
a plane using Stereographic projection. Furthermore we will see the projection of the sphere
onto the complex plane simplifies the forms of the Killing and conformal Killing vectors and
reveals the conformal structure of the sphere. The mapping involves projecting straight lines
from one of the poles of the sphere to a plane centred at the equator of the sphere as shown
in figure 2.3 where they intersect with the points on the sphere. The projection maps all
points (except the pole where the projections originate from) onto a unique point on the
plane. Hence we need two planes from the North and South poles such that all points on
the 2-sphere are mapped. This is a common occurrence in differential geometry where in
general a manifold cannot be covered by a single patch but requires two or more patches [1].
In our case the 2-sphere requires two patches to completely cover the manifold as each patch
excludes on point: either the North or the South pole depending on which patch it is.

7

2N
AR

] T A \
- P | e I S
| U [ 2=0
\

(b) Depicts the triangle created by points NOP from which the radius on the plane is
acquired. R denotes the radius from the centre of the projection to the sphere point mapped
from the North pole, whereas point R’ denotes the radius of the same point mapped from
the South pole

Figure 2.3: Stereographic projection

We begin by considering the triangle NOP’ in figure 2.3. The projection angle « as

function of the polar angle 0 is just: a = “T_e. Hence:

T —0 0 sinfé

2 ):COt(i) 1 — cosf -

From which we find the radial co-ordinate R of the point P mapped from the sphere. And
trivially the ¢ angle is unchanged on the plane. Hence our co-ordinates become (R, ¢) =

tan(a) = tan( (2.82)
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(cot(g), ¢) from the north pole.
Alternatively mapping P from the South pole means we have to consider triangle N.SP.

We find 8 = g which allows R’ to be determined as:

tan(g) ~ R (2.83)

now the ¢ angle maps to —¢ on the plane from S since one of the co-ordinate axes on
the plane facing S must pointing in the opposite direction compared to the axes on the plane
facing N. The azimuthal angle for the plane facing S is labelled ¢’. The co-ordinates are
(R, ¢) = (tan(g), —¢) as the co-ordinate systems on the two sides of the z = 0 plane differ
in orientation, since one of the axes has to be reversed in order to match the orientation of
the axes on the other side. Since P can be mapped from both the North and the South poles
we can define a relation between the R and R’, namely R’ = %. This relation acts as a global
condition that translates the points between the two patches. Furthermore we see that both
the North pole and the South pole are mapped to the origin of the planes created by the
opposing pole, so the North pole becomes the origin of the (R’, —¢) and vice versa. Therefore
no points are excluded in this stereographic projection. With this consistency condition we
proceed by considering only the mapping from the North pole.

Using the North pole projection the metric of the 2-sphere is transformed to the following

using (6, ¢) = (2arctan(3), ¢):

ds® = d6* + sin®0d¢” — 5 (AR + R*d¢?)

(R?+1)
We can further represent the (R, ¢) in terms of cartesian co-ordinates on the plane (X,)) =
(Rcos¢, Rsing) which changes the metric to the cartesian form:

4

2 _
ds _(X2+y2+1)2(

dX? + dY?)

The 2-sphere expressed in this form shows that it is a conformally flat metric with a conformal
factor of ﬁ From this cartesian form of the 2-sphere we make the transformation into
complex co-ordinates Z and Z as previously defined in 2.2.3. This transforms the metric into
simplified form which expresses the complex structure of the 2-sphere:

4 _
ds? = —=——(dzdZ 2.84
YT ZZ+ 1)2( ) (2:84)

however, with this projection we are neglecting the North pole which has to covered by a
complex patch formed by the South pole projection. We repeat the derivation for the South

pole projection co-ordinates (R’ ¢') = (tan(g), —¢) which casts the 2-sphere metric as:

ds? = d6* 4 sin?(0)dp* — 5 (d(R)? + (R)?de?) (2.85)

4
(R +1)
this can be converted into the Cartesian form and then we make the transformation into
another complex plane parameterised by the complex co-ordinates W = X —¢) and W =
X + ). This expresses the 2-sphere metric using the South pole projection as:

ds® = M(deW) (2.86)

which looks identical to the metric in the Z complex patch. As a result any tensor or vector
that is defined on the 2-sphere exists simultaneously on both of these complex patches under
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the stereographic projection. This leads to the global condition for the projection 2.2.4 which
we multiply by the phase €' to derive:
1 1

=== (2.87)

Re'® = — 7

Rle—®
this is the condition the 2-sphere satisfies as a complex manifold.
As we will see this complex form of the 2-sphere is easier to work in. Firstly we compute
the Christoffel symbols of this form of the metric. We know for the original 2-sphere metric
2.33 to acquire the three non-zero Christoffel symbols namely:

Fg¢ = —sin(#)cos(0) ‘ Fz)(ﬁ = Fie = cot(0)

which are trigonometric functions of only 6. Now we see the Christoffel symbols are simpler
in the complex projection of the 2-sphere, using the complex form of the metric 2.84 where
our co-ordinates are Z, Z, the only non-zero Christoffel symbols in this metric are:

4, — =22 2, — =22
" ZZ+1 Z7Z Z7Z+1

While these are now multi variable functions of Z, Z we note that we have one less Christoffel
symbol compared to the original case. The two Christoffel symbols are either functions only
of Z or Z, this helps us when constructing the Killing’s equations. The Killing equation is
as follows when writing out each component separately:

D;K; =0
Dz;Kz; =0 (2.88)
Dsz—i—DzKZ =0

Raising the Killing vectors indices by factorising out the metric completely (since the covariant
derivative commutes with it) leads to the solutions :

z 7y _ OK?
DZ(QZZK )ZO—)Dz(K ) = 97 =0
0K?% (2.89)
DK% =-"— =
Z 07

DzK? + DzK? =0

As there are no “mixed” indices Christoffel symbols with both Z and Z, the covariant deriva-
tives in the first two equations reduce to partial derivatives. Which state that the holomorphic
Killing vector K is a function purely of Z and likewise the anti-holomorphic Killing vector is
a function only of Z. This situation is reminiscent of the two-dimensional conformal Killing
vectors in Euclidean space, where our solution consists of an infinite number of vectors. How-
ever, in contrast there is still the third equation to be considered which provides relations
between the holomorphic and anti holomorphic Killing vectors.

Secondly these Killing vectors have to exist on the other complex patch parameterised by
W. As a result the global condition 2.2.4 we defined earlier becomes relevant. This will help
us trim the infinite number of Killing vectors to a finite few.

From the first two equations in 2.89 we can expand the purely holomorphic and anti-
holomorphic Killing vectors as a power series in their respective co-ordinates.

> B, > )

Z _ 2 _ 7k _ gz Y _ k| 9
K% =Co+C1Z + CsZ +...kZ_OC,Z S K=K 57 (kZ_OC’ZZ ) 57
- - (2.90)

KZ =Gyt Ci24GCoZ2 1. =S 072" s R=k?2 (S ez 2L
P o7z P 0z
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we apply the relation 2.2.4 to transition into W complex patch for the KZ vector:
= ow o 0 C Ch 0
Z k 0
— oA C,Z -] = —+Co+C37 —
(g )azaw (Z )( 228W> [ZQ+Z+ 2 Caa }8W

|:COW2+01W+CQ++ }
(2.91)

0
oW

these vectors represent finite non-diverging vectors on the 2-sphere therefore they should exist
on both patches without any poles or divergences. Vectors with coefficient C;~o have poles at
W = 0. Therefore we discard these vectors and retain the ones which do not contain poles.
Only the vectors with coefficients Cy, C7 and Cs do not have poles at W = 0 therefore we
find only three valid holomorphic vectors:

= (Co+ C1Z + CaZ%) — 0 (2.92)

0Z

repeating the exact argument for the anti-holomorphic vectors yields the three valid vectors:
_ N,

K= (Co+clz+c2z ) 7 (2.93)

Then we input the truncated power series expansions for K4 and K Z into the the third
equation in 2.89 which “mixes up” the purely holomorphic and anti-holomorphic parts. The
third equation in 2.89 expanded out is:

oK?Z OK? > 5
a7 tT22K" + Za +T7k =0 s
oOK? 0K?Z 2 . '
S ZK? +ZK?) =0
9z oz ZZ—|—1( + )

Inputting in the vectors KZ, K%

Ch+2Z2C5 + él + 2202 - (Zéo + ZZél + ZZQCQ + ZCO + ZZCl + ZZQCQ) =0

ZZ +1

The coefficients must be fixed such that the terms cancel out and the equality is satisfied.
Immediately one can set C; = —C , then getting rid of the denominator on the second term
and simplifying we get the equation:

(éQZ + CQZ)ZZ + (ég — C())Z + (Cy — é())Z — CYZ?Z — Cy22% =0

From which we find relations between the holomorphic and anti holomorphic coefficients:

Cy=—-Cy
Cy = Cy (2.95)
Cy = Co

since C; and C; are complex coefficients these are solutions to the complex Killing equations
in 2.89. However, the Killing vector fields defined on the 2-sphere are real valued vector fields.
Therefore, we must further institute a reality condition that gives us real Killing vectors. The

reality condition is: ~ _
KZ — KZ (296)
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which ensures the Killing vectors are real. This provides the relation C; = C;. As a result
(1 is purely imaginary since:

Ci=-Ci=-C4
likewise for the other two:
02 = C’Q = C()
Cy = C~'0 = éo

splitting these coefficients into the imaginary and real parts: C; = Re[C;] + iIJm[C;]. The
above two equations yield the following:

9%[02] — ij[CQ] = %Q[CO] + ij[C[)]
%6[02] + ij[CQ] = S%e[Co] — ij[CQ]

where PRe[C;] and Jm[C;] denote the real and imaginary parts of C;. We deduce: Re[Cs] =
9%6[00] and ’Jm[Cg] = —jm[C()}.
This allows us to find the three distinct Killing vectors for the sphere:

B ) 0 -, 0 B 0 o -0
z O z 9 _ o 2 9 9 2 O 9 79
Koz T8 5z = <az+zaz>+02 <8Z+ZaZ>+Cl <Zaz Zaz)

_ 0 520 0 a0, 0 500 0 50
—%R[CO]<8Z+Z aZ-i-aZ—l-Z 8Z>+2Jm[00] <BZ+Z YA Z EYA (2.97)

By inverting the stereographic projections from the North pole patch in 2.2.4 while expressing
R and ¢ in terms of Z, Z we find:

1
0 = 2arctan | ——
(722)
In [%]
21

(2.98)

¢ =
The Killing vector with the Jm[C4] coefficient corresponds to the 8% rotation generator,
whereas Re[Cp] coefficient vector corresponds to the Y Killing vector and IJm[Cj] corresponds

to the X Killing vector we derived in 2.40. We denote them by their respective 6, ¢ Killing
vector and express them in Witt algebra generators:

i 0 590 0 0 S
S)C{Q[CO] — Ay = — <8Z+Z28Z+8Z+228Z> =La+Li1+La+1
~ N _ . 8 = 8 . ~

0 ;0 0 50

Im{Co] = Ax =~ <az 07 0z oz

)Zi(L_1+I~/1—f/_1—L1>

where the sub-script label for Ay is the (% Killing vector in eq.2.40, not the complex co-
ordinate Z. We can take the Lie bracket of these to find the following:

[AX,AY} = 4iAy,
[AX,AZ} — Ay (2.100)

[AZ,AY} =iAy
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2.2.5 Conformal Killing Vectors

Solving the conformal Killing equation in the complex projection is even simpler as the
third equation which “mixes” the holomorphic and anti-holomorphic vector fields disappears.
Therefore the conformal Killing equations on the 2-sphere complex projection patch of Z are
2.54:

DzKz =0
) DzKz =_0 (2.101)
922 (D2K? + DzK?) = 9,7 (DzK” + D;K7)

The third equation is identically satisfied and we do not mix K4 and K Z. We have six
distinct complex conformal Killing Vectors which form a basis of conformal generators:
0 0 0 0 0 0 0 0
K? — + K= = Co== + C C1Z CiZ CyZ? CoZ? = (2.102
gz TR gz = Cogg T Cgg T O1Zgy T Cilg T e Celys (2102)
These are just generators of the Witt algebra we discovered in 2.81 when studying the two
dimensional Euclidean space conformal Killing vectors. So we label them as such matching
the co-efficient of complex conformal Killing vector to the corresponding Witt generator:
Co — L_ 1,00 — L_ 1,C1 — LO,Cl — LQ,C2 — L1, C’g — Ll The Lie bracket structure is
the same as before in 2.81, repeating it here [5]:

(L1, Lo] = Ly
(L1, L_1] = 2L (2.103)
[L_1,Lo] =L

And similarly for L;:
L1, Lo} = L
[L1,L_1] = 2Ly (2.104)
[L 17L0] L—l

The conformal group from the complex conformal Killing vectors on the 2-sphere consists
of a right moving and left moving copy of SL(2,C) sub algebras which commute with each
other. The SL(2,C) group is the set of all two by two matrices with determinant 1. In fact
this algebra is familiar to anyone who has studied Special Relativity as this is the SO(1,3)
algebra. We know the SO(1,3) algebra splits into two sub commuting su(2) algebras similar
to our conformal algebra on the 2-sphere [6]. Does this have any physical meaning or is it
just a nice mathematical coincidence? There is indeed a physical interpretation of this, given
by Roger Penrose in [7].
Now we apply the reality conditions upon the complex conformal Killing vectors to find
their forms in 6, ¢ co-ordinates. Since C; = C; :
KZ;Z + KZaaZ = 006% + coaaz + clzaaz + clz;Z + 02228% +C ZQ;Z
= MRe[Cp] (38Z + 682> + iIm[Cp] (882 88Z) + Re[C] <Zé)82 + Zaaz

~ 0 -0 9 0 550 . 9 O
+iJm[C1] (ZE?Z Z(?Z> + Re[Cy] (Z 37 +Z 82) + iJm[Cy] <Z YA —Z 57

(2.105)



CHAPTER 2. KILLING AND CONFORMAL KILLING VECTORS 22

Complex : (Z,2) Spherical : (6, ¢)
L : -% e |(1— cos(@))% + itan(g)a%
L -8% -1et? [(1 - COS(@))(% - ztan(g)a%}
Lo:-Z% -5 |sin(0) 5 + iz
Ly —Za% -1 sin(@)% —ia%
Ly _226% -leio [(1 + cos(0)) 55 + icot(g)a%}
Ly:-222 | -Lei [(1 + cos(6)) 2y — icot(g)a%}

Table 2.1: The complex conformal Killing vectors of the 2-sphere in complex and spherical
form. Note that L; is just the complex conjugate of L;. We still have to apply the reality
conditions

We now transform these real conformal Killing vectors back into spherical co-ordinates
(0, ¢) using table.2.1:

0 0 0 0 0

57 T 5z = (1~ cos())cos(9) 5 + tan(i)sin(gb)% (2.106)

i (;Z _ ;Z> _ (- cos(&))sin(gb))gg _ tan(g)cos(@;; (2.107)

Z;Z + ZaaZ = sin(&)ge (2.108)

i (Z;Z — Z%) = —;; (2.109)

ZQaaz + 228‘92 _(+ cos(a))cos(¢)§9 _ cot(g)sin(@; (2.110)

i <2288Z — Z2;Z> = - <(1 + COS(G))sin(qb)% + cot(g)cos(qs)aa(b) (2.111)

we note that we can construct the X and Y Killing vectors just from taking linear combi-
nations of conformal Killing vectors. Which indicates that applying these combinations of
conformal Killing vectors has a null effect on the metric, in essence when paired together the
conformal Killing vectors scale the metric in a way such that the overall effect “cancels” out
for the metric.

Thanks to the complex projection our Killing vectors and conformal Killing vectors are
of a much simpler form than what they are in the standard 6, ¢ co-ordinates. Since they
are just polynomials in the complex co-ordinates compared to the complicated trigonometric
functions we had in @, ¢ co-ordinates. This simplicity allows us to easily find the structure
of the Lie groups of the isometries and conformal transformations. Furthermore the stereo
graphic projection also reveals the complex structure of the 2-sphere. [8]

2.3 Counting of Killing vectors and maximally symmetric
spaces

We have investigated Killing vectors for the simple metrics of the flat/Minkowski space and
the 2-sphere. We found there are w in flat/Minkowski space and three Killing vectors on
the 2-sphere. The number of Killing vectors for the 2-sphere corresponds to the 2-dimensional
Euclidean/Minkowski space, these are one of the most symmetric spaces one can imagine.

However most metrics of physical interest do not share this high degree of symmetry and as
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a result will not have as many Killing vectors, in fact it is rare that a generic metric contains
a Killing vector [1]. So this raises the question, for some given metric what are the maximum
number of possible independent Killing vectors? and how many independent ones are there?
The answer to the first question also leads us to the idea of maximally symmetric spaces [4].
But before we delve into that we focus on counting the maximum possible Killing vectors for
a D-dimensional space.

One can actually guess the answer to this by considering the most symmetric space we
know: the Euclidean/Minkowski space. Which contains M independent Killing vectors,
since this is the most possible symmetric space with the most isometries it should have a
corresponding number of K.Vs, and as every other space is either equivalent or less symmetric
than this [1]. Therefore we can imagine this creates an upper bound on the possible number
of K.V in a D-dimensional space. To prove this is the maximal number of K.V possible on
a D-dimensional metric we use the curvature relation 2.32 and Killings equation, which are

restated here:

D.D,K,=~K,R5,,
D,K,+D,K, =0

The curvature equation links the covariant derivative of a Killing vector back to itself con-
tracted with the Riemann tensor. Therefore any higher order derivatives can always be ex-
pressed as either terms proportional to K, the Killing vector or D, K, the covariant derivative
of the Killing vector using the equations above. Hence if one were to Taylor expand the Killing
vector around a point X* on the manifold and the neighbourhood of the point X# —z*, hence
the expansion series would become:

K (z) = Af (2; X)K3(X) + BN X)DAK ) (X) (2.112)

Where n denotes the n possible Killing vectors of a metric. The functions Af(z; X) and BﬁA
are only dependent on the co-ordinates X*, z# and the metric g,,, [4]. We distinguish between
different Killing vectors by their values of K,(X) and D,K,(X). From this equation a Killing

vector is uniquely determined by the data from K,(X) and D,K,(X), in D-dimensional
(D-1) _ D(D+1)
2 T 2

entries one has to specify. The data of a Killing

D(D+1) 5. . .
% dimensional space, and in a vector space of

space there are D + D

vector can be represented as a vector in

M dimensions there can only be @ independent vectors. Therefore the maximum
number of Killing vectors on a manifold of dimension D is w. Spaces which contain

the maximum number of Killing vectors are called Maximally Symmetric spaces. Maximally
symmetric spaces are important in cosmology as they provide Isotropic and Homogeneous
spaces to model the universe. It can be shown that maximally symmetric spaces have a
special form of the Riemann tensor [1]:

R
Rpg“y = m (gpugcn/ - gpl/go;t) (2113)

Where R is the Ricci scalar and D denotes the dimension of the manifold. Usually a metric
might not contain the maximum number of Killing vectors. So how does one count the
possible number of Killing vectors then? One achieves this by using a variant of the Killing-
curvature relation and repeatedly differentiating it. As shown in [9] this generates a series
of algebraic equations for the Killing vector, its derivative and the Riemann tensor which
can be calculated. From solving these equations we can eliminate the number of independent
Killing vector for a space time and yield an upper bound on the number. The paper applies
this method for the Kerr metric and properly predicts two Killing vectors for the Kerr space
time.



Chapter 3

Killing Tensors and their
applications

3.1 Killing Tensors

Isometries form an important group of symmetries that can be used to analyse manifolds in
the context of physics, as they lead directly to conserved quantities which leads to integrabil-
ity. A physical system is called integrable if it has the same number of conserved quantities
as the number of degrees of freedom, this allows the system to be solved analytically. The
physical behaviour of an integrable systems phase space is restricted to a sub-manifold of
the total phase space. However many metrics of physical interest generally do not contain
enough isometries/K.V to allow for integrability, the aforementioned Kerr metric only has
two Killing vectors for 4 degrees of freedom, another constraint can be found from the metric
but we still lack one conserved quantity. An important generalisation of a Killing vector is
the Killing tensor, defined as follows:
DK,

Vl...Vm)

L =0 (3.1)
Where () of the indices denotes the symmetrisation operator for indices. Killing tensors
are also symmetric under the exchange of their indices. The number of indices of a Killing
tensor denotes the rank or the “valence” of the tensor. When m = 1 we recover the notion
of the Killing vector. Similar to the Killing vector we can show that the quantity J =
K, .., U"...U" which is the Killing tensor contracted with the tangent velocity along a
geodesic curve is conserved along the geodesic. The demonstration is reminiscent of the
Killing vector case. Differentiating this J along the geodesic w.r.t proper time 7:

D

%(Kyl.“meVl‘“UV'm) == U,D (Uyl.“UV’mDpKyl.,.l/m + mKl/

UY...D,U"™)
= UPU ..U D, K

1.--Vm

VieVm) 0

Where in the first line the we used that the covariant derivative of tangent velocity U* is 0,
then in the second line since all U!* are identical we symmetrise all the indices of the Killing
tensor and the derivative term which then becomes the Killing tensor equation. Hence all
products of Killing tensors with tangent velocities are conserved on geodesics. Therefore
we see Killing tensors have the potential to provide the “missing” conserved quantities for
integrability in certain metrics which may lack the required number of independent Killing
vectors, provided these tensors exist of course. However we have rather arbitrarily introduced
these tensors and the Killing tensor equation. And unfortunately Killing tensors do not have
a clear geometric interpretation unlike the Killing vectors. Hence why they are also named
”Hidden symmetries”. The symmetry does not generate a diffeomorphism as a Killing vector

24
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does. So it is in some sense hidden and cannot be easily seen from viewing the manifold
directly, instead one discovers it by analysing the particle motion [10].

The Killing tensors of physical interest are of rank - 2, the next direct generalisation of
the Killing vector. These are the objects that either provide the missing conserved quantities
for integrability, or allow for the separation of variables for the Hamilton-Jacobi and Klein-
Gordon equations. Therefore we will focus on these types of Killing tensors in this thesis.
The Killing tensor equation for rank-2 becomes:

D Kyp) =0

2

g (D,LLKZ/p + DpK,uz/ + DVKPH) =0 (32)
DuKyp+ DKy + DK,y =0

Where in the 2nd line we use the fact that Killing tensors are symmetric tensors. Each
space-time will always have one trivial rank-2 Killing tensor in the form of the metric g,
as this satisfies eq.3.2. Indeed the metric does provide a conserved quantity in the form of
a normalisation for the tangent velocities equivalent to the mass of the particle. Hence the
metric g, is a trivial rank-2 Killing tensor.

One way to construct rank-2 Killing tensors is by symmetrising the tensor product of two
Killing vectors J and L:

Ky = Ju L)
Koy == (JuLy + J,L,)

K=J06L

N

[3]Where the symbol ® denotes the symmetrised tensor product. We can substitute this into
the Killing tensor equation to check if it works:
1
DuKyp) = Dl wlp)) = 5D JvLp + JpLu)) =0

Using the Killing equation D, J,y = 0 and D, L,) = 0 repeatedly and using the product
rule as well since the covariant derivative acts on both J, and L,. This proves that the
symmetrized products of Killing vectors do form Killing tensors. However these tensors
are not physically relevent as they do not produce new conserved quantities and instead
just repackage multiplicative products of already known conserved quantities. They do not
provide any new symmetries which tells us nothing new about the manifold. We call these
type of Killing tensors reducible Killing tensors. We are interested in irreducible Killing
tensors which cannot be broken down into smaller or other Killing tensors. We don’t want
our Killing tensor to be factorised into other smaller Killing tensors or vectors. Irreducible
Killing tensors provide new conserved quantities which help build towards the integrability
of a system. Unlike the metric or reducible Killing tensors finding an irreducible Killing
tensor is a challenge as it usually involves solving a complicated system of coupled partial
differential equations. These are usually very tedious and difficult to solve. However, there
exists special methods for certain cases. Such as in [11] where the existence of a so called
“hypersurface” orthogonal Killing vector allows the Killing tensor to be reduced into three
components. These components have associated partial differential equations which can be
solved. In this thesis we will either straight forwardly solve the Killing tensor equation by a
power series expansion or by using Maple which can generate and solve the Killing tensor
equation.

Vector fields had the anti-symmetric Lie bracket which produced another vector field by
taking the Lie derivative with respect to a vector field, which we used to generate Killing
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vectors by taking the Lie bracket of two other Killing vectors. For tensors there is a gener-
alisation of this operation called the Schouten-Nijenhuis brackets. Unlike Lie brackets which
require vector fields the Schouten-Nijenhuis require tensors of any rank as input. For tensors
A of rank p and B of rank ¢ the Schouten-Nijenhuis bracket generates a tensor of rank-
p+ q — 1, the operation is defined as:

A, B]j1-~~jp+q—1 — pAi(J'lu-J'pflDZ.BJ'p--J'erqfl) _ qBi(j1~~~jq71 D@.qu--~jp+q71) (3.3)

[12] It can be shown that the Schouten-Nijenhuis bracket of two Killing tensors generate
another Killing tensor of some other rank, similar to the Killing vector case and Lie brackets.
In fact if one of the input tensors is a vector field the Schouten-Nijenhuis bracket simplifies
to the Lie derivative w.r.t the vector field. For both vectors it reduces to the Lie bracket
of two vectors [10]. Finally there is also a relation between rank-2 Killing tensors and the
Riemann curvature tensor similar to the Killing vector case, for a rank-2 Killing tensor T:

D, DTy, — DyD,T,s = 2R Tyyp — 2R Toyp (3.4)

ba(r

rs(a

The proof for this equation is given in reference [13].
To understand these Killing tensors we start by analysing them in the simple spaces,
namely Euclidean/Minkowski space and later the 2-sphere.

3.1.1 Flat Space Killing tensor of rank-2

Similar to our analysis of Killing vectors we will start in Euclidean/Minkowski space. As we
know Euclidean space is a maximally symmetric space with a sufficient number of conserved
quantities to strongly constrain particle dynamics. From the Killing vectors in D-dimensional
Euclidean space we have D(gH) number of isometries leading to w conserved quantities.
Now we solve Killing tensor equation to see if we can find more distinct conserved quantities.
One can guess probably not as we already have more than enough conserved quantities

required for integrability. The rank-2 Killing tensor equation reduces to partial derivatives:

OuKup + 0Ky + 0y Kpy =0 (3.5)

We can solve this by expanding the Killing tensor in a power series of the co-ordinates z*
and constant tensors K ,(f,,)al,,,ai:

o
Ku = KQ) + K, o + K2, ., =Y K, o (3.6)
1=0
The superscript (i) denotes the power of the expansion term. The indices a; are symmetric
under exchangle with each other as the co-ordinates zf* and z} commute. Since these are
summation indices we can rename them however we want. Now we input this expansion into
the rank - 2 Killing tensor equation. The Oth term is unconstrained as it disappears and can
be any constant rank-2 tensor , we can form Killing tensors such as these from symmetrizing
the D translation Killing vectors with each other. The first term that is linear in x* gets a

constraint:

1 1 1 (1)
K l(/pL + Kl(w)ﬂ + Kl(w)'/ K(/WP

) = 0

This term contains the Killing tensor that can be formed by symmetrizing a translation Killing
veector with a rotation vector, then the coefficients would be linear in the co-ordinates similar
to the term K ;(ﬁf)p- Then looking at the term with (2) superscript which is quadratic in the co-
ordinates receives a similar constraint, however we have an extra dummy index that contracts
the surviving co-ordinate:

[K() LK@ L g@ | ge — g®

=0
vppo pvpat pural (wvp)an
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We get the above equation by using the product rule,then using that indices in positions
(1,2) and (3,4) are symmetric under exchange, and then renaming the dummy indices. This
term should contain the symmetrization of rotation K.v with rotation K.v as they yield the
quadratic polynomial terms this tensor is contracted with.

Then inputting the 3rd term in yields the following after using the product rule and
renaming indices:

3 3 3 o 0z pe(3) a1 .z
|:K1(1P?u041a2 + K,L(w)palaz + Kg,u)uala2:| g™ = K(;wp)oqozgx =0
3 3 3 (3.7)
- Klgp)ualag + K;(U/)palag + K/()/L)l/alag = K(uup)ogag =0

If this is non-zero then it would correspond to a cubic polynomial Killing tensor which would
be irreducible since we cannot form it from K.v. However we now show using this equation
that it would in fact be 0, and as a consequence the power series terminates from the cubic
terms and on wards. To show this we remind ourselves that we have the following symmetries
in the indices of term 3:

(3) —
K[W]Pfllaz =0
K !(f:’j)pal ap — Symmetric

The underlined indices are completely symmetric under exchange. Starting from eq.3.7 but
rearranging the symmetric indices such that a; is in the third position. Then we use 2nd line
of eq.3.7 to permute the first 3 indices :

3 3 3
K/(w)alpag + K;(m)aluag + Kl(/p)oquaz =0
3 3 3 3 3 3
_Kt()q)/u/pag - Klga)lupag - K(()q)pw/ag - K;(w?lpl/ag - K(()ll)l/pp,OéQ - K[()Ol)ll/uag =0
3 3 3 _
—2 (Ké1)ul/pa2 + Kél)vﬁlw@ + Kéll)Pl“’a2> =0

Where in the third lines we gathered all the similar terms together by just exchanging indices
in the last 3 indices. From which we extract:

KG) + K® + K® =0 (3.8)

Q1 prpae Q1Vppoe a1 puran

Using eq.3.7 again we now permute the middle term with ajvpuag to see one of the permuted
terms cancel out the Kc(ﬁ)pu,,m term:

3 3 3 3
K(gl)m/pag - K,z()a)luuag - Klsp)al,uag + Kél)pm/az =0
3 3
K(gq),uzzpag = Kz(/p)aluag
3 3
Kgq)uupozg = KlEpZ)q},LOéQ (39)

Using symmetry in the first 2 indices we cancel out the third term with the permuted term.
More importantly we extract eq.3.9 which states that we can switch the first two indices with
the 3,4 indices. Beginning from eq.3.8 again we now rearrange such that the as index is in
the third position:

K3 + KO + KO -0

Qa1 poorp Q1o pi a1 pog v

We permute the indices of all 3 terms so that the first two indices are aq, as.

3 3 3 3 3 3 _
_K&g)auwp B K/(wz)zozwp - K((IQ)OllVPH - Kl(/oc)gmpu - Kéu)oap/w B K/(Ja)gomw =0
3 3 3 3 _
3K((12)111MVP + KI(M1)2041VP + Kl(/a)goqpu + Kéa)gal/uz =0

We almost have the result, now using eq.3.9 which is the indices switching identity onto
the last three terms of the second line of the above expression, before we use it we use the
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symmetry in the last 3 indices to send «; completely to the right most position for all 3
terms.

3 3 3 3 _
3K(g¢2)o¢1,uup + Klgp);chOq + Kgu)l/OQOq + K[(J,V)pOéQOél =0
3 ®3) _
3Ké2)041w/p + K(uup)agal =0
So the collected second term disappears leaving:
K&y =0 (3.10)

As a result of this derivation there are no possible cubic polynomial rank-2 Killing tensor
in flat space. As a result of the power series terminates as all other higher order tensor
coefficients wam...ai = 0 because they all have the same symmetry as K, g)ala?as in the first
5 indices as a result the other extra indices can just be kept constant while one re does the
derivation to show the coefficient is equal to 0. So our power series expansion becomes:
0 1 2
K* = On 4 Kél)lwxal + K@pv pan gz (3.11)

ajae

Where we just raised the indices. Lets concretely find the Killing tensors for 3-dimensional
Fuclidean space, so D = 3. The Killing tensors are:

0 0
KO — gOuv_ =
oxt ® oxv
K'= Kgywxm% 8(; (3.12)
0 0
K2 _ K(2)w/ ay a2 Y
aray T ozt @ oxv

We expand these tensors out and then using the relations we found for the coefficients gather
all like terms under one distinct coefficient, as a result this sum of tensor products gets
partitioned into different groups which are the different Killing tensors. The first term has
no constraints so it is just various partial derivative tensor products:

Y
ozt ~ Oxv

For K" we now have a constraint for the coefficient, namely:

M - _g@ @
Koo = —Ewp — Ky
Expanding out K we get various tangent vector products with polynomial coefficients in
the cartesian co-ordinates, due to the symmetry in the first two indices and the constraint
relation we gather all these terms under a few coefficients. Doing this generally by not using
numbers but indices such as p, g and v we find the Killing tensor in a general form:

0 0 0 0

— M

o I
v oxH © oxY v oxP © ox?

Which is simply a translational Killing vector 82,, product ® with a rotational Killing vector

) o .. . .
Ly = 2P 575 — 2t 575 This is not necessarily interesting.

Now we look at the quadratic coefficient Killing tensor K® to see if we get anything
irreducible, however repeating the same procedure as before we get the general form of the
Killing tensor as:

0 0

@7+$aa§yi VP

SO0 0
ox® ~ Ozx¥ v oxB ~ Oxv oxB = OxP v ox® ~ OxP
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When we factorise this we recognise this just as the ® product between two rotational Killing
vectors : Lg, = 33582% — xa% and L,, = x,,% — xl,%. Which is also not interesting. So
for rank-2 there are no irreducible Killing tensors. One could have guessed this by the fact
that flat Euclidean space already possesses all possible isometries due to the virtue of being a
maximally symmetric space. Now one can go further and investigate the rank-3 Killing tensors
to see if the hidden symmetries are hidden away in higher rank Killing tensors. However it
can be shown for rank-3 the polynomial coefficient cannot be higher than a cubic, the proof
is shown in the appendix as it is tedious but the derivation is similar to the rank-2 case. We
expand this Killing tensor in a power series then using the rank-3 Killing tensor equation
find relations between the coefficients, using these relations we can show the constant tensor
associated with the cubic polynomial is 0 which terminates the series expansion at cubic
coefficients. So for now it seems as there are no irreducible (rank-2) Killing tensor in flat
space, now lets see if this statement is true in a slightly more complicated metric, the 2-sphere.

3.1.2 Rank-2 Killing tensors on the 2-sphere

Now we have to deal with covariant derivatives and Christoffel symbols which will complicate
the coupled differential equations we have to solve in (¢, ) co-ordinates. However we have
seen how the complex stereo graphic projection in (Z, Z) co-ordinates simplifies the calcula-
tions and the vector fields. So we use the projection to solve the rank-2 Killing’s equation.
The rank-2 Killing equation on curved space is :

D,K,,+D,K,, +D,K,, =0
Decomposed into Christoffel symbols and using the symmetry I'y, = '), it becomes:
OuKyp + 0,K, + 0, Ky — 2 (Ffj,,Kap + 1, Kaw + T, Kpa = O)
Remembering the complex stereo graphic projection changes the metric to the form:

i = Y azaz
(ZZ 1)

with the non-zero Christoffel symbols being:

7. _ —_22
227 7741
22 77 +1

Since we only have two co-ordinates (Z, Z) the number of Killing field components we have to
solve are 3: K,5, K, Kzz since K7 = K5, is symmetric. We now find all the equations
we have to solve,starting with all the same co-ordinate p =p=v = 2:

D;Kz7=0

DyK?%%2 =0 = 0,K%% =0
Where we factorized out g% Z out from the Killing tensor field so that the indices are raised.
Likewise for y =p=v = 2:

DzKzz=0

D;K#% =0 — 0;K%% =0

Hence the Killing field component K 2Zand K22 are purely holomorphic or anti-holomorphic.
Similar to the case of the Killing vector we can expand these as a power series in their
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respective co-ordinates. However we do have to remember to institute the global consistency
condition, this will be done after deriving the Killing tensors. So K44, K4 are:

K%7 = i caZ®

. (3.13)
K%% =" d,2°

a=0

Where c¢,,d, are complex coefficients of the power series. The global constraint for the 2-
sphere 2.2.4 has to be instituted so we retain the tensor fields which do not have poles in
either complex patch, for K4%:

B, 0o 9 )
7Z7 _ a
K 87®a7_2 70—

Ca” 57 oz

This tensor field has to be pole-less under change of co-ordinates to the W complex patch
projected from the South pole: Z = %:

- 1 0 %) - 1
a _ a—4
;)C“Z <Z4 aw © aw) - ;)C“ <(W) )

Similar to the Killing vector case we now have a bigger power in the denominator, this
allows more terms to valid. The tensors should not have poles as — 0. Meaning only
a=0,1,2,3,4 are valid. Repeating this argument for the anti-holomorphic tensor field we
find the 10 valid tensor fields:

K%% = co+ 1 Z + o 7% + c32° + 4 Z* (3.14)
K?% —dy+ d1 Z + do Z° + d3 Z° + dy Z* (3.15)

Now we just need to find the K% Z tensor field. The associated equations for this tensor are
when 4 = v = Z and p = Z and the opposite 4 = v = Z and p = Z:, then 3.2 becomes two
equations with similar structure:

2DyK ;5 + DyKzz =0 — 2Dz K77 + DK% =0

_ 1

2D;K%? 4+ DyK?%% =0 (310)
K?%Z is a function of both co-ordinates but it is connected to both K44 and K4# through
these equations, as a result we can expect the final result to connect the complex coefficients
¢q and dg so that our Killing tensors are composed of both holomorphic and anti-holomorphic
parts. Expanding the covariant derivatives into partial derivatives and Christoffel symbols
the two equations become:

zZz _ ~ Zz _

227 +1)—7 —4ZK%% = (ZZ +1) . +47K%% (3.17)
B K22 _ B zz B

2027 +1) 57 —4ZK%% = (ZZ +1) +4ZK%% (3.18)

The factor of ZZ+1 present in both sides comes from the denominator of the Christoffel sym-
bols which we multiply out. Since K4% and K%# are both functions which can be expressed
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simple polynomials we assume K 2% should be a function of (Z, Z) in simple polynomials. So
we expand out K%Z = f(Z,7) in a multivariate power series, we rename K%Z for ease:

K?2 = §(2,2) =3 bi;2'7 (3.19)

i=0 j=0

Where the terms b; ; are constant complex coefficients for each distinct power of Z'Z7.We
input this series into both equations above and then try to match both the left hand side
and the right hand side in powers of Z°Z7 which leads to relations between the different
coefficients. Starting with the second equation of eq.3.16:

B KZZ _ KZZ B
227 + 1)882 —AZK?Z = (77 + 1)‘9 +4ZK%%
We insert in the expansion term by term starting with ag ;Z:
8f 0o o0 o [SINee) o
97 = 2.2 IbsZ' 2T =30 b+ )27
i=0 j=1 i=0 j=0

Where we rename and shift the indices in the summation such 4, j still start at 0. Then we
multiply the coefficient 2(1 + ZZ) to the derivative:

aKZZ x© 0 . . L.
=D > 20+ 1) by 2T 2 4 b0 207
=0 j=0

2727 +

Then the 47 f(Z, Z) term:
o0 o0 ) )
AZf(2,2) =4 > b, 27
i=0 j=0

Both these terms represent the L H S of the second equation in 3.18. The right hand side is
slightly simpler. Starting with 2 82 , inputting the holomorphic power series expansion:

8KZZ 0
=> (a+1)ca12°
0z =

Which becomes the following after multiplying the (ZZ + 1) factor:

_ OK%4%2 s _
(22 +1)— = (a+Veap1 [2°71Z + 27

a=0

finally the 4ZK?%Z term becomes:
o0
AZK?? = " 4c,22°

We now have the right hand side of 3.18. Equating the left and right hand sides results in:
e . . . . . o0
> (20 + Dby (27127 + Z0Z27] = ab ;270 27) = (—cagala+ 1) (2% Z + 2% + 4¢, 2 2°)
i,j=0 a=0
(3.20)
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] Power \ L.H.S index \ R.H.S index \ Equation
constant 1=45=0 a=0 bo1 = —%
Z (i=1,j=0),(i=0,j=0) a=1 cg =2bpo —b11
A i:O,j: a=0 b072=CO
22 (122,]:0), Z:1,]:0) a=2 —303:21)211—41)170
Z7 (i=j=0),i=45=1),i=0,7=1) a=0,a=1 c1=2b12
72 (i=0,7=2) None bp3 =0
A (i=3,7=0),i=2,7=0) a=3 2cy = —b3 1 +2by
ZQZ (Z:1,]:0),(i:2,j:1),(i:j: ) a:17a:2 02:2b2’2—b1’1—>b0’0:
ba.o
773 (i=0,7=1),(=1,j=2),(i=0,7=2) None b13=0
Z3 1=0,j=3 None bp,a =0
Vi (i=4,7=0),(i=3,=0) a=4 —bcs = 2by1 — 4b3
AYA (1=2,j=0),:i=3,7=1),(i=2,7=1) a=2,a=3 c3 = —2by1 + 4b3z 2
VAVA (i=4=1),i=5=2),i=1,7=2) None b3 =0
273 (1=0,j=2),i=1,7=3),(i=0,57=3) None b14=0
Z4 (i=0,7=4) None bos =0

Table 3.1: Depicts all the equations that are derived by matching powers of Z*Z7 on both
sides of €q.3.20 . Also shows the relevant values of indices which generate the power

Immediately one can see several coeflicients of specific 7, j powers will automatically be set to
0 since the same power is absent on the R.H.S since we only get increasing powers in Z.Now
we expand this equation out on both sides and match the various powers of Z¢Z7 which yields
a system of equations: for a = 0,7 = j = 0 which are the constant terms by matching we get:

bO,l = —5

For power of ZZR.H.S:a=1i=1,5 =0 and i = j =0 for L.H.S and a = Ofor R.H.S:
co = 2bgo — b11
For Z :RHS:a=0:i=0,j=1:
bo2 = co

and onwards to higher powers until Z4 and Z%, we summarise these equations in a table:
Table.2 shows how the coefficients of the K%Z and K%Z are matched. Using the information
from table.2 we can simplify our relations to.

bO,l = —5

ca = 2bpp — b1

co = 2by2 — b1.1bo2 = o
3¢y = —2by1 — 4dbyg

¢35 = —2by1 + 4b32

1
bi2 = 36 = —bo1 (3.21)
bao = c4
bo,o = 22
bo,g =0
bio = —b21

b13=0bos=0by3=014=0

Where bgg is the constant which is unconstrained other than the fact it is related to cs. We
still have to consider the other equation, we then repeat the same entire process for the first
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equation in 3.18 and using the expansion for K 27 we find the form of the first equation in
3.18 as:

[o¢] (o]
3 (2(k: + 1)bigy [zk+12j+l n szj] - 4bk7jZij+1> =3 (~dusi(a+1) 227" + 2] 4d,22°)
k,j=0 a=0

(3.22)
Which we notice is the exact same form as equation as 3.20 except we switch K44 — K42
such that the coefficients change ¢; — d; and we switch the positions of the indices in b;; — b;;,
and importantly the co-ordinates switch from Z <+ Z. So we get the exact same equations as
before but with the aforementioned changes, namely ¢; — d; and b;; — bj;, using these rules
we write down the equations between coefficients:

d
bio = —51
dy = 2bgp — b1
do = 2bg 2 — b1

bao = do = c4
—3dy = 25 — 4byg
ds = —2by 5 + Aby 5 (3.23)

1
bo1 = §d1 = —b1o

bo,o = b2
bso = 0
bop = —b12

b3 = by =032 =041 =0

From these set of equations we can combine the previous set of equations to find the following
results between coeflicients:

bao = doy = c4
boo = co = d4

c5 = —2by1 = 2b1o = —d (3.24)
d3 = —2b12 = 2bp1 = —c1
co =dg = 2bgo — b11

All other b; ; are set to 0 due to the consistency condition and the fact that K 2z K 27 are
also truncated to quartic terms. From the last equation and using b11 = 2b2 2 — dowe can
express f(Z,7) as:

_ _ b _ o d .
F(Z,Z) = by +borZ +b1oZ + ... = #(1 1227+ Z°7%) + ?2(1 + 2272 + ..

The by,1 coefficient corresponds to the metric of the 2-sphere in raised indices: g% =

%;ZQZQ. Now we can expand out the Killing tensor as before in flat space by con-

tracting them with the 0z, 0; basis and using the relations between coefficients to gather all
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the terms under the same coeflicient:

K“”((?g“@ag,)

:co(%®%+24%®%+222%®%)+d3 <_Z§Z®;Z+Zgz—)az®;2+(z_222)aaz®;z)
+cs (Z3£®£—Zéfz®;z+(z-222);z®;z>+C4 (24;Z®8‘9Z+;Z®;Z+QZQ;Z@;Z)
co (ZQ;ZQQ£+22£®$+(1+22Z2)£@£> + b1y ((1+2ZZ+ZQZ2)88®;Z)

(3.25)

where Z* = (Z,7) and we are using the symmetrised tensor dot product notation: A ® B =
%(A ® B+ B® A). by coefficient corresponds to the metric of the 2-sphere. Furthermore
the last line could be expressed in a different way by using b1,1 = b2 2 — d2 which yields:

0 0 —5 O 0 —. 0 0 - N 0
do (7220 —=—4+2° =0 —=—-2Z2)—=©® — | +2b 14222 +2%°72%)—= @ —
2( ® 75 + ® ( )az@az>+ 22<(+ + )aZ®aZ
Which yield all possible rank-2 Killing tensors on the 2-sphere. From looking at the 2-sphere
Killing vectors 2.99 we see that every Killing tensor derived could easily be constructed from
the Killing vectors. Using notation from 2.99:

C’g@é’g—>64
C1oC — dy
C’o®éo—>co
C’2®01—>03
C’Q@C’o—>62
C1 00y — ds

And finally b1; is simply the metric which could be constructed out of the Killing vector
products. Hence, we see that there are no irreducible rank-2 Killing tensors on the 2-sphere.
There are no hidden symmetries present on the 2-sphere. And it seems very unlikely that
there are potential irreducible Killing tensor in higher orders. We could have expected this
fact as well, as we know that the 2-sphere is a maximally symmetric space with constant
curvatuure, so it is similar to flat space in that it contains the maximal set of isometries.

Now we have derived rank-2 Killing tensors for two simple metrics and found out there
are no irreducible Killing tensor. One may wonder if this is a property of spaces such as
these that they possess no irreducible Killing tensors. It turns out there is a proof that states
spaces of constant curvature lack irreducible Killing tensors by G.Thompson in [12]. The
paper proves for flat space that there exists no Killing tensor that cannot be decomposed into
symmetrized products of Killing vectors. Meaning any rank Killing tensor can be decomposed
into symmetric Killing vector products, the proof is indirectly extended to Killing tensors on
spaces of constant curvature such as the 2-sphere. However physically interesting spaces
such as the Kerr black hole metric does in fact contain a rank-2 Killing tensor which forms
the Carter constant which allows for integrability around black holes. We will look at this
constant and also use it to calculate scattering angles around the Kerr black hole. This
concludes the brief discuss on rank-2 Killing tensors. Now we briefly review and introduce
Hamiltonian mechanic to curved spaces. This will provide a background to how Killing
tensors appear when considering the dynamics of particles in curved spaces.
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3.2 Hamiltonian Mechanics and Hamilton-Jacobi theory

Starting with the familiar Lagrangian approach we define the Action of a massive free particle
in curved space with metric g, between two proper time points 71, 7 as:

1 (™ 1 (™
2 /., 2 /.,

Where the Lagrangian £ (Not lie derivative) is identified as:

L= %gu,jU“U” (3.27)
Following the derivation laid out in [14, 15] we vary the path inside the action and demand
this difference dS = 0, this is how Euler-Lagrange equations are derived by finding constraints
such that 0§ = 0. For our massive free particle we know it obeys the geodesic equation
D d[iu = 0 (remembering U¥ = dx —)which obeys the Euler-Lagrange equations, so varying
the action should produce the geodesm equation inside the integral along with any other

boundary terms that vanish:

0S = / < Szt g D[j' CZ_(&E“pm)> dr

where p, = g,,U”. The proper derivation requires using integration by parts and etc, it is a
very standard derivation in text books such as page 107 of [1] (although he drops the 2nd
term due to boundary conditions), so we will not recreate the total derivation. The paper
referenced derives it by using Euler-Lagrange equations but both derivations in text book or
the paper are similar. From this we can set S = 0 by instituting the geodesic equation for
the first term and for the second term d—(éw”pm) by first integrating it and using that we
choose our deviation such that éz* = 0 at the boundary points 71, 72. This is a standard way
to derive the geodesic equation. However, for our purposes we consider what happens if the
boundary condition does not automatically set the 2nd term to 0. In this case let dz# = K*
which implies we make a co-ordinate transformation where the difference is this vector field
K*#, then we have:

1

oS v K*p,,)dr
_2/71 dT( Pm)

Which is non-zero at boundary points 71, 7. This can still be equal to 0 if the remaining
term is equal to 0. We actually recognise this to be 0 if K* is a Killing vector as this what
we derived in chapter 1 when we proved this quantity is conserved on geodesics. We can
generalise and say if we expanddz# in a series dz# = K g)) + K é‘l';lpz,l + K é’;1”2pl,1p,,2 +...
All of these satisfy 68§ = 0 if K!""*""" are Killing tensors obeying Killing tensor equation,
as then they would correspond to Killing tensors contracted with velocity which we know
are conserved quantities on geodesics. Now we see how Killing tensors arise naturally in the
context of particle dynamics in curved spaces using Lagrangian’s. Now we switch to introduce
Hamilton mechanics onto curved spaces.

Using:
oL 1 1
= KTV — = v
BT L 2g,U,U U 29 Pubv (3.28)

[16] The canonical momentum is defined as:

H=U"

oL

Pu = U = gw/UV (329)
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Which is what we had before [17]. Now remembering the relevant Hamilton’s equations for
pu and &# from non-relativistic mechanics generalised to general relativity:

0
PH aj = ¢"'p,
Py (3.30)
_ OH 1 9g*™
pu:*w:*§8 Hpapu
[17, 10]. The geodesic equation becomes in momenta:
p’D,p" =0 (3.31)

using the canonical momentum definition. These are just U* but we express them in mo-
menta. Our Hamiltonian is not time dependent as a result it is conserved, we let it equal to
a constant value:

1
H= —§m2 (3.32)
Where m is the mass of the particle. This leads to the relation:
9" pupy = —m? (3.33)

Which the reference states normalises the momenta. However, the other way to look at this
is that we recall that the metric is a rank-2 Killing tensor. As a result for any space-time we
already have a conserved quantity which is provided by the metric g,,,. So the above relation
could be thought of as the first constant of motion in our system. Then with other Killing
vectors and irreducible K. tensors we could constrain the particle dynamics more.

Now we will briefly introduce and derive the Hamilton-Jacobi equation through Canonical
transformations. Hamilton-Jacobi has many uses in many areas of physics, especially in
quantum mechanics as it provides a way of analysing semi-classical behaviour from quantum
mechanics. In general relativity it is the standard tool used to study particle motion on
manifolds with curvature. The Hamilton-Jacobi equation was used by Brandon Carter in
1967 to discover the Carter constant for the Kerr metric which originates from an irreducible
rank-2 Killing tensor. We now reproduce a derivation laid out by Herbert Goldstein in
his book Classical Mechanics 3rd edition [17], the derivation is classical but can be easily
generalised to curved space.

If an arbitrary Hamiltonian #(z#,p,) has a specific co-ordinate absent say z' in the
Hamiltonian. Then the associated canonical momentum is conserved:

—D; = i 0 — p; = const.

Then the co-ordinate z° is called a cyclic co-ordinate [17]. This is analogous to the Killing
vector % is present when the co-ordinate z! is not present in the metric. Casting the form in
this form where co-ordinates are cyclic is very beneficial as it reduces a lot of calculations. The
form of the Hamiltonian depends on which co-ordinate we choose to cast it in. A concrete
example is the classical central potential problem, when the Hamiltonian is expressed in
spherical co-ordinates r, ¢ it is cyclic in ¢, as opposed to expressing in Cartesian’s x, y.

It is useful to find the right co-ordinate transform that will make some co-ordinate in the
Hamiltonian and also ensures the Hamiltonian equations are preserved under this co-ordinate
transform, these transformations are called Canonical transformations. We introduce this in
the context of classical mechanics and then generalise the final result. Starting from ¢;, p;
which are classical generalised co-ordinates for momentum p; and co-ordinates g;. These co-
ordinates obey the Hamilton’s equation for the Hamiltonian H .We make a transformation

to a new set of co-ordinates (; and momenta P, which are functions of p;, ¢;:
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Which are transformations in phase-space. Require these new co-ordinates to be canonical
such that there is another function K(Q, P,t) which acts as a Hamiltonian:

. oK
a=2
. OK
b="%q

Both K and H are Hamiltonians that are derived from their Lagrangians using the Legendre
transformations. As a result both of them obey the following:

to to
6 [ L(g,p,t)dt=0 [ (pigi —H(q,p,t))dt =0
t t
to ' to 1 .

t1 t1
Where t1,ts are the classical boundary points of the variation .Which is satisfied when:

) . dF

pigi — H=PQ; — K+ s (3.34)
The function F' is dependent on both the old and new canonical co-ordinates,it is a term
that originates due to the fact we could have a term present that disappears due to boundary
conditions during the variation. This called a generating function and it acts as ” bridge”
between old and new canonical co-ordinates as given in page 371 of [17]. F can take 4
different combinations of old and new co-ordinates, but for our purposes we choose the so
called type-2 function where Fs(q, P, t)is a function of old co-ordinates ¢ and new momenta
P. Furthermore expressing F' = Fy(q, P,t) — Q;P; and submitting this into eq.3.34 yields:

dFy

piq.i—H:—QiPi—K‘*'ﬁ

Now Fy(q, P,t) is expanded out in chain rule in terms of its arguments:

dFQ(q,P, t) 8F2 6F2 . 8F2 .
= i P
dt o "ol ap

We input this into the previous equation and see that it is satisfied when:

_OFy
B 9qi
Ok
=3P

bi
(3.35)
Qi

So now the relation becomes : OF
2

K=H+ —= 3.36

+ 5 (3.36)

We will now use this Canonical transformation to derive Hamilton-Jacobi equation. For a
system with n momenta p; and n co-ordinates ¢;, and if the Hamiltonian is conserved we
could make a canonical transformation to co-ordinates for co-ordinates (p,q) to their initial
values at a certain time qg, pg at ¢ = 0. This simply yields the solution of the system:

q = q(qo, po, t)

(3.37)
P = p(qo, po,t)
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The new Hamiltonian K = 0 such that the new momenta are constants as we expect:

oK
OB

=P=0-P=w

Qi=0
oK (3.38)

- 0Qi
Where P;, (Q; are the new constant momenta and co-ordinates. And «; is a constant. Then
the equation linking K and H together becomes:

L OR
0=H+* (3.39)

Then using the fact p; = %—% to change the old co-ordinates and then rename Fr = S we get

Hamilton-Jacobi equation:

oS oS oS
H(qiy sy =— ey —3t) + — =0 3.40
Where we now refer to S as Hamilton’s principal function. If our Hamiltonian is not explicitly
dependent on time then we split the principal function in two components S = W(q, a) — Et
[17]. Where E is a constant. The function W (g, «) is called Hamilton’s characteristic function.
This leads to the time-independent Hamilton-Jacobi equation:

ow
H(q;,—) = 3.41
(@1 5 ) = (3.41)
With equations:
ow
P = 3.42
= B (3.42)

The usefulness of Hamilton-Jacobi theory occurs when we can consider separable solutions
for S. If S can be split into a piece that is only dependent on one co-ordinate g and another
piece which is completely absent of that co-ordinate then we get:

S(q1s - qni ;) = S1(q1; o5 t) + S (g2, ..., qn; a3 T)

Which will split the Hamilton-Jacobi equation into 2 sub Hamilton-Jacobi equations, one with
S1 and another with S’. We can generalise this to say we have separability in all co-ordinates
so that S becomes completely separable:

S =%;8i(qi; a5t) (3.43)

Where the principal function splits into several sub functions where some of the sub functions

are completely dependent on only one specific co-ordinate ¢;. This splits the Hamilton-Jacobi
into smaller H-J equation:

aS; 0S;

Hi(gqj, 5 7 ost) = ——F

Z(QJ 8(]]' ) 6t

Which are n Hamilton-Jacobi(H-J) equations for co-ordinates ¢;. For the time dependent

case which we usually deal with :

(3.44)

Si(gy; a;t) = Wilgj; o) — aqt
So the time independent H-J equations become:

ow;

H;(q;; a—qi; a) = oy (3.45)
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Where «; are separation constants which could be constants of motion such as energy, mo-
mentum or angular momentum. As a result solving the system becomes very easy. Goldstein
then states the solution is reduced to “quadratures”. We are now done with Goldstein’s
derivation of Hamilton-Jacobi theory and its separability. Now we generalise this to curved
spaces. Firstly the classical time parameter ¢t becomes the proper time 7:

oS as

H(q" == = = 4
(q7aqz,7) 5, =0 (3.46)

Where ¢' are the co-ordinates of the co-ordinates system being used to describe the metric

and the momenta are p; = gqs and S(q) is the principal function that is only dependent on

T )
co-ordinates g(we use q to represent all the ¢') we also suppress the dependence of S on o
as they are just constants so we depict them purely as a function of co-ordinates. Our free
particle Hamiltonians are time independent so we can split the principal function into the
characteristic and time dependent part S(q,7) = W(q) + %TTLQT. Concurrently the proper
time 7 independent equation becomes:
ow 1
H(q,—) = —=m? 3.47
(q 94 )=-3 (3.47)
Where m is the mass of the particle, plus we drop the subscripts on p, ¢ but these are still
qi, pi- We can now consider separability if Hamilton-Jacobi equation in curved space. The
necessary condition for separability for is the existence of a rank-2 Killing tensor.

The Hamiltonian for a free particle in curved space is given as before: H = % g pupy =

—%mZ. Since p, = gTV,[f the Hamilton-Jacobi equation can be written as:

0 OW OW

2 _
S T =0 (3.48)

We will now see how a rank-2 Killing tensor is required for separability. There are also several
external conditions on the metric and characteristic function W (q) have to satisfy:

W(q") = Wm(xl, ,xk) + Wy(xkﬂ, k™)
X (z) + Y (y)
= XY =0,Y" =0
fo— 1y (3.49)
0% _ 0ty _
y oz

g

Firstly we split our co-ordinates ¢g* into three sets z?, y® and cyclic co-ordinates z¢ which
are co-ordinates associated with Killing vectors, we ignore the cyclic co-ordinates. This leads
to the first condition, where we can split the characteristic function into two functions that
are only dependent on either co-ordinates x or y. Then the metric must also have a special
separable form as shown in condition 2 where it can be expressed as a sum of two rank-2
tensors which are again only dependent on x or y and have a special structure. Then we have
function f,, fy in the denominator which are functions of x and y respectively. Condition 2
with the special tensor structure on X*” and Y*¥ is required for the eq.3.48 to separate into
condition 1 [18]. If our metric follows these conditions then we can cast eq.3.48 into the
form:

o ow oW m2f, = —ym ow ow

dg* Og” dgt Oq”

The left hand side is purely a function of co-ordinates z* and the right hand side is purely a
function of co-ordinates y*, so they must be equal to a constant of integration I:

L OW OW L OW OW
— S+
gt 0g¥ gt 0q”

+m?f, (3.50)

I=X

+m2fx =-Y m2fy
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pv OW oW

then also using m? = —g D D"

uv v
I:_<fyX + LY )awaW_KWawaw (351)

fe— 1y gt dg gt dg¥

[19] Since we know a constant of motion must be sourced by a Killing tensor or a Killing
vector contracted with momenta. In this case since the right hand side is composed of rank-2
tensors, I has to be sourced by a rank-2 Killing tensor K*”.

If we know a rank-2 Killing tensor exists it can lead to separation of variables.

We see now how Killing tensors play a role in separating Hamilton-Jacobi equations,
which significantly simplify our analyses of particle dynamics. Additionally, we could use
irreducible Killing tensors to construct additional conserved quantities which may lead to
integrability, we will see this explicitly for the Kerr metric in chapter 5. Before we end this
chapter however, there is one more use of the rank-2 Killing tensors. Killing tensors also play
a role in the separation of the Klein-Gordon equation.

Klein-Gordon equation separation conditions

The derivation followed is presented in detail for the reference [20]. The Klein-Gordon
equation in curved space-time is defined as the following;:

0®(x) = gD, D, ®(x) = m*®(z) (3.52)

Where m is the mass of the particle and O is the Klein-Gordon operator. The Klein-Gordon
equation dictates the behaviour of a massive scalar field ®(z). To solve this equation by
separation of variables one requires the existence of a rank-2 irreducible Killing tensor K*¥.
Then the Klein-Gordon equation is separable if:

D,[R.K)\, =0 (3.53)

Where R,,, is the Ricci tensor. As mentioned the in depth reason why this is needed is found
n : [20]. As stated in the paper this condition is already satisfied in the Kerr, Kerr-Newman
metrics.

So now we have seen how Killing tensors are used in cases of separability. This thesis
only covers a small portion of this subject as the literature is vast and is still an active area
of research. Having explored simple metrics such as the 2-sphere and flat space now we
start to analyse physically interesting black hole metrics such as the Schwarzschild and the
Kerr metrics. Before we end this chapter we briefly mention another generalisation of the
Killing tensor. Namely, the conformal generalisation of the Killing tensor. Which is called the
Conformal Killing tensor, these objects provide conserved quantities for massless particles,
and also play a role in looking at symmetries in Laplacians and Dirac operator in curved
space [19, 21].



Chapter 4

Schwarzschild Metric

4.1 Schwarzschild Metric

The Schwarzschild metric describes the space-time curvature around a spherically symmetric
mass distribution centered at the origin of co-ordinate system in spherical co-ordinates [1].
The metric is defined as the following in spherical co-ordinates (t,r,6,¢), where ¢ is co-
ordinate time. The polar angle ¢ measured between 0 < 6 < m, azimuthal 6 between
0 < ¢ < 27 and radial co-ordinate r from 0 < r < oo.:

2GM dr? )
ds* = — <1 - ) dt* + W + 72 (d92 + 51n29d<b2) (4.1)
Where G is Newton’s constant and M is the mass of the spherically symmetric body(in our
case the black hole). Immediately we recognise the 2-sphere metric inside the Schwarzschild
metric, this is the part that actually provides the spherical symmetry. Additionally, we see the
co-ordinate singularities that arise at »r = 2GM and at r = 0. Where the g, and gy metric
components diverge. The singularity at » = 2GM denotes the event horizon radius, this is
not a true geometric singularity but rather a consequence of the co-ordinate system. This
can be remedied by using Finkelstein-Eddington co-ordinates or Painlevé-Gullstrand which
remove this singularity [22]. There is however a true geometric singularity at r = 0 where
the Kretschmann scalar: K = R, ,c R*F7 = 482# diverges to infinity, the Kretschmann
scalar describes the curvature as it is just the Riemann tensor “squared”. This metric is a
vacuum solution of Einsteins field equations The Schwarzschild metric describes a stationary
non-spinning black hole, with spherical symmetry as we will see. A simple diagram of the
geometry is given figure 4.1. It is also considered one of the most symmetric solutions, and
we will see why by studying its Killing vectors. When Newton’s constant G — 0 the metric
reduces to Minkowski space in spherical co-ordinates (7, 8, ¢) where r is the radial co-ordinate,
0 is the polar angle measured from the z-axis and ¢ is the azimuthal angle which is measured

- - Singularity
7~ ~
7 N
/ \
/ \
I 1
! I
\ r= %\/}
\ C/
N 7

Schwarzschild radius

Figure 4.1: Cross-section of Schwarzschild geometry.
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[ Rs _ 1t _ Rs(r—Rs) — Rs
Ftr — 2(r2—Rs1) Frt F;t - T 9r3 F:r T 2(Rsr—12)
Dhy=Re—r | T3, =(Ro—r)sin(9) | T% =Tf =1

T
F3)¢ = —cos(f)sin(0) F$¢ = Fie = cot(f) e —1r¢ — 1

Table 4.1: Christoffel symbols for the Schwarzschild metric

counterclockwise from the z-axis. The metric becomes:
ds* = —dt* + dr® + r* (d6* + sin®(0)d¢?) (4.2)

this form of the metric is also acquired when r > 1, so the Schwarzschild metric is asymp-
totically flat.

4.1.1 Killing and Conformal Killing vectors of Schwarzschild

Immediately one can spot that this is a static metric in time due to the lack of ¢ in the metric.
As a result the first Killing vector is : % . To find all the independent Killing vectors we

have to solve Killings equations K ,:
D,K,+D,K, =0

The Christoffel symbols of this metric are given as follow, before defining the Schwarzschild
radius Ry = 2GM: With the list of non-zero Christoffel symbols we can now generate all 10
coupled partial differential equations:

R
K+ ——" K = 4.
0K+ 2(r2 — Ryr) 0 (43)
0K+ T _gr_y (4.4)
" 2R, —r)r ’
DK + KT =0 (4.5)
o o K
O0pK? + cot(0) K" + = 0 (4.6)
Oy K"
20, K% + A 0 (4.7)
r RS 2 t
QK" — (1= =2)"0, K" =0 (4.8)
r2o K% — (1 — %)agKt =0 (4.9)
) 0 K"
r2sin?(0)0, K® + . i =0 (4.10)
2.2 @ R t_
r“sin®(0)0, K¢ — (1 — 7)6¢K =0 (4.11)
sin?(0)9p K? + 9,K% = 0 (4.12)

Where we use d,, = %. Using Maple we find there are just the 4 Killing vectors, three of
which are the 2-sphere Killing vectors and another along the time co-ordinate:

5 5 5 ’ (4.13)
X =sing— 0 — Y= — _ cotfsind—
sing 70 + cotfcos¢p 96’ coS¢® 20 cotfsing 96
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We know X, Y, Z have the SO(3) group structure through Lie brackets, but the Lie bracket
of X,Y,Z with T leads to 0. The time killing vector T' commutes with all of them. Now
we consider the Conformal Killing vectors of Schwarzschild metric. 4 of the 10 equations get
modified, namely the v = p equations:

O K" + 2(r2]jSRSr)KT = \(z)
DK 4 —— g Az)
2(Rs —r)r
0 K"
K+ — = A(z) (4.14)

r

DK 4 cot(0) KV + KT = \(z)
1 2
M) =7 <<9th + 0, K" + 0pK® + 0, K° + SR+ cot(e)K‘9>

The other six equations remain the same. To find the solution of this system of equations
we use Maple’s Differential Geometry package which contains the Conformal Killing Vector
command. This generates and solves the conformal Killing vectors for a given metric. In
the case of the Schwarzschild metric using the command only yields the Killing vectors
T,X,Y,Z, implying the metric contains no conformal Killing vectors. One has to wade
through numerous complicated partial differential equations just to get these simple vector
fields, the complexity will only rise as solving for the rank-2 Killing tensors means we will
have to solve % = 32 equations. Therefore, there are many techniques and algorithms [23]
that have been developed to find Killing tensors without solving the Killing tensor equations.

In terms of explicit symmetries the Schwarzschild metric only has rotational symmetry
SO(3) and time symmetric since it is a static solution.

4.1.2 Killing tensors

The Killing tensor equation for rank-2 tensors is repeated here:
DK, =0—D,Kyp+ DK+ DKy, =0

Since we have symmetry in the two indices of the Killing tensor the number of equations one
3
has to solve is 47 = 32 since we have 3 indices which could take identical values. These equa-

tions are complicated partial differential equations with various Christoffel symbols shown in
table.4.1. From reference: [24] we know there exist no irreducible rank-2 Killing tensors As
a result all possible rank-2 Killing tensors can be found by symmetrising the Killing vectors
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and the metric itself.

o a
pv o
K (8x“®8 )

"\ T 2GM gt~ ot r Jor " ar ' r2°90 ~ 80 ' sin? 8¢
)

1o} 0 0 0 0 0
+Cs (3t at)Jng (7®7)+C4( 8f)+C5 (squ Q%Jrcot@cosqﬁ 8¢

+C (smqﬁ— ® 2 + cot@cosgb— ® 2) + C7 (cos¢ ® 2 cot6‘sm¢ i)

o¢ o ~ 0 o0 ¢ (4.15)
+C, (cos¢—¢) ® g — cotebmqﬁ— ® (%)
+Co (sinz(qb)% ® % + 2sin(¢)cos(¢)cot (0 )B%b ® 829 + cot?(8)cos’ (¢ 8(;5 g
+Cho (0052(423)820 ® % — 2sin(¢)cos(¢)cot (0 )88¢ O] % + cot?(0)sin® (¢ (%) 3(;5
O (sin(qs)cos(qs)a% © % + cot(0) (cos* () — sin2(¢))% o % _ cot (G)Sin(qﬁ)cos(gﬁ)% o 67))

These are all just trivial reducible Killing tensors which can be formed from the symmetrised
tensor products of Killing vectors. With the exception of the first Killing tensor which is
just the metric. To check we can use Maple to generate and solve for the Killing tensors
with their Killing Tensors command from the same package as Killing Vectors. When used
to solve for the Schwarzschild metric, the output is just symmetrized Killing vector products
in linear combinations with each other. As a result there exists no hidden symmetries in
the Schwarzschild metric. But if we are analysing the motion of a test particle this would
not matter as we already have more than the required number of conserved quantities for
integrability. We can cast the square angular momentum Killing tensors into a simpler form
by simply summing them to get the total angular momentum Killing tensor:

o o 1 o8 0
XOX4YOoY+ZoZ=2
OAFTONTIOL=5930 1 in20) 00 ° 06

4.1.3 Geodesic motion around the Schwarzschild black-hole

We form conserved quantities by contracting the Killing vector or tensor fields with momen-
tum. For T* = (—1,0,0,0) we can form the energy E of the particle.:

2GM

E:T“pu:—pt:f(l— .

)

Where the z# = % and using p, = g,,#.With the Z Killing vector the angular momentum
can be formed:

Ly = ZV'py = pu = r’sin®(0)$
We can go on and form the other angular momentum with the rotation Killing vectors X
and Z to analyse arbitrary orbits not constrained to the xy plane:

Lx = X"p,, = sin(¢)pgs + cot(0)cos(¢)pg
Ly = Y"p, = cos(¢)pg — cot(8)sin(¢)py

The total angular momentum J would then be:

L

4.16
n2(9) ( )
However, the Schwarzschild metric has spherical symmetry and as a result for any arbitrary
orbit not constrained in xy plane we can just rotate the co-ordinate system such that they are

J= L%+ LY + LY = J"pupy = pj + —
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constrained to the zy plane. Due to spherical symmetry we will only analyse hyperbolic orbits
in the § = 7 plane since we can rotate these orbits into non planar orbits due to spherical
symmetry. In the 6 = 5 plane the Lx = Ly = 0, only Ly is non-zero. Particle motion is also
constrained to the 6 = 7 plane, as a result py = 0 . We will not focus on the time co-ordinate
as it is not relevant when considering scattering, the proper time 7 parameter is enough. So
we have 2 co-ordinates to solve for r and ¢ with 2 constants of motion E and Lg. Along with
the "normalisation” of momenta equation from the metric:

glwpupu = guy-f'ui'y =—-m

2GM :9 ’f‘2 9 . 71'2.2 9
—<1—)t +(1_W+T SIH(E) ¢ = —m

r )
2
72 r r

dr\ 2 L7 2GM

DY 2o (22 im2) (1=

dr 72 r
The 0 components disappear as it remains constant. In the 2nd line we use the definition of
the conserved quantities for energy and angular momentum, then we multiplied the equation
with 1 — @ and rearranged to find the radial equation of motion. Once we find the

radial co-ordinate as a function of 7 we can find the angle ¢ from the definition of angular
momentum:
dp Ly

dr  r(r)?
Solving these two differential equations yields the orbits around a Schwarzschild black hole.
These yield the individual co-ordinates of a orbit, such as r and ¢ as a function of 7.

The solution to the geodesic equation contains bound orbits to unbound ones, the type we
are interested in are unbound scattering orbits, where the test particle passes far away from
the black hole. These unbound orbits allow us to treat this test particle and black hole system
as a scattering process, similar to Rutherford’s experiment. The Schwarzschild geodesics can
be used to approximate the interaction between two black holes with large mass ratios.

Scattering angles have already been calculated to very high precision in the reference: [25]
the approach used in the reference relies on the Hamilton-Jacobi formalism.

(4.18)

4.2 Scattering angles in Schwarzschild background

4.2.1 Scattering set up and Minkowski trajectory

We will now calculate the scattering angles in the Schwarzschild background. We will calcu-
late unbound geodesic orbits with an initial condition that mimics the scattering situation
for the test particle. The test particle will approach from infinity with an impact param-
eter distance b from the black hole and will get scattered due to the black hole curvature.
The motion of the particle is constrained to this trajectory, where it will begin its journey
infinitely far away from the black hole. The particle will only graze the black hole and will
only feel the weak field effect of the black hole. The situation is described in figure 4.2.

The test particle approaches the black hole from infinity with an impact distance of b,
where b is very large. As it approaches it is bent or scattered by some angle and then it escapes
to infinity again. This situation is shown in the bottom figure of 4.2. We are interested in
the angle of scattering caused by the presence of the black hole, defined as the difference
between the approaching angle ¢(—o0) and the final angle ¢(c0). From solving the first order
form of the geodesics we can describe this orbit in terms of the spherical co-ordinates r and
¢, the time co-ordinate t is not required for our analysis. We consider the weak field effects
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Outgoing trajectory

A

test particle

Incoming trajectory

Outgoing trajectory

p

test particle

Black hole b

Incoming trajectory

Figure 4.2: The test particle is scattered from its initial straight line trajectory, the particle
initially approaches the black hole with a constant x distance which is b the impact parameter.
The top figure shows the scattering trajectory in the absence of a black hole. The bottom
depicts the scattering trajectory in the presence of a Schwarzschild black hole. In the bottom
figure we drop the 0 sub-script on p to indicate it is no longer the Minkowski momentum
near the black hole
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of gravity on our test particle where G < 1. We treat the terms dependent on G in the
first order form of the geodesics as perturbations to straight line motion in Minkowski space
which occurs in the absence of the black hole. We are interested in the particle trajectory
since in scattering we want the initial and final states only.

To find these scattering angles in the presence of weak gravity we perturb the geodesic
equations in terms of G. As G — 0 the geodesic equations reduce to describing straight line
motion in Minkowski space on the 6 = 7 plane.

The motion is described in polar co-ordinates r and ¢ constrained to the § = 7 plane. The
co-ordinate system we are using is the spherical co-ordinate system with radial r, azimuthal ¢
and polar # co-ordinates, the co-ordinate system is centred on the black hole, hence (r, 0, ¢) are
all measured with respect to the black hole. It is easier to work in Cartesian co-ordinates than
spherical co-ordinates when analysing straight line motion, co-ordinates x = r(7)cos[¢(7)] and
y = r(7)sin[¢(7)] can be formed. This acts as a check as well to see if our solutions behave
as expected. The straight line geodesic equations are:

— | =pf— — 4.19
<d7’> Po T(Q) ( )
dpo Ly

" 4.2
dr r% (4.20)

where p2 = E? — m? denotes the magnitude of 3-momentum in Minkowski space. We add
a 0 sub-script to the radial and azimuthal co-ordinates r and ¢ to indicate these geodesics
occur in Minkowski space. The solution to the radial equation 4.20 are:

VIE A+ i+ CP)?

Po

ro(T) (4.21)
The C? is a constant of integration that describes when the test particle begins its motion
on the trajectory, we can safely set C0 = 0 as this has no influence on the trajectory of the
particle. Then the ¢y equation is solved by integration:

2
¢o(7) = tan(200) 4 ©9 (4.22)
Ly
C’g is the associated integration constant for ¢g. We cannot ignore this constant as it influ-
ences the trajectory. These two equations should describe the test particle just travelling in
a straight line in Minkowski space. The particle starts infinitely far away when 7 = —oo and
ends its trajectory at infinity again when 7 = oco.
ro has the right form since taking Ly — 0 leads to a linear equation which describes
the particle on a straight line trajectory through the origin. While ¢¢9 = 7 + C’g which is
consistent with the trajectory passing through the origin with an angle ¢¢ from the z-axis.
To concretely see they do describe a straight line we construct the Cartesian co-ordinates x
and y from ro and ¢g:

x(1) = ro(7)cos(po(T)) = cos(Cg)lpj: — p()SiIl(Cg)T (4.23)
y(1) = ro(1)sin(po (7)) = sin(Cg)f;z) —|—pocos(Cg)7' (4.24)

x(7) and y(7) are both linear and parameterise an arbitrary straight line. Eliminating the
proper time and momentum po7 from the two equations expresses z(7) in terms of y(7):
Ly 1 Ly 1

= —cot(CY — =
Y cot(C)z + Do sin(Cg) v Do cos(Cg)

- tan(Cg)y (4.25)
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Which is a negative gradient linear equation of y in terms of x and vice versa. This describes
an arbitrary straight line trajectory, on which we need to impose the scattering boundary
condition. The most convenient trajectory is when the geodesic lies parallel to one of the
Cartesian axis z or y. We choose the trajectory to travel parallel to the y-axis, so the x
co-ordinate of the geodesic is constant, which we label as the impact parameter b. Which is
possible when the ¢g constant of integration is Cg =0:

_Ls _

b 4.26
. (4.26)

x
this defines a relation between the angular momentum Ly , the momentum py and the impact
parameter b. The angle ¢g becomes:

do(7) = tan— (20T (4.27)

which spans from —§ when ¢o(—00) to 5 at ¢o(0c0) .

This yields the desired scattering trajectory in the absence of a black hole. Now we
consider what happens when there is a Schwarzschild black hole present at the centre of the
co-ordinate system. Since we only account for the weak effects of the black hole b must be a
very large parameter implying the Ly of the particle is far larger than its linear momentum
po- The weak effects of the black hole will bend the straight line trajectory of the particle as it
passes by the black hole and then escapes to infinity. We will not consider the particle passing
through or anywhere near the event horizon. The bending of the trajectory changes the value
of ¢(00) which will be the scattering angle as shown in the figure.4.2. The scattering angle due
to the black hole will be calculated perturbatively in Newton’s constant G, the gravitational
effects of the black hole will add small corrections to our trajectory co-ordinates r(7) and
especially ¢(7), these corrections will be proportional to powers of the perturbation parameter

G.

Perturbation theory

Perturbation theory is the method of approximately solving a differential equation by com-
paring it with a similar differential equation which already has a known solution. Say we
want to solve the following differential equation parameterised by a parameter ¢:

dy(t) dy(t)

F(y(t), o t) + AG(y(t), o t)=0 (4.28)

Where F(y(t), dlc'l—(tt), t) and G(y(t), di’i—(tt), t) are some functions of the solution y(t) ,its deriva-

tive with respect to ¢ and ¢ itself and A is a dimensionless parameter. Now we assume we
know the solution to:
dy(t)

Fy(t), —=,t) =0 4.29
(v, 29 (4.29)
which we denote as yo(t). If A < 1 then G(y(t), d%—(tt),t) is nearly negligible and we nearly

reduce equation 4.28 to the solvable eq.4.29. Therefore the solution to 4.28 will be dominated

by yo(t), the yo(t) solution acquires small corrections that come from the “perturbing” term
G(y(t), d%—g),t). As a result we say eq.4.29 is perturbed by the G(y(t), dzl—sf),t) term, the
perturbative parameter A controls the strength of the perturbation. Under these conditions

we can solve eq.4.28 approximately by a power series solution in the parameter A.:
y(t) = yo(t) + My (t) + Nya(t) + ... (4.30)

This is the perturbative series solution for eq.4.28. Functions y;(¢) are small corrections
to the dominant solution yo(t), the coefficients of these corrections are A\’. So higher order
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corrections have less impact on our solution but still provide more accuracy. We substitute the
pertubative series into eq.4.28 and gather all the terms by order of A. This generates a set of
differential equations for y;(¢) which we have to solve order by order in A. Usually the previous
order solutions have to be used in higher order corrections. Perturbation theory is widely
used in quantum mechanics to calculate corrections to the energy levels of a system [26].

In our case the ordinary differential equations we need to solve are the radial and ¢
equations for Schwarzschild geodesics 4.17. When G — 0 the differential equations reduces
to Minkowski radial and ¢ geodesic differential equations whose solutions we already solved
for in 4.22 and 4.21. So we perturb these Minkowski differential equations by the small
parameter G << 1. The solution to Schwarzschild geodesic equations are given in a power
series dependent on the small parameter G. Since G is not dimensionless by itself we divide
it by the impact parameter b such that it is, the new dimensionless parameter we expand in
is then: G = GTM, since ¢ = 1 it is absent. Since b >> 1 then G < 1 .Then the perturbation
series solution to 4.17 and 4.18 are:

r(1) = ro(7T) + Gry (1) + é2r2(7) + é3r3(7) + ... (4.31)
O(1) = ¢o(7) + Gpr (1) + G2 2 (1) + G33(T) + ... (4.32)

The Oth order perturbations are the known Minkowski geodesics. These solutions get correc-
tions proportional to powers of G which represent the effects of the black hole and provide
the bending of the trajectory. The higher the power of G the more accurate the solution. We
will only perturb till order G3. We replace G with G in 4.18 and 4.17, we also get rid of the
powers in the denominators:

dr\? . ~
3 (d:> = r®pg + 2Gbm*r® — Lir + 2GbL}, (4.33)
do
2
_— 4.34
" do ¢ ( )

Substituting in the perturbative expansions for r and ¢ lead to a series of differential equations
for the corrections r;(7) and ¢;(7). Before we do so however we make a co-ordinate substitu-

tion for the proper time variable 7. From the form of 7o(7) in 4.21 we change 7 = %sinh(u),
0

now v is the hyperbolic proper time parameter. The Minkowski geodesics are much simpler
now:

L2(1 + sinh(v)?)
ro(v) = V2 _ Lo osh(v) = beosh(v) (4.35)
Po Po

¢o(v) = arctan(sinh(v)] (4.36)

which makes the perturbation differential equations simpler since we will be dealing with
hyperbolic functions as opposed to logarithmic functions that occur from using 7.

All r; and ¢; perturbative corrections will be a function of v and the series expansion is
truncated to 3rd order in G-

r(v) = ro(v) + Gri(v) + G*ro(v) + G3ra(v) + O(GY) (4.37)
d(v) = do(v) + G (v) + GPa(v) + G33(v) + O(GH) (4.38)

the derivatives also have to be switched to the hyperbolic proper time v:

sinh(v)) = ﬁcosh(y)aly

L
dr =d( po
0

Ly
I
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which slightly changes 4.17 and 4.18:

drn\2 L3 cosh?(v) 20Gm2r(v)? + 20GL2 — L2r(v) + pir(v)?
o () e OO MG B )
v) L3
’I“(V)Qd(z(y ) = p§COSh(V) (4.40)

Now we substitute in the perturbative series for r(r) and ¢(v) which are the same as 4.32
with 7 replaced by v. This leads to a large equation:

(ro(v) + Gr1 (v) + G2rs(v) + GPrs (1)) (d(m(u) + Gri(v) + G?ra(v) + GPra(v) ) 2

dv
2 cosh? (v ~ - - -
= L¢p4h<)[2me2(T’0(V) + Gri(v) + G?ra(v) + G3r3(v))?
0

—|—2bC~¥Li — Li(ro(v) + Gri(v) + G*ry(v) + GPrs(v) + pi(ro(v) + Gri(v) + G?ra(v) 4+ G3r3(v))?]

(4.41)
~ A A 2

(ro(v) + Gri(v) + G*ry(v) + @3r3(u))2d(r0(y) =) Zfaﬁ(y) + G () = igcosh(u)
(4.42)

we let Mathematica expand this out and segregate each term by order of G™, then the
expressions associated with a specific power of G" on the left and right hand side of the
equation have to match in order to satisfy the equation. This produces a series of differential
equations that need to be solved to find the perturbative corrections r; and ¢;. The zeroth
order is the Minkowski geodesics were already solved in 4.22 and 4.21. For ease we introduce
notation for differentiation by v : % — f(v) .The first order corrections in G' are given as
follow:

2bL‘}¢ cosh?(v) 2bLém2r0(V)2 cosh?(v) Lérl (v) cosh?(v)
- - +

4 4 1
3L2ro(v)%r (Vp) cosh?(v) ! ! (4.43)
0 1
— 30 () = —2r0(0)P b))
for the radial r co-ordinate and:
2ro(v)r1(v)do(v) + 1581 (v) =0 (4.44)

for the ¢ co-ordinate. Solving these equations will provide the first order corrections in G
to the Minkowski geodesic, from which the scattering angle can be extracted. Solving these
couple of equations provides two constants of integration for r; and ¢, which have to be set
to some value. To set these constants we need to revisit the boundary condition. Previously
when G = 0 we were able to demand that z(7) = b, clearly now this condition cannot hold
for all 7. As the particle begins at infinity it will initially not feel the effect of the black
hole, as a result its motion will first follow that of Minkowski geodesics, then it will deviate
as it approaches the black hole by weakly bending and then escaping to infinity. Therefore
our boundary condition is that x(—o0) = r(—oo)cos(¢(—00)) = b, as this incorporates the
fact that the particle effectively starts in Minkowski space at an infinite distance away. This
boundary condition will help set the constants of integration for the ¢;(v) perturbations. To
first order this boundary condition becomes:

2(=50) = (r0(=00) + Gr1(=00) ) cos(go(—o0) + G (=)

_ = )
70(—00)cos(¢o(—o0)) + G [r1(—oc)cos(do(—00)) — ro(—00)sin(¢o(—00))d1(—00)] = b
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Which is satisfied if the expression in the G bracket disappears , which occurs if P1(—0) =
0 since cos(¢o(—o0)) = 0. While this boundary condition seems simple enough, actually
implementing the condition was quite non-trivial since the perturbations in » do not behave
as they should, as we will see. The boundary condition only fixes the constant of integration
for the ¢ angle corrections and provides no condition for the radial corrections. For the r
corrections we can demand that the perturbations go to 0 at ¥ = £oo as the particle is
infinitely far away that it can be treated as if it was is in Minkowski space, so the corrections
should disappear at v = +o00: r;(+00) = 0 where i > 0. However we will see that this does
not occur.

We now solve the first order perturbation equations 4.43 and 4.44, just substituting in the
equations for rq yields an inhomogeneous ordinary differential equation, which can be solved
with Mathematica or the integrating factor method manually:

1 2 b 2
r(v) = %‘tanh(y) — b 1) + - vtanh(v) (4.46)
Py V26) Do
1 h2 2t h 2 h2
61 (v) = Crse‘; W), m 2121 W), m ”S;‘; ) +2tanh(v) + C} (4.47)

C} is the unfixed integration constant from the radial perturbation and C’ql5 is the integration
constant for angular perturbation. Immediately we notice discrepancies with the radial per-
turbation. Firstly we expected the perturbation to cease at ¥ = £o0, however r; diverges
to infinity at the v = 4oo, which may suggest the perturbation series solution may have
failed as they are not bounded as we expected. We expected the divergence to disappear
as the particle is effectively in Minkowski space (at ¥ = 400) so it returns to our original
Minkowski geodesic meaning r(|v|) =~ ro(|v|) when v >> 1 meaning r;(|v|) = 0. r1 suggests
otherwise, stating that the Minkowski trajectory still receives infinite corrections even when
it is effectively in flat space, which is unphysical. Perhaps these infinite corrections occur
due to the slight bending of the trajectory, since the particle trajectory is bent at an angle,
maybe the discrepancy between the bent geodesic and the Minkowski geodesic x = b causes
this problem. However, if that were the case we would see this discrepancy in the ¢; an-
gle geodesic, this would be the scattering angle we are calculating, the bending discrepancy
should be accounted by ¢ not r; which is just the correction to the radial distance between
the particle and the black hole.

Secondly we still have not fixed the integration constant C}, which was originally sup-
posed to set r1(—oco0) = 0, but due to the divergence C} is unfixed. These two problems
seem to suggest that there is something wrong with a perturbative approach to calculating
these hyperbolic scattering geodesics. However, we can actually safely ignore the divergent
behaviour due to fact that r; diverges much slower than rg. The divergent term in ri(v) is
bm2vtanh(v)

2 which diverges linearly in v > 1 as opposed to 7¢(r) which diverges exponentially
0

in the same regime. As a result ri(r) will not overtake ro(r) at any point, as that would
make the perturbation invalid. Since the boundary condition does not impose anything on
C}, we keep the unfixed constant in the calculation but it does not seem to contribute to the
scattering angle as it is damped by a factor of sech(r)2. The boundary condition ¢;(—oc) = 0
fixes C’é:

2 2

$1(—00) = Ch =255 + 1) + 5 =0
Po Po
92 2 2\ _ 2 2E2 o2
Cl = (m +7920) LR ki (4.48)
5 E? —m

Clsech?(v) N m?tanh(v)  vm?sech?(v) n m72 +2tanh(v) + 2
b p? p? p*

p1(v) =
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From which we extract the scattering angle by taking ¢ (v — c0):

2 2

61(00) = % (4.49)
The unfixed constant C! does not contribute at all to the scattering angle in ¢, in fact
all integration constants related to the radial perturbations have no impact on any of the
scattering angles. The constants C! act as a gauge choice, we simply choose to set these to 0:
C! = 0. We can think of them similar to C° which dictated when the motion of the particle
began, which is inconsequential when only studying the trajectory and scattering angle. The
above is still not the full scattering angle as it needs to be multiplied by the respective power
of G:

- GM(4E?% — 2m? 2GM(v2 +1
Apy = Gpi(o0) = b((EQ — m;)n ) _ 17(52 1) (4.50)

v is the velocity of the particle at infinity. The scattering angle A¢; does behave as we
expected, intuitively a particle with high velocity will not be deflected as much. To check
what we have been doing is sensible we can take the mass-less limit of this deflection angle
where m — O:

4GM
b
where we have reinserted ¢ to show that this is the formula for the deflection of light by the
Sun which was used to test general relativity in 1919. Additionally, the velocity form of the
scattering angle A¢; matches with the literature value in reference [25]. Which indicates our
calculations are indeed correct. We can also verify that r;(v) provides the bending trajectory
we expected, as r1(v) reaches the minimum around v = 0 where r; provides the highest
negative contribution to 7y, meaning it takes the particle closer to the black hole around
v = 0. We now proceed to calculate higher order scattering angles up to G3.
The boundary condition becomes:

Aqsgnassless — 4@ —

(4.51)

(To +Gr14 G?ry + +G3T3) cos(¢o + Gor+ G o + é3¢3)
= G2 (ro (f%qﬁ cos(¢o) — @2 sin(d)o)) — ¢17r18in(go) + r2 cos(d)o))

—|—éé3 (d):fro sin(¢o) — 3¢7r1 cos(do) — 6¢1daro cos(do) — 6¢rra sin(do) — 6¢ary sin(go) — 6psro sin(do) + 673 cos(¢o))

+G(r1 cos(go) — P10 sin(Po)) + ro cos(po) = b
(4.52)

Evaluated at v = —oo, the condition is satisfied if all ¢;(—o0) = 0. This fixes all the
integration constants for the ¢ perturbations, whereas the integration constants for the r
perturbations do not contribute to the scattering angle since they act as a gauge choice, so
they can be ignored:C?% = 0.

Now the perturbation series for r and ¢ truncated to third order inG are substituted into
the differential equations 4.17 and 4.18, then matching the left and right hand side order by
order in G yields a series of differential equations for 72, r3 and @9, ¢3. We solve these equations
using Mathematica to find the r and ¢ corrections to third order in G, we summarise the
scattering angles in table 4.2. The r and ¢ perturbations are lengthy and tedious so they
are given in the appendix. We also use pg = ymv = 5, where v is the velocity of the
particle as it begins at ¥ = —o0. v is one of the two parameters which dictates the scattering
angle of a particle, the other being the impact parameter b. v is a good parameter since it
simultaneously take into account both the mass m and energy E of the particle. When v — 1
we reach the massless limit. The derived scattering angles are identical to those derived
in [25]. The method of perturbing the geodesic equations, even though contains several
peculiarities does calculate the correct scattering angles. Interestingly from the appendix,
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Order of G Scattering angle
G Ady = 2GM5)1;2+1)
2 Ay = 3Gié\é]27r (% + 53 _ 30211)\242w (44521;2>
- 6 4 2_
G3 A¢3 _ G?;)]ys (_% 4 % 4 48])7(27)12 I 13@) _ 2%:‘;?[3 (5v +45vv;r15v 1)

Table 4.2: Scattering angles for the test particle in the ¢ co-ordinate expressed in v.

ro(v) and r3(v) are not divergent and converge at v = +o0o. While the method works it
is very tedious and inefficient when compared to the approach taken by [25], where they
very simply just solve for the scattering angles correction from integration. On the other
hand this method provides the actual trajectory of the test particle as it passes by the black
hole, which maybe useful for studying gravitational waves. Scattering angles maybe useful
when computing gravitational scattering amplitudes as it provides classical results which can
act as a check for results derived from amplitude methods [25]. More interestingly one can
construct a differential cross section from the scattering angle corrections, to various order in
G. From this cross section we can Fourier transform it, analogous the Rutherford scattering,
to find a potential. From this potential we can use the Lippmann-Schwinger equation to
construct a quantum mechanical cross section. Then one can compare to see if the classical
and quantum cross sections agree with each other [26].

In this chapter we analysed the Schwarzschild metric to see what symmetries it possesses,
and in the process discovered it has four Killing vectors: T,X,Y and Z and no Conformal
Killing vectors. Furthermore it contains no hidden symmetries in the form of a rank-2 Killing
tensor, however we have enough constants of motions from the Killing vectors and the metric
to cast the geodesic equation into a simple first order form. The first order form of the
geodesic equation allowed us to calculate scattering angles around a Schwarzschild black
hole, due to its spherical symmetry we could just calculate the scattering angles in the § = 5
plane. In the next chapter we analyse a generalisation of the Schwarzschild metric where the
black hole is spinning, this is described by the Kerr metric.



Chapter 5

Kerr metric

5.1 Geometry

The Kerr metric in Boyer-Lindquist co-ordinates is expressed as the following (We set ¢ = 1):

A

. 2 9
ds?® = —— [dt — asin2(9)dgz5]2 + 2 (©)
p

p (7 + a®)d — adt]” +
((7’2 +a?)? - ACLQSinQ(G))
2

r”

A+ ptdo?

2
de? + %dﬁ + p2d6?
(5.1)

12
_ <1 B 2G];47“> g 4GMra281n (g)dtdqﬁ—i—
p p

p? =12+ a?cos?(f) and A = r? — 2GMr + a®. The metric describes the geometry around
a rotating black hole. The rotation parameter a = % describes the angular momentum (.J)
per unit mass of the black hole.

We now state some general properties of the Kerr metric. Unlike the Schwarzschild
metric, the time and ¢ angle co-ordinates are “mixed” producing off-diagonal components
in the metric. The dr? component diverges due to co-ordinate singularities occurring when
A =0, these are two event horizons the Kerr black hole possesses at:

re =GM £ \G?*M? — a? (5.2)

These are shown in the figure 5.1 which is reproduced from [1]. The black hole possesses a
region called the Ergosphere where one experiences so called “frame-dragging” effects, where
an observer cannot stay stationary within this region. They will be rotated alongside the
spinning black hole. Finally, the Kerr has a curvature singularity at the centre similar to the
Schwarzschild. But unlike the Schwarzschild case where one had a point singularity, Kerr
possesses a ring singularity. This occurs at p = r? + a?cos?(6) = 0.
An important inequality between the spin a of the black hole and mass M stems from
the cosmic censorship hypothesis:
a<GM (5.3)

otherwise there would be a naked singularity, which is forbidden under the Cosmic censorship
hypothesis.

Finally, we examine some limits of the parameter ¢ and G which will be used later. In
the limit of G — 0 the metric simplifies to flat space in ellipsoid co-ordinates [27]:

r? + a®cos?(0)

ds* = —dt?
N +< r2 + a2

) dr? + (r* + a*cos®(0))?d6* + (r* + a*)sin®(0)dp*  (5.4)

54
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Inner event horizon

Ring singularity
Ergosphere

Outer event horizon

Figure 5.1: Cross-section of the Kerr black hole which depicts the event horizons and the
ergo sphere. The diagram is adapted from page 264 of [1]

the ellipsoid co-ordinates are expressed in Cartesian co-ordinates as:

z = /12 + a2sin(f)cos(¢)
y = V/r2 + a2sin(0)sin(¢)

z = rcos(f)

Additionally, taking a — 0 reduces to Minkowski space in spherical co-ordinates. Then if we
let G # 0 and take the spin a — 0 the metric reduces to the Schwarzschild metric in standard
(t,r,0,¢) co-ordinates. We state these limits as they provide a useful check for the validity
of the Kerr scattering angles. Now we explore the symmetries of the Kerr metric

5.2 Symmetries of the Kerr metric

We start with the possible isometries of Kerr, represented by Killing vectors.

Killing vectors

Unlike the Schwarzschild metric the Kerr metric does not contain the 2-sphere metric. As a
result we will suffer the loss of spherical symmetry which we had in Schwarzchild metric. To
see which Killing vectors survive from the Schwarzschild case we examine the components
of the Kerr metric and immediately extract two independent Killing vector fields for co-
ordinates ¢ and t. Since they are absent in the metric. As a result we can construct the

following Killing vector fields :
0 0

ot’ Z= ¢
The Z Killing vector shows the metric has rotational symmetry along the ¢ direction. T
shows that the metric is not time dependent even though the black hole is spinning, this
can be interpreted as the black hole spins constantly without varying its spin through time.
From before the conserved quantity associated with 7" is —E and Ly for Z. To find more
Killing vectors we have to solve Killing’s equation for the Kerr metric. These lead to a set of
10 difficult coupled partial derivative equations. Instead one can show that the Kerr metric
contains only two Killing vectors [9]. Meaning the only possible Killing vectors in Kerr are
Z and T. These two Killing vectors provide two conserved quantities, namely the energy
E and the angular momentum Lg. Along with the metric which provides normalisation for
momenta, we only have three conserved quantities for four co-ordinates. As a result we do not

T= (5.5)
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have integrability as we lack one conserved quantity. The final conserved quantity required
for integrability comes from a rank-2 Killing tensor the Kerr metric possesses, this conserved
quantity is called Carter’s constant. We will now derive this constant and the associated
Killing tensor.

The lack of spherical symmetry from the loss of X and Y Killing vectors in Kerr will
have an effect when we analyse scattering. Namely, we have to consider non-equatorial 6 # 3
scattering as a particle approaching the black hole with a 6 # & will face a different geometry
than one in the equatorial § = 7 plane.

5.2.1 Deriving Carter’s constant and Killing tensor

Now after deriving the Killing vectors by inspection we turn our attention to the most inter-
esting property of the Kerr metric, the existence of a hidden symmetry in the form of Carter s
constant. This constant was found by Brandon Carter and presented in his paper: “Global
structure of the Kerr family of gravitational fields” in 1968 [28]. The constant was found
by separating the Hamilton-Jacobi equation we introduced in chapter 2. To find the rank-2
Killing tensor which yields Carter’s constant one could try to solve the 32 rather difficult
coupled partial differential equations. However, instead we will follow Carters derivation of
the constant by first separating the Hamilton-Jacobi equation in Boyer-Lindquist co-ordinate,
then using the formula 3.51 given in chapter 2 to extract the Killing tensor. Before we begin
we have to check the conditions laid out in 3.49. The conditions are satisfied since we can
firstly divide the co-ordinates into cyclic: ¢, ¢ and the separable co-ordinates on which the
metric depends on r, 0. The inverse metric for Kerr is :

w0 0 1 (r* + aQ)Q + a2 2+# 9 + asinQ(Q)g 2+é 9 2—1—i

T a0z Ap? ot~ " 9¢]  p2sin?(0) ot p* \or p?

(5.6)

[22] which can be separated into a tensor R*¥(r) which is only dependent on the r co-ordinate,
and ©"¥(6) which depends only on 6:

oM 4 R

g = By (5.7)
Comparing to the inverse metric we identify the components as:
2 212
R" = (r—l—Aa) O = a%sin?(9)
2
1
R — L gos
A sin?(6)
RT‘T — A @T'T' — O (5'8)
R?% =0 0% =1
2 .2
R _ —a(rA-f—a ) O% — 24

along with identifying p?> = fy — f. as fo = a®cos?() and f. = —r?. The conditions laid
out for separation in 3.49 are satisfied, we now proceed to separation. The free particle
Hamiltonian is just:

1 1
H = 59" pupy = —§m2 (5.9)

with m being the test particle mass. The proper time independent Hamilton-Jacobi equation

is then: BW W
pr =2l - _ 2 1
Do D m (5.10)
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inputting this into the Hamilton-Jacobi equation yields:

_L (’”24'@2)87W+a87W 2+¥ 8—W+asin2(9)87W 2-%—é 8—W 2+i aiw 2——m2
Ap? ot 19} P> sin? (0) P p? \ or p% \ 00 B
(5.11)

Now we propose a separable ansatz using already known conserved quantities from Killing
vectors : W = —Et+ Ly + W,.(r) + Wp(0). Where Wy(0) is a function only of 6 and W,.(r)
is function only of r. Using this ansatz in the Hamilton-Jacobi equation and multiplying by
p? on both sides yields the following:

2,2, 2.2 _ 1 2, 2 2 1 . 2 W, (r)\° W (0)\>
—m?(r® + a“cos (9))-—5 [—(r* + a*)E + aLg] +Sin2(9) [L¢—Easln2(9)] +A< . > +( 20 )

(5.12)

The Hamilton-Jacobi equation becomes a function of only 6 and r,furthermore the 6 and r
functions are completely separate and do not mix. As a result we move all § dependence onto
the left hand side, and all  dependence to the right hand side. Expanding everything out
yields:

L? 2
—m?a*cos®(0) — ﬁ +2LgEa — FE%a%sin%(9) — (W)
[(7‘2 + (12)E — OLL¢]2 OW. (7’) 2 (513)
A or

Since the left hand side is purely a function of 6 and the right hand side is purely a function
of 7 both sides have to equal a constant —K. Therefore we have found a new conserved
quantity K called Carter’s constant. From the 6 dependent side of 5.13 it is defined as:

(Ly — aBsin2(9))?

2 2 2
K = m“a®cos”(0) + Sn%(0)

+ p§ (5.14)

where we also used the definition of momentum from 3.42 for the § component. We can now
find the Killing tensor that produces the conserved quantity using the formula from 3.51, this
irreducible Carter Killing tensor K*” will be:

O R
v - (508 1)
p
the components can be calculated from 5.8. The Carter Killing tensor is:
0 0
K2
Oxt © oxV
(@ (a2+r2)20082(9) N a*r? sin?(9) Q@g _ (dPcos*()A g@ g
N Ap? p? ot — ot p? or — or

This constant of motion is split into an explicitly § dependent constant and a square of the
energy and angular momentum quantities. The constant is defined as C:

Lo ] )

C = pg + cos?() [a2(7n2 —E?) + sin2(0)
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which is just:
C+(Ly—aE)Y? =K (5.18)

C is also referred to as Carter’s constant, however K is usually preferred since K > 0. We
will instead use C when we analyse the perturbations of the geodesic equations. From the
definition of K in 5.14 we see it acts as the total angular momentum of the system similar to J
in the Schwarzschild metric 4.16, however Carter’s constant also contains the energy E of the
particle so it is not an exact replacement for J. Especially C reduces to C,—0 = pg +L¢cot2(0)
which is just the sum of angular momentum of L2 + Lz, the conserved quantities which are
formed from Killing vectors X and Y which disappear in the Kerr metric. So Carter’s
constant C acts as a replacement for the missing angular momentum. We can now use this
conserved quantities to find the geodesic motion of a test particle in Kerr geometry.

5.3 Scattering around Kerr black holes

With K we now have four conserved quantities in the Kerr geometry, which we will use to
analyse the geodesic motion of a test particle. Similar to the Schwarzschild case we can now
cast the geodesic equation into a first order form:

i G
T
p2ﬁ — [ — cos2(0) <a2(m2 — E?) + _I;qﬁ >
e sin(0) (5.19)
P2 = (0B )+ () (B0 + a?) — aLy)
dr sin®(0) A
dt B ta)-al
p2% _ —a(aESin2<9) _L¢) + (7“2 +a2) (r +CLA) alg

these equations can be derived 5.13 by just rearranging for pg or p, and using p, = gm,ddx—:
as it was done by Carter in [28]. An alternative derivation is given in the appendix from
the Carter canonical form of the metric given in [10]. Since p? = r? + a?cos?() these
are coupled differential equations. Geodesic motion is not constrained to a plane such as in
the Schwarzschild case. Compared to the Schwarzschild geodesics we now have terms which
depend on the angular momentum parameter of the black hole a. Taking the limit a — 0 these
geodesics revert to the Schwarzschild geodesics. Taking both G and a to 0 yields Minkowski
geodesics. We can now perturb these geodesic equations to find the scattering trajectories to
calculate scattering angles. Due to these two parameters we attempt a perturbation series
solution in both @ and G. a has dimensions of length, as a result we define a dimensionless
parameter a = ¢ where b was the impact parameter from before. The first case considered is
scattering in the § = 7 plane.

5.3.1 Equatorial scattering

Similar to the Schwarzschild case the particle motion will be constrained to the equatorial
plane when 6 is set to 7, in terms of cartesian co-ordinate system centered on the black hole,
the particle is constrained to xy plane and z = 0. As a result we can neglect the 6 angle
again. Figure 4.2 describes the situation except now there is a spinning Kerr black hole at
the centre instead of a stationary Schwarzschild black hole. Additionally, Carter s constant
C also disappears which intuitively makes sense when we consider C as a replacement for the
Lg( and L% square angular momenta, since we only have ¢ component of angular momentum
in the equatorial plane. The set up of the scattering is actually identical to the Schwarzschild
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case,except now we also consider the spin effects of the black hole, which are represented by
a. The simplified geodesics we need to consider are:

7“43—:_ (E(r* + a*) — aLy)* — A(m?*r? + (Ly — aE)?) (5.20)
P9 = (0B~ Ly) + ()(E( +a?) ~ aLy) (5.21)

p? =72 dueto f = 5. Which are rearranged into the following form:
4 dr

dr
r(r? — 2Gb + azzﬂ)% = —(aE — Ly)(r* = 2Gb + a*b*) + (a)(E(r* + a®) —aLy)  (5.23)
T

= (E(r* +@%b%) — abLy)* — A(m*® + (Ly — abE)?)  (5.22)

where we also replace the parameters G and a by their dimensionless counterparts. We

also work in the same hyperbolic proper time parameter we introduced in chapter 3: 7 =
%Sinh(u), poo = E? — m? is also used. We denote the asymptotic momentum pgo since we
00

are perturbing in two parameters. Now we propose a perturbation series solution in both a
and G for the co-ordinates r and ¢:

r(v) = roo(v) + Grio(v) + aror + Garyy (v) + GPrao(v) + @rog + G2are (v) + Galria(v)
(5.24)

d(v) = ¢oo(v) + Goro(v) + ador + Gadi1 (V) + G2 poo(v) + @2dos + G a1 (v) + Galp1a(v)
(5.25)

The indices of co-ordinates r;; and ¢;; correspond to order of perturbation in G' and in
a’. The perturbation series is truncated to order O(G2@?). The boundary condition is
also identical to the Schwarzschild case, as before we want the Cartesian co-ordinate z =
rcos¢sinf) = const. = b at v = —o0, in the equatorial plane 6 is constant and equal to
5. So the boundary condition reduces to: # = rcos¢ = b at v = —oo which is the same
boundary condition as Schwarzschild. We substitute in the perturbation series for r and ¢

for the boundary condition:
<T00(1/) + é?"lo(l/) + drm + éd?“u(l/) + GZT'Q()(V) + CNLQT()Q + GQ&Tgl( + Ga T12 )

X <COS(¢00(V) + Gh1o(v) + agor + Gadir (v) + G20 (v) + @ poa + GZader (v) + Ga’pra(v ))) b

(5.26)
at v = —oo. Expanding this out we find the same Schwarzschild boundary condition for
the ¢ perturbations, that they must vanish at v = —oo: ¢;;(—00) = 0. And we are free to

set the C7; integration constants which correspond to the radial perturbations to 0 as in the
Schwarzschild case.

The perturbations are calculated by substituting the perturbation series 5.23 into the
differential equations 5.23. Then matching each term order by order in G'a@’ on the left
and right hand side to a series of differential equations for the perturbations, which have to
be solved. The Oth order corresponds to the Minkowski perturbation where the particle is
not scattered. Before we start solving these ordinary differential equations, the perturbative
corrections in G* only exclude all a dependence, as a result these correspond to Schwarzschild
perturbations we have already solved for in chapter 4, which allows for less work to be done.
Additionally, purely @’ corrections correspond to setting G = 0 which reduces the Kerr metric
to Minkowski space in ellipsoid co-ordinates. As a result these perturbations do not give any
corrections to the scattering angle. However these are calculated just as a check to ensure
no mistakes. The non trivial perturbations that do provide corrections from the spin of the
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Order of Ga Scattering angle
ar _ _4GM
o A¢112—G;M,521Z: 242)
=9~ T a(3ve+
q2a Adar = — , b33
G| Bon=e (4 12)
a Apo; =0
a’ Agpp2 =0
~ 2
G Apro = 72GMZ,S§ 1)
g 2012 2
G2 Agbgg — 3G’4l])\24 s (4-:)—;) )

Table 5.1: The scattering angles as a function of the velocity v of the particle at an infinite
distance away from the black hole

black hole are the mixed terms G'a/. We solve the following differential equations for up to
O(GQELZ). The equations for the corrections 7;; and ¢;; are given in the appendix as they
become cumbersome. The scattering angles corresponding to powers of G'a’ are given in
table 5.1 where we also repeat the Schwarzschild scattering. From table 5.1 we see that the
spin dominated contribution Ga? decreases the scattering angle. It would be interesting to
see whether the contributions with j > i in G'@’ contributions all act this way. The purely
@’ terms indeed contribute no corrections to the scattering angle as we expected. Though we
do start getting non-zero perturbations to the radial corrections in @ as seen in the appendix
for rgo. While this is unexpected this may be explained by the fact the metric is expressed
in ellipsoid co-ordinates as opposed to the spherical co-ordinates we are using. Finally we
compare the results of these scattering angles with those shown in table.2 of the reference [25].
The authors of the paper calculate scattering angles using a Hamilton-Jacobi approach and
perturbing in order of G only. As a result they calculate the scattering angles already summed
up in all orders of a. Therefore, our calculated scattering angles correspond to the a < 1

limit. The authors express the scattering angles in the table as factors of % The
V2" (b%—a 2

7G?M? (1}4 (b2—a2)5/2+(a—bv)3 (—4a2v+3ab+bzv)>

term in order of G2 in the reference is 2o (7 a2) , expanding
this to order a? yields:
3ma?  2Tma®  45ma®  4ma  6ma 3w 3w
G*M? - - — 5.27
<2b4v4 T T et T BS e  per 4b2> (5:27)

When expanded out the scattering angle contains the scattering angles we derived in order of
G? and G?a. This shows while the method of perturbing the geodesic equations still functions
we only calculate the partial scattering angles as opposed to all orders in a as given in table
2 of [25]. In order to recreate these scattering angles we will have to calculate an infinite
number of perturbations in powers of @ for each power of G.

We have been analysing the geodesics of these black holes to simulate the scattering of
two black holes with large mass ratios. Having the smaller black hole scatter through the
equatorial plane is a narrow case of what would generally happen. Therefore we have to
consider scattering not constrained to the equatorial plane, the test particle now approaches
the Kerr black hole with a non-zero z distance. Since we lose spherical symmetry we cannot
simply orient our co-ordinate system such that the particle is in the equatorial plane. Hence
the 6 component cannot be ignored and it will evolve as a function of v. We consider this
case of non-equatorial scattering in the next section.

5.3.2 Non-equatorial scattering

Since z # 0 at v = —o0, our test particle will travel a more complicated trajectory. As seen in
the form of the geodesic equations which now become coupled by a factor p? = r%+a?cos?(0),
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which is present in all the relevant first order differential equations for r, 6 and ¢(we ignore ¢
co-ordinate as before):

p4 (dr)Q — (E(?“Z + a2) — aL¢)2 — A(m27”2 + (L¢ - CLE)2 + C)

dr
P (Zf)Q — € — cos(0) <a2(m2 - B+ = n@?@)) (5.28)

d¢
P ar = —(eB- sin?(9)

Lo )y (R)(EC? + %) —aLy)

These three coupled differential equations have to perturbed in both G and a. The problem
arises when the r differential equation which was previously uncoupled with 6 and was purely
a function of r. The other differential equation required for the trajectory the ¢ co-ordinate
was just dependent on r, solving for » meant that ¢ was just a matter of integration. But
now 7 is coupled with 6 which means in theory we have to solve coupled differential equations
which is a harder task than before. However utilising a perturbation series solution in fact
simplifies the problem, since the coupled a?cos?() has a power of @2, it will not appear in
the first order perturbation equations for r. The coupling behaviour for r with 6 arises at
order G2, but this will only introduce the already solved lower order 6 corrections. Hence
a perturbative series solution in G and @ decouples the differential equations. Before we
begin we cast the 6 equation into a more appropriate form for perturbation theory. Since 6
occurs inside a trigonometric function we define a new co-ordinate Y (v) = cos(6(7)), and we
multiply both sides of the 2nd equation in 5.28 with sin?(f(7)) and absorb the sin(f(v)) inside
the differential where it becomes a cos(f(7)). Then all sin?(A(7)) = 1 — Y(7)2. Additionally,
the ¢ differential equation is rearranged as Well in 5.28. Finally, we also make the hyperbolic

proper time co-ordinate substitution 7 = - smh ) which is now slightly different:

-\ 2 cosh(v),/C + L?
P (d> = (BG® + a2) — aLy)? — A(m?r? + (Ly — aE)? +C)) ¢

dv 1030

N2 cosh(v),/C + L?
ot (dy()> = (CA-Y(@)?*) =Y?*(@v) (a*(m® — E*)(1 = Y (v)?) + Lg)) m

7 Pdo
cosh(v),/C+ L?
21— Y()?)A Z(f (- (aE(lfy(y)Q)A—L,ﬁA)+(a(1*Y(V)2))(E(7”2+02)*GL¢)) p%{i

(5.29)

the free particle travelling on a scattering trajectory in Minkowski metric will be different.
The situation is shown in figure.5.2. Previously the trajectory was confined to the xy plane
with z = 0. Now the particle trajectory is z(—o0) = b and z(—o00) = r(—00)Y (—00) =
const. = h where h is the height of the particle from the black hole. This trajectory introduces
additional angular momenta in the form of Carter’s constant C which reduces to sum of
L2 + Lz, hence the Minkowski co-ordinate trajectory becomes slightly different:

\/C+ Lé cosh(v)

Too =
Poo
) 9 2tan~! (tanh(%)) 00
L <<L¢ 0 (‘Li&cQ t% (5.30)
00 L7 +C

L2 sinh
bop = tan—! (\/C—i- Lsm (v)) —I—C’go
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Figure 5.2: The non equatorial scattering case where the test particle approaches from infinity
with a constant distance b from the black hole in the x co-ordinate and distance h in the
z co-ordinate. The bottom figure is exaggerated to show the trajectory crossing the 6 = 3
plane which it only does when it is infinitely far away. The above figure shows the trajectory
in the absence of a black hole. The bottom figure shows the curved trajectory due to the

Kerr black hole.

the integration constant for rgg is set to C%0 = 0. Now we propose a perturbative series

solution for co-ordinates 7, Y and ¢ in terms of the same dimensionless parameters as before

a,G:

~ 7’00(1/) + érlo(y) + argr + GELTH(V) =+ G'QTQ()(V) + C~l27“02 =+ Gerzl (I/) + G&zrlg(l/)

Y(v) = Yoo(v) + GYio(v) + aYor + GaYi1 (v) + G?Yao(v) + @* Yoo + G2aYa1 (v) + Ga*Yia(v)
®00

o(v) (v) + Goro(v) + ado + Gagni (v) + G2hao(v) + @ o2 + GPaga (v) + Ga’1a(v)
(5.31)

<

—~
X

~—

%

R

The integration constants have to be fixed by boundary conditions z(—o00) = h and z(—o00) =

b.
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Order of | Scattering angle in ¢ Scattering angle in 6

G and a

~ 2GMh(v>+1) 206G M (v>+1)

G AYy = T T2 +h2) A<1510 = T02(0°th2)

a AYy =0 Agor =0

= 4aGM (b*—h?

Ga AYy = % Agy = —W

=2

a AYOQ =0 A(bgo =0

=9 2a>GhM (v?+1) (h*—3b7) 2a26G M (v2+1) (b —3h%)
Ga AY12 = Uz(b2+hz)3 ) A¢12 = UQ((b2+h2))3

0 _ 3rGPhm M (v +4 _ 3wbGP M (v 44

G AYyy = — 402(2m2(22(+h;))3)/2 Agao = W a—
~o . 3rabG“hM*(3v°+2 7TaG“M*(3v°+2)(2b°—h
G2a AY21 = vg(b2+h2)5/2 A¢21 = - vg(b2+h2)5/2

Table 5.2: The Kerr scattering angles in 6 and ¢ in order of G'a’. The angles are expressed
in velocity v

For the z boundary condition the constant Cj = m satisfies the boundary condition
6
where z(—o0) = h = %. This yields a relation between the Carter’s constant and the

height of approach: C = (pooh)?. As a result the z(—00) = 7(—0c0)cos(—o0)sin(—oc) =
r00(—00)cos(ppo(—o0)) = b which is the same boundary condition as before, as a result the
relation pLOO = b still holds from before. Therefore CO = 0 as before. The boundary condition
is the same as before for the equatorial plane case for ¢, we introduce a similar condition for
¢ to fix the respective integration constants in the perturbations. Therefore the boundary
conditions for the ¢;; corrections are the same as before: ¢;j(—oo0) = 0 which fix the C’;J
associated with ¢ perturbations integration constants. On the other hand the integration
constants Cy "I for 0 perturbations are fixed by z(—o00) = r(—00)Y (—00) = h. Submitting in
the perturbatlon series for both Y and r in the boundary condition yields:

Z(I/) = (Too(V) + é?‘lo(v) + argr + é’d?“u(l/) =+ G2T20(V) + €L27“02 + 62&7“21 (I/) + édzng(u))

% (Yoo(y) + GY1o(v) + aYo, + GaYi (v) + G?Yao(v) 4+ @Yoo + G2aYa1 (v) + GEL2Y12(V)) —h
(5.32)

evaluated at ¥ = —oo. Expanding this out one can see the condition is satisfied when all
Yij(—o0) = 0. The CY integration constants for ri;(v) perturbations, are set to Cy 7 =0 as
before.

We insert the perturbation series for r, Y and ¢ in 5.31 into the differential equations,
gather all terms by powers of G'@’ and solve the associated ordinary differential equations.
Letting Mathematica solve these equations yield the perturbative corrections to the three
co-ordinates which are given in the appendix. The respective boundary conditions are applied
upon the perturbations which fix the integration constants. After the scattering angles are
calculated from these angle perturbations by taking v = oo, A¢;; = Gial ¢ij(00) likewise
AY;; = Gial Yi;j(00). The scattering angles for ¢ and ¢ are tallied in table 5.2

We were not able to find a reference to compare our results. Therefore, we check if our
results are sensible under. As expected the pure @ contributions provided nothing as the
particle is in Minkowski space, even though the perturbative corrections in @/ for r and 6
were non-zero at times. This might be an artefact of the co-ordinate system, since Minkowski
space is expressed in ellipsoid co-ordinates in a perturbations and we are still using spherical
co-ordinates to describe the trajectory. Since we utilised the conditions C = (hpgo)? and
Ly = bpoo we expressed the scattering angles in terms of these parameters. Every scattering
angle has a denominator with some power of h? + b2, this is distance of closest approach
to the origin for the Minkowski geodesic. The 6 scattering angles are directly proportional
to h which is consistent as these 6 scattering angles have to disappear when h — 0 since
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the particle is once again constrained to the equatorial plane and we retrieve the equatorial
plane scattering. Taking h — 0 for the ¢ scattering angles reproduces the equatorial Kerr
scattering angles in table 5.1. Our calculated scattering angles for both # and ¢ behave as
expected. The 6 scattering angles displayed in table.5.2 are corrections to cos(f), as a result
the actual scattering angle in 6:

Af(c0) = cos™H(Ypo(oo) + GYig(00) + GaYiy(oo) + G*Yag(c0) + ...) (5.33)

The purely G* perturbations for § are negative, meaning the value of the argument inside the
cos~! is negative which means §(—oc) > 5. This is expected as the test particle is deflected
towards the black hole which increases the polar angle 6 (see figure), this is the contribution
from the non-spinning part of the black hole. Interestingly however the spin and gravity mixed
terms G’ are all positive, implying they will decrease the scattering angle. The spin of the
black hole seems to slightly negate the effect of gravity on the 0 scattering angle. This effect
is of course relatively very small compared to the biggest contribution to the 6 scattering
angle which is Afy. We also note that the ¢1; scattering angle interestingly disappears
completely when b = h. Furthermore we have only calculated a few corrections to the 60
scattering angle therefore we cannot say for certain that the mixed “spin and gravitaional”
terms G'a’ will always be positive, perhaps they might become negative for higher orders.
For ¢ perturbative corrections we have the same behaviour as with the equatorial scattering,
mixed terms dominated by G'a’ where i > j are negative and increase scattering angle,
whereas G'a’ terms with i < j are positive. To make more concrete observations about
the behaviour of the scattering angles in 6 or ¢ we need higher order calculations.This task
becomes difficult when one considers the increasingly long expressions for the perturbations
given in appendix.



Chapter 6

Discussion and Conclusion

Throughout this thesis, we have explored the idea of continuous symmetries on curved spaces
through objects such as Killing vectors and Killing tensors. Beginning with the Killing
vector fields, which represented isometries. Then we examined their connection to conserved
quantities on geodesics.

These objects were first explored in simple spaces such as the Minkowski metric and the
2-sphere metric. Then the Killing vector was generalised to the conformal Killing vectors to
study conformal symmetry. These vectors were studied on Minkowski space, and the special
case of two-dimensional Minkowski was analysed to see how the conformal killing vectors
formed the Witt algebra. Then the 2-sphere case was analysed, utilising a stereographic
projection onto two complex patches, which simplified both the calculations and the forms of
the Killing and Conformal Killing vectors, as well as revealing the complex structure of the
2-sphere. Then we analysed the higher dimensional tensor generalisation of Killing vectors
which were Killing tensors, and these were symmetric tensors which, when contracted with
momenta, provided quantities that were conserved on geodesics. The Killing tensors do not
stem from a geometric origin, such as with Killing vectors. As a result, we label these “hidden
symmetries”.

Killing tensors are explored on Minkowski and the 2-sphere metric, and it was shown that
there exists no irreducible rank-2 Killing tensors that cannot be formed from symmetrising
the available Killing vectors. This lack of irreducible Killing tensors for spaces of constant
curvature was proved by G.Thompson in [12]. The role of the rank-2 Killing tensors in
separating the Hamilton-Jacobi equation was explored, and we briefly discuss the separability
conditions for the Klein-Gordon equation.

After this, we begin to apply our knowledge of the Killing vectors and tensors to analyse
physically interesting metrics such as the Schwarzschild and Kerr black holes. It was found
that the Schwarzschild geometry contains four Killing vectors; one along the time coordinate,
which makes the metric static and the other three were the rotational Killing vectors which
give the Schwarzschild metric its spherical symmetry. However, there were no irreducible
rank-2 Killing tensors, but it was still possible to cast the geodesic equation into a first-order
form due to two Killing vectors and the metric.

The geodesic equations were then perturbed in Newton’s constant G to calculate the
scattering angles of a test particle. Finally, the Kerr metric was investigated, which possessed
only two Killing vectors; the time ¢ and ¢ coordinate vectors due to the loss of spherical
symmetry caused by the spin of the black hole. However, the geometry does possess a
“hidden symmetry” through an irreducible rank-2 Killing tensor which gives rise to Carter’s
constant. This constant of motion provides the necessary number of conserved quantities for
integrability, allowing the geodesic equation to be cast into a first-order form. Next, these
geodesic equations were perturbed in G and the spin of the black hole a to find scattering
angles for ¢ in the equatorial case and for ¢ and 6 in the non-equatorial case. These scattering
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angles were compared with literature values and were found to be in agreement in the a < 1
limit.

6.1 Future Work

We have only scratched the surface of these topics, as there are many ways to continue further
research. The thesis was primarily focused on Killing tensors, but there are more fundamental
objects, such as Killing-Yano tensors. These objects can be used to produce Killing tensors.
For example, for the Kerr-NUT Ads metric, the conformal generalisation of Killing-Yano is
a very important object that can be used to generate all other symmetries present in the
metric [10]. Furthermore, Killing-Yano tensors can be used to study spinning particles with
supersymmetry.

The geodesics were studied to model the two-body black hole binary system, where one
black hole was much more massive than the other. This was done to compute scattering
angles from classical general relativity to compare with the results produced from utilising
quantum field theory amplitude techniques. Currently amplitude techniques are being used
to model gravitational waves from black hole binaries [29]. The scattering angles computed
from using general relativity may provide a check for those computed from amplitudes.

The more interesting problem is binary black hole scattering involving two spinning black
holes, which would involve the test particle containing its own angular momentum. As a
result, it will not travel in the same geodesics as before; the equations of motion are now
determined by the Mathisson-Papapetrou-Dixon equations. It would be interesting to see
how the scattering angles would change when the test particle has spin. Hyperbolic orbits
for spinning test particles were already examined for Schwarzschild metrics in reference [30].
Therefore investigating the change in the dynamics of the test particle when it contains
angular momentum would be a very relevant and interesting problem to investigate as part
of future research.
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Appendix

7.1 Appendix-A: Solving the system of partial differential
equations for 2-sphere Killing vectors

The system of partial differential equations to solve for the Killing vectors are as follows:

OK?
— =0 7.1
50 (7.1)
OK? 5, OK?
2~ _ 2
9 + sin 50 0 (7.2)
OK?
sin20-—— + sinfcosdK? = 0 (7.3)
¢
from equation 7.1 we deduce that K? is purely a function of ¢:

K = f(¢) (7.4)
where f(¢) is a function of ¢. We substitute this into eq.7.2 and differentiate by 8% to get:
0% f o O?K?

— L — —sin%(# 7.5
dividing both sides by sin?(#) for equation 7.3 yields:
K¢

we substitute this into equation 7.5 to eliminate K¢, such that we get a differential equation
for K% = f(¢):

02 0
L = s (0) 2 (~cot0)(6) = (9 )
which is a simple harmonic oscillator differential equation. Hence the equation for f(¢) is:
f(¢) = Acos(¢) + Bsin(¢) (7.8)

where A and B are constants. Now we assume separability for the vector field K?, such that
it becomes K?® = a(0)b(¢). Inputting this form of K¢ into equation 7.2 and differentiating
by % yields:

f(9)
92

da(0) 9b(9)

.2
+ sin“ () 20 96

o _ _&f 1
oo 9¢? sin®(9) %4

67



CHAPTER 7. APPENDIX 68

which we substitute into equation 7.3 such that it becomes:

o’f 1 _
—G(G)Wm + COS(Q)f =0 (710)

the f dependent terms cancel out with a minus sign which makes the equation:

da a(f)

00~ sin(f#)cos () (7.11)

solving this for a(f) yields: a(f) = cot(#). This allows us to solve for b(¢) whose differential
equation is given in the 2nd line of 7.9. Inputting a(#) reduces this equation to:

9b(¢)
o
hence K¢ = cot(6)(—Asin(¢) + Bcos(¢)). As a result we have solved for the 2-sphere Killing

vector components. The two integration constants A and B segregate the two different Killing

vectors. Along with the 8%> Killing vector the 2-sphere Killing vectors are:

= —f = —Acos(¢) — Bsin(¢) (7.12)

= 100 = 1 (cos0)y —sinfoot(0) 2 ) + B (sin(0) 3 + contoror(0) 2 )+ ()
(7.13)

C' is also a constant.

7.2 Appendix-B: Proof that rank-3 flat space Killing tensors
contain only cubic polynomials as the highest
polynomial power.

The proof follows the same idea as to what was done in Chapter 2 when finding the rank-2
tensors. The rank-3 Killing tensor is expanded in a power series, which is then substituted
into the Killing’s equation for rank-3. This yields symmetries for the indices of the constant
coefficient tensors in the power series. Then we use these symmetries to show that one of the
higher rank coefficient tensor vanishes, which terminates the series and bounds the highest
rank of the polynomial to a cubic.

The rank-3 Killing equation is:

Ok pp) = 0 = 9uKyps + 95K wp + OpKpp + O Ky = 0 (7.14)

K, is completely symmetric under the exchange of indices. Now we find the solution to
this equation by expanding in power series:
0 1 2 3 4
KMVP = KA(LV)9+KA(LV)Pa1xa1+K£V)Pa1a2xalxa2 +K/(W)Pala2a3xalxa2xa3 +Kl(tl')palazasa4xalxa2xa3xa4+"‘
(7.15)
In rank-2 case the cubic polynomial term disappeared, so here we expect the quartic poly-
nomial term K ,(f,)palawwél to disappear. Furthermore, it is symmetric in the first three and

last four indices. We substitute this term into the rank-3 Killing’s equation, which leads to
the following after renaming the indices:

4) (4) (4) (4) _
(Klfﬂﬁﬂalazas + KMVpﬁalcQCm + Klwﬁpaloéwés + Kﬂﬁpl/alazas) M r™ =0 (7 16)
K(4) _ —K(4) @) _ K(4) )

vpBuoiazas uvpBajazas urfBpaazas uBprvaiazas
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which institutes this cyclic relation on the first four indices. The aim now is to get these
summation indices «; into the position of the first three indices of K*. Starting from:

KW + K + K%Y + KW =0 (7.17)

pvpa fagog Buvai pasas pBuoivasas vpBaipazas

we apply 7.16 on each term of this equation to push «; into the first three index positions.
This yields twelve terms which we sum up using the symmetries in the first 3 indices and
divide by -2 to get the following:

KW +KW + K +KY +KY +KW (7.18)

aprpBazas paqpvfazas vpaipBazas a1 Bpvpazas vai Bupazas a1pBuvazas

we use 7.16 on the first term then simplifying and sending some terms to the right hand side
yields.:
K® — KW + KW + KW (7.19)

prpal fazas po Brpazas a1vfupazas a1 Bpprazas
this switches the two of the indices in the first three positions with indices 4 and 5 or «ay, 8
get exchanged into the first three index positions containing wu, v, p. Then revisiting 7.18 we
move ag index to the fourth position for each term, then we apply 7.16 on each term to push
ag into the first 3 index positions. We get eighteen terms which we simplify using symmetry
in the first 3 indices, then the equation reduces to:

3 (Kt()i)awl/pﬁa:s + Kc(v41)oc2uupﬁa3 + ngi)mpul/ﬁas + Kg;)azﬁquOé:a) + K/Si)wallfﬁas + ng)'/ualpﬁa:a
R sanpas + Keovparpsos + Kaasvarupms + Ko =0
(7.20)
We notice the 5th, 6th and 7th terms can be combined into one term using 7.19:
3 (Kﬁ)azwpﬂas + KC(;?CMQVMPBO‘S + K£t41)a2pw/»3043 + Kﬁ)aﬁwfp%) + Kﬁ(’i?ﬁazualas (7.21)
+K§§)VP041M5013 + Kg;)ﬁl/alupas + Kgi)pﬁaleas =0 |

then applying 7.16 for the 5th term (1st term outside bracket) permutes o through the first
3 index positions which cancels out the 6th, 7th and 8th terms leaving only.:
(4) (4) (4) (4) _
Kamwl/Pﬁ&s + Kamzvupﬂa:a + Kalcmﬁw/ﬁas + Ka10<2ﬂwfpag =0 (7.22)
Finally, we need to permute as through the first 3 index positions. For each term in the

above equation we shift a to the 4th index position and then apply 7.16 on each term and
multiply by -1 to find twelve terms:

(4) 4 (4)

+ K + K

agaga prpfB pazazaivpP a1 pagazvpf
+K<Ec43)0c20¢1 vupP + Klsi):aamlupﬁ + thi)msazupﬁ
+K<§z43)aga1puuﬁ + K ;(;i)gazalp,l/,@ + K(E:’;)pagaguuﬁ
+K£¢43)0¢2a15wfp + Kgg?,azaluvp + Kgll)ﬁasaguup =0

The first column is identical so it adds up to give a factor of 4, the second and third columns
disappear due to 7.22. Hence, we obtain the desired result:

KW =0 (7.23)

agaaprpB T

this ensures that the power series terminates from the quartic polynomial terms. As a result
the highest polynomial power that flat rank-3 Killing tensors can have is a cubic polynomial.
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7.3 Appendix-C: Schwarzschild perturbation equations up to
order G3

Here are the following Schwarzschild radial perturbations by order of G.

G:
h3
ri(v) = Sesz(lv)[QbQTnZLzP + 2b%mv sinh(20) 4 b?*m* — 20*m?p?
P
+b? (m4 —2m?*p? -3 4) cosh(2v) — 3b%*p? sinh(v) tan™? <tanh (9))
p p p 2 (7.24)
912 4 -1 v
3b°p” sinh(3v) tan <tanh (2))
—3b°p"]
é
tanh h () sech (%) sech®
ro(v) = anh(v)csc (28);)64(3 (3) sech’(v) [26*m*? + 2b*m*vsinh(2v) + b*m? — 26*m?p?
+b? (m4 —2m?p? — 3p4) cosh(2v)
912 4 —1 UNY 972 4 . —1 VNY 972 4
3b“p” sinh(v) tan <tanh (2)) 3b°p” sinh(3v) tan <tanh (2)) 3b°p”|
(7.25)
G3:
r3(v) = —i mSv?(vtanh(v) — 3)sech*(v) + m® — 2m*p? + 6m?ptusech®(v) tan~! (tanh Y
2p6
)

2
+6m?p* tanh(v)sech(v) tan ™! (tanh (§>
+3m2ptv tanh(v) (log (1 — 6_2”) —log (¢7¥ 4 1) — log(sinh(v) — cosh(v) + 1))
+8m?p* + sech?(v) (m® (v — 1) + 2m*p® — m*v (m? + 2p?) tanh(v) — 8p°) + 16p°]
(7.26)

These are presented directly from Mathematica after solving the associated differential equa-
tion. As a result these can possibly be simplified further.

Now we present the ¢ angle perturbations after instituting the boundary condition ¢i(—o0) =
0:G:
2 2 2 2
tanh h
m @)  m e O o+ 2tanh(v) + 2 (7.27)
p b p

o1(v) =

m2vsech3(v) (bm2v tanh(v) — 2b (m2 +p2)) sech4(v) (3b tan™! (tanh (%)) + 3bcosh(2v) tan™! (tanh (%)))
P2 (V) = - bp* - 2b
23m* tan”"' (tanh (%)) = 2m*tan~'(sinh(v) 4 cosh(v)) =~ m*tan~" (tanh (%))
- + +
12p* 3p* P?

3 [ 4m? 5 (2m*  8m?

—|—1 (pT + 5) tanh(v)sech(v) + 6 ( P + 2

m*  3m? 15 15, 4 v

o (—@ + 57 T @) + - tan (tanh (5))

(7.28)

+ 6) tan™ ' (sinh(v))
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P3(v) = 650 [—8b°mPv?sech®(v) — 6% (2m° — 24m*p? — 144m?p* — 128p°) tanh(v)
—2b° (2m® — 9m?p? — 24m?p" — 8p°) tanh(v)sech?(v)
—360%p*sech’(v) tan " (tanh () ) (b (m? +p?) — bm?v tanh(v))
+6bm vsech? (v) (b° (m* (v* + 2) + 8m®p* + 6p) — b*m?v (4m* + 3p°) tanh(v))]

mb 4m*  24m? n 64
3p6 - pt p? 3

(7.29)

7.4 Appendix-D: Derivation of first order geodesics for Kerr
metric

Here we derive the first order form of the geodesic equations for the Kerr metric in the “Carter
Canonical” form, which is acquired by a change of co-ordinates involving 6 and ¢:

)= a0,
v=t—a¢

The trigonometric cos(f) is suppressed in the new co-ordinate y, ¢ is scaled by the spin
parameter a and most distinctly the time co-ordinate ¢ is translate by a factor of ¢ scaled
by a. Whereas the r and 6 co-ordinates are unchanged. The authors undertake this co-
ordinate transformation because of its usefulness when studying higher dimensional black
holes. For our purposes it casts the metric and conserved quantities into a more manageable
form without trigonometric functions:

1

d d
ds® = 5 [—A(dv + y*dy)* + Ay(dv — r?dy)*] + 5 [Ar + Ay} (7.30)
r Yy

Where A, =12 —2GM + a2, Ay = a? —y? and ¥ = r? + y2. We only use this form to derive

the first order form of the geodesic equations and nothing else. The energy killing vector still
0

remains the same: 5; = Bv The angular momentum changes to a combination of energy and
angular momentum: % = %% — a%.
A, — A Ay + A2 -
E—s-EF=—"Y_"")o—- | ————Y— 31
(Pg)o- (™) (7.31)
_ 4A 4A . A 2 A 2
Ly =alLy—d’E = (W)w_ (’"y;yr)v (7.32)

finally the Carter constant changes as:
Y2 Y2 Y2 A, + 12 A yOA, + 1707, yiA, + A
K =k bV — 2 .9 T YN -2 2 T Y
(7.33)
The final required equation is the “normalisation” of the momenta or the velocities, from the
metric Killing tensor which leads to the mass of the particle:
5 X Yo, Ay—A —y*A, + 7“4Ay

—m Ay+E 07 ( 5

Ay? + Ayr2

j0? - 222y (7.34)

¢ and © can be worked out from eq.7.31 and 7.32. Isolating ¢ first:
by Ay — A, 5

e el R
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Which is then inputted into eq.7.32, which becomes the following after simplifying everything:
I - —yiA, + 1A, (Ay - AT)’[} B (7"2Ay + Ary2)@
YT AR Ayr? )Y >
Which after simplifying and solving for © becomes our first equation in the time variable
which we will not use:

r?(Er? — Ly) y*(Ey* + Ly)
Yo = — .
v - . (7.35)

Then using this equation we isolate © and just input this into the equation 7.31:

1 r?(Er® — Ly)  y*(Ey® + Ly) 2 27
i( Ar - Ay ) - (AT‘y + Ayr )w

SYE = (A, - A,)

Which we solve for 1/1

Er? — Ly N Ey*+ Ly
A, Ay

Which becomes our second differential equation for the 1) = % angle. Now we input both of

these into equations 7.34 and 7.33 and take a linear combination such that we isolate y, after
simplifying the equation becomes:

Yip = (7.36)

o (rP+y?)? 2 . 2
Ay(K —m?y?) = S2% + = (By + Ly)” = 227 + (By” + Ly)
Where we simply solve for 32 :
5 = /Ay (K — m2y2) — (Ey? + Ly)? (7.37)

Repeating the same procedure but taking a combination of A,.(K + m?r?) and simplifying
and rearranging leads to the differential equation for 7:

S = /(B2 — Ly)? — A (K +m2r?) (7.38)

So we sum up all the derived equations:

S = /(B2 = Ly)? — A (K +m?r?)

S = /Ay (K —m2y?) — (By? + Ly)?

S0 — Er? — Ly N Ey?+ Ly (7.39)
A, A,
s — r?(Br® — Ly)  y*(By® + Ly)
A, A,

If we now switch back to the original Boyer-Lindquist co-ordinates and ensure there are no
factors of a on the left hand side of the equations we find the same form of the geodesics
equations as seen in page 899 of [22] or in Carter’s paper [28]:

p2j—; = \/(E(r2 +a?) —alg)? — Ap(m?r?2 + (Ly — aE)? + C)

& =
pZE — \/C — cos?(0)(a*(m? — E?) + sin2(9))

P = —(aE = )+ (O + o) = aly)

A,
dt
2— e
P

(7.40)

E(r? 4 a?) — aLy
A,

—a(aBsin®(0) — Ly) + (r* + a?)

LZ

Where K is split into C which is defined as : C = p2 + cos?(0)(a*(m? — E?) + Sin;ze))
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7.5 Appendix-E: Perturbation equations for Schwarzschild
and Kerr in 6 = 7 plane

The radial differential equations for the perturbation are displayed in one column of the table
whereas the solution to the equation is shown in the 2nd column. The Schwarzschild perturba-
tions are combined with the Kerr perturbations(r;g are Schwarzschild perturbations whereas
ro; are flat space perturbations) Remember we also set the radial integration constants to 0
as they do not matter:

ro(v) = beosh(v)
bm?v tanh (v b(m? +p3
Tlo(]/) = 5 ( ) _ ( . 00)
Poo Poo
; - v
= %(SeChB(V) (péo sinh(v) (—Sbtan 1 (tanh (5)))
+2bm™? + 2bmv sinh(2v) + b — 2bm>pZ, + b (m* — 2m?pd, — 3ply ) cosh(2v)
—3bp30 sinh(3v) tan™! (tanh (g)) — 3bp30)

sech® (1) (3b2p00\/m2 + p3y cosh(v) + b%poor/m? + pd, cosh(3u))

Tgo(V)

Tll(V) =

2bpGio (7.41)
r1a(0) = b (=2 (m? + 2p3y) + m? tanhz(l/) + m2v tanh(v)sech?(v))
2P0
sech®(v) [, . 2 ~1 v
ro1(v) = m( (poo sinh(v) {12b m?2 + p, tan (tanh (

2
+4b\/m? + p3, (m* + 3pg,) cosh(2v) + 12bpg,\/m2 + pZ, sinh(3v) tan™! (tanh (
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$oo = tan~! (sinh(v))

$o1 =0
P2 =0

2 h 2 h2 2
b10 = m ta;a (v) L m Vse2c (v) n mT + 2tanh(v) + 2

Poo Poo Poo

1
bog = 74(—12p30sech4(y)(3b tan~!(tanh (5)) + 3bcosh(2v) tan ! (tanh(=)))
24bpgo 2

—46bm™ tan™! (tanh (

NIRRT NI
N——— ~—
N———

+15bm™ tan™ ! (sinh(v)) + 16bm* tan ! (sinh(v) + cosh(v)) — 4wbm™ + 24bm?pZ, tan ™ (tanh (
+60bm?pg, tan~ ! (sinh

—24bm?vsech® (v) (m®v tanh(v) — 2 (m® + pgy) ) + 18bpgy (4m” + 5py) tanh(v)sech(v) + 36wbm
+90bpg, tan (tanh (

v

D~
=

SN =
< -

+45bpg tan™ ! (sinh(v)) + 457pr0
2¢/m? + p3,(tanh(v) +

\_/
\ _ N——

¢11 = —
Poo
(Z)IQ — SeChZ(l/) (_ tanh(y)) n (m2 + 2])(2)0) gtanh(y) + 1)
Poo

1 .
b1 = —Fpgo(seChQ(V) (smh(u) <8bm (2m2 + 5]9(2)0)

—3Cglm2p001/ — 4031]930

+2tan ! (sinh(v) + cosh(v)) <8b\ /m? + pd, (2m* + 5pgy)
—3Cllm DooV — 25ech3 < 4bm?*vy/m +p(2)0

+3C ! m2poo + 4C pd, — 48bp2y\/m? + p2sech?(v) tan ™! (tanh (% )
+3iCHm2pooLiz (—i(cosh(v) + sinh(v)))
(v)

—3iC Mm% pooLiz(i(cosh(v) 4 sinh(v))) — 3CHm2pgosech(v) + 6CHm?poor tanh(v)sech® (1))
(7.42)

For the perturbation ¢2; we include some radial integration constants C¥ to demonstrate
that these constants indeed do not contribute to the scattering angle at ¢o1(+00), as they
are heavily damped by factors of sech(r). We also see how complicated the perturbations
become if C¥ = 0 as they produce di-logarithms in the perturbations.
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7.6 Appendix-F: Perturbation equations for Kerr not
constrained to ¢ = § plane

Here we record the perturbative corrections for r,0 and ¢. Starting with r:
roo = V b? + h? cosh(v)
b (m?*(—v) tanh(v) + m? + pd)

2
Poo

10 = —

ro1 = 0
T T
pog(b2 + h2)
b?sech(v) (b* + h? tanh?(v))
2 (b2 + h?)*?

™ =

ro2 = —

b?sech’(v)
—3pg, sinh(v) tan ! (tanh (%)) — 3pg, sinh(3v) tan ™! (tanh (g)) — 3pgo]
b3
2Ry (8 + h2)°
— tanh(v)sech® (v) (=b*m*v + h? (4pgy — m* (v — 2)) + h? (3m> + 4pf, ) tanh(v))
—2b? (m? + 2pgy) — 3h*m*v tanh(v)sech® (v)]
2b*\/m? + p3ysech(v) (m? + 3p3, sinh(v) tan™*(sinh(v)) + 3p},)
plo (82 + h2)*?

[2m*V? + 2m*vsinh(2v) + m* — 2m?pd, + (m* — 2m?p3y — 3pgy) cosh(2v)

1o [tanh?(v) (b°m? + h? (m® + 4pg) )

r21 =
(7.43)

The 6 perturbative corrections:
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72

Yoo = msech(u)

by/ bz}_L—QhQ tanh(v) ((m? + 2p3y) (tanh(v) + 1) + m?vsech? (v))
0= AR

Yo1=0

b3,/ 7b2}fh2 v/m?+ pgo tanh(v)(tanh(v) 4+ 1)

poo (b2 + h2)3/2

b2,/ bgihQ sech®(v) ((b% + h?) cosh(2v) + b* — h?)

4 (b2 + h2)?

+4m?pt, + 8 cosh(2v) ( Y202+ 20 + 1) + 4m*p3y(v + 1) + 4p0 )
+ (4m* + 28m?p3, + 31pgy) cosh(4v) + 16pg, sinh(4v) + pgo)
}

+16 tanh(v)sech®(v) (m*(6v + 1) + 4m?pgo(2v + 1) + 4pgy ) — 96pg, tanh(v)sech? (v) tan™ (tanh ( >>
b3h ﬁ tanh(v)sech®(v)(sinh() + cosh(v))
16p3, (b2 + h2)>/2 )

—h? (m*(11v + 16) + 29p3)) + cosh(3v) (b (2m?(3v + 8) + 33py) + h* (m*(6v + 1) — 3pd,))
+2b?m? sinh(v) — 6b*m2v sinh(v) 4 3b*m? sinh(3v) — 6b*m>v sinh(3v)

+b?m? sinh(5v) + 2b*m? cosh(5v) + 2b%p3, sinh(v)

+3b%p3, sinh(3v) + b*pg, sinh(5v) 4 5b%pd, cosh(5v/)
)
)
]

Yip = — [2 cosh(v) (b% (m*(9v + 19) + 37pg,

—4h*m? sinh(v) + 34h*m?v sinh(v) — 4h*m? sinh(3v
—6h?m?2v sinh(3v) — h?m? cosh(5v
—2h*p3, sinh(v) — hpg, sinh(3v) + h2p3, sinh(50) — 3h2pd, cosh(5v)

5/2
b (ki) V/m? o+ pgsech®(v)

8?930

Yo = [32tanh(v) ((m? + 2pg,) cosh(2v) + 2m*v + m? + 2p;)

")
+ cosh(3v)sech(v) (3 (2m? + 5pg ) sinh(v) (4 tan™ (tanh (g)) + 77) +28m? + 62p00>
h(

v)tan™ ! (sinh(v)) 4 2pgo]
(7.44)

+9 (2m? + 5pgp) sinh(v (‘“an (tanh( ))

+32m%v + 4m? — 48p3d sin

The ¢ perturbative corrections:
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oohigo = tan ™" (4\/Wsinh(y)>
. 2b%(sinh(v) + cosh(v)) (cosh(v) (m*(v + 1) + 2pgy) — m*vsinh(v))
00hi10 = P2, (b2 + h2) cosh(2v) + b2 — h2)
oohior =0
) 2b%\/m? + p3,(tanh(v) + 1) ((b> — h?) cosh(2v) + b* + h?)
oohinn = = poo (02 + h2) ((b2 + h2) cosh(2v) + b2 — h?)
oohio2 =
oohizg = b [32 cosh(v) (4b2m21/ (m2 + pgo) + h? ((m2 + 2p80)2 — 4m2pgoy)
16pd,v/b2 + h2 (b2 + h?) cosh(2v) + b2 — h2)?

+3p3o (4tan " (tanh () (po (167 +3h%) — am” (n* = 3%)) 4+ (36° — h*) (4m” + 5piy)
+12p2, cosh(2v) (4 tan™* (tanh (g)) (pgo (3b2 - 2h2) + 4b2m2) + b (4m + 5p00)
+3pdo (b2 + h2) (4m2 + 5p30) cosh(4v) (4 tan™* (tanh (g))
—4sinh(v) (b° (16m*v® — 12m°p3y — 15pgo) + h* (8m™ (2v(v + 2) — 1) + 4m>po (16v + 1) + 13pg)
—4sinh(3v) (h* (8m* + 20m*p3o + 17pgo) — 3bpgo (4m> + 5pdo)
—32h% (m? 4 2p3y)” cosh(3v) + 128h>m?pZovsech(v)
b®\/m?2 + p,sech®(v)
32p2, (b2 + h2)*? (b2 + h?) cosh(2v) + b2 — h2)?
+32 (3b4m2u + 4b°R? (m *w+1)+ 2p30) - 3h4m2u)
+4sinh(2v) (106" (2m? + 5pjo) — b°h* (m® (64v + 22) + 47p3o) — 5h* (2m® + 5pdy))
+16sinh(4v)(2b* (2m” + 5pjo) — 8b°h* (m* (v + 1) + 2pdo)
+h! (2m + 51700))
+4sinh(6v)(2m? (2b* — 76°h* — 1)
+pgo (106" — 276°h* — 5h")
+64 cosh(2v) (2m°v (b* + h*) + b*h (m” + 2p3))
+32 cosh(4v) (b*m*v — 4b°h* ( (v 4 1) + 2pdo )
—h'm?v) + (2b4 +0°h* — h4) (2m + 5p00) cosh(7v)(4tan™ (tanh( ))
+7) + cosh(v)(96b°pgo (h2 — 5b2) tan ™' (sinh(v)
+ (06" — 56°h* = 3h*) (2m” + 5po) (4tan ™" (tanh (£)) + 7

+
3

O ——— ~— o

oohizr = — [—6462h2 (m2 + 2p§0) cosh(6v)

)
)

)
)
+ cosh(3v)((426* + b°h% + 3h*) (2m? + 5py) (4 tan ™" (tanh (g)) + w) — 486%p3o (5b% + h%) tan™}(sinh(v)))
+cosh(50) (145" + 36°h% + h*) (2m” + 5po) (4tan~" (tanh (%))

+m — 48b%pgy (b° + h?) tan™ " (sinh(v)))]

b*(tanh(v) 4 1)sech®(v) )
4pd, (b + h?)” (b2 4 h?) cosh(2v) + b2 — h2
+ cosh(4v) (b* (m® + 3pgo)

)
—h? (m2 + 3pgo))
—h? (2m2 + 5p(2)0)) +3b>m? — 2b2p00 sinh(2v)
—b%pdo sinh(4v) + 5b%peo — 2h*m smh( v
—h*m? sinh(4v) — 2h*m>

+2h*pgy sinh(2v) — h*pgg sinh(4v) + h*pgo)
(7.45)

oohi1z = [4 cosh(2v)(b* (m” + 2po
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