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Abstract

The two dimensional Heisenberg .Ji-Jo square lattice model with nearest- and next nearest
neighbor antiferromagnetic interactions is an example of a frustrated magnetic system. The
interactions tend to compete because they cannot both be minimized simultaneously. In the
regime where J; < 2J, this leads to a highly degenerate ground state consisting of two coupled
Néel lattices with an arbitrary relative angle, §. Due to thermal and quantum fluctutations
the true ground states are instead those with # = 0 or § = 7. This is a manifestation of the
phenomenon known as order by disorder. These two states break the z-y symmetry of the
lattice by having ferromagnetic structure along one direction and antiferromagnetic along the
other. A system displaying this symmetry breaking is said to have a finite nematic moment.
When the temperature is finite there can be no long range magnetic order in the system, but
there can still be approximate magnetic order within domains of length scale A~! as long as it
satisfies a < A~ < &, where € is the magnetic correlation length and a is the lattice constant.
Within these domains spin waves exist, and they affect the long range behavior of the magnet.
The magnetically ordered domains consist of two approximately Néel ordered lattices, and due
to the spin waves, they minimize their energy by choosing a relative angle § = 0,7. They
can be therefore be interpreted as nematic moments. This in turn gives rise to a nematic
phase transition of the whole system at finite temperature, as shown by Chandra, Coleman and
Larkin[1].

Despite the prediction of a nematic phase transition being confirmed numerically, their result for
the critical temperature has been shown to be incorrect at strong frustration, J;/2Js ~ 1. The
aim of this thesis was to explore whether incorporating spin wave interactions in the domains of
magnetic order minimizes the difference between the CCL and numerical result. The method for
incorporating the spin wave interactions has been to make a mean field approximation inspired
by the non-interacting spin wave correlation functions. While the mean field theory did lower
the free energy of the system, it failed to bridge the gap between CCL and the numerical critical
temperature, and either a better mean field must be utilized or another way of incorporating
the interactions must be found.
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Chapter 1

Introduction

1.1 Motivation

In magnetic systems frustration, the competition between non compatible magnetic configura-
tions, can lead to a wide variety of physical phenomena that continually elude simple descrip-
tions. A frustrated magnet is one where the minimization of the energy of one magnetic moment
precludes the minimization of the energy of another. Quite simple systems can be frustrated.
One canonical example is the two-dimensional triangular lattice with antiferromagnetic nearest
neighbor interactions where all three moments on a triangle cannot simultaneously anti-align.
This is an example of geometric frustration. Other examples of geometrically frustrated mag-
nets are those with kagomé and pyrochlore lattice structures[2]. One can also induce frustration
through extended interactions. One example is the case of a square lattice with antiferromag-
netic next nearest neighbor interactions and ferromagnetic or antiferromagnetic nearest neighbor
interactions, and that particular model is called a Heisenberg J;-Jo square lattice model. It is
easy to imagine frustration playing an important part in many physical materials when it can
be achieved simply by extending the interaction beyond just nearest neighbors. Considering
classical magnetic moments, when 2.J5 < Jj the ground state of the J;-.J2 model is a simple Néel
lattice, but when J; < 2Js the ground states are all the configurations of two interpenetrating
Néel lattices with an arbitrary relative angle. It turns out that thermal and quantum fluctu-
ations pick out as the ground states the two collinear antiferromagnetic configurations where
the relative angle between the Néel lattices is either 0 or 7, corresponding to the configurations
where magnetic moments are parallel along one lattice direction and Néel ordered along the
other. This is an example of a phenomenon called order by disorder[3], [1]. These states do
not possess the z-y symmetry of the underlying Hamiltonian, and one can define the direction
of parallel spins as the nematic moment of the states. The highly frustrated point 2Js = Jj is
special and does not prefer any kind of order, but it is the point between the two phases of the
magnet, and is therefore of great interest.

The Ji-J2 square lattice is a two dimensional model and it therefore does not exhibit long
range magnetic order at any finite temperature, since no continuous symmetry, such as the
O(3) symmetry of a disordered spin system, may be broken in two dimensions or below as
stated by the Mermin-Wagner theorem. In a pioneering paper by P. Chandra, P. Coleman and
A1 Larkin [!] it was shown that the system could have a different phase transition at a finite
temperature, a nematic phase transition, where the discrete symmetry between two equivalent
directions is broken. The crucial assumption is the existence of an intermediate length scale
A~! between the lattice constant (the smallest length scale of the system) and the correlation
length £ of magnetic moments. Even though the whole system is not magnetically ordered,
magnons, quantized spin-waves, can exist within domains of size A~! and their ultimate effect
is the nematic ordering of the lattice below some critical temperature.
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Figure 1.1: Left: Monte Carlo results of the critical temperature of the nematic phase transition.
For large Jo, the critical temperature scales linearly with Js but drops to zero with infinite slope
as we approach the critical point 2.Jo/J; = 1. Figure taken from the paper by Weber et al.[5].
Right: CCL result for the critical temperature. The critical temperature increases as one
approaches 2.J5/J; = 1.

Although the idea of spin-waves being the source of a non-zero nematic order parameter is a
great proof of concept, the critical temperature calculated by [1] is at odds with later numerical
calculations. In a paper by Weber et al. [5], Monte Carlo calculations show that the critical
temperature follows 2.J5/.J; linearly in the large J; limit as predicted by Chandra, Coleman and
Larkin, but that it goes to 0 as 2J2/J; — 1, as shown in Figure 1.1a (Figure taken from [5]).
In contrast, the CCL result does not go to zero as one approaches the highly frustrated point
as shown on Figure 1.1b.

The main goal of this thesis is to go beyond linear spin-wave theory and incorporate inter-
actions between magnons through a mean-field approximation inspired by the single particle
correlation functions of linear spin-wave theory. This is one of many possible mean-fields one
could use, and it has the primary effect of renormalizing the on-site spin parameter S. It will
be shown how this affects the magnon dispersion and by extension the critical temperature
calculated by [1]. The aim is to solve the discrepancy between the CCL result and the Monte
Carlo simulation or at least show that the correction betters the CCL critical temperature.

1.2 Experimental realization

Though the primary motivation of this thesis is theoretical, experimental research in the Ji-Jo
model is of course of great interest, so we mention here an experimental realization.

The two dimensional J;-J5 square lattice model with 0.5.J; < J5 and 0 < .J5 has been realized
in AMoOPO,4Cl (A =K, Rb) compounds [(]. Measurements indiciate that the material can en-
ter the collinear antiferromagnetic (CAF) state. In contrast to the Néel antiferromagnetic state,
CAF is ferromagnetic along one direction and antiferromagnetic along the orthogonal direction
in the crystal. The crystal is composed of MoO5Cl octahedra connected by POy tetrahedra. It
is three dimensional, but is composed of stacks of bilayered sheets separated by planes of K or
Rb, making interstack coupling small, and each bilayered sheet separate from the others.
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The interstack direction is called c.

Jo The bilayered sheet consists of rows of
octahedra at two different heights, con-

nected by tetrahedra. The direction of

Ji constant height is called a while the or-
thogonal is called b. Rows adjecent are

of different height. Thus each stack

can be considered a two dimensional

square lattice. At the same time, the

¢ Mo®* ions have spin 1/2, so each stack
ﬂ acts as a square spin lattice.  Pow-
der neutron diffraction and NMR ex-

periments indicates [0] that the struc-

Figure 1.2: A bilayer MoOPO4Cl stack from the ¢ ture O_f the AMOOPO4CI compounds are
direction. MoOQO5Cl octahedra are green while the CAF in a regime of the H,T (external

connecting POy tetrahedron is yellow. Octahedron Magnetic field, temperature) parameter
height is constant along a. space. This suggests a nearest neighbor

(J1) and a next nearest neighbor (J3) in-
teraction between spins on the lattice. Measurements of the magnetic susceptibility fits well
with the Ji-Jo model with parameters (Ji, J2) = (—2K, 19K), (0K, 29K) for A = K, Rb respec-
tively. Theoretical calculations suggest CAF ground states, if taking into account order by
disorder effects, for 0.5.J; < Jy, which fits well with these parameters. Most interestingly, the
authors suggest changing parameters through crystal structure change, which could increase
J1/J2. If that is possible when growing the crystals one could approach the highly frustrated
point J;/Jo = 2 which is still not well understood theoretically.

1.3 Thesis outline

The structure of the thesis is chosen so as to give a coherent introduction to quantum magnetism.
We have tried to cover a lot of ground to give a picture of the overall landscape of the field
while emphasizing the points which are most relevant to the goal of the thesis.

e Chapter 2 is a brief introduction to magnetic interactions, how magnetism is inherently a
quantum mechanical phenomenon and the role of quantum fluctuations.

e In chapter 3 the spin quantum partition function or spin path integral is introduced by
means of spin coherent states. Several ideas, including spin quantization and classical
spins, are touched upon simply because they are interesting and can help establish a
coherent picture of interacting spins, but the main point of the chapter is to show how
the quantum partition function naturally leads to the classical partition function in the
large spin S limit.

e Classical spin systems are explored in chapter 4, the spin-wave spectrum of the Ji-Js
model is found and the concept of order by disorder is introduced.

e In chapter 5 spin waves are quantized (magnons) using the Holstein-Primakoff (H.P.)
transformation. To diagonalize the Hamiltonian the Bogoliubov transformation is em-
ployed, a procedure complicated by the fact that magnons are bosons and not fermions.
The analysis is based on defining magnons on four ferromagnetic sublattices.

e In chapter 6 the system is once again analyzed with the H.P. transformation but this time
on a single ferromagnetic sublattice. The eigenvectors of the Hamiltonian are found and
using these the single particle correlation functions at arbitrary temperature are found.
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e The next term in the large S expansion is found in chapter 7 and a mean field approxima-
tion is used to include the effect on the spin wave spectrum. The setup of the field theory
calculation made by [!] is shown, and it is explored how the mean field approximated
interaction term affects the critical temperature of the nematic phase transition.



Chapter 2

Basics of magnetism

One of the most widely known macroscopic manifestations of quantum physics is the phe-
nomenon of magnetism. As well known as it is the origins of magnetic materials can be elusive.
Niels Bohr, and later Hendrika van Leeuwen, famously showed[?] that magnetic materials can-
not exist in classical mechanics. This was resolved with the advent of quantum mechanics and
several different mechanisms are now known that lead to the Heisenberg Hamiltonian, one model
of interactions between magnetic moments with parameters strong enough to support magnetic
order at known temperatures.

2.1 Origins of magnetism

In this section we will briefly go through the argument of Bohr and van Leeuwen, go on to study
the exchange interaction between two electrons and finally set up the Heisenberg Hamiltonian.

2.1.1 Bohr-van Leeuwen theorem

A magnet, both in classical and quantum mechanics, consists of a set of magnetic moments.
In classical electrodynamics a magnetic moment, g is usually modeled by be a steady current
flowing through a closed wire. In that case

p=1Ia (2.1.1)

One can use this simple picture as a crude model of an electron moving in orbit around an
atomic nucleus, at least as a first attempt at modeling magnets. In the limit where the area
of the circuit vanishes, the limit of an infinitesimal magnetic moment, we denote the magnetic
moment dg. Then the total magnetization of a material of volume V is given by

M= / dpu. (2.1.2)
\%4
The magnetic moment is related to its’ angular momentum through the relation
u =L, (2.1.3)

where v is known as the gyromagnetic ratio. Finally, the moment interacts with external
magnetic fields through the relation

EFE=-pu-B=-L-B=-rxp-B. (2.1.4)

In other words, the energy associated with a set of magnetic moments stem from the momenta
and positions of the particles giving rise to these moments. With this in mind, we take a step
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back and look at the Hamiltonian for a set of such particles
H =p?/2m + V(x). (2.1.5)

In the presence of a magnetic field, B = V x A, the momentum is in general no longer a
constant of motion. Rather the conserved quantity is the canonical momentum p — %A, and,
more importantly, the Hamiltonian becomes

H=(p— ZA)2/2m + V(). (2.1.6)

This is sometimes called minimal coupling. The partition function of an ensemble of such
particles is

2o [ i [ axelio-iarmmevis) 217

The momentum can be shifted by the value of the vector potential, a change of coordinates
which neither changes the measure nor the limits of the integral (since they extend to +oc). In
other words, the partition function for a set of classical particles does not change in the presence
of a magnetic field. The result is that the magnetic moments of a material cannot affect each
other through their magnetic fields and nor can they be affected by any external magnetic
field. Assuming these are the only ways magnetic order could be formed the conclusion is that
magnets do not exist.

2.1.2 Quantum magnetism

In classical mechanics no magnets exist but several different mechanisms circumvent the argu-
ment by Bohr and van Leeuwen in quantum mechanics. Most prominent is the existence of
spin in quantum mechanics, an intrinsic quality of particles which resembles regular angular
momentum. Spin couples directly to magnetic fields through the Zeeman interaction

H; x-S B, (2.1.8)

a term which for electrons (and other spin-half particles) appears in the low-energy limit of the
Dirac equation. Heuristically (but paradoxically) spin can be thought of as angular momentum
from a non-extended object. Since it has nothing to do with position and momentum variables,
the interaction cannot be produced by a minimal coupling, and will therefore appear by itself
in the Hamiltonian and ultimately change the partition function. In general, the Bohr-van
Leeuwen theorem does not hold in quantum mechanics.

2.1.3 The exchange interaction

The dipole-dipole interactions between two magnetic moments, due to the magnetic dipole field
associated with a magnetic moment, give rise to the Hamiltonian

3

7
Haip-dip = B (.Ul “Ho — 72(#1 )1 - r)> ‘ (2.1.9)

4mr3
The energy typically associated with this type of interaction for moments seperated by 1A is of
order 1K. Comparing this to the temperature To = 1043K where iron loses its ferromagnetic
properties, it is clear that the dipole-dipole interaction cannot account for magnetic iron, and
therefore other interactions must exist.

As mentioned, there are in fact several mechanisms which lead to an effective interaction
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between magnetic moments. Here we will discuss one which is due to the Coulomb interaction
and the Pauli exclusion principle. Let |1)) be the collective state of two electrons. The elec-
trons are fermions meaning they change sign under exchange, and so the collective state can be
written

[9) = ()1 19)2 £ X)2 |9)1) ® |o), (2.1.10)

where |o) is the spin state of the two electrons, which can either be one of the symmetric triplet
states or the antisymmetric singlet state and the first parenthesis represents the spatial part of
the electron state. The indices associated with the spatial part refer to each electron. If the
first part of the wavefunction is symmetric in an exchange of the two electrons (relative positive
sign between the terms in the parenthesis), the spin state must be a singlet state and vice versa.
We now assume that the electrons do not interact directly through their spins, as they would
for example do through the dipole-dipole interaction. Instead they only interact through the
Coulomb interaction, Vg = e 1 and the energy associated with this interaction is

dmeq [ri—ra[’
(Vo) = et /d3r [|X(1’1)2|¢(I‘2)|2 L X' (r1)o(ry) + ¢*(r2)x(r2) fhel, (@111)
4eg |r1 — ra| lr; — rof

where the first term (and its identical hermitian conjugate) represent the ”classical interaction”
between the two electrons, in the sense that it depends on the overlap of the absolute square
of the wave-function of the two electrons. Whether the electrons are in the singlet or triplet
state is inconsequential to this term. The second term, called the exchange term, is due to
quantum mechanical interference and changes sign depending on the spin state of the electrons.
It is the exchange term that is of interest here. Denote it Cox. We can now deduce an effective
interaction between the spins of the two electrons

Cex
Heff:_ z

(1+4S:-8Sy), (2.1.12)

which, due to the singlet (triplet) state being an eigenstate of S-S with eigenvalue —3/4 (1/4)
with i = 1, give exactly the energies from eq. (2.1.11). Thus, an effective spin-spin interaction
emerges through an interplay between the Coulomb interaction and fermion statistics (the
exclusion principle).

2.1.4 Heisenberg Hamilton

The general interaction between electrons of the form in eq. (2.1.12) is the Heisenberg Hamil-
tonian

1
o= §ZJijSi-Sj, (2.1.13)
ij

where 7, j label the particle in question, usually the site at which a localized electron sits in a
lattice, and J;; is the interaction constant arising through the underlying mechanism that gives
the effective interaction. The sign, range and strength of the exchange constants J;; lead to a
wide range of different ground states.

2.2 The ground state of the Heisenberg Hamiltonian

The information about the ground state of the Heisenberg Hamiltonian lies in the exchange
constants J;;[3]. In this section the terms ferromagnetic and antiferromagnetic exchange con-
stant is defined and are used to explore the difference between the classical ground state of the
Heisenberg Hamiltonian and the quantum mechanical.
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2.2.1 Classical ferromagnetic and antiferromagnetic exchange

What will be called a classical spin in this section is just a three dimensional arrow S; which can
point in any direction. Consider a square lattice with one spin on each site, and only nearest
neighbor interaction, with the exchange parameter J;; constant everywhere on the lattice. Then

J
H= gzsrsj- (2.2.1)
(i)

Now, assuming J < 0, the whole lattice minimizes its energy by assuming a ferromagnetic
configuration, one in which all arrows point along the same direction. Thus, whenever J is
negative it is heuristically called ferromagnetic. Note that the ground state of the system is
degenerate, and an O(3) rotation of the whole lattice corresponds to a rotation within the
degenerate eigenspace. We can denote the state of the whole ferromagnetic lattice by a vector
pointing along one of the spins. On the other hand, if 0 < J the system minimizes its energy by
assuming an antiferromagnetic configuration, often called a Néel configuration, where arrows
next to each other point in opposite directions. This can be thought of as two ferromagnetic
lattices overlapping. The antiferromagnetic state can be denoted by a vector pointing along the
spins of a sublattice. We call this the Néel vector. Note that it makes no difference in terms of
energy which sublattice the Néel vector points along, which might suggest another symmetry
of the system, namely invariance under sublattice exchange. This however is nothing but a w
rotation in the plane of the spins.

2.2.2 Quantum ferromagnetic and antiferromagnetic exchange

To find the eigenstates of the quantum Heisenberg Hamiltonian we first rewrite it
1 1 1 _ _
H=3 Z JijSi - Sj =5 Z Jij [st; + §(Sj5j +578H)1, (2.2.2)
17 i

where §(S;S; +8;75)) = 5757 +575Y is called the XY-term. For a spin state |S,m) where
S is the total spin and m is the component in the z direction, S* |S,m) x |S,m +1). The
states are annihilated if they cannot be further raised or lowered. Now, the ferromagnetic state
(here defined as states with every spin polarized in a direction defined as the z-direction) is
an eigenstate of this Hamiltonian. The XY -term in the parenthesis annihilates the state and
therefore has eigenvalue 0, while the state is an eigenstate of the S7 operators by definition. If
we assume nearest neighbor coupling and J < 0, the ferromagnetic state is in fact the ground
state. On the other hand, the Néel state is not an eigenstate, because it is not an eigenstate of
the XY -term. To get a better understanding of this, we scale the lattice down to two spin-1/2
particles instead of N spin-S particles. The eigenstates of S; - Sg for two spin 1/2-particles are
the well known singlet/triplet states. The states and their eigenvalues are

1)
[Wr) =3 5 (M) + WD),  Er=3;
114 (2.2.3)

1 3
ﬁ(lﬂ) 1), Es=-7.

4
We now see that in the case of 0 < J it is the singlet state which is the ground state, and
the configuration of spins in the singlet state resembles that of the Néel state. The crucial
difference is that the singlet state is an antisymmetric linear combination of the two possible
"Néel” states. If measuring the spin of one the particles in a series of experiments one would
measure +1/2 equally often, and in this sense the system exhibits quantum fluctuations. This
generalizes to magnetic systems of more particles with general S, as we will now discuss.

lvs) =
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2.2.3 Quantum fluctuations

We will now turn to a general discussion of quantum fluctuations which will be connected with
magnetism by the end of the discussion. The first example we will look at is the usual harmonic
oscillator, the Hamiltonian of which can be written as

p* 1
H ="+ -mw?z”. (2.2.4)
2m = 2
It is worth it to emphasize that this representation of the Hamiltonian is nothing but a choice.
It could be represented by different operators, as we shall see in a moment. What we should
note is that both the momentum of a state, and its position contribute to the energy. But
since momentum and position are canonically conjugate operators, the operators cannot be
simultaneously diagonalized. If for example we wanted to find the lowest energy state of the
momentum term, |p = 0), it has no well defined position and consequently is not an eigenstate
of H. Therefore the classical choice minimizing both the position and momentum term at the
same time is not a viable state. Instead the ground state of the harmonic oscillator (written in
terms of its coordinates in the z-basis) is

mw\ 1/2 —muwae?
0= (%2) /dm £ 10) (2.2.5)

which is manifestly not of well defined position, and equally not of well defined momentum.
Because the ground state does not have a well defined position at x = 0, the position operator
of H contributes a non-zero term to the energy of this state. Essentially this is the origin
of zero-point energy. It manifests itself clearly when writing the Hamiltonian in terms of the

operator a = (« /75T + \/2’7’;7) and its hermitian conjugate. In that case

1
H=uw <aTa + 2) , (2.2.6)

with w real. In terms of these operators, the ground state is the state annihilated by a, and so the
ground state energy is w/2. This form of the Hamiltonian is more "natural”, in the sense that
the operator afa has a well defined eigenbasis with one state having eigenvalue 0, and no other
terms appear in the Hamiltonian which do not commute with afa. Putting the Hamiltonian in
this form the constant addition may seem a bit out of place. Why could we not simply start from
this Hamiltonian without the constant term? In fact this is a manifestations of the ordering
problem of quantum mechanics. Since the traditional way of obtaining a quantum mechanical
Hamiltonian is to write up the classical counterpart and set up canonical commutation relations
between classically canonically conjugate variables, we have a choice of which expression for the
classical Hamiltonian we start with. For example, the classical Hamiltonian of the harmonic
oscillator may just as well be written as

sz( mw o )(/WH 4 ) (2.2.7)
2 2mw 2 2mw

If we quantize [z, p] =i now, eq. (2.2.7) yields.

H=wala. (2.2.8)

In other words, the concept of a zero-point energy in the harmonic oscillator hinges on which
expression of the classical Hamiltonian one quantizes. This may seem uncomfortably arbitrary
but it is just an indication that the world is fundamentally quantum mechanical. In other words
one should start with a quantum mechanical Hamiltonian and derive the classical Hamiltonian
from it. So which of eqs. (2.2.6) and (2.2.8) is the correct quantum mechanical expression?
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Canonical quantization gives no answer. To determine the answer we should turn to experi-
ments and in the case of the electromagnetic field, which in essence is a harmonic oscillator at
each point in space, the answer is eq. (2.2.6). The zero-point energy in that case gives rise to
the experimentally observed phenomenon known as the Casimir effect[7].

The point of analyzing the harmonic oscillator was to show that zero-point energy arises due
to the constituents of its Hamiltonian not being simultaneously diagonalizable. In the case of
the harmonic oscillator the constituents of the Hamiltonian are « and p. Using another picture
of the same system, formulating it through the a'a operators, one can instead talk about the
ground state as the vacuum of quanta or particles represented by a. Each excitation to a higher
energy eigenstate is just an addition of one of these particles to the system. If instead we started
with a Hamiltonian of the form

H = w(a'a+ aa’) + Aaa + alal), (2.2.9)

the terms in the Hamiltonian no longer commute, and the previous states counting the number
of a particles are no longer eigenstates. To find the eigenstates of the Hamiltonian one can
instead define new particles through a Bogoliubov transformation

o = ua' + va. (2.2.10)

The coefficients u, v must satisfy certain relations in order for the « particles to be meaningful
particles (in this case ”meaningful” means that [a, a!] = [a,a]). In the end, one finds the
Hamiltonian can be written as

H=a (ozToz + 1/2) . (2.2.11)

Therefore the ground state of the Hamiltonian is not the vacuum of the a particles but instead
the vacuum of the « particles. Excitations from the ground state are additions of the « particles.
The point is that there may now be a non-zero expectation value of the a particles even in the
ground state. For example, in the case where u, v are real, we find

a’ = ua — val (2.2.12)
and so
(0]atal0) = u? (0]aa'|0) = u?. (2.2.13)

This we call quantum fluctuations, and its emergence should not surprise us too much. After
all, we had no right to expect that there are no a particles in the vacuum state of the « particles
from the form of H. But it does lead to a somewhat counterintuitive result for the case of a Néel
state and other non-ferromagnetic states, namely that there are small fluctuations about such
states (spin waves/magnons in the classical/quantum system) even in the ground state of the
system, as will be shown later in the thesis. In the case of thermal fluctuations one can think
of a magnon being created/destroyed in the system by its interaction with the environment.
Heuristically one can have a similar picture in mind when thinking of quantum fluctuations, but
it seems to be a different type of fluctuation, since nothing actually fluctuates in an eigenstate
of the Hamiltonian (it is stationary).

2.3 Conclusion

The quantum mechanical origin of magnetic interactions has been discussed and a mechanism
for effective spin-spin interactions has been shown (the exchange interaction). The difference
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between the ferromagnetic and antiferromagnetic exchange between two spin half particles has
been analysed and importantly the antiferromagnetic exchange leads to a ground state which
is a superposition of two "Néel” states (the singlet state). This is an illustration of how the
ground state of antiferromagnet systems, in contrast to the ferromagnetic counterparts, are
manifestly non-classical. One is led to the same conclusion when considering magnons on non-
ferromagnetic systems. It was illustrated in the final section how the number of magnons
of a magnetic lattice may be non-zero even in the ground state as a result of magnons not
diagonalizing the Hamiltonian. This will be the definition of quantum fluctuations in this
thesis.



Chapter 3

Coherent state path integral

In this section the quantum mechanical system consisting of spins of size S on a lattice structure
is introduced. We will consider the case where the spins interact through a general Heisenberg
Hamiltonian. The quantum partition function can be written as a path integral built from
coherent spin states, and it is shown how the classical partition function arises in the limit S —
oo. Further, gauge-invariance, spin-quantization and a classical definition of spins are discussed.
The differences between the usual coherent state path integrals of bosons and fermions and the
spin coherent path integral is also explored. This chapter is mostly based on [3], and if otherwise
it will be stated.

3.1 Schwinger bosons and spin coherent states

There exists a mapping from spin operators to bosons called Schwinger bosons, and in three
dimensions it is

St =8,+iS, =a'd (3.1.1)
S =8,-iS,=bla (3.1.2)
L1

= 2 (ata— bt
§ =3 (a a—b b). (3.1.3)

Using the commutation relations of bosons it is straightforward to check that the spin operators
satisfy the spin commutation relations

1S, 89] = iei; S (3.1.4)

Of course such bosons act on states in an infinite dimensional Fock space and so in the boson
picture the Hilbert space is much larger than in the spin state picture, which for finite S is a
finite dimensional Hilbert space. There is a physical subspace of the Fock space in the boson
picture, and there is a one to one correspondence between states in this subspace and spin states
in the usual spin Hilbert space. The physical subspace of the bosonic Fock space is that which
obeys the restriction

Ng +np = 25 (3.1.5)

such that the eigenvalues of S% are neither above S or below —S in the physical subspace. The
mapping between spin states and states in the Fock space is
(ah)(S+m) (ph)(E=m)
V(S +m) /(S —m)!

with |0) being the vacuum state of Schwinger bosons.

‘S7m>2 =

0), (3.1.6)

12
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3.1.1 Rotation of spin states
When faced with the operator corresponding to the spin in the 7 direction

S(0,6) =S -7, (3.1.7)

with 7 = (sin(@) cos(¢), sin(f) sin(¢), cos(f)), one may find the eigenstates through a rotation
of, for example, the spin state fully polarized in the z-direction. Rotations are unitary trans-
formations generated by the spin-operators and one can check that the state

Q) =R|S, S), = e 4508 —ix5: |5 G (3.1.8)

is indeed an eigenstate of S (0, ¢) which will be called a coherent state. Here it should be noted
that the operators are spin-operators on the usual spin Hilbert space. It is clear that the first
rotation simply corresponds to an arbitrary phase choice and can therefore be set to 1. The
unit vector

Q = (sin(0) cos(¢), sin(f)sin(¢), cos(d)), (3.1.9)

parameterizes the eigenstate. Correspondingly, the Fock states transform by rotations of the
operators

(@'Y =R71R, (b)Y =R R (3.1.10)
3.1.2 Transformation of linear operators
A general bilinear operator in the second quantized form is
A = alAyja;, (3.1.11)

where A is a matrix. A linear operator generally takes the form

ot = vial. (3.1.12)
The unitary transformation generated by A and applied to o' is
ePAjTe=i0A — ot 1[4, o] + (ig)Q (4, [4, 1] + ..., (3.1.13)
T

where we used the Baker-Hausdorff lemma. Assuming a
the bosonic commutation relations

;, are all bosonic operators, and using

(A, 0] = Aijvk[a;raj, a;g] = Aijvjaz =(A-v),al (3.1.14)

et

the transformed linear operator becomes

o o i0)2 .
ei¥4gte=04 = 5t 1 i0(A - v), al + (12) (A-A-v)al +..= (el“-v)ia}, (3.1.15)
which establishes a one-to-one mapping between the transformation of a vector v through uni-
tary matrices generated by A and linear operators o' through unitary operators generated by

A.
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3.1.3 Rotation of Schwinger bosons

The rotated spin eigenstates are also called spin coherent states. To write any coherent state
through Schwinger bosons we must obtain an expression for the operators in eq. (3.1.10). Using
the definition of Schwinger bosons the spin operators can be written as

S = (al,bh) - S; - (Z) , (3.1.16)
where S; are the 2 x 2 Pauli matrices. Using
1
T — (qf. Bt .
a' = (af, ) <0> , (3.1.17)

(3.1.18)

Similarly we find

4 . 0 . 0
(b = '3 <bTel(§ cos <2> —ate"% sin (2)> . (3.1.19)

We could rewrite this result more neatly as
(ah\ _ e cos ©) e~ *3% sin (g) af 19
(bT)/ i jxte 9 Lt ) (3' : O)
ez sm(2) €2 cos (2)
3.1.4 Coherent States

A general coherent state can be generated through the rotation of a spin state fully polarized
in the z-direction. Thus

oy = @2 sl s 3
m=—S

uaT)S+m(—vbT)S_m

(S 4+ m)!I(S —m)! 07

V28! V28!
(3.1.21)

where u = e~/2 cos (6/2) ,v = ¢*/?sin (6/2), and where the binomial expansion was used in
the last equality. The overlap between two coherent states is then

u*u/)S—i-m (U*U/)S—m

(S+m)l(S —m)!

— S0 (i 4 0*) P, (3.1.22)

S
Q) = e S0 28)1 (
m=—_S

where we used the orthonormality of different Fock states. This result shows that the coherent
states are not orthogonal. One can rewrite this expression such that

NS
Q) = <1+S2)Q> SV,
3.1.23
1) = 2arctan |tan (¢_¢/) o8 [%(0+91)] +x—x ( |
2 cos [3(0—0)] ‘
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From this expression it is clear that different coherent states approach orthogonality as S — oo.
By constructing the identity operator through coherent states we can show they span the whole
Hilbert space. The coherent states are parametrized through continuous parameters on the unit
sphere, so the identity must be an integral

i@

_ [ apsinge) [ (28)!(cos(6/2))5 T4 (sin(0/2))?S e
_/0 dy (9)/0 d¢,%, S5+ (S + m)(S — m)(S —m)! S, m) (S, m|

—or [ apsin (25)!(cos?(6/2))5+™ (sin®(6/2))5 ™™ o
_27r/0 do (9)2 S+ rE —m) 5.} (S,

m

<o [0S o 2 () () s s

| (3.1.24)

To proceed, we must evaluate the 0 integral. First of all

T S+m _ S—m 1
Io,, =t / dosin(g) (180 1—cosd _ / dr 25+ (1 — 2)5~™ . (3.1.25)
’ 2 /o 2 2 0

Next we invoke the generating function

28 28

B (29)! w1 (29)! zz \"
f(Z)—T;MISm—SZ —/0 dx (1_x)2ST;(2S—n)!n! <1—x>

1 25 1
_ _ 2 ( FE — (s — 28 1.
_/de(l ) <1_x+1> /Od (2(z=1) +1) (3.1.26)
_ 1 25+1 _ 1 < n
=esine-n ¢ - )_25+1;z '

By comparing the expression after the first equality with the expression after the last we find

(29)! 1

— I, = ——— 3.1.27
2S —n)ln! 5" T 2541’ ( )
and have thus found an expression for Ig ,,. Inserting this back into the expression we find

4 47
/dﬂlm (@ = 25+1Z\S,m> (Sml = 5o (3.1.28)

where we used the fact that the set of states, |S,m) is a complete orthonormal basis. In other
words,

25 +1
7

/dQ|Q> Q= 1, (3.1.29)

and therefore the coherent states span the Hilbert space of spin states, but does so with some
degree of redundancy. In other words, the coherent states form an overcomplete basis. Eq.
(3.1.29) will be one of the ingredients in constructing a path integral expression of the partition
function. Another important ingredient is the equation

(QS; - S;|0) = $2Q; - Q;, (3.1.30)
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where 4, j denote spins at different sites, for instance in a lattice, and |2) =[], |€2);. To show
this, we use

QS |Q) =S|, (3.1.31)

which is true by definition of the coherent states, and can also be shown by a basis change of the
vectors €;,S;. If we let R™! be the rotation matrix rotating &, ¢, 2 to &, 7/, 2, where 2’ = Q;
and 2/, ¢ are two orthonogal unit vectors also orthogonal to €2;, then

Q;-S;=(2R)-S; = 2-(RS;) = 57, (3.1.32)
which explicitly shows Eq. (3.1.31). Using this
(QIS; - 8|Q) = Re R ()57 Q) = SRV R = $%Q; - (3.1.33)

where the primed indices denote coordinates in the i, 7}, 2/ basis, and where we used (£2;S%' |Q;) =
d31,o+S. This last property is derived from Eq. (3.1.31) and the fact that if a particle is in an
eigenstate of the spin along some direction on the unit sphere, the expectation value along the
two orthogonal directions is zero. We also used the fact that rotation matrices are orthogonal,
and that the rows/columns of such a matrix is composed of the unit vectors of the basis one is
rotating to. Using Eq. (3.1.29) the expectation value of the Heisenberg Hamiltonian is

82
(QH|Q) = > Z Jij € - (3.1.34)
tj
which is the classical Heisenberg Hamiltonian.

3.2 Coherent state path integral

The starting point in constructing the coherent state path integral is the partition function
Z = Tr (exp (—BH)) = /dn (2 exp (~5H)[) = Jim /dﬂ Q1 — N[, (3.2.1)
—00

where dQ = [], inQ‘Z—:l and € = /N.. One obtains this expression for the trace straight-
forwardly by use of the identity operator written in terms of coherent states. Next, we insert
identity operators in between each parenthesis and label each with a number n € 0, ..., N¢ so

Z= lim [ d{Q}" (QN|(1 — eH) QN1 (V71 (1 — eH)|QN2) L (QY(1 — eH) Q)
(3.2.2)

where Q0 = Q. This means we have to evaluate the expectation values
(Q"(1—eH(S)|Q" ) = (Q"Q" ) (1 —eH(Q", Q" 1)), (3.2.3)

where H(Q" Q" 1) = % = 532, Ji Q! which is obtained in analogy with

Eq. (3.1.29). The overlap between coherent states is given by (3.1.23), and so

140" ! eisw(n,nfl)

Qnﬂnfl:
@) .

(3.2.4)
1

Y(n,n + 1) = 2arctan +x" X"

¢n _ d)nfl cos [%(gn + anl)]
(55 e
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The next step is to make the assumption, that AQ = Q" — Q"' is small in the limit N, —
o0o. This does not seem fair, since each vector Q" is integrated over the entire unit sphere
independently of the others. As will be seen, this assumption is equivalent to assuming that
smooth functions (in the sense that the function and it’s first derivative are continuous) Q;(7)
dominate the path integral[8]. The motivation is to arrive at an expression for the action
containing first derivatives of the fields, and we therefore assumeA$ o< € + O(€?). Making use
of this assumption we find

n_ gn-1 50"+ 0m1) 0 one
Y(n,n — 1) = 2arctan [tan <¢ 2¢ > Zzz E(G" — 9"1)% +X" =X
n _ in—1 on 0] (3.2.5)
~ 2 arctan [¢ 2¢ €08 £(+ 5(6256))]] +x" = x"!

~ (¢n . ¢n71) cos " + Xn o anl + 0(62),

where we used that the tan-function and it’s inverse are linear to small orders of it’s argument.
Now reinsert this expression in Z and use that to dominant order in € Q" - Q7! = 1. Next
reexponentiate 1 —eH (Q", Q" 1) (an approximation which becomes exact in the limit N, — 00),
which leads to the result

Ne ¢n _ ¢n—1 Xn o Xn—l 1
Z= lim d{Q}" exp —enzl —iS {6 cos 0" + 6] +3 zj: Jirart
B .
= ?{DQ exp (—/ dr [—ngb(T) cos(0(7)) + H(Q(T))}) ,
0

(3.2.6)

where the arbitrary phases x were set to 0. The circle in the path integral is to denote the
periodic boundary condition £(3) = €©(0). Also note that ¢cos(f) = >, ¢; cos(f;), where i
denotes lattice site. Now note that one can reformulate this phase by making use of

PPN

Q = 00 + sin(0) o (3.2.7)

Defining A = —g?jggb we can write

—¢cos(f) = A - 9, (3.2.8)

which yields the expression for the quantum partition function
B .
Z= 7{@9 exp (—/ dr [z'SA o H(Q(T))D . (3.2.9)
0

3.2.1 Spin coherent path integral and bosonic/fermionic coherent state path
integral

At this point it might seem as if the spin coherent path integral is more or less just another
path integral, and indeed the procedure for obtaining it is quite reminiscent of the procedure
for obtaining the coherent state path integral of bosons and fermions

Z = ]4 D{,phe o arfde BHHEY), (3.2.10)

where the circle in the integration symbol denotes periodicity/antiperiodicity of the boson-
ic/fermionic fields. Despite this, there are a few differences we should observe:
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e The fields of the spin coherent path integral are defined on the base manifold S?, the unit
sphere, whereas those of the bosons and fermions are over R”, with n being the dimension
of the system. Several things could be said about this, but one important feature of S? is
that it cannot be covered by a single coordinate system.

e Contrary to the case of bosons and fermions, the 7-dynamics are included as a phase in
the spin coherent path integral.

Turning now to the case of bosons, these are usually, if not always, defined through small
distortions of an otherwise rigid ground state. The distortions are small in the sense that
the energy cost associated with them are assumed to be quadratic, i.e. all distortions behave
as harmonic oscillators. This, of course, is only generally valid near minima of the potential
landscape. The excitations of the ground state are represented by bosons, and these are therefore
only defined in the ”background” of a rigid ground state. This stands in contrast to the spin
coherent path integral. The degrees of freedom one integrates over are well defined even in the
absence of some background ground state (although if the spins are not sitting on a lattice we
might be interested also in their positional dynamics). It may be the case that some subset
of states completely dominate the partition function - in that case it might be more fruitful
to restrict the partition function over these states and the set of states representing small
fluctuations about them. These fluctuations are called spin-waves and are the analogues of
phonons of a lattice. But the point is that the spin-coherent path integral is more general than
that. It is the equivalent of finding the (quantum) partition function of a set of particles before
assuming that they crystallize.

3.2.2 Gauge invariance and spin quantization

In this subsection we touch upon the gauge invariance of the phase term in the coherent state
path integral, and how this leads to spin quantization. Of course we started with a spin quan-
tized quantum mechanical description to obtain the path integral in the first place, but it is
nice to see that the path integral leads to the same results as the usual operator formalism.
As seen, we can obtain an expression for the quantum partition function of spins as an integra-
tion of classical fields over the unit sphere and the parameter 7. The term

S = —iS/dT cos(0)¢ = iS/de)(l — cos(h)) (3.2.11)

is a geometric phase, and the equality is valid as long as the trajectory of €2 does not cross the
domain boundary of ¢ € [0,27). The choice of gauge S = iS [ dré(1 — cos(f)) corresponds
to A = 1;?22@ ngb We choose this gauge so that A is singular only at the south pole. The
vector potential A can be interpreted as the potential of a Dirac magnetic monopole, since
B,, = V x A = €. Of course this magnetic field seems to have a non-zero divergence and
should therefore not be due solely to the curl of another field, but the fact that it can be written
as such is just due to the singular behavior of A at the south pole. If we consider some closed

path on the unit sphere, .4, then we may write

B .
S:iS/ drA - Q =iS dQ-A:iS/ da- B, (3.2.12)
0 A

0A
where the area enclosed by d.A4 is that which does not enclose the singularity of A. The point

is that we could have chosen another gauge, A = %ﬁi)@q@, where the singularity is on the

'In the case where it does cross the domain boundary, Auerbach argues that the discrepancy is resolved by
deforming the path such that it goes through the north pole [3].
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north pole, but which otherwise yields the same expression for the geometric phase. This seems
to lead to an ambiguity in S since the difference between the two choices is

AS:z’S/ da-Bm+iS/ da-B,, =iS | da=iS4n, (3.2.13)
Apn As 52

where the first equality is due to the sign convention in Stokes theorem?. Thus we see that for
the ambiguity in geometric phase to be resolved, the spin of a particle must be a half integer.
It is in this way that the spin coherent path integral quantizes spin.

3.2.3 From the quantum to the classical and semiclassical partition function

The expression for the quantum partition function readily yields the classical partition function.
We first adjust the parameters of H, namely J;; such that

Jij = Ji; 5%, (3.2.14)

where JTJ is independent of S. This is allowed since these are just parameters of the theory.
Doing this, H() is just the classical Hamiltonian. In that case, by letting S — oo, no field
configuration with a non-constant €2(7) contributes to the partition function, due to the fast
oscillating term proportional to S. Thus

Z = %DQ exp <— /OB dr [iSA ot H(Q(T))D — ?{Dn oxp (—BH(Q)).  (3.2.15)

It is worth noting what the difference between the quantum and classical partition function is.
It all lies in the 7 dependency of the fields. The partition function is a sum over weights, and
in the classical case these weights depend only on the energies associated with the coordinates
on the unit sphere, of the spins in the systems. In contrast, the quantum mechanical weights
depend on the whole function of €(7) through both the energies of these fields and through a
geometric phase. One can also make a systematic expansion in 1/S. The first step is to rescale

7 and 8 by S

T=1/8
_ (3.2.16)
B=pB/S,
where 7, 3 are independent of S. We can then scale out S from the action S
B
S = S/ dr [iA - (0-2) + H(QQ)] . (3.2.17)
0
Now the partition function may be rewritten
Z=e%=2,7, (3.2.18)

where Zy = exp (—S ffcﬁ [iA - (0-Q) + H(QCZ)D is the factor of the partition function due

to the saddle point and Z’ is the corrective factor to higher orders in 1/S. The 1/S expansion
also appears in a setting different from the path integral, namely in the use of the Holstein-
Primakoff transformation as will be shown in chapter 5. Both in the path integral formalism
and with Holstein-Primakoff bosons, the lowest order contribution in 1/S, that is the lowest
order fluctuations from the saddle point, are spin-waves.

2In the case where one of the areas which the path encloses contains neither the north nor south pole one can
change coordinates to define the north pole within one this area.
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3.3 Real time path integral

The Green functions
t
G(t,0;9,8;) = /DQ exp <z/ dt [Sd)cos(@) - H(Q(t))}) , (3.3.1)
0

is obtained in analogy with the expression for the partition function. In this case, one starts
with the overlap (€2¢[€2;(t)) where the time dependency is generated through the Hamiltonian
in the interaction picture. Now denoting

g=¢ p=Scos(d), (3.3.2)

it is clear that ¢, p make up canonical conjugate variables in the Hamiltonian, and that the action
in the Green function is formulated in terms of a Legendre transformed Lagrangian L(q, q).

3.3.1 Classical spin

Without dwelling too much at it, we will now see how the concept of a classical spin can be
defined. While it may not be so useful at this point, it is an interesting idea and might help
clarify some points of confusion when looking at classical systems of spin. Here we follow [9].

At this point we have seen how the quantum dynamics are obtained from a path inte-
gral over some action. Usually this action is the action of the classical system corresponding
to the quantum mechanical system, so we could now define a classical spin as an arrow on the
unit sphere with the action

S = /OT dt (SQ A - H(n)) . (3.3.3)

It is in fact possible to show that the Poisson brackets of the classical arrows correspond to the
commutation relations of spin operators. Notice that this action stands in contrast to one of an
extended object with some angular momentum. For example, a rod with moment of inertia I
in a field, B, which couples to its angular frequency, has the action

T 1
Srod :/ dt <2m2 +B-w> , (3.3.4)
0

which involves the second power of the first derivative. To have any sensible dynamics in this
classical theory, the moment of inertia must be non-zero, but this is not so for the classical spin.
A crucial difference between the coordinates of the classical spin and those of the ordinary
system of particles considered in classical mechanics, is that the classical spin is defined on the
unit sphere. This manifold is non-euclidean, and a general set of coordinates, a set covering
the whole sphere, does not exist. Instead one must restrict oneself to local patches on the
manifold and define phase space on these. The phase space is then a symplectic manifold
with a closed two-form w (such that dw = 0), and ”d” is the exterior derivative defined by
w =), dp; Adg;, where the wedge product is the anti-symmetric product between two n-forms.
We will not do a thorough examination of the generalized classical framework which makes it
possible to treat such a set of coordinates, but will use some of the results of this framework. If
we restrict ourselves to the parts of the sphere defined by ¢, 60 € (0,27), (0, 7), we can use these
as coordinates of the phase space. We note that the action, in terms of 0, ¢ is

S = /OT dt (5&(1 — cos(6)) — H(, 9)) . (3.3.5)
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This leads us to define the generalized momenta py = —Scos(#), pg = 0. In terms of these
(local) coordinates,

w = %wwdq“ A dg” = Ssin(0)do A do, (3.3.6)

with wpy = Ssin(f) = —wgp. The inverse matrix w” has components w’¢ = Ssi;(e) = —w?,

We need this expression because the Poisson brackets in the generalized Hamiltonian formalism
is

{f,9} = w"(0uf)(0vg). (3.3.7)
Using that Q, = sin(6) cos(¢), 2, = sin(f) sin(¢), it is clear that

(06$22)(982y) = (cos(6) cos(¢))(sin(0) cos(¢)),

(06522)(99%2,) = (— sin(6) sin(¢))(cos () sin(¢)), (3.3.8)
1 1
e, by} = geos(d) = 5, (3.3.9)

which is exactly analogous to the commutation relation between spin operators in quantum
mechanics.

We finally consider the case of a spin fluctuating about €2, = 1. In that case €1,,(, are small
quantities, and to first order in these small quantities

{Q,,50,} = 1. (3.3.10)

Due to the small fluctuations we are naturally in a local patch of the two-sphere and may
consider the coordinates €2, S€2, as defined in the usual Euclidean space (despite the fact that
the previous coordinates were not defined on the north pole, we could still have described
fluctuations about another point on the two-sphere which should yield the same kind of Poisson
brackets). Thus for small oscillations, (£, 5Q,) = (Q, P) are canonically conjugate coordinates
in the usual Euclidean space. It is in fact these coordinates one would use to describe spin-waves
on a spin lattice.

3.4 Susceptibility from partition function

With the quantum partition function we are now in principle in a position to evaluate physical
observables. One will be considered here, the magnetic- or spin-susceptibility. As will be seen,
the naive approach one usually employs in calculating Gaussian integrals is obstructed due to the
geometric phase in the path integral. The conclusion of this section is that other methods than
the usual employment of source terms in the action must be employed to calculate correlation
functions from the spin path integral. This section is based on [10], [11] and [12].

3.4.1 Spin susceptibility

The spin susceptibility is the linear response tensor of the magnetization, the average magnetic
moment per site, to an external magnetic field H. For a translationally invariant system it is
defined through the relation

M¥(ry, t) = Z/dt’x””(n—rj,t—t')H”(mt’)- (3.4.1)
i
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If the system is isotropic, the magnetization will align with the magnetic field, i.e. the suscep-
tibility is diagonal

1
M¥(ri,t) = %Z/dt’x‘”‘(m —rj,t =t ) H (r;,t). (3.4.2)
J
Thus
SMH(ri,t)
ity — ',t—t/ e S 7
=) = S ) )

d/0H is a functional derivative, and where the external magnetic field is set to zero at the end
of the functional differentiation reflects the fact that the susceptibility is the linear response
function. The magnetization is itself derivable from

0In(Z2)

M“(T’Z‘jt) = —kBTW,

(3.4.4)
By replacing t with the parameter i7, we get an expression in the quantum partition function.
In the end the real time result may be retrieved by analytical continuation. We obtain the
result

HE (e e n_ 1 §*Z[H] 1 6*Z[H]
XM(ri—rj,m—7) = <Z[H] 5HH(ri,T)5H“(Tj,T’)>|HO — Z[0] 6H#(ri, )SHE(ry, ') H=0
(3.4.5)

An external magnetic field couples to a spin through the Zeeman Hamiltonian, and it can thus
be incorporated in the coherent state path intergral through a term H - € in the action

B ) 2
Z[H]:j[mzexp —/0 dr iSZAi-Qi—F%ZJijQi-Qj+SZHi(7)-Qi(r)
7 ij 7
(3.4.6)

Since the fields in the partition function are defined on the unit-sphere we cannot immediately
use the usual procedure of Gaussian integration. To circumvent this, a constraint field, A is
introduced by the term i >, A;(|€2;]?> — 1) in the action and the integration is relaxed to one
over all of R?

B8 2
Z[H]:]{DQDAexp —/0 dr %Zjijni.nj
u (3.4.7)

+SZHZ(7') . QZ(T) +3A; - Qz + Z)\z(|91|2 — 1)]) .
Fourier transforming in the lattice and 7 we obtain

52 .
ZH] = %DQD/\ eXp | — Z ?Jqﬂ—q,—wn Qg T Z iAg—g wn—wt, (g —ut, - g0, — 1)
Wn,q q
+SH_g—w, * g, — WnA—g—w, - Qgw.]) -
(3.4.8)
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The action can be rewritten

1
S = 5 Z (Q;*van + SH;*LW'/LQ_I) g(q’ q,’ wn7w’:1) (Qq/,w;l + Sg—lHq/,w;,L) - wnA;wn : Qq,wn

/ 7
WnWwy,,qq9

(3.4.9)

with G(q,¢';wn,w),) = (5?J40qq/0wnw;, + 2iAg—q/ wn—wr,)- Usually one would redefine the Qg
fields, so as to incorporate the constant addition in the parenthesis and do the Gaussian inte-
gration. The problem is the vector potential A which depends on ¢, in a not so obvious way.
One can in fact write the term in a coordinate-independent way, so that it only depends on 2.
The first step is to expand the function Q4(7) to €4(7, u), such that Q,(7,u = 1) = Q4(7) and
Qq(7,u=0) =(1,0,0). Then if we return to the original expression of the geometric phase

1
zS/dT(ﬁTqS) cos(f) = 2S/d7'/0 dudy, ((0-¢) cos(6))
1
= iS/dT/O du(07¢)(0y cos(0)) + (0u0-¢) cos(0) (3.4.10)

s / dr /0 (0-) (B c03(8)) — (Dud)(Ds cos(9)),

where we used partial integration on the last term in the last equality. The boundary term
vanishes due to the periodic boundary conditions Q,(8) = €2,(0). This is an integration over
the area of a two-sphere which can be realized in the following way. The area measure on the
unit sphere can be defined as

Q- (0,9) x (9,), (3.4.11)

with Q(z,y) a unit vector on the unit parametrized by z,y tracing out a path on the sphere.
For instance, if z,y are 0, ¢ we find

Q- (959 x (9y2) = sin, (3.4.12)

/ do / dp Q- (3592) x (950) = / dfsin 6 / dp = / d(cos 6) / do, (3.4.13)

which is the usual integration over a unit sphere in polar coordinates. Letting cos(6),¢ be
parametrized by 7, u and changing the integration over cos#, ¢ to one over these 7,u we would
obtain the last line in eq. (3.4.10), since the integrand is nothing but the Jacobian determinant
between the two sets of coordinates. Since the parameters used in defining the area measure
can be chosen as we want, we thus find

and so

B 1 B 1
zS/D dT/O du(0-¢) cos(0) :zS/O dT/D du - (0:82) x (0,8). (3.4.14)

We now have a coordinate independent expression for the geometric phase. This unfortunately
has three factors of €2, making it impossible to incorporate into the quadratic term. Thus even
in a coordinate independent notation, the straightforward approach to using the coherent state
path integral to calculate correlation functions is not viable, and other means must be used. In
chapter 7.2 it is shown how one may obtain an effective field theory in the classical limit and
how this can be used to understand the J;-J5 model.



CHAPTER 3. COHERENT STATE PATH INTEGRAL 24

3.5 Conclusion

We have established the quantum partition function for spin systems and shown various results
using this. In particular it was shown how the large S limit leads to the classical, 7-independent
partition function. This can be used to justify the semiclassical approximation in systems
where one only wants to consider the small deviations from the classical ground state. We
will use this fact in chapter 5. The other main conclusion from this chapter is that, due to
the existence of the phase term in the action of the quantum partition function illustrated in
equation (3.4.10) a straightforward Gaussian integration of the € fields is not tenable. For
this reason other methods must be used to calculate correlation functions of the spin system,
such as considering only the classical (T-independent) contribution or integrating out variables
in a renormalization scheme. The latter is the method used in Haldanes mapping [%] from a
Heisenberg antiferromagnet to the non-linear sigma model. A similar method will be used in
section 7.2.



Chapter 4

Classical ground state and spin wave
fluctuations

Having established that the large S limit reduces the quantum partition function to the classical
partition function, we set out to find the classical ground states of magnetic systems at zero
temperature. It is about this ground state that spin waves, both classical and quantum, can be
defined, and it is the effect of the spin waves on the classical, magnetically ordered ground state
we are interested in. In this chapter we find the classical ground state of magnetic systems,
and then move on to study fluctuations about the ground state (spin waves), through which
the notion of order by disorder is introduced. Some of the results are for general systems while
we will also show how they apply to the Ji-Jo square lattice. The chapter is based on [3], [1],
1) and [11].

4.1 Ground state for general J;;

The energy of a system of classical spins in three dimensions sitting on a lattice of general
dimension is

E=3 JiSiS; (4.1.1)

ij
where J;; is invariant under translations and reflections, and the spins satisfy the local constraint
S? = 52, (4.1.2)

To proceed, the constraint (4.1.2) is relaxed to Y _; S? = N.S?, where N is the number of lattice
sites. Next, the Fourier transformed versions of the energy and the global constraint are

E=3"JiS g Sq= D (S5)" [0 | S5 NST=D"S Sy = Y (55)°S5, @€ {w,y,z}
q ! q q
B (4.1.3)

where we used the symmetries of J;; and the fact that S;* is real. With this in mind, a new
vector is defined, S = ({Sg‘}), in a 3 x N-dimensional vector space. Note that even though
Sy is complex, its complex-conjugate is equal to S%,, which is the reason why the space is not
3 x (2N) dimensional. The relaxed constraint is equivalent to the normalization of this vector,
and the energy is equivalent to a matrix inner product. Since the only restraint on S is that
it be normalized, we could now choose it to point along any direction 5’(‘;‘ we want. This is
essentially the difference between the local constraint and the global constraint on the spins.

The reason for doing this is that any non-zero component of § is associated with some energy,

25
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which contributes to the overall energy of the system, and we can therefore minimize E by
choosing only the components with the smallest J, to be non-zero. If we choose a vector S
where only Sg, and by extension SfQ is non-zero, the energy is of this vector is

FE = JQ (SQ . S_Q + S_Q . SQ) . (4.1.4)

The energy of the system is then minimized by choosing ()¢ to minimize JQl. Finally, this
choice of § gives us

S; Sqe' @i 4 §_ge @) | (4.1.5)

_1(
VN

S¥ = A%cos(Q - R; + ¢%). (4.1.6)

The parameters A%, ¢* have up to now been chosen so as to satisfy the normalization of S,
but are otherwise arbitrary. We must now impose the full constraint (4.1.2) which fixes the
parameters A%, ¢%. One choice is

SP = Scos(Q - R; + ¢),

SY = Ssin(Q - R; + ¢), (4.1.7)
St =0,
which can also be written as
Si/S =ucos(Q - R;) + vsin(Q - R;), (4.1.8)

where u, v are orthogonal unit vectors and @ is called the structure vector of the state.

4.1.1 Ground state of J;-J5 model

We will now find the ground state of the J1-J2 model. The Hamil-
tonian of the model is the Heisenberg Hamiltonian Ji Jy

1
H= 52Jij3z“sj~ (4.1.9)
ij
defined on a two dimensional square lattice. The interactions J2 2
considered are nearest neighbor (N.N.), with exchange constant
J1, and next nearest neighbor (N.N.N.), with exchange constant
Jo. We will consider the case where both exchange constants are
positive, and, as has previously been discussed, they are there-
fore called antiferromagnetic. Interactions which prefer N.N.
and N.N.N. to anti-align cannot both be satisfied simultaneously.
They therefore compete, as illustrated on Figure 4.1. This is an
example of a phenomenon called frustration and it is in particu-
lar an example of frustration through interaction, in contrast to
frustration due to lattice geometry. The Fourier transform of the exchange function is

Figure 4.1: On the left, the
N.N. interaction minimizes
the energy of the system, at
the expense of the N.N.N. in-
teraction and vice versa on
the right.

Jq = 2J1 (cos(gga) + cos(gya)) + 4J2 cos(gpa) cos(gya), (4.1.10)

and three representative plots for J, are shown in Figure 4.2. As can be seen, the structure

'Note that it is not guaranteed that a single Qo minimizes the energy, i.e. the ground state may be degenerate.
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(b) J1:17J2=0.5 (C) J1=17J2=1

Figure 4.2: J, for different values of Ji,.JJo. The lattice constant a is set to one. As can be
seen, at Jo = Jj/2 a transition occurs, where the minimum changes position from @ = (7, )
to @ = (0, ), (m,0).

vector Qo changes from Qp = (m, ) to either @1 = (0,7) or Q2 = (m,0) as 2J5 is increased
from 2Js < Ji to 2J9 > Ji. In other words, the system is now at least twice degenerate. The
degeneracy is in fact even larger, due to the fact that 2Q)y is a reciprocal lattice vector. In such a
case, the ground state is a linear combination of the solutions given by the structure vectors|3],
that is

Si/S =ucos(Q1 - R;)cos(¢) + vcos(Q2 - R;) sin(¢), (4.1.11)

where the sines of Eq. (4.1.8) are 0, due to 2Qp - R; = 27n, with n an integer. The ¢ is
abstractly defined, since we were simply looking for some normalized linear combination of the
two ground states. But it also has a physical meaning. Take a point R; on the lattice such that
cos(Q1 - R;) = cos(Q2 - R;) = 1, and for concreteness let this be (0,0). For the point R; = (1,0)
to the right of R;, cos(Q1 - R;) = —cos(Q2 - Rj) = 1. Using this we find

S; - S; = cos?(¢) — sin?(¢) = cos(2¢). (4.1.12)

Thus 8 = 2¢ is the angle between two such neighboring spins. Furthermore, if we had chosen
R; = (0,1) we would have found that the relative angle would be 2¢ + 7 and for R; = (1,1)
that the relative angle would be 7. Thus the ground state of the Ji-Jo spin lattice is one of two
Néel lattices with an arbitrary angle 8 = 2¢ between them. When ground state is one in which
0 = 0,7 we will call it columnar or collinear. This is because the § = 0 (§ = m) state consists
of ferromagnetically aligned rows (columns) stacked antiferromagnetically.

4.2 Fluctuations - Spin waves

We will now study fluctuations about the classical ground state for both of the cases of 2Q)g
being a reciprocal lattice vector and of 2Q)y not being a reciprocal lattice vector.

4.2.1 Fluctuations for 2()y not a reciprocal lattice vector

To study fluctuations about a ground state with structure vector (), a state we will denote S?,
we add two terms to Eq. (4.1.8) which are orthogonal to S?

Si = 57 (ucos(Q - R;) + vsin(Q - R;)) + S/ (usin(Q - R;) — veos(Q - R;)) + Sit,  (4.2.1)

and assume S,, S, < 5.. We note that the local constraint on the spin must still be respected,

st=syi- (5 - (5) vs (- Y- Lae). w2y
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where we defined Q¢ = S?/S. Up to the lowest non-zero order in the fluctuations, the energy
of the system becomes

E= Z Jij [(stj + S%’S?) cos(Q - [R; — Rj]) + S¥ST — (s;s;f - S?Sj) sin(Q - [R; — Rj))| -
J (4.2.3)

Due to translational invariance of J;;, the sum over ¢, j could be changed for one over 7,4, with
0 an index denoting the difference between two sites. It then follows straightforwardly that the
factor in front of the sine term sums to zero. This, together with the fact that the ground state
energy is Fy = 52 >ij Jijcos(Q - [R; — Rj]), gives us the energy of the system up to second
order in the fluctuations

B =B+ 55 | (=5 (@ + @0 + @ + (@) - 201Q)) ) con(@. [~ i) + @2

2
= Ep — % > i [<<Qf - Q?>2 +(QF - Qf)2> cos(Q - [R; — Rj])
]
~2Q7Q5 (1 — cos(Q - [Ri — Ry)))]
=FEy— i2 ZJ5Z [(Q@/le + QxQx/) (1 _ eiq-R(;) (1 o eiq’~R5) i(g+q')Ri COS(Q R(;)
2N —~ qvq qvq

qq’
_2Qme/ei(q+q’)~Rieiq"R6 (1 —cos(Q - R&))]

=Fy— — Z QyQy q Z J5 — s _ e_iq'R‘S) cos(Q - Rs)
-5 300t 3 T (1~ cos(@ - By)
q 5

— B+ 52y [(; (ot + Joa) — ) QUQY, + (Jy — JQ)QIQ" q} ,
! (4.2.4)

where J;, = )5 Jse " Hs  Thus we have found a set of independent fluctuations that each
contribute some energy to the system. To relate these to spin-waves, we must first recognize
that S Qy,q and ()7 are canonically conjugate variables. To see this we use eq. (3.3.10). Denote
Qy = Q4 and Sinq = P,. Then

1 iq-Ri iq'-R; [ )T 1 i(g+q')-R
{Qu, Py} = Q5. 5Q} = 5 DM {QF 5Q) = 5 DR =5,y (4.25)
17 )

This can be rewritten as

PP
E=Ey+ S Z IMeQuQ g+ 252Mq (4.2.6)

with Myt =2 (5 (Joiq + Jo—q) — Jq) and w? = (5 (Jo1q + Jo—q) — Jq) (Jg— Jq). We now see
that the energy is almost that of a set of independent harmonic oscillators. Using Hamilton’s
equations, we obtain the equations of motion

P, = S*M,w*Q_,,
) 1 (4.2.7)
Q= P,

M,
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Assuming solutions of the form Q,(t) = Q,e™"t, P,(t) = P,e™ ™", we obtain

—1

—iw'Py = SQquQQ_q = SQqu2 Mo

P, = o =+Sw, (4.2.8)

where we used M, = M_,. Thus the frequency of the spin-waves is

Slwy| = S\/G(qu + Jg—q) — JQ> (Jy — Jo). (4.2.9)

4.2.2 Spin-wave frequency of the Ji-J; model in the columnar phase

We can now apply the expression for the spin-wave frequency to the @ = (0,7) ground state,
one of the ground state structure vectors of the Ji-Js model with 2Js > J;. As we have seen,
the Fourier transform of the exchange coupling in this model is

Jq = 2J1 (cos(qz) + cos(qy)) + 4J2 cos(gz) cos(gy), (4.2.10)

in the case ¢ = 1. Then

JQ+q = 2J1 (cos(gz) — cos(gqy)) — 4J2 cos(qy) cos(gy). (4.2.11)

Therefore

5 Uarg +Jg-g) — Jg = 45 (1 — cos(qe) cos(ay) + n(cos(a) — cos(,)))

(4.2.12)
Jq — Jg = 4J2 (1 + cos(gz) cos(gy) + n(cos(qz) + cos(qy))
so that we obtain the spin wave frequencies
AJz|wg| = 4 \/1 — cos?(qz) cos(qy) + 1% (cos?(gz) — cos?(qy)) + 21 cos(qz) sin®(qy) (4213

— 40\/1- 22+ 22 — &) + ML,

with n = J1/2J3 and & = cos(g;a), &; = sin(g;a).

4.2.3 Fluctuations for 2()y a reciprocal lattice vector

Although the method of this section follows that of the previous one, which was based on [13],
[11], we have not yet seen the fluctuation spectrum derived from eq. (4.2.14) from another
source.

As seen previously, when 2Q) is a reciprocal lattice vector, that is when 2Q¢ - R; = 27m
with m an integer and R; a lattice site, the ground state of the classical spin lattice is

SY/S = ucos(Q1 - R;) cos(¢) + v cos(Qs - R;) sin(¢), (4.2.14)

where @1, Q)2 are structure vectors with the same energy. To study fluctuations we consider the
energy of the state

Si/S =57 (ucos(Q1 - R;)cos(¢) + veos(Qz - R;)sin(¢))

) o | i (4.2.15)
+ 57 (ucos(Q2 - R;)sin(¢) + vcos(Q1 - R;) cos(¢)) + S,
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where once again we assume S}, S¥ < S7. Inserting this in the expression for the energy we
obtain

B =" Jij |(Si8; + SISY)E + 575

+cos(6) sin(@) (57 5Y cos(Q1 - R cos(Qa - By) — 7S5 cos(Q1 - By) cos(Qa - R)]
(4.2.16)
with € = cos(Q1 - R;) cos(Q1 - R;) cos?(¢) + cos(Qz - R;) cos(Qa - R;) sin(¢). First of all, since

1,7 sum over the same sites they can be switched under the sum and then it is easy to see that
the cross term with S%5Y cancels. Next,

£ = cos(Q1 - R;) cos(Q1 - Rj) cos®(¢) + cos(Qa - R;) cos(Q2 - R;) sin?(¢)

= % (cos(Q1 - (Ri + R;)) + cos(Q1 - (R; — Ry))) cos®(¢)
(4.2.17)

£ 5 (cos(@a - (Ri+ Ry)) + cos(@s - (Ri — Ry)))sin’(6)

= cos(Q1 - R;) cos?(4) + cos(Qz - Rs) sin®(¢),

where Rs; = R; — R; and we used 2@}, - R; = 27 N. Using that the exchange constant only
depends on the distance between sites Rs we find

E =Y Js [(S7S7 5+ SYSY,s) (cos(Q1 - Ry) cos®(¢) + cos(Qz - Ry) sin®(¢)) + S7 STy 5] -
0
(4.2.18)

Defining Ey = >_,; J;;€ and approximating 5757 ~ S?(1- (Qz + Q¥ s+ QY + Qfﬂr&)) with
QF = SZk/S we obtaln

E=E)—-— Z J5 [((QYF = QY 5)* + (QF — QF15)?) € = 2Q7 Q7,5 (1 - €)]

=Bo— > Z Js [2AQUQY, + QQ%,)(1 — cos(q - Rs))E — 2Q5Q7 cos(q - Ry)(1 — €)]

= Ey— §? Z [(QZQ?iq +QyQ%,) (Z Js(1 — cos(q - R(;))S) - Q;Q%, Z Jscos(q - Rs)(1 — 5)] :
' ’ ’ (4.2.19)

Using

Z Js(1 —cos(q - Rs))E = [JQ1 - % (JQ14q + JQI_Q)] cos®(¢) + {JQQ — % (JQotq + JQQ_q)} sin?(¢),
é

1 1
Z Jscos(q- Rs)(1 - &) = Jg — 9 (JQH-q + JQ1—q) COS2(¢) “ 9 (JQ2+(1 + JQQ—Q) Sin2(¢),
1
(4.2.20)

we find that

E=Ey+5%) Jo,QuQ", + Jo,QiQ%, (4.2.21)
q

with Jo, = ([3 (J@i+q + Jo1—q) — Ja1] c05*(¢) + [5 (JQutq + J0s—q) — J@,] sin?(¢)) and Jg,
Jy — Jo, cos?(¢) — Jo, sin?(¢). As before, Q7,5 inq are conjugate variables, and the spin-wave
spectrum is given by

wp = 5%Jg, )0, (4.2.22)
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and the system energy

1 1
E=FEy+ Z qup—q + §qu§QqQ—q7 (4223)
q q

Y

4.2.4 Spin-wave spectrum in the general ground state of the J;-J, model

In the Ji-J2 model the Fourier transform of the exchange coefficient is given by eq. (4.2.10). In
the case 2.J5 > J; the structure vectors of the ground state are )1 = (0,7) and Q2 = (7,0). In
that case

Jo, = —4Jy, Jg, = —4Js,

(4.2.24)
JQlﬂ:q = 2J1(€a: - gy) - 4J2£m£y7 JQQ:I:q = _2J1(€m - §y> - 4J2£z£ya

and then

JQz = 4J2(1 + gx‘fy + 77(‘5:1: + gy))
Jo, = (2I(E — &) — 1IEaty + A2) 052 (6) + (—21 (0 — &) — Aoty + 43) sin(9)

= 41y (1(& — &) cos(20) + 1~ &aty),
(4.2.25)

Jo.Jg, = (442)* (1 — &2 + cos(2¢)n* (&2 — €7)
+1c08(20) (&a(1 — &) — &1 =€) +n(&(1 — &) + &(1 - &)))
= (4.2)* (1 — €& + cos(20)n” (&7 — &) + n(1 + cos(2¢))&x(€,)* + n(1 — cos(26))&,(€,)?)

— (4?1 €265+ conO)P (62~ ) + 20 (o (5 ) @ 42 (5 ) 6,62 ).

where in the last line we wrote the expression in terms of the relative angle between the Néel
lattices 6. Thus we have obtained the spin wave frequency

11,81 = 4J2s\/ 1= 636+ conO)i (62— ) + 20 (eos? () (@2 4?5 ) 6,2
(4.2.27)

In the case where § = 0 we obtain the spin-wave frequency of the columnar phase, eq. (4.2.13).

4.3 Order by disorder - classical free energy

The classical partition function of a spin lattice is
Z = / DSe P2 1iaSiSi (4.3.1)

with [ DS denoting integration over all spin configurations at each site. Assuming the system
is a Ji-Jo spin lattice, the ground states are those of two interpenetrating Néel lattices with



CHAPTER 4. CLASSICAL GROUND STATE AND SPIN WAVE FLUCTUATIONS 32

an arbitrary angle between them. Let us approximate the partition function with one for the
ground states and the small oscillations (spin waves) about these.

2m
/ dQZ(G), Z(Q) — 6BEQ/DPDQGqu(wlj(]Pq*Pqu%Mq(ﬁlJzS)ngQZQq)
0

. _BEOH(2 MT) 27T _ —BEg T 2NH 1
- T\ @nse) ¢ 25,57)  Llwzoy

' (4.3.2)

where we have carried out a Gaussian integration over P, (). Strictly speaking, the integral
should not be over a large range since we have assumed P, () to be small numbers, but for large
values of P, () the exponent is small anyway, so the Gaussian integral is approximately equal to
the partition function. The free energy is then

Tl
F0)=-TW(Z(#)) =Ey—2NTIn <2J25’2> + QTZq:ln(wq(Q)). (4.3.3)
As seen, an entropy term dependent on # emerges in the free energy. Letting
d?q
;ln(wqw)) =N @2 In(wq(6)), (4.3.4)

and expanding the integrand in 1 we obtain

1 2(0/2)¢,€ + sin®(0/2)&, €
ln(wq(e)) ~ §1n (1 — 5923533) + cos™(0/2)¢ fy_ 28;; (0/ )§y§
’ _ B (4.3.5)
cos(0)(62 — €2)  (cos®(0/2)&:E, +sin*(0/2)6,E,)%]
2(1 - &62¢7) (1 - e2¢2)2 n

The first order term integrates to zero due to the factors of sine- and cosine functions and the
fact that the Brillouin zone extends over (—m,7) in both directions. Also, because the the
integration is invariant under an exchange = < y, the first term in the square bracket n? also
integrates to zero. Finally

(cos(0/2)6aE, + sin(0/2)6,E2)” = cos™(0/2) (,81) +sin(0/2) (5,€2)

2 s (4.3.6)
+2cos®(0/2) sin®(0/2)€.€,€,€,,
where the cross term integrates to zero. Under the integration the integrand becomes
9\ 2 9\ 2
In(w,) ~ lln (1-€22) - 1°(1 + cos? 0) (53559) + (Syém) (4.3.7)
Y2 o 4 (1-gg?
Since
o\ 2 o\ 2
/ T4 11— 2e) = 02 / A% (5) + (6%) = 0.318 (4.3.8)
(2m)? o o @2m)22  (1-626)? o
we find to lowest order in 1 the 6 dependent free energy term
F(6,m) — F(,0) = —0.318 NT n*(1 + cos® ). (4.3.9)

Thus we have found that when coupling the two interpenetrating Néel lattices with a coupling
factor n, the free energy of the system is minimized if their relative angle is either 8 = 0 or
0 = 7. In other words the disorder due to thermal fluctuations (spin wave fluctuations) lifts the
continuous 0 degeneracy of the ground state energy and replaces it with a discrete symmetry
between the § = 0 and 6 = 7 state.
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4.4 Conclusion

The ground state of classical spin (arrow) systems have been found, and it has been shown
how the Ji-J> square lattice has a ground state manifold consisting of coupled Néel lattices
with an energetically arbitrary relative angle . Importantly, this ground state will be used in
the next chapter to define Holstein-Primakoff bosons. It was also shown how spin waves affect
the free energy of the system. In particular it was shown that a temperature dependent term
arises which lifts the continuous ground state degeneracy. The new ground states are those with
0 = 0,7, and this is a manifestation of the order by disorder phenomenon.



Chapter 5

Quantized spin waves: magnons

In this section we explore quantum mechanical spin-wave excitations of the classical, degenerate
ground state of the Ji-J5 model. We have seen that in the regime 0 < J; < 2J5, the classical
ground states of the frustrated lattice are those of two coupled Néel lattices, where the coupling
is characterized by n = J1/(2J2). The angle between the two lattices distinguishes the different
ground states and does not affect the energy. As will be shown, the ground state of the quantum
system is not the vacuum of quantized spin waves. This fact leads to a zero-point energy
which prefers collinear states with the relative angles § = 0, 7. Thus, similar to temperature
fluctuations of the classical spin system, the ”disorder” of vacuum fluctuations picks two system
states from the degenerate classical subspace of ground states. This section is based on [3], [15]
and appendix A of [10].

5.1 Holstein-Primakoff representation of spin-operators

We consider a square lattice with N.N. and N.N.N. coupling, 0 < J; < 2Js. The system is a
Heisenberg model

1
H = B E JijSi - S;. (5.1.1)
ij
The Holstein-Primakoff bosons (H.P. bosons) are defined through the relations

57 =8 —blb, ST =+/25—-blbb, S~ =0b\/25 - blb, (5.1.2)

which preserve the spin-algebra. As can be seen, each boson lowers the spin along the z direction
by 1 and can be thought of as spin 1 bosons. As with Schwinger bosons, the Fock space
associated with the bosons is larger than the Hilbert space of spin-states. The physical subspace
(P.S.) of the Fock space is the space of states for which

Ob'b|n) =n|n), n <28 ¥|n) € P.S.. (5.1.3)

This representation has general applicability, but is quite hard to work with due to the square
root in the definition. It is useful in the case where one can make an expansion of the square
root, treating bb /2S5 as a small parameter. To this end, one assumes some lattice configuration,
usually motivated by other methods (for instance a classical calculation), and then assumes
(bTb) /28 < 1 for the states of interest. At the end of the program one must therefore make sure
that this assumption is still valid. To this end, we consider a spin-configuration corresponding
to a ground state of the classical system, as illustrated in Fig. 5.1, and define local frames in
which the z-axes are parallel to the spins. It is with respect to these axes that the H.P. bosons

are defined. .
ab &t,a pi,a —1\j,b &5
H=3) JPS Ry (R85, (5.1.4)

)
ab

34
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where we have introduced the Euler-rotation matrices ; /.7\ ; /z ;
RLG = Rmy(¢i,a)Ryz(9i,a)

cos¢p; —sing; 0 1 0 0 i f

= |sing; cos¢p; O 0 cost, —sinb;, |, f/ f./ f/
0 0 1 0 sinb;, cosb;,
COS ¢iq —sing;qcosb;, sing; asinb;, ; ff ; ; ;
= |sing;q cos@;qcos6;, —cCOSPi,sinb;q |,

0 sin 6; 4 cos b; 4 i i
bas) & ! '
and S are spin-operators defined through the local frame ; /of ; /f ;

of reference. The S operators fulfill the same commutation
relations as the S, since Figure 5.1: Member of the degen-
[S'i S'j] _ R”ij[Sl §7) — e Ril pim gn erate space of ground states. In-
= =2 — Cmntt A (5.1.6) side red boundary is site i of a su-
= G€mn R R RF" S = ieiijk , perlattice. The sublattice index
increases in the counterclockwise
where we used €/, RYRIMRF = ﬁijkdet(R) = €jjk- We have  direction starting topleft.
also introduced the indices ab which sum over different sub-
lattices (i.e. a € 1,...,4) with a = a + 4. For the degenerate ground state, we choose ¢; = 0,
which means the rotation matrices become particularly simple and, due to the property

Ry.(6:) R, (6;) = Ry.(6; — 6;), (5.1.7)

it is only the relative angle between the spins that is important. We will denote the angle
between the upper left spin and upper right spin in the unit cell 6.

5.1.1 Nearest neighbor contribution

We now consider the N.N. coupling and denote its contribution to the Hamiltonian H;.

J at,a — O
Hy = ?1 > S (RO (RT00)),,, SiE
((i,0),(7.b))
Jl &i,a &7,b ot,a &vjyb &t,a &J,b
=5 X SIS cos(Oha— by0) (S5°58" + 55°83") (5.1.8)
((i,0),(7.b))
. Sha agb  &ha &b

The two cross-terms between different components of the spin-operators is zero. To see this we
note that for any (7, a) in the sum,

sin(m — 0) =sin(f) if R;, + 0 is above or below R; ,

. (5.1.9
sin(—0) = —sin(f) if R;, + 0 is to the right or left of R; , ( )

Sin(e(La)Jﬂg — Hi,a) = {

Where 4 is a vector from site (i, a) to one of its’ N.N.. Therefore, we might as well pull out the
sine-function in the sum, letting the sign depend on § and then sum over i. Now we see that
the terms from a particular site coupled to the the site above it will cancel due to the relative
sign between the two cross terms. This is also true of any site and the site to the right of it,
and since we assume a translationally invariant system (e.g. by periodic boundaries) the whole
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sum is zero.
Making a large-S approximation to order O((1/5)~1!), such that

at,a &g 1 0, 0,a ] j S

S8t = 1 (557 +s2) (837 + %) ~ = (bl abio + bl bia + biabsp +01,01,)  (5:1.10)
P -1 , . . . S

Shegpt = - (Si’“ _ 53a> (Si’b _ sfb) ~ 5 (bjyabj,b + bl bia — biabiy — ijaijb) (5.1.11)
S84 ~ —S(b] bia +bLybsy) + 52, (5.1.12)

the Hamiltonian can be written

<]1 1+ COS(eij — Gi,a) 1 + 11— Cos(ej,b - ai,a) ot
e (G )z; b))S { 2 (bi’abﬂ"b * ijbb““) * 2 <b’"“bj”’ " ijbbi’“>
1,4 ),(7,

+ 82c0s(85 — 0:0) = S c05(03 — 01.0) (b] i + 0] b0 )

(5.1.13)

We next evaluate the classical contribution to the energy, and see if there is a preferred 6
that minimizes the energy. This term is the only one which is not proportional to the boson
operators:

cl JISQ
E = > cos(Bp — bia) =0. (5.1.14)
((1,),(4,0))
due to the fact that
cos(0; — i) — cos(m — 6) = —cos(0) %f Ry %S above o? below R; , C (5.1.15)
’ cos(—0) = cos(0) if R, is to the right or left of R;,

This, together with the fact that the N.N.N. term in the Hamiltonian never depends on € (this
term represents a coupling between each AFM-sublattice with itself), shows that the classical
ground state does not depend on 6, in correspondence with the result from chapter 4. Thus the
Hamiltonian becomes

J1S o (0ip—bia (1 i .2 (0ip—bia ot
Hy=—— 3 [cos <2 <b7j,abj7b + bj,bbi,a) +sin® | = (bi,abj,b + bj,bbi,a>
~2005(03 — 0h.0) (b bia + ] i) |
(5.1.16)

where we let 6 be a vector from the site (i,a) to any of its N.N., and we let b depend on the
choice of 4. Next we note that the choice of § to be horizontal or vertical corresponds to choosing
sines of § with different phases as seen from (5.1.15). Thus

J15 2 (0 +0(0) i t .o [0+ 6(0) -
=22 [cos <2 (bl abis + bl bia) + sin e (Biabis + 51,000

1a,0

~2005(0 + 6(0)) (bl bia +bl,050)|
(5.1.17)
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0, &= (%x1,0)

. Then we decompose our operators into their Fourier compo-
m, 6=(0,£1)

with ¢(6) = {
nents:

JIS Z Z [ ( (5)> b;abq,7bei(q—Q’)~Ri,a (e—iq’~6 n eiq/.(g)

ia,0 qq’

0 ) . - . -
+ sin? <+2¢()> <bq’abq,7b€_Z(Q+Q)‘Ri,ae—lq G el(Q+Q)'Ri,ab;/7bb;aelq ~5)

—4 cos(6 + ¢(5))€i(q7ql)'Ri’abz,abq’,a} )
(5.1.18)

where we used b;abq/,b = b; »bg’ .« under the summation in question. Doing the ¢ sum we obtain

H; = LS [2 C082 (0—’—5(5)) COS(q . 5)b;abq,b + Sin2 (0+$(5)> (bq,ab—q,beiq'(s + bi%bb;ae—iq-d)

2 2
qa,d

—4cos(6 + ¢(5))b27abq7a} .

(5.1.19)
Finally we must do the § sum, the result of which becomes
o, = 5 - [4 <COS (2) COS(qx)b;abq,aJra(a) + sin B cos(qy)b;abq@_a(a)
_ 6
+ 2sin? <2> (bqﬂb_q?a oty T, +U(a)b;a) cos(¢z) (5.1.20)

0 t
+ 2COS2 <2> (bqﬂbfq,afa(a) + b—q,a a(a)bj; a) COS(Qy)] .

Where we have defined
{1 if even a
o(a) = .

—1if odd a

The rationale behind this is that if ¢ is odd, then a horizontal § will connect the boson on a
with one on ¢ — 1 and a vertical 6 with one a + 1. Vice versa for a even. We can write the
Hamiltonian in a much neater form by using a vector notation

J15'
ZbTT by, (5.1.21)
with
T T
T
bq = (b(I717 .-.bq747b.|-_q’1, ,b“‘_q’4) 9 Tl = <Ta7; Ta:> y (5122)
and
0 Tv 0 Th 0 T(w 0 Tah
| T, 0 T, O | Tww 0 Ty, O
T=lo 7 o ol T™ o 7w o .| (5.1.23)
Th 0 Tv 0 Tah 0 Tav 0

where T}, = 2cos? (g) cos(qz), T, = 2sin? (g) cos(gy) and T, = 2sin? (g) cos(qz), Tap =
2 cos? (g) cos(qy)
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5.1.2 Next nearest neighbor contribution

Before continuing, we derive the expression for the N.N.N. contribution to the Hamiltonian,
H,. The relative angle between a spin and all of its’ N.N.N. is w, and so the Hamiltonian, to
the relevant order, is

J2 i,a QJj,b 1,0 QJ,b i,a Qj,b
Hy=" Y, S8 - syes) - sies!
(((3,0),(.b))
J 28
=23 T (uabio Ly — 57+ S i+ 8] bi0)
b:’i‘iz
J2S
—Eg+ 22 3" (bmb], +50 b, 0 bm+bjbb]b)
b2
JoS o
—_ pd U2 , i(q—¢')-Ri,a i(g—q')-0 (5.1.24)
B4y [Vh b’ (1+e )
ida,qq’
b=a+2
—i(qg+q' ) Ri.q iq'-8 —ig'-§
+e (a+q")-Bs, (bayqbbg/eq +ququ q )}
JQS iq- )
ES + 223" 9] gbag + (bagbara—qge "0 + bl bl )
qad

JoS
= B + L Z 8D}, ybaq +4 (ba gbat2,—q + ba+2 qul q) COS gy COS g,

with & being a vector from site (i,a) to one of its’ N.N.N. and E§' = —8N.J,52%. To add it to
the N.N. term we also write Hy as an inner product:

Hy = FS — 8J,8N + JLS Z b/ Tsb,

(5.1.25)
JoS
ES' + L ZbTszq,

where we redefined E§' = —8JoNS(S + 1). Note that N is the number of unit cells shown in
Fig. 5.1.

(AL Tane
Ty = (Tan,2 AT > ) (5.1.26)
where I is the 4-by-4 identity and
0 0 T» 0
0 0 0 T
Tano = oo 0 0] (5.1.27)
0 7, 0 O

with Th = 4 cos(gz) cos(gy)-

5.1.3 Full Hamiltonian

Collecting the two terms we obtain the full Hamiltonian

H=FE§+= ZbT (iT1 + JoTo)b, = E§ + = be ” (5.1.28)

where E§l = B! + ES! = —8JoNS(S +1).
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5.2 Canonical diagonalization

In this subsection the Hamiltonian will be diagonalized. Since H is a hermitian matrix, the
Hamiltonian can straightforwardly be diagonalized by inserting factors of the unitary diagonal-
izing matrix U in the Hamiltonian

bIUUH(q)UU'b, = alDa,, (5.2.1)

with a; = Uqu. The issue with this procedure is that the new operators a,; are not bosonic,
as can be straightforwardly shown. To sensibly diagonalize the Hamiltonian, that is in terms
of bosonic operators, another procedure for diagonalization must be used, canonical diagonal-
ization, and the transformation we will use to do this is called a Bogoliubov transformation.
The procedure is as follows: arbitrary transformation matrices are defined and we will put con-
straints on these so as to ensure that the operators defined through these matrices are bosonic.
Due to these constraints, the matrices will have certain properties and these kinds of matrices
can be chosen so as to diagonalize H [15] .

5.2.1 Bogoliubov transformation

The first step is to define new operators and demand they be bosonic. We define the following
two 8 x 8matrices in terms of four 4 x 4-matrices

- (48 52)
- (38 39)

where U,V,S, T and U, V,S, T are 4 x 4 matrices. Through these matrices we define new boson
operators

(5.2.2)

161-1 = (614]7 ceey BLq? ﬁl,fqa ceey 64,7q> = b:r]A
(5.2.3)
oy = (an, ...,a47q,aJ{7_q, ""O‘jl,—q> = A'b,.

Then the new operators can be written (using implicit summation of repeated indices) as

ﬁlq = b;quji(Q) +bj,—qVii(@), Bi—q= b;L"qui(Q) +bj,—¢Tji(q)
g = Ui (@)bsq + Vig (@], al = Sij()bj + Tij(@)b]

7—q’ i,—q J—q

(5.2.4)

These matrices are going to be used to diagonalize the Hamiltonian, in the same way as unitary
matrices U are usually used. Therefore, since H(q) = H(—q), it must be such that A(q) = A(—q)
and similarly for A’. The following things are required for the new operators to be bosonic:

]

hd ﬁi,q = Qiyq; zT,q = ai,q
o (Bi0)t =5l
° [Bi,qvﬁ;,q'] = 0ij0qq and [Big, Bjq] = [B;f,(ﬂﬁ;,q’] =0
First we demand that
iq = Ui (q)bjq + f}z'j(Q)b;,_q = b;"_q‘sji(_Q) +b,4T5i(—q) = Big
of = Sij(—q)bj—q + Tij(—a)bl , = b Usi(q) +bj—gVyila) = B,

“ (5.2.5)
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This yields

W) (@) =S(~q), U (@)=T(~a). S)'(g) =V(~a), (T)"(a) =U(~q). (5.2.6)

This, together with the fact that the matrices are even around ¢ = 0 means they can be written

u vr u v
A= (V Z;,T) ) A/ = <VT Z/{T> ) (527)

where the ¢ dependency is implicit. Then the second requirement also yields the constraint

(Big)T = Uijbjq + Vibl _ )T =UbL 4+ Vi —q = bl Ui + bj—Vyi = B, (5.2.8)
such that
U =u, vi=v, (5.2.9)
and
A= (g Z) , A= Gj; ;j;) : (5.2.10)
where we note that we have obtained
A = AT (5.2.11)
If we define F = (g 75), where 7 is the 4 x 4 identity matrix, we also note that
FAF = A", (5.2.12)

This property we call F-canonical conjugacy of the vectors making up the columns of A. Finally
we need the third criterion to be met

0ij = [Bign Bl = [ g + Vil _ o 0] Uy + b, gV

(5.2.13)
= UpUij — Vi Vi),
or simply
Uu -viy =1, (5.2.14)
for any ¢. Also we see that
= Vil + Up Vi, — VU —uVT =,
From these equations, we make the observation that
AlGA =g, (5.2.16)

where

g:(ﬁ_&). (5.2.17)
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which, using G? = Z, is straightforwardly seen to be equivalent to
AL =GATG, AGAT =g. (5.2.18)

Due to these properties we call A G-paraunitary. Thus we have seen that imposing the constraint
on the new operators that they be bosonic is equivalent to assuming that the transformation
matrices, A, are G-paraunitary and F-canonically consistent.

Now, if A is G-paraunitary and is made of columns of F-canonically consistent vectors, then
so is GAG. Thus we could define a new matrix

B =GAg, (5.2.19)
which is also G-paraunitary and F-canonically consistent, since
FBF = FGFFAFFGF = (—1)2GA*G = (GAG)" = B*. (5.2.20)
Therefore we have a set of matrices obeying the following relations
B=GAG, B '=A
A=GBG, A !'=8

Also note that if either A or B has an inverse, the other one is guaranteed to have an inverse.
Assuming for example B to have an inverse:

(5.2.21)

1=B"'"B=B"16AG — 1=(GB7'G)A, (5.2.22)
ie. A7l =gB1g.

5.2.2 Diagonalizing H

Having established the necessary qualities of the transformation matrices, the expression for
the Hamiltonian is rewritten

S
1
H = E§ + ) bigMb, (5.2.23)
q
where M = GH. One can prove[l5] that such a matrix M may be diagonalizable with a
G-orthonormal basis. The eigenbasis can also be chosen to be F-canonically consistent if
M* = —-FMF — H*=H = FHF, (5.2.24)

which is true of our Hamiltonian matrix. In this case, the eigenvalues of M come in pairs with
opposite sign, and the eigenvectors associated with each eigenvalues have opposite G-norm,
defined for a vector v as

vl (Gv) = 1. (5.2.25)

Notice that it is not guaranteed that the eigenvector with positive G-norm has a positive eigen-
value. One caveat to the proof, associated with this fact, will be considered in a moment. With
this in mind we insert factors of the G-orthonormal, F-canonically consistent matrix B which
diagonalizes M and whose first four column vectors have positive G-norm, into H :

a, S 0 a S 0
= B + 5 ) blAG (‘(‘)’ _w> Alb, = B + 53 8] (‘g w) B, (5.2.26)
q q

= B§ + 5 wag (Blgbag +1/2)
a,q

)

s S
H=E§+ 5 > blGBBMBB b, = Ef + 5 > bigB <‘(‘)’ 0w> B~ 'b,
q q
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where w, 4, the elements of w, are the eigenvalues associated with the positive G-norm eigen-
vectors of M, where we used w, 4 = Wq,—q and where A = GBG. As we have shown, A defined
like this is G-orthonormal and JF-canonically consistent, and the new operators are therefore
genuine bosonic operators. Now comes the caveat of the diagonalization procedure. It is now
clear that it is essential that w, 4 all be positive. If they are not, the system is unstable towards
creation of the quasi-particles, signaling that this type of diagonalization is not possible.

A few notes before moving on. We have to choose B to be the matrix that diagonalizes
M such that the first four columns of B have positive G-norm, and the last four have negative
G-norm. This is due to (5.2.14). Then, if the first four columns have positive G-norm, the last
four will have negative G-norm. This is because the last four columns are the F-canonically
conjugate of the first four, and the because F-switches the sign of a vectors’ G-norm, due to
FGF =—4G.
We finally note, that the a index no longer can refer to a specific sublattice, since the Bogoliubov
quasiparticles are linear combinations of the H.P. bosons defined on different sublattices. We
thus simply treat a as another quantum number.

5.2.3 Eigenvalues

We now set out to find the eigenvalues of M. The first step is to write out the Hamiltonian
matrix H in terms of Pauli-matrices in three different two dimensional spaces. We will denote
Pauli matrices in these spaces o, 7, A, and as usual a zero index denotes the identity. Then

Tl :Tn®)\0+Tan®)\17

Ty =Tho1 @711 +Tvo1 @19 (5.2.27)

Ton = Tuno1 @ 11 + Thwo1 ® 7o,
and

To =400 @70 @ Ao + Tan2 @\

(5.2.28)
Taun2 =To00 @ 1.

One can then write H = J;T1 + J2T5. But we are interested in M and, as one can straightfor-
wardly check from GH = M, this can be written as

M= Ji (T, @ A3+ Ty ® (iX2)) + J2 (400 @ 0 @ A3 + Tan2 @ (iA2)). (5.2.29)

From now on we will omit the ® symbol and let it be implicit. Also, if no Pauli-matrices appear
in a term, it is implicitly multiplied by all three identities. Next we square M:

M? = J7 [(T2 = T2,) Ao + T TanAs(iX2) + TanTr(iX2)As] + J5 [(42 — T2, 2) A0 — Tan2{As, (iX2)}]
+ J1 o [2(4T ) A0 4+ TrnTan2A3(iA2) + Tan2Tn(iA2) Az + 4Tun2{ix2, A3} — {Tan, Tan2}t o] -
(5.2.30)

We will now make use of the identity
ABO'Z'O']' + BAO'jO'Z' = AB{O’I', O'j} — [A, B]O‘iO'j, (5231)

where A and B are matrices in the space and o are Pauli-matrices in a different space. Using
this the following relations are true

[Ty, Tan] = ThTan + ToTaw + (ToTan + ThTav)oomt — (ThTan + ToTaw + (ToTan + ThTayw)oom) = 0
[T, Tan2) = ToTy, o171, 0071] + 12T, [0170, 0071] = 0

{Tan; Tan2} = ToTp{o1m1, 0071} + ToTan{o170, 0071} = 2T (Tono1m0 + Tawo171) -
(5.2.32)
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Using all of this, together with the fact that different Pauli-matrices anti-commute we obtain

M2 = (J12 [ng - Tgn} + J22 [ Tan 2] + J1J2 [2(4TTL) — 215 (TahalTO + TavalTl)]) >\0-
(5.2.33)

Next we find
T2 = T2 + T2 + 2T}, Tyoor1 T2, = T2 + T2, + 2To, TuyooT1, (5.2.34)

and using Tp7T, = TypT,0, it is clear that

T T, TP T T3, - T2 — 4 (cos'(8/2) —sin(8/2)) (€ — €2) — dcos(9) (€2~ €2).

(5.2.35)
where &; = cos(g;). Also
T, =15 =48¢. (5.2.36)
Putting this together we find
M? = My + 2.J1.J2 [(4T, — ToTap) o170 + (4T3, — ToTw)o171] Ao (5.2.37)
= My + 2J1J2 [kpo170 + KRO1T1] Aoy
and My = 4J7 cos(0) (&7 — &) + (42)*(1 — €2¢;). Then
(M? — My)? = 4J2J3 [K5 + K2 + 2kpk00071 | = My + 4T T3 (26K 001 (5.2.38)

Therefore

(M2 — M) — M)? = (4J2J2)2k2K2 = (M2 — My)? = My + 42 J2kpky = (2J100)2 (ki £ Ko)? .
(5.2.39)

Using

T

(5.2.40)

kp = ATy — ToTay = 8cos®(0/2)6:(1 — €2), Ky = AT, — ToToy, = 85in®(0/2)&,(1 — €2),

and defining (;)? = 1 — &2, we obtain

M? = My + 2.J1Ja(kp, £ Ky)
= 4Jf cos(6) (&3 — &) + (42)2(1 = £67) + 16112 (cos?(0/2)€:(€,)* + sin(6/2),(E,)?)

2 Jl 2 2 2 J 2 “ \2 2 “ \2
— () ((ZJ) cos(0) (€2~ ) + (1~ £6) £ 2570 (cof (0/26E,? 50 (0/2)6, €. ))

= (42)% ((1 = €267) +m? cos(0) (&2 — &) £ 21 (cos?(0/2)€2(€,)* +sin?(0/2)&,(E,)?)) -
(5.2.41)

This implies the eigenvalues of M are the positive and negative square root of the expression
on the right side of Eq. (5.2.41). The energies of the bosons is the positive choice of the square
root, which is

4Jy weq(0)

= 4J2\/(1 — 59%{5) + 1?2 cos(6) ({% — 55) +2n (6052(«9/2)&; (g)2 + sin%(6/2)¢, (5)2),
(5.2.42)
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with n = ;712, & = cos(g;) and & = sin(g;).

What should be noted at this point, is that within the reduced Brillouin zone ¢ € (7/2,7/2),
the four spectra overlap. That is taking one of the spectra, say the one with only positive signs
for each term, and folding it into the reduced Brillouin zone by the identification ¢; = ¢; + 7,
we obtain the same bands as in the case of folding all four spectra into the reduced zone. Note
that the spectrum is equivalent to the classical spectrum in the reduced zone, as it should be.
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5.2.4 Vacuum fluctuations and breaking degeneracy

As seen before, the classical contribution to the energy of the system is not affected by the
relative angle # between the two AFM sublattices. The spectra of the bosonic excitations,
however, do depend on # and therefore so does the zero-point energy of each excitation mode.
The collective zero-point energy can be evaluated numerically, resulting in the energies shown
in Fig. 5.2

130

125

120

115

110

105

I I
0.7 0.6 0.5

Figure 5.2: Plot of the results of a numerical integration of the sum of the energy spectra. Here
J1=1, and 6 is the relative angle between sublattices. Minimum for all n is at 6 = 0, and § = .
As can be seen, it becomes less energetically advantageous to be at an optimal 6 as 1 decreases,
reflecting the decoupling of the two AFM sublattices for large 7.

We can also expand the zero-point energy to smallest non-zero order in 7

d? (E(€,)?)% + (&(8,))?
2,]25;%@ N 4N2J2S/ ﬁ [V 1= &3¢ = n°(1+ cos™0) 8y(1 — 5355;/3/5

= 4N2J5S[kg — n*(1 + cos? 9)7762]7
(5.2.43)

with kg = 0.842 and g = 0.130. The factor of 4 in front of N is from summing all four
spectra. We conclude that the quantum fluctuations pick out the states with § = 0,7 as the
two degenerate ground states for the system. As 1 decreases, the coupling between the two
AFM sublattices becomes still more negligible, and therefore the ground state depends less and
less on 6. On Fig. 5.3 is shown the spectrum of one of the bosonic excitations with 6 = 0.
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Figure 5.3: Energy spectrum with the choice of two positive relative signs in the expression for
Wa,q- Here 0 = 0. A choice of § = m will in general flip the figure 90 degrees counterclockwise.

5.2.5 Group velocity of low energy modes

Let us for a moment consider only the low energy eigenstates of the system, and let us restrict
ourselves to # = 0 based on the results of the effect of vacuum fluctuations in section 5.2.4. We
could analyse the spectrum in the proximity of either of the points ¢ = (0, 0), (7, 0), (0, 7), (7, 7)
but for now we consider ¢ = (0,0). The results for other momenta are similar, since a shift
@ — q; + 7™ at most changes signs of &. Then we find

Wayg & \/q“‘ —n?%(q2 — ¢2) £ 2nq2 = \/(1 —n?)q% + 2(n? £ n)q2. (5.2.44)

There is manifestly a difference between the z-, and y-directions in the energy, which is a result
of the choice of # = 0 and not § = w. Notice, that when 1 = 1, the highly frustrated point,
there is no energy dependence on ¢,. That is, we get a whole spectrum of zero-energy modes,
which is worrisome when considering the validity of the large-S expansion. Let us now look at
the group velocity of the system excitations,

Ow, 1 1
vy =t = (- 1+ 27 £ 2n)gy = ——(1£n)%qy
a a
Ty Wag Wag (5.2.45)
8“@7(1 ]- (1 2)
Vyp = = - :
* 8%6 wa,q "

First of all, in every expression so far we have set a = h = 1 for simplicity, with a being the
lattice constant. To get back to regular units, we must multiply the velocity with 4Joha. Next,
notice that, at ¢, =0

1 2
Uy = (L£n)q =1=£mn, 5.2.46
(1) (5:2:40)

that is, we have a linear dispersion for g, = 0 and ¢, small. Similarly for ¢, = 0
vy =1 —n2 (5.2.47)

What we see now is, that as n — 1 the velocity along x goes to zero, but for two of the spectra,
those that have group velocity v, = 1+, the velocity goes to 2. Thus, as we enter the strongly
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frustrated region, only two low-energy excitations have a finite velocity, and this will be constant
in the y-direction. More generally, we may look at the fraction

vl_linql

_ , 5.2.48
Uy 1Fnq ( )

where the sign in the denominator depends on the sign in the numerator. This shows, that
when keeping ¢, ¢, fixed and non-zero, v, becomes much greater than v, as n — 1 for the
excitations with positive sign choice in their eigenvalue. All in all, the quasi-particles move only
in the y-direction at the fully frustrated point n = 1.

(b) w™-spectrum

(a) wt-spectrum

Figure 5.4: Dispersion relation for the excitations. Here § = 0 and n = 1 for greater illustrative
effect. As can be seen, near ¢ = (0,0), (7, 0), (0, 7), (m,7), in the g, direction the band is always
flat.

5.3 Order by disorder - quantum free energy

Just like in the classical case, we will now consider the partition function and the contribution
to the free energy due to spin waves. Assuming that a set of ground states exist composed
of two decoupled, Néel ordered sublattices, these states will dominate in the low temperature
limit. The partition function is again an integral over the partition functions for each of these
ground states and their excitations. Thus we need to find

Z(0) = e B8 7{ D{¢*, ¢} exp (—s > G o (—iwn + 4Towg(0)) bg + 2J26wq(9)> . (5.3.1)
q,Wn

where the summation over sublattices is implicit. Evaluating the path integral yields

_ _—BEY — B2 5wy (0) 1
Z(0)=ePF ] e R ey (5.3.2)

q,wWn

Instead of evaluating the product, we go directly to the free energy which is

F(0) = B + 2,5} wqa(0) + ; S In (B8 (— i + 42005 (6)))
@,q

. (5.3.3)
= Efl + 2128 wy(0) + 5 Y In (1 _ 67634J2wq> 7
q q
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where what is a product in the partition function is a Matsubara sum in the free energy and
has been evaluated by the standard method of integration over the complex plane with the
summand expanded to an integrand with an additional factor of a Bose-function. At this point
it is useful to scale out S by the identification J;S? = J;. Since the parameters are free for us
to choose, we can choose them such that J; is independent of S. Then the free energy is

1 N
F(0) = ES + qu t3 S in (1 - e_%4‘]2‘”q) : (5.3.4)
q
We may now consider the classical limit,

JB/S <1 = Jo < TS, (5.3.5)

such that the relevant temperature is in fact T'S and the classical limit may be reached by either
increasing T or S. Thus in the large S limit we find

F(0) ~ B+ 2‘]22% ;Zm (4TaBwy(6)/5)

§' + NT'In (4.75/TS) + Fo(0) + Fr(0).

As we see, we obtain two terms, one identical to the free energy from classical spin waves, and
one from the magnon zero point energy. Note that this is only the case in the large T'S limit,
where bosonic statistics approaches classical statistics of distinguishable particles. We also see
a contribution to the free energy solely due to quantum fluctuations which does not depend on
temperature. The free energy may also be written in the more compact form

F(0) = E§ + NTIn(2) + T Y In <sinh (2‘;?;"‘1» . (5.3.7)
q

By expanding eq. (5.3.6) in 1 and keeping only lowest non-zero orders in 7, similar to how it
was done in eq. (4.3.9), we find that

F(0,n) — F(,0) ~ —(4N)(2.J2) n*(1 + cos® ) (’le + ’yTT> ) (5.3.8)
28 2Jy
where 79 = 0.130 and v = 0.159. The factor of four in front of N is due to the implicit
summation over sublattice indices. We now see that for any finite T, the large S limit will
render the thermal contribution to the free energy dominant already seen for classical spin-
waves. The free energy is now minimized both due to quantum and thermal fluctuations.
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5.4 Symmetries and the eigenvectors

As seen, the system minimizes its ground-state energy by choosing 6 = 0,7, where 0 is the
relative angle between Néel sublattices. Assuming it has picked one of these states, we can go
back to the Hamiltonian (or M) and find its’ eigenvectors. Choose # = 0. Then T}, = 2cos(q,.),
Tow = 2cos(gy) and T, = Ty, = 0, and this yields

M = Tho1711 A3 + Tuwo170(iA2) + (4J2) o903 + ThooTi(i)2)

5.4.1
= (2J1&) 01113 + (2J1&y) 0170(iA2) + (4J2) 00ToA3 + 4J28:8y00T1(iA2). ( )
What is apparent now, is that M commutes with the following operators
A = 03733 (5.4.2)
B = o110\ (5.4.3)
C = o¢T1 0. (5.4.4)

We can use these symmetries to provide constraints on the eigenvectors of M, and ultimately
find an expression for these. As will be seen, this is only possible because M is reducible from an
8 X 8 matrix to a 2 X 2 matrix in the cases § = 0, w. This is what we should expect since in these
cases the unit cell has been reduced from four spins to two. We could also find an expression
for H in the case § = 0,7 and Bogoliubov transform this expression to find the eigenvectors.

5.4.1 Eigenvectors

Since 6 = 0, we see from Eq. (5.2.42) that every eigenvalue is twice degenerate. When we say
M is diagonalizable we assume that the whole vector space is spanned by the eigenvectors. This
means first that each eigenspace of the twice degenerate eigenvalues must be two-dimensional,
and second that the two dimensional subspaces of each degenerate eigenvalue span the whole
vector space. Now take an eigenvector of M with eigenvalue w, and assume it to be in the very
general form

vl = (@b cde [ g h) (5.4.5)
Then, since A commutes with M
M (Av) = AMv = w (Av). (5.4.6)

That is Av lives in the eigenspace of w. The explicit form of this vector is

Av)i=(a -b —c d —e f g —h). (5.4.7)
Now we can make a much simpler eigenvector of M which also has eigenvalue w:
1
Vi=5(v+Av)=(a 0 0 d 0 f g 0). (5.4.8)

Next, use that B, C also commute with M. Then

CBv'=(d 0 0 a 0 g f 0),

BV=(0 a d 0 f 0 0 g (5.4.9)

both live in the eigenspace with eigenvalue w. The second of these two vectors is orthogonal
to v/, and these two vectors could therefore make up a nice basis for the eigenspace. The next
step is to create two new vectors

vi=v +CBV =(a+d 0 0 d+a 0 f+g g+f 0)

5.4.10
v2:v’—CBv’:(a—d 0 0 d—a 0 f—g g—1Ff O). ( )
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These vectors are orthogonal and both are orthogonal to Bv’. The subspace is two dimensional,
so one of the three vectors must be the zero vector. If Bv’ is, all of them are, so either vy or
vo must be zero. This is equivalent to the condition

a=d,f=gora=—d, f=—g. (5.4.11)
Thus we conclude that an eigenvector of the subspace associated with w can be written as
vi=(a@ 0 0 +a 0 b +b 0). (5.4.12)

where we renamed f. For each of the two possible eigenspaces with positive eigenvalue, an
eigenvector of the form v’ can be chosen, and an orthogonal one with the same eigenvalue
may be made through the B-operator. Each of these four eigenvectors in turn generate a new
eigenvector (with an eigenvalue of opposite sign) through the operator F which anticommutes
with M. Thus we have reduced the problem of finding eight-eigenvectors, with 32 independent
parameters, to finding just 4 independent parameters.

We end this subsection by noting the following properties of A on the eigenvectors

AV =v
A (BV’) = —-BAV' = -BV'.
The last equation is due to {4, B} = 0.

(5.4.13)

5.4.2 Finding a,b

To find a, b we start by noting, that the 8 x8 representation of M must obviously be reducible due
to the form of the eigenvectors. In fact, the eigenvalue equation is reducible to two equivalent
4 x 4 matrix equations, namely

4J2 Th T(w T2 a a

Th 4J2 T2 Tav +a _\* +a
T, -Ty, —AJ, —T, b | = A b (5.4.14)
~Ty —To T, —4Js +b +b

This can be reduced further to
4]y £ Ty, Tow £ To a My My a L (a
. = + 4+ - = . (5.4.15)
—(Tyy £ To) —(4Jy £ Tp) b —M5 —M; b b
There are two eigenvalues of this matrix, with the same length but opposite sign. The positive
eigenvalue is

X = O = (ME) = @l £ TP — (Tay £ o)
=\ (AT £ Ty + Too £ To) (4J2 £ Ty — Ty T 1)

1
(4J2)2

= 4J2\/1 -2+ (2-¢)+ (Th + Tow) (4J2 F Ta) + (Th — Tow) (42 = T))

= 4D\ 18+ 72 (& - &) £1((& + &) 1 F&E) + (& — &) (1 £4E)

= 4o\ J1 - €262 + 2 (€ - €2) £ 2. (1 - £) = 411 — £63 + 72 (& — €) + (€, 2,
(5.4.16)

gives us exactly the eigenvalues we expect in the case of § = 0. Thus we see AT = 4.Jow™®, the two
positive eigenvalues of M. Furthermore, the (unnormalized) eigenvector with this eigenvalue is

— M§+Ai> 5.4.17
ve= (M) (5.417)
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Thus we have found
a= My +)5, b=—-M. (5.4.18)

We could now check whether it is in fact true, that all positive eigenvalue eigenstates have
positive G-norm. This amounts to checking whether

2 (a? = b?) = 2 (M5 + 2\5)2 — (MF)?) =4 ((0VF)? + MFINE) =0 (\F + MFF),  (5.4.19)

is positive. Now AT is always positive, and since M3i = 4J5 (1 £ ncos(q,)), we conclude
At ()\i + Mgc) > 0. Thus, the positive eigenvalue eigenstates do in fact have positive G-norm.
Note however that states with zero eigenvalue have zero G-norm'. The eigenvectors generated
by F have G-norm

2 (b* —a?), (5.4.20)

which is then automatically negative or zero. To sum up we have found that indeed the eigen-
vectors of positive G-norm have positive eigenvalues, and that therefore M is diagonalizable,
with a G-normalized eigenbasis, except for the points where w® = 0. In fact, since our current
analysis was based on the eigenstates being only twice degenerate, we cannot extend this solu-
tion of eigenvectors to the case of w* = 0. For all cases with twice-degenerate eigenvalues, the
eigenvectors have been found, and with G-normalization we found that
My
ANEONE + M)

a=1/4\*F b= (5.4.21)

5.4.3 The case of four-times degenerate eigenvalues

Had we picked the specific values of ¢ = (¢4, 0), (¢z, 7), the eigenvalues would have in fact been
four times degenerate. We used twofold degeneracy in arguing why either vi or ve must be
zero. The symmetries still hold, so we may assume again that

vi=(a 00 d 0 f g 0
CBv'=(d 0 0 a 0 g f 0).
Either CBv' is proportional to v/, in which case we are back to the situation from earlier, or it
is not. Assuming it is not, we may generate two new vectors
vi=v +CBv =(a+d 0 0 d+a 0 f+g g+ f 0)
vQ:v’—CBv’:(a—d 0 0 d—a 0 f—g g—1Ff 0)
These two vectors are both orthogonal

viova=(a"+d)a—d)+ (@ +d)d—a)+ (f+g)f -9+ +g)g—f)=0
(5.4.24)

(5.4.22)

(5.4.23)

and G orthogonal

Vi Gva=(a"+d)a—d)+ (@ +d)(d—a) = (f*+ ¢ )f—9) = (f"+¢)g—f) =0,
(5.4.25)

and they are exactly of the same form as the vectors considered earlier. What is different is
that now we cannot assume either one to be zero. But this does not matter. Before we had a
two dimensional subspace, and we showed that in that subspace, an eigenvector must have the
form of v/, and proceeded from there. Now we a have four dimensional subspace, and since we
have no restriction that either vy or vo are zero, and they are orthogonal, they are simply two
eigenvectors spanning half the eigenspace. We generate the two others through B, and the four
vectors of the other eigenspace through F. From there we may then continue the analysis as
before.

Tt is unclear at this point how to deal with this in a rigorous way. We will not discuss it further in this thesis.
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5.4.4 The U,,V,-matrices

52

Now that we know the explicit form of the eigenvectors, we may construct explicitly the matrix
B and by extension .A. The columns of B are the eigenvectors of M so

M7+t 0 My +X~ 0
AINF(AH+MI) A (A +My)
0 M A+ 0 Mg+~
At (M) AN (AT+M;)
0 M2+ 0 _ Mg4A
AN (A +M) AN (AT+M;)
M+ My +X~
R ey = e 0 -3 0
Ug \ _ | DT+ A= (AF+M; )
—Vy 0 oMy 0 M
AINFOF M) ANF(AT M)
oMy 0 M 0
ANFOT+MI) AN (AT +M)
My 0 M 0
AN (AF+MI) AT (A +M;)
0 My 0 M
AN (A +MS) AN (A +My)
or
1 1
nr Y - 0
0 _1 0 _1
U, = ¥ p%s
q 0 1 0 __1
T -
_1 0 __1 0
T -
My My
O At Nt T 0 U =
ANF(AT+MT) AN (A"+My)
M 0 My 0
V., — ANFOT+MI) AN (AT +My)
CR 7 S 0 My 0
AT (AF+MI) AN~ (A~ +My)
0 My 0 My
AT (A+H+MH) AN (A" +My)

)

(5.4.26)

(5.4.27)

The matrices Vqu and —Vql/lg tell us about spin-spin correlations, as is shown in appendix C,
and are therefore written for future reference.

and

Vi =

Vi 0 0 V.
o Vo, V_ 0
T +
Vile=| o v v, o |’
V. 0 0 V.
(Tav + T2)2 (Ta'u - T2)2
ANFAT + M) AN (A + M)

due to the normalization of the eigenvectors. Similarly

Again

0 Uy U_. 0
U 0 U
T + +
unq | U- 0 U_-
0 U, U_. 0
o (Tav + T2) (Tav - T2)
Ve="—"pr = o

(5.4.28)

(5.4.29)

(5.4.30)

(5.4.31)
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5.5 Conclusion

We have used Holstein-Primakoff bosons to find the magnon excitations of the classical ground
state of the J; — Jo square lattice. Just as in the classical case, the magnonic fluctuations pick
out the angles 8 = 0, m between the Néel lattices as the ground states of the system. Contrary
to the classical case where only thermal fluctuations existed, the quantum fluctuations pick out
these angles even at zero temperature. It was also seen that the four independent spectra we
found are equivalent when folded into the reduced Brillouin zone, going from ¢; = —7/2 to
q;i = /2 suggesting we could abandon the four sublattice picture altogether and just define
H.P. bosons on a single lattice. This we will do in the next chapter to solve for the eigenvectors
of a general (arbitrary 6) state.



Chapter 6

Magnons on one lattice

Having established that the sublattice picture yields four copies of the same spectrum in the
reduced Brillouin zone, we will replicate the analysis based on Holstein-Primakoff bosons on a
single lattice. This analysis yields much simpler expressions which we aim to use to tackle the
first non-linear term in the 1/S-expansion.

As will be shown, quantum fluctuations do not destroy long range magnetic order for n < 1
but steadily become stronger as » — 1 and eventually destroy magnetic order at n = 1.
On the other, hand thermal fluctuations destroy the order for any 7, in compliance with the
Mermin-Wagner theorem. By introducing an infrared cutoff, magnetic order is preserved even
for thermal fluctuations, but only when n < 1. At the fully frustrated point 7 = 1 the magnetic
order is destroyed both by quantum and thermal fluctuations and this cannot be mitigated by
any cutoff. The role of the infrared cutoff will be more fully explored in section 7.2, but amounts
to assuming the system is finite sized.

6.1 Canonical diagonalization

Starting from a Hamiltonian identical to the one in eq (5.1.4) except without sublattice indices,
and carrying out a similar analysis one finds the expression

H=E+ g Eq: (bgbq + b,qbiq) T + (bqb,q + biqbg) Jan

S Jn Jan b . S Jn Jan b
= £+ 5 57 (bh0-0) (Jan Jn> (bi,) = £l 5 2 (th-o) 6 <—Jan —Jn> <qu >
p q

(6.0.0)

where

Jpn = Ji (cos(qz) + cos(gy) + cos(0)(cos(qz) — cos(qy))) + 4J2

(6.1.2)
Jan = J1 (cos(gz) + cos(gy) — cos(8)(cos(qz) — cos(gy))) + 4J2 cos(gz) cos(qy),

1 0

E§t = —2NJ2S(S + 1) and G = (0 1

). Analogously to what was done in the case of four

J?’L JCL n

sublattices, we now diagonalize M =
_Jan _Jn

). One can check that the unnormalized

(with respect to G) eigenvectors are

_Jan
) ¢— - Fd}'i‘ - <Jn + 4J2wq> ) (613)

54
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where

wq = VT = T2 /402 = \/ 1 €267 + 2 cos(0)(€2 — &) + 2n (cos2(8/2)6E, + sin(8/2)6,E; )
(6.1.4)

and the eigenvalues of 1+ are +4Jow,. These eigenvalues are easily found by squaring M,
similarly to what was done in the case of four sublattices. As can be seen, w, is identical to one
of the four spectra found in the four sublattice picture. Next, the G norm of the eigenvectors
are

Ni = (Ye|Ghr) = £2(4Jowg) (Jn + 4Jowg). (6.1.5)

It is the G-normalized eigenvectors that constitute the columns of the diagonalizing matrices.
Note that the vectors are normalized with respect to the absolute value of their G-norm, which
in this case is common between the two eigenvectors. We denote this A/. Defining

1 <Jn+4j2wq —Jan )

b= JN Jan Jn + 4Jow,

we can diagonalize the Hamiltonian

0 (b
H=E{+25h8) (bfl,bfq) GB (‘*(’)q _wq) B! (qu >
q

—-q

b
= B +205 ) (bhb-,) A (“‘SJ U?) At <qu ) 6.1.7)
q

q —q

(6.1.6)

1
q
where A = GBG and we used that M(q) = M(—¢q). The new operators are defined as

(85.5-4) = (Bhbg) A= ¢1N (7 + 47200)B) + Tand— g, Tanbl + (Jo + ATa)b_y )+ (6.1.8)

and one can check that these are in fact bosonic. Using A~' = GA!G, we find the opposite
relation

|
(bhb-s) = 7 ((n + 472008k = JanB-gs ~JanB} + (o + 4Towg) B ) (6.1.9)

The ground state of the system is the vacuum of the Bogoliubov operators 3, i.e. the state
annihilated by all Bogoliubov annihilation operators.

6.2 Magnon expectation values

Having found the ground state as the vacuum of Bogoliubov particles we may calculate expec-
tation values of magnons (the H.P. bosons). For notational simplicity we redefine J,, Jo, —
(4J2) I, (4J2) Jan, and so N — (4J2)%wy(Jp, + wy). Using now that J2 — J2, = wg, we find

Jgn Jn + Jn - Jn
() (T = 0) = 25 (5_g81 ) g = P E 20 =05, [ 1] g,

(9) q
(6.2.1)

(Jn + wq)Jan Jan

<bqb—q+Q> (T = ) = —W <6q/8:;> 5Q70 = —qu&z,o- (6.2.2)
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These are the expectation values in the ground state of the system, and is thus what we should
expect at zero temperature. Going instead to finite temperatures the number of Bogoliubov
particles follow the Bose-distribution

1

— (6.2.3)

In that case

1
(Biasa) (1) = s ((n -+ o) BBa + JanB-aBly) b
2 2
) g+ ) (T = 0)

=0Q,0 [nB(ﬁZngqu) + coth(52J2Swy) (2{? — 1/2”
q

=npg (B4J25wq)

=000 [coth(ﬁQJQqu);j 1 /2] (6.2.4)
q
Jn Jan
(g (1) = =2 6,50 4 5
(Jn + Wq)er(s
Nig) 9"
Jan

= —dg.0 coth(52JpSw,) 5" = (bF 1 obh) (7). (6.2.5)
q

= — coth(82J2Swy)

These results indicate that the expectation value of the magnon number operator does not only
depend on the usual Bose-function but is increased due to terms proportional to the quantum
fluctuations. If the quantum fluctuations were zero, the expectation value would be proportional
to np as usual. On the contrary, the anomalous expectation values are only non-zero when
quantum fluctuations are non-zero, as one would expect.

6.3 Lowest order magnetization correction

The lattice averaged staggered magnetization correction of the whole lattice due to magnons is
to the lowest order given by [5]

Ammy = — (Blb) = —— 37 (8L} - (6.3.1)

N
k
It is the correction to the spin polarization at each site due to magnons. Since the large

S expansion hinges on the spin lattice being ordered with only small fluctuations about the
ordered state we have implicitly assumed

> " (bibie) < NS. (6.3.2)
k

In general Am, is non-zero both to temperature and quantum fluctuations. The quantum
fluctuations arise, as we have seen, due to the fact that magnons (represented by H.P. operators)
do not diagonalize the Hamiltonian, and the ground state of the excitations that do (Bogoliubov
particles) has a non-zero magnon number expectation value.
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6.3.1 Zero temperature correction

Assuming we are at T' = 0, only the quantum fluctuations give rise to a non-zero Am,, and as
we have seen, the expectation value is given by eq. (6.2.1). Thus

1 1 I
Nzk:<bltbk> Z[M /] 37 82 d2k‘07k
[n(ﬁwcos ( )+§ysm ( ))—i—l}

168 + R eosO)(€ - ) + 21 (cost (02068, + s’ (0/2)6,E))
(6.3.3)

11
= d*k
2 8n2

where the integrand diverges at the points of vanishing energy. The divergence must be char-
acterized to understand whether the whole integral diverges. We will first consider the fraction
near the point £ = (0,0). In that case

1 .
& =cos(k;) ~1— 51@2, &, = sin(k;) =~ k;, (6.3.4)
and so the numerator is

In =1 <§x cos? <g) + &, sin? (g)) +1=n <1 - %(ki cos?(0/2) + k:g sin2(9/2))> +1

n

— 1—
n+ 5

(cos?(¢) cos®(0/2) + sin®(¢) sin?(0/2))) k* =n + 1 — g[l + cos(2¢) cos(0)]k?,
(6.3.5)

where in the second line the k-vector is written in polar coordinates and k? = k2 + k; Next we
find

W =1 = €262 + 1 cos(8)(€2 — €2) + 20 (cos(8/2)6.E, + sin(6/2)¢,; )
~ ki + k; —n? cos(@)(kzz — k:;) + 29 (k; c052(9/2) + ki sin2(0/2))
= k* (1 — n? cos(0) cos(2¢) + n(1 — cos(2¢) cos())) = k*(n + 1) (1 — ncos(8) cos(2¢))

(6.3.6)
and so
wi ~ ky/n+ 1y/1 — ncos() cos(2¢). (6.3.7)
Inserting these expressions in the diverging fraction of the integrand we find
ntl O(k), (6.3.8)

kv/T+1y/1 —ncos(f) cos(2¢) *

and thus we have isolated the pole. Noting that the measure of the integral removes this
simple pole, we have shown that in 2 dimensions the integrand will not in fact have an infrared
divergence at k = (0,0), so long as n < 1. If § = 0,7 then as 7 — 1 the result diverges. At
that point the large S expansion is invalid for any finite .S, and so we cannot use the spin-wave
picture at all. In other words, at the maximally frustrated point n = 1 the quantum fluctuations
destroy magnetic order. But staying at n < 1, a finite S' can always be chosen so as to satisfy
(6.3.2).

We can obtain the expression for k ~ (7, ) by the mapping & — —¢&; in the above expression,
which will yield an almost identical term in 1/k, namely

n+1
ky/T = 1y/1 + 1 cos(f) cos(2¢)

(6.3.9)
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Once again, the pole in k is simple, and will disappear in the integral in two-dimensions or
above. In this case though, the integrand diverges as n — 1 no matter what 6 is. Finally, at
the points k = (0, ), (7,0) we find that the 1/k terms are

n+1 n+1
k\/1—mncos(0)/1+ncos(26)  ky/1+ncos(8)/1 —ncos(2¢)’

which both converge in 2 dimensions when integrated over k, but diverge in the integral over ¢
when 1 = 1.

(6.3.10)

The conclusion drawn from this analysis is that Am, converges for n < 1, and diverges
as 7 — 1. In other words, quantum fluctuations become steadily stronger as n — 1, and
eventually destroy the long-range order of the system.

6.3.2 Finite temperature correction

We now consider the finite temperature magnetization correction. Due to the Mermin-Wagner
theorem, we should expect to see a divergence at ¢ = (0,0), destroying the long-range order
even for n < 1. Looking at (6.2.4) we find

1 1 [ &% In
Am,(T) == — = | — coth(2J55 —. 6.3.11
mAT) = 5 =5 [ Goge coth2TaS5) (63.11)
The second factor in the integrand has simple poles in k& near the points of vanishing energy, as
long as n < 1 as we saw in the zero-temperature case. Once again assuming 1 < 1, we expand
the temperature dependent function near one of these points (by assuming wy =~ 0) and find

eﬂQJQSUJk + e—ﬂ2J2SWk 1 T 1

coth(2JoSwy) = eP2TSr _ o BahaSuy 21,5Bwr, 20,5k

(6.3.12)

In other words, for a finite 3, another simple pole is added to the simple pole from .J,/w.
To show that the system behaves as predicted by the Mermin-Wagner theorem, nothing more
needs to be done. The second order pole leaves the integral divergent, and so no finite S
can be chosen so as to satisfy (6.3.2). Nevertheless, the actual calculation becomes relevant
when considering finite systems in which an infrared cutoff A can be made to circumvent the
pole. The Brillouin zone, which is the domain of integration, is halved in both directions (from
(—m,m) to (—7/2,7/2)), and all k outside the new zone are folded into it by the identification
k + Ak — k, where Ak is one of the vectors (m,7), (0,7), (m,0). This amounts to the integral
splitting into four, each defined on the reduced Brillouin zone with k£ = 0 being respectively one
of the zero-energy points, (0,0), (7, ), (0,7), (7,0). Thus we obtain the expression

Jn(k+ Ak
COth(2JQBSWk+Ak)¥' (6.3.13)
WEk+Ak

1 1 d’k
Am,(T,n) = = — =
T = 2§/A<k (272

For later reference, the magnetization in the limit of decoupled lattices (n = 0) is

th(2/588, /1 — e2¢2
Am.(T,0) = > 2/ (ko otz ) (6.3.14)
A<k

2 27)? \/@ '
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Like in section 5.3, we will define JS? = Js, such that Js is independent of S. Then

1 2k coth(2J5/1 —£262/TS)
i

Am,(T,0) = =
m( ) 27‘(‘)2 /1_5365

2

"
2

2 A<k (2) /1 _ggg;

1_2/ d’k 1 +LS 1

2 A<k (2m)? 1 - e 2Jo 1 €262 |7

where in the last line we assumed the large S limit Jo < T'S. The temperature independent
part is

(6.3.15)

%

0 —
_mQ:

1 d?*k 1
— = —0.197,
= / @2 i e 2o (6.3.16)

where the integration limit was extended to A = 0, due to the integral converging. The tem-

perature dependent part is
s o, TS d’k 2
=5 e 1 2e (6:3.17)
which does not converge if A = 0, and so we should characterize the divergence. We split the
integral in two parts, with one such that the limit cosk; =~ 1 — %kf is valid. In that case

1A &2k 2 In(1/A) -
0
S dk k— = I(A 6.3.18
= [t e ag = I 6518
where [ is an irrelevant constant. Thus we find
TS
Am,(T,0) = f(mOQ + ﬁmoT) (6.3.19)
2

This expression yields an upper bound on A in the finite temperature case due to the requirement
—Am, < S, namely
T In(1/A)
2J ™
where we defined £ and reintroduced a for comparison of units. It is noteworthy that £ is in

fact proportional to the coherence length of an antiferromagnet with only nearest neighbor in-
teractions and interaction strength Jo [2]. Also note that the cutoff is independent of S.

72Jo
<1 = Al<ae Tt =¢ (6.3.20)

On Figure 6.1 is shown the magnetization correction as a function of 7 calculated by nu-
merical integration for a certain choice of parameters 6, 55 and with a cutoff made at A = 0.1.
An important point is that the magnetization correction is negative and only becomes more
negative as 7 increases.

6.3.3 Small n expansion

We now calculate the integral in the expression for the magnetization correction in the limit of
small sublattice coupling 7. To do this we consider the integrand of Amyz(T,n)

JIn — Er+ 1 1 TS 1
COth(QJQﬁka);k = (1 + 21’LB(4J2wk)/TS) 1 ];:_ =~ <Wk + 2(]2(/(.}2) (’f]gk + 1), (6.3.21)
k
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Am,

Figure 6.1: A representative example of the magnetization correction as a function of . Param-
eters chosen: § = 0, 8S = 5. As can be seen, the perpetually negative magnetization correction
diverges as n — 1.

where we defined & = cos?(6/2)&, + sin?(0/2)¢, and assumed the large S limit. Define

a = cos()(&5 — &)
b= cos?(0/2)&,&, + sin?(0/2)¢,E. (6.3.22)
c=1- €§£57

and expand the spectrum in 7, keeping only up to second order

11 b . 3b? —ac ,
wr e BT s T
, (6.3.23)
1 1 2 . 4b° —ac o
w? e 2 s

Using these expansion we may calculate the integral. To simplify the calculation we can use
that some of the terms of the integrand will integrate to zero. It turns out that this is the
case for all the terms which are first order in 7. To see this note that b has terms linear in &;.
Under the summation over Ak, & may change sign (for example if Ak = (7,0), &, changes sign
relative to the case Ak = (0,0)). Therefore, if b is not multiplied with a factor with the same
property, it will add to zero under ) ;. & has the same property, and

Yo bEk =y [cos'(0/2)(&E,)7 +sin*(0/2)(§,E,)7 + 2 cos”(0/2) sin®(0/2):6, (€,€,)°]
Ak

Ak
= [eos*(0/2)(&E,)? + sin*(0/2)(§,E€,)7] -
Ak (6.3.24)

while

Y=Y [cos4(9/2)(££§>2 + sin4(9/2)(£y5i>2} : (6.3.25)
Ak

Ak

Under the integration we are free to exchange x and y. This means that the two integrand
terms above can further be reduced to

bE, = % (cos*(6/2) + sin*(6/2)) ((fxgz)Q + (gygf,y)
b = i (1 + cos®6) ((&:Zi)Q + (fygi)2> ~

- i (1 + cos? 9) ((fzgy)Q + (fygz)Q) )

(6.3.26)
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Next we note that a changes sign under the exchange x <+ y, and so integrates to zero under
the integral. To lowest non-zero order in 7, all this leaves us with the integrand

1 TS 1 1 302 — 2cb&L\ o] TS [1 4b? — 2¢b€r\ 5

—_— 4 —=— E 1) ~ —_— | — —_ - ——

(oo v ama) o0~ ([~ () o] g - () #])
(6.3.27)

which is invariant under the Ak sum. Thus

Am,(T,n) — Am,(T,0)

~ (1 +cos?0) / e [368 + 68 - 20 - @6 [€6 + G5
A

2 Jasr (2m)? 2(1- (&))"

Ts 4 (€38 + €8) - 20 - (&) [¢28, + €8]

2.5 (1 - (&£,)?)°

T
= —n?(1 + cos® 0) ()\Q + S)\T> .
2J,
(6.3.28)

The first integral converges as A — 0 and in this limit we find Ag = 0.036. The second integral
diverges as A — 0, and we must characterize the divergence. For small & we may expand the
integrand

14 (€28, + €32,) — 21 - (&&)?) |€38, + €2E1] 2(kE+ kD) — (K2 + kD) [K2 + K2
2 (1~ (&)’ (k2 +k3)” (6.3.29)

cos?(2¢)
k2

where we switched to polar coordinates from k,, k,. Thus

d¢
(2m)?

where the constant term is positive, but otherwise irrelevant.

cos?(2¢) = const. + hl(iT/rA)’ (6.3.30)

2w
Ar = const. + ln(l/A)/
0

We have now found the contributions to the magnetization correction Am (7T, n) to smallest
non-zero order in 1. The 1 dependent part is

TS
Am,(T,n) — Am(T,0) ~ —(1 + cos? 8)n* [)\Q + 2(])\4 . (6.3.31)
2
This function depends non-trivially on 8 and 7. We note that the function is only valid in
the large S or high temperature limit, where bosonic statistics are approximately those of
distinguishable classical particles.

6.3.4 Conclusion

Defining the Holstein-Primakoff bosons on a single lattice we have found expressions for the
general (0 dependent) magnonic correlation functions, <b£bk> and <bT_ ka Using these we found
the magnetization correction Am,(n,6). As expected, this diverges for non-zero temperature in
correspondence with the Mermin-Wagner theorem, since Am, < S if the system is to remain
ordered. To circumvent the theorem, an infrared cutoff A was introduced which is to be used



CHAPTER 6. MAGNONS ON ONE LATTICE 62

in finite sized systems. Using such a cutoff, the magnetization correction was found to lowest
order in 7 and only the temperature dependent term diverges as A — 0. The magnetization
correction is important for two reasons. First it shows explicitly that long range magnetic order
breaks down for the Ji-Jo square lattice. The main point though, is that it shows the existence
of a non-zero magnon density in the system even at zero temperature. Using this as inspiration
we make a mean-field approximation of the magnonic interaction term in chapter 7, and see
how this affects the spectrum of the magnons.



Chapter 7

Magnon interactions and an effective
field theory

7.1 Interaction terms in the one sublattice picture

In this section the next order in the 1/S expansion of H is found. These are terms are bi-
quadratic in H.P. bosons and can be thought of as interactions between magnons. As we shall
see, the form of the interaction terms are quite general, with several anomalous terms (terms
with a non-equal number of creation and annihilation operators), which makes it difficult to
incorporate them in the theory. What we will do is assume mean fields equal to those obtained
from zero-temperature linear spin-wave theory, and it turns out that this amounts to a renor-
malization of S.

In the one sublattice picture, the next order in the 1/S expansion of the spin operators
give the terms

0 ((1/8)°) (5757) = —é [ (blbii -+ bI616:) (b +0]) + (s 40 ) (blsb; + blel, )|

O ((1/5)0) (578Y) = é ijbibi - bjb}bi) (bj - bj) + (bi . bj) (b}bjbj - b}b}bj)} (7.1.1)
0 ((1/8)°) (8:57) = blvidl;,

where i, j are indices denoting the site of the spins.

63
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7.1.1 Expression for the interaction terms

Once again, the N.N. term of the Hamiltonian is found to be

(eleibi + ooln:) (b +o!)
4

(bloib — o]o]ei) (b —of)
— COS(HZ' — (93) — COS(GZ' — Qj)bjbzb;bj

le—%Z

(i,

4

__h 2 (0+0O)N (pinten o pipp st
-1 [cos <2 (elelvib; -+ blvibib!)

+sin ( + 00 )> <bTb bibj + bib]b; bT> — 2cos(f + (6 ))blbibEbj]

J 0 0 0
= —ﬁ [bTb e W Rs < ( + 69 > b;bkép_z,k—q + sin? < +2¢( )> bqbk5p_l,k+q>
4,pqkl

+ (c <9 + 60 )> bTb qOp—1,k—g + Sin <6+¢(5)> bLb,T](sz,kJrq) b;rbpe“'R's

— 2COS<9+¢( )) i(k=0)- R‘;bTb bTbl(Sp q,l— k:|

(7.1.2)

where in the last step the expression was Fourier transformed and subsequently the summation
over i performed. Finally, doing the sum over § and renaming the momentum indices we find

Ji 0 _ 0
Wy = ~5N [cos(px)b;rqbp (c052 <2) b/t;bk+q + sin? <2) b_kbk+q> +h.c.

pak
i w2 (7)o 2 (0
+ cos(py )by 4bp | sin 5 b bryq + cos 5 b_jbrtq | +h.c.
— 2cos() (cos(gz) — cos(qy)) prrqb b bk+q}

= > & Dl bpblbira + Ep bl gbpb-kbrsg + e,

—2cos(f) (cos(gz) — cos(gy)) bp+qb b bk+q] ,

where to ease notation we defined

£,(60) = cos(ps) cos® (g) + cos(p,) sin? <g> ,
( <

0 0
2> + cos(py) cos? 2) .

E,(0) = cos(p,) sin®

(7.1.3)

(7.1.4)
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Next is the N.N.N. interaction term, which is

7 [ (olobi+6l1:) (b +81)  (vlvibs —olelni) (v - o}) .
Wy =2 + + bl bbb,
2 = 4 4
(@ L
[b1bibib; + bIblbb!
(i) L -
JQ t
=i d [4 cos(py) cos(py) (b;L,Jrqbpb_kkarq + bL+qb_kb;r)bp+q)
prq

+8cos(qz) cos(qy)bp+qb b bk+q} .

7.1.2 Mean field approximation of W; and W,

At this point we will make a mean field approximation of W7 and W5 inspired by the magnon
expectation values (6.2.4) and (6.2.5). We make the approximations

bl bublbrg & 6g0 [b by (blbk) + bLbx, (b1b, >} + (7.1.6)

bhsgbub KDk Oy [D-pbp (Db gbpra) + Bl gbpia (bybp)| + Co, (7.1.7)

where we will not be concerned with the constants C1,Cz. Note that due to d40 in the first
equation, the third term in W7 will always be zero when making this kind of mean-field. Inserting
the two other terms in W7 we find

J _
WME = =205 26,(0) (blbe) blby + E5(6) ((b10e) byt + (5]01) B1BL, )
pk
+ 26,(6) (bib,) blbk + Ep ( b_pby) bLby, + (BibT) b;bk)} .
a7 5 B 7.1.8
= et + 2205 [8,(0) (bby + b bt ) +Ep(0) (bybyp + 0101 )]
p
— 4JnA Y bib,
k
.
where S, = —M, e§l o Zp Ep(f) =0 and
Ay = AN Z 2&p( )+ Ep(0) (b—pbp + bLbT—p> (7.1.9)

The factor S, is nothing but the lowest order magnetization correction, Am,, as seen in section
6.3. For W5 we find that the mean field approximation yields

J.
WQMF = 4; {4 cos(pg) cos(py) (b_pbp + b};bip> (bzbw +8 (bzbk> b;bp
T WAl T T
+ dcos(pa) cos(py)bLbi (b_pby, + bibT ) + 8 (Bib,) bkbk]
S (7.1.10)
—ef 4 =€

1 Z [4 cos(py) cos(py) (bpb_p + b_pb;) +4 (bTb + b_pr_p)}
p

— 41205 biby,
k
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with e§l = JoNS. = Jo,NAm,(T,n) and

1
Ay = N Z cos(pz) cos(py) (b—pbp + b;b]ip> +2 <b;;bp> ) (7.1.11)
P

Now using
2J1Ep(0) +4J2 = Jy, 2J1§p(0) + 4J5 cos(pz) cos(py) = Jan, (7.1.12)

we obtain

WME _ A t Se t t b
= el — 4D Y by + =0 by +bpbl, ) T+ (Bpbop +BL,0E) Jums  (7.113)
p P

where efl = el + €5 and A = nA; + Ay. Thus the mean field approximation yields one term
with a form identical to the original magnon Hamiltonian and another proportional to A. The
first term simply renormalizes the spin, S — S + %SC =S5+ %AmZ(T,n). The other term,
proportional to A is identical to a chemical potential. The complete Hamiltonian is then

1
H=FE§+¢f + 5+ 35 > (b;bp + b_,,btp) <Jn - w) + (bpb_p + bipr) Jan;

2 4 S+ 55
(7.1.14)
Which diagonalizes to
‘ c 1 1
H=ES + el +4J5(S + 580) pr <,8;ﬂp + 2) ; (7.1.15)
p
and
0 _2 . 0 2 A2 AJ,
wp = \/l — 262 +n?cos(0)(£2 — £2) + 21 <COS2 (2) &€, + sin? (2> fyfx) + (S) T IRS
(7.1.16)

This spectrum is problematic for the following reason. For simplicity let S > A, such that we
can ignore the term (A/S)2. Since the terms not proportional to A cancel at certain points
in the Brillouin zone (at p = (0,0), (0, ), (7, 0), (7, 7)), and since J,, is positive in the whole
Brillouin zone, the spectrum will become imaginary in the vicinity of these points. This does
not make sense, and is a sign that terms in the Hamiltonian with p near these points cannot be
canonically diagonalized, since the Hamiltonian, which is hermitian, must have real eigenvalues
(see discussion at the end of section 5.2.2). The terms with p sufficiently far away from these
points, e.g. where

Ay,
4.J5S

<1- 5:%55 + n? cos(@)(ﬁa% - 55) + 2n ((:os2 <g> fmgi + sin® (Z) §y5925> , (7.1.17)

are still canonically diagonalizable. In other words, only above an infrared cutoff can we still
diagonalize the Hamiltonian in terms of Bogoliubov excitations. Despite this we can make the
cutoff arbitrarily small by increasing S, except in the case where 7 = 1'. From now on, whenever
an infrared cutoff is made, we will assume

ap = \/1 26+t oos)62 - € + 20 (o2 (5 ) 66 4o (3 ) 62) (1119

At this point whole lines in the Brillouin zone fulfil 1 — 592665 + n?cos(0)(& — 55) +
o -2
2n (cos2 (2) &€, +sin® (§) fyfz) =0
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7.1.3 Mean field correction to the free energy

We will now determine whether the mean field assumptions made in section 7.1.2 will decrease
or increase the free energy (5.3.7). The free energy after the renormalization of S is

2.J5[S + L Am (T,
F=E{+e+TNIn(2)+TY In (sinh( 25+ 5 Tm ( ”)]wq>>. (7.1.19)
q

Assuming —Am,(T,n) < S (an assumption that can generally only be valid on a finite lattice,
as seen in 6.3.2) we can expand the free energy

Am,(T,n) d%q
F=Fy+ NLAm(T,n)+TN——= E / x coth(x), 1.2
where x = 2J585wq4+nq. The integral
d%q
——x coth(x 7.1.21
/A<q (27)2 (=) ( )

is manifestly positive since x is positive over the whole integration domain. Therefore the sign
of the free energy correction

dzq Amz(T 77)
F—Fy=N |2J,5 + / xcoth(z)| ————, (7.1.22)
Azq A<q (27’(’)2 25

depends solely on the sign of the magnetization correction, Am,. As seen in section 6.3.2, to
lowest non-zero order in 7, Am, is negative and so in the limit n? < 1, the free energy is lowered
by the magnetization correction and the mean field theory is justified. We end by noting that
the self-consistency equation of the magnetization correction is

1 d*k 1 In(k + Ak)
- coth(2J28[S + =Am,(T,n)]w - — 7. 1.

1

7.2 Effective field theory

In this section we will reformulate the Hamiltonian of the J;-J2 model in terms of new variables
that we call Néel fields, and in terms of these fields we go to the continuum limit of the model.
Due to the Mermin-Wagner theorem, the magnetic correlation length, ¢ is finite, and so the
new Néel fields are uncorrelated at length scales greater than £. If an intermediate length scale
1/A such that ¢ < A < a~! exists, then regions of size A~! are approximately magnetically
ordered?. We can define spin waves within these regions and they contribute an effective term
to the action due to their effect on the free energy. Following [1] this contribution will be found
in the limit of n? < 1. Then by incorporating the magnon interactions through the mean field
approximation of section 7.1.2 we derive a correction to the strength of the effective term in the
action and see how this affects the critical temperature predicted by Chandra, Coleman and
Larking [1]. The CCL critical temperature disagrees with Monte Carlo simulations made by
Weber et al. [5], and the working hypothesis in this section is that the magnon interactions will
lessen this disagreement.

2Where the magnetic order is the ground state of the classical Ji-Jo model.
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7.2.1 J;-J; model in continuum limit

We will first reformulate the Hamiltonian of the J;-J2 model. The Hamiltonian is

52 S?
H = ?Z!Jlﬂi'ﬂi+61 +?ZJ291"QZ'+62’ (7'2‘1)

1.e1 i,e9

where e; couples spins on different sublattices, while eo couples spins on the same sublattice.
The reformulation essentially amounts to defining the vectors

ny(r;) = (=1)=TwQ(r;), r; € sublattice 1,

ipti . (7.2.2)
ny(r;) = (1) Q(r;), r; € sublattice 2,

and writing the Hamiltonian in terms of n;. The rationale behind this is that n; does not change
sign between nearest neighbors on the same sublattice in the magnetically ordered state. We
have not assumed that it is the case that the spins order. It is merely a notational rewriting
which proves useful. We will call n;(r;) Néel fields even though they are strictly only Néel
vectors when the system orders.

The interaction between spins on the same sublattice in the original Hamiltonian is equiva-
lent to a coupling of the Néel field at different points. Making an expansion around the point
r; on sublattice [ we find

Qri) - Qrigey) = —my(ri) - m(Tie,) = % [y (rs) — my(r; + aes)]” = 1
1 2 P (7.2.3)
~ g u(rs) —w(ri) + (Qum)aes]” — 1= - (9m)(Gymy)ezey — 1

where in the first line we used that Q% = 1 and where es = +(1,1),4(1, —1). Also, a is the
lattice constant which is later taken to zero (the continuum limit). The greek letters denote
the lattice indices x, y and the summation over them is done implicitly when they are repeated.
When doing the summation over es we find

> chel = by (7.2.4)

€2

Next is the interaction between spins on different sublattices. To rewrite this we will consider
the sum of four terms which are identical under the summation over lattice sites
ni(r; + aer) - (na(r;) — na(r; +aler +€1))) —ny(r; +aéy) - (n2(r;) — na(r; + aler + é1)))
~ [nl(m + ael) — nl(ri + aél)] (8Mn2(ri))a(ef + é/f)
~ aX (O (r; + ae)) Qma(r)(ef — )(ef + ),
(7.2.5)

where e1,€; € {£(1,0),£(0,1)} and é; - e; = 0. The summation over é; is
Z(elf —é&)(ef +éf) = Z(elfelf — éyey), (7.2.6)
é1 é1

and recalling that there is a relative sign between nj(r; +ae;) with e; = £(1,0) and n; (r;+aep)
with e; = £(0,1) we find

> (Buma(ri + aer))(@oma(ri)) (e} — &) (el +éf)
€e1,€1 (7.2.7)

= 4[(0rm1)(ri + aer)(0en2(ri)) — (Fymi(ri + aer))(Oyna(ri))]
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Thus the final expression of the Hamiltonian becomes

H =05 J5(0,m) +a252ZJ1 [(9,n1)(dpng) — (,m1)(dyn3)]

il

(7.2.8)
=g | Fo O + 20{(0om)0me) Oy Oy

where the continuum limit of @ — 0 turns the sums into integrals, and where ¢’ = ﬁ This
whole procedure could have just as well have been done in the coherent state path integral, and
assuming that static (7-independent) fields dominate the partition function (an assumption
which is only valid for large values of T or S[3]), we would have obtained

= /Dn e, (7.2.9)

with the action

1
= 57 [ 2 X 0n)? + 20 (@m0 (@ma) — @,m0)(@,m0)] (7.2.10)
!
and g = %LSQ
l / l l \/ l Naively the second term of this ac-
RL tion does not seem to be invariant un-
™

2
\/ T \/ / y /‘ T /‘ der all lattice symmetry operations (e.g.
7 /2-rotations), but under a 7 /2-rotation
about a spin on sublattice 1 (for exam-

l /\ l l \/ l ple) and the operation ny — —ny the ac-

tion is invariant[1]. In other words, a 7/2

Figure 7.1: Effect of a global rotation RZ , in the lat- rotation ab01'1t & Spiil o1l one sublattice
tice plane. If we choose a convention such that the changes the sign of the Néel vector on the
Neel vectors for each sublattice is the one defined on ©ther, and the action is invariant under
the middle stripe we see that the Néel vector of one rotations when taking this into account.

of the sublattices changes sign under the transforma- The fact that it is the partial derivative
tion in the y direction that has a negative sign

in the action is a consequence of which spin on each of the two sublattices one has chosen to
align the Néel vector with.

7.2.2 Magnonic correction to the action

In the thermodynamic limit there will be no true long range magnetic order of the spins in the
system. Therefore a finite coherence length, £ exists. Assuming that an intermediate length
scale A~! exists such that

a< A<, (7.2.11)

a region of size A~! will be approximately magnetically ordered like the classical J;-J5 lattice
for 7 < 1. Within these regions magnons contribute a term to the free energy

Fy=Ey+ NZ/A o Tln (sinh (2J28Swq+Aq)) (7.2.12)
<



CHAPTER 7. MAGNON INTERACTIONS AND AN EFFECTIVE FIELD THEORY 70

where the infrared cutoff A naturally appears due to the finiteness of the region of order.
Assuming now that < 1 we can expand the integrand in powers of 7. The first order term in
7 is zero, but the second order term has a non-zero component

5Fy(n) = Fy(n) — Fo(0) = —NE(T) [1 + cos® 0], (7.2.13)

J? 52
where Ey(T) = 37~ 7@% + ’YTQJQLSz] and

[ 2 (667 + (68
QT = / (27)2 4(1 _y (E€y)2)0Qr (7.2.14)

where ag = 3/2 and ar = 2 such that y7 = 0.159 and g = 0.130. Note that the integration
limits were extended to A = 0. This is merely due to the fact that these particular integrals
do not diverge in this limit, and so we formally extend the limit. It does not mean that the
magnetically orderd region has been extended to infinity, and it would be invalid if the extension
changed the qualitative nature of g 7 e.g. by changing the sign. Now the angle ¢ is the angle
between the Néel vectors of the two sublattices. By reexponentiating this free energy correction,
and using the fact that cosf® = n; - ns we obtain a correction to the action

NE|(T)
S =———"2 | d®z(n; -ny)% 7.2.15
s [ @t n) (7.215)
This term which emerges as an effective correction due to the existence of spin-waves in the
ordered regions prefers to either align or anti-align the Néel vectors of the system. The aligned
or anti-aligned states are now the ground states of the system, and if the barrier between these
states becomes big enough the system effectively undergoes spontaneous symmetry breaking|1].

We will mention something which the original article by CCL writes which we disagree
with. It is not a mistake but a misprint, and is mentioned here only to avoid confusion if one
compares these results with those of the original article. The integrals for v r yield almost the
same results as CCL write except for a factor of 1/4 which they do not have®. But when doing
the integration suggested by the CCL the result in fact diverges, which we interpret to there
being a misprint in the article.

Finally one more comment on the article. It seems the barrier height in the article is
proportional to &(7')?, the magnetic correlation length, and not A=2. Since N is proportional
to the area of the domain of magnetic order, N ~ A2, and it should be A2 that is included in
the barrier height. It could be that this is simply a way of proceeding with the calculation, since
CCL have an expression for £(T). It could be argued, that if £(T') is very large, A= ~ /€ could
serve as an intermediate length scale. In that case one could proceed in the article without
many changes. We have not otherwise solved this apparent discrepancy and will from now on
treat A1 ~ €.

3This factor also appears in the calculation made by Weber et al.[5].
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7.2.3 Nematic moments

With the term (7.2.15), the action of the
system affords the following interpretation of
the physical system. The Néel fields couple
through (nj - ny)?, and minimize the action
by aligning or anti-aligning. The nematic
moment at each point in the system is de-
fined as nj - ng = cos(f), which ranges be-
tween +1. For a small barrier size the mo-
ment can change in both sign and strength — —

without decreasing the action, but when the

barrier becomes of the order of the tempera-

ture, that is when W (T) = E(T)N/a®> ~ T, Figure 7.2: The nematic moments of the system
the moments start to stabilize. As the barrier become stable at the values +1 when W(T') >
increases, it becomes increasingly more diffi- 7". The moments can now substantiate non-zero
cult to have other nematicity than +1 at each average nematicity of the system.

point in the system. The nematic moments

couple through the rest of the action, 7.2.10, and it is possible for a nematic phase transition
to occur. On the illustration of Figure 7.2 the nematicity is represented by lines where hori-
zontal /vertical lines represent nematicity +1 while lines tilted in between have a value between
+1.

wW(T)>T
—

7.2.4 Free energy correction in small n limit

We will now derive the magnon correction term while incorporating interactions through the
mean field theory of section 7.1.3. As seen in that section the free energy in the renormalized
theory is

Am. (T, n) , Swy
F(T,n) = Ey+ N2J2502750 + T;ln <smh <2J2T . (7.2.16)

where S = S + %Amz (T,n) and Sy is the non-renormalized spin. Going to the large T limit

Am (T,
F(T,n) = Ey + NQJQSOM

ot 2158 we+ T In(wg) + T In(4128/T),
0
q q q

(7.2.17)

and finally expanding in 1 assuming n? < 1

1 1 T 1 1 T
F(T,n) =~ F(T,0) — N2J,S2n*(1 + cos? 0) [2 (AQS + Ar > ( + Kg= + /-;T>
0

2.J,52 ) \ So So 2552
~(~ SO+AmZ(T’O)+’Y T
@ 252 727,52
(7.2.18)

where

2
F(T, O) = Fy+ NQJQSOAWZéZW + NTZ/A (3732 In <sinh <2J2,350\/ 1-— (§x§y)2>> )
Agq <q

(7.2.19)
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is the n-independent free energy and where kg = 4 f %)2 — (&&y)? = 0.842 and kp =
4 f 2 = 1. Thus the free energy with renormalized S and .J; = J; SO is

F(T,n) = F(T,0) — NE(T)(1 + cos*6) (7.2.20)
with
s So + Am,(T,0 T
R
202 25 2J2 (7.2.21)

1 1 T 1 T
3 ( @5, * T2J2> [( Tra)g +”T2J2D

and the parameters are listed in Figure 7.3.

vo | 0.130
~r | 0.159
Ao | 0.036
A ln(iﬂ/\)
kg | 0.842
KT 1

Figure 7.3: Numerical parameters of the magnonic free energy correction.

7.2.5 Critical temperature of the nematic phase transition

According to CCL, an Ising phase transition to a phase with non-zero average nematicity o = n-

n, occurs at the critical temperature T, = meﬂ)), with zg = 2n/ <arcsin(77) +ny/1— 772).

The assumption is that the the phase transition will occur when the barrier height, W(T') =

NE( ) -
Q

is of the order of the temperature, W (7,) ~ T.. In [1], they give an estimate of the mag-
netic correlation length & ~ ae?™/(920) Making the assumption that the domains of approximate
magnetic order are of size ¢ leads to N ~ ¢2 and the barrier height

W(T) ~ E(T)e'™/(970) (7.2.22)
Thus at the critical temperature estimated by CCL

8Jy

8mJa/(20Te) _ T./E(T) — T.= . 7.2.23
€ C/ ( c) c 20 In (TC/E(TC)) ( )
Inserting the cutoff A = echTQZO, and using Eq. (7.2.21) in the large Sy limit we find
EM)/T =~ |y + = = 1 KT (7.2.24)
2 arcsin(n) +ny/1 — n? 7
and thus
-1
tc/jl = 1
(7.2.25)

—1 ?
—2 1 n
ol (7] [WT T2 arcsin(n)+n4/1-n? KT} >

where t. = T, /4m. On Figure 7.4b is shown the critical temperature before and after the mean
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Figure 7.4: Left: Monte Carlo results of the critical temperature of the nematic phase transition.
For large Jo, the critical temperature scales linearly with Js but drops to zero with infinite slope
as we approach the critical point 2.J5/J; = 1. Figure taken from the paper by Weber et al.[5].
Right: The regular CCL result for the critical temperature t.o and the mean-field corrected
critical temperature t.. The mean field correction does not seem to better the discrepancy
between CCL and Monte Carlo calculations, but in fact makes the low Jy critical temperature
behavior further deviate from Monte Carlo.

field correction and (for reference) the numerically calculated critical temperature made in [5].
It is clear that the mean-field assumption, made to lessen the gap of the low Jo behavior of the
critical temperature between CCL and Monte Carlo, actually worsens it. The hypothesis that
the incorporation of the magnonic interactions through the mean field approximation of section
7.1.3 yields a more accurate critical temperature is thus wrong.

It is not clear why incorporating interactions through our choice of mean field worsened
the critical temperature prediction. One could argue that the critical temperature calculated
by CCL is not valid as we approach n — 1 because the magnon correction to the action was
found in the small n limit and only the lowest order contribution in an 7 expansion was found.
Since all corrections to the field theory made from the mean-field theory have also only been
found in the small 7, the compounding of different terms that are all invalid in the regime of
interest could be the reason why the new result is worse than the old. In fact, as we have seen,
the magnetization correction diverges in the limit n — 1, while this is not the case when only
taking into account the lowest order terms in 7. It seems at least plausible that this diverging of
the magnetization correction is what destroys the nematic ordering in the system. At this point
this is of course only speculation, but it might be a relevant starting point in future research.
It is also possible that CCL made a wrong estimate of the critical temperature. As we have
seen they estimate that the phase transition occurs when the nematic barrier height, W (7)), is
of the order of the temperature, but this need not be the case. In appendix B we show how
one can arrive at a field theory of not only the Néel fields but of a nematic field o through
a Hubbard-Stratonovich transformation of the coupling term (nj - ny)? as was also done by
Tsvelik [11]. An equation for the critical temperature is found. Unfortunately the calculation
has not been finished but this could also be ground for future work.

7.3 Conclusion

We have found the expression for the first order term in the 1/S expansion of the spin operators
represented by H.P. operators, and thus found the corresponding term in J;-Jo Hamiltonian.
These were two-particle terms (with four bosonic operators), and a mean field approximation
of them, inspired by the non-zero single-particle magnonic correlation functions, turned out to
lower the free energy of the system, at least to smallest order in 5. Crucially we limited the
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system to a finite sized one, so as to circumvent the Mermin-Wagner theorem. The effect of
the mean field approximation was primarily a renormalization of S to S + Am,/2, but it also
produced a term which made the spectrum imaginary at certain points in the Brillouin zone.
This term turns out to be insignificant in finite sized systems with a sufficiently large S.

Following [1] with the renormalized parameters, an effective action for Néel fields n; in an
infinite system was found. The critical assumption made was for the existence of an intermediate
length scale A~!, between the correlation length of the Néel fields and the lattice constant. The
magnons existing within domains of size A~! then contribute a term ~ (nj - ny)? to the action.
In such a system, a phase transition takes place with order parameter 0 = nj; -n» and the critical
temperature found in[!] was corrected with the renormalized parameters. This correction did
not solve the discrepancy between Monte-Carlo calculations and the original CCL prediction in
the low J; regime but actually worsened it. It would therefore seem that this is a bad mean-field
choice and one could try another mean-field to see whether this will do better.



Chapter 8

Conclusion and Outlook

In this thesis we have explored the nematic phase transition in the Ji-Jo square lattice first
discussed by Chandra, Coleman and Larkin in 1990 [1]. In their paper, CCL showed that spin
waves in locally magnetically ordered regions affect the effective action of the system. The
underlying assumption was that a length scale A~! which is much smaller than the magnetic
correlation length, i.e. A™! < ¢ exists. The effective term was interpreted in this thesis as a
stabilizer of the nematic moment, o, of the magnetically ordered domains of size A~!. CCL
argued that a phase transition would occur when W (T') the barrier strength between the two
possible nematic moments is of the order of the temperature.

Weber et al. confirmed numerically[5] a phase transition with properties similar to the one
predicted by CCL, but showed that their calculation was wrong in the vicinity of n = J;/2.J9 = 1.
We set out to explore whether incorporating interactions between spin waves using a mean field
approximation would resolve this discrepancy. Because the Hamiltonian of the Ji-Js square lat-
tice is not diagonalizable in terms of quantized spin waves (also called magnons), the magnonic
expectation values <b:§bq> and <b:5bT_q> are non-zero even at zero temperature. Expressions for
these were found and used to make a mean field approximation of the interaction term between
magnons which served to simply renormalize the spin S of the spins on the lattice.

The incorporation of magnon interactions by use of our mean field approximation did not
solve the discrepancy between the numerical result of Weber et al. and the result of CCL but in
fact made it larger. It would therefore seem that the choice of mean field was not a good one,
which opens up the question of whether another choice might prove more successful. It makes
sense that the mean field theory did not yield correct results very close to 7 ~ 1, since at this
point the magnon number diverges which leads to the loss of magnetic order. The hypothesis
was that the mean field theory would extend the range in which the CCL result still compares
well with numerics. It is not clear why this fails, but one reason could be that since both
the CCL result and the correction to it by the mean field approximation become invalid as 7
approaches 1, compounding them makes the result even worse. We have also suggested that the
critical temperature estimate made by CCL, based on the assumption that the phase transition
occurs at the temperature where the barrier strength W (T') is of the order T, could be wrong.
The barrier strength only indicates when nematic moments are stabilizing. A calculation similar
to one made in [11] has been started, but was not finished, in appendix B. Here a new field, o, is
introduced into the theory by a Hubbard-Stratonovic transformation and the magnetic degrees
of freedom integrated out. The resulting theory of ¢ is then analyzed to find an equation for
the critical temperature. Unfortunately the necessity of introducing a constraint field, A, to
integrate out n;, complicates the equations. This would be an excellent point to further explore
in future work.
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Finally it would be interesting to study how including the 7-dependency in the field theory
may affect it, as has been done by Lante and Parola in 2006[17]. The 7 dynamics become
relevant when both the temperature and spin of the system are small. Therefore it becomes
important for the phase transition at the highly frustrated regime, n = 1, since Weber predicts
that the critical temperature goes to zero at this point.
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Appendix A

Fourier transformation convention

Throughout this thesis the Fourier transform of a function f(z) with x a space coordinate is

F) = o= [l e, fom oo I (A.0.1)

with opposite convention for time coordinates
1 > Twt 1 wt
Jwy= 7= [ ), fo= = > (A.0.2)
The inverse Fourier transforms are
fla) = o= [ dh e, fi= o= S, (4.03)
oo k

These conventions are also used for the Fourier transforms of operators. Frequently we will use
identities of the form

/ e =K Z 95k — 1) Z@ (Y = No o (A.0.4)

A.1 Translation invariance

Assume a function f of two spatial coordinates which only depends on the difference between
the coordinates

f(z1,22) = f(z1 — 22), (A.1.1)

then f is said to be translationally invariant. Fourier transforming each coordinate we find

1 e 1 oy (21— 9 ) —i(ko—k1)-
Flzr — x9) = ~ Z kw1 —iks 2y = ~ Z etk-(x1—w2)—i(k2—k1) 2 fi ke (A.1.2)
k’1,k22 klka

Now for f to only depend on x1 — x2, fi; ko = fk1 0k ko, and we obtain

flar — x2) Zf {@1=a2) (A.1.3)
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Appendix B

Hubbard-Stratonovich decoupling of
quadratic Néel fields

We have shown that the mean-field approximation made in section 7.1.2 does not improve the
critical temperature found by CCL. This was attributed to a bad choice of mean field. It could
also be true that the estimate for the critical temperature, as approximately the temperature
where the nematic barrier W (T') is equal to the temperature, is a bad estimate. As we have
argued, the barrier strength should only determine the stability of nematic moments in the
system and maybe the temperature at which the moments are stable is higher than the critical
temperature of the nematic phase transition.

In this section we will use a Hubbard-Stratonovich transformation to decouple the term
in the action which is biquadratic in the Néel fields, an idea also utilized by [I 1]. Doing this we
will try to give an estimate of the critical temperature.

B.1 Hubbard-Stratonovich transformation

We begin by writing the effective action of the Néel fields

Sn = 219 / dzm;é‘(nz)? + 27 [(@en1) - (Bama) — (Dyn1) - (yma)] — / d*z(ni-n2)*, (B.1.1)

where g = % and ¢ = %% and where E(T) is, for now, the parameter found by CCL, not

the one changed by mean-field theory. We now multiply the partition function by the unity
1= /DJ exp (—Ss), (B.1.2)

with S, = %o(x)? Note that the measure of this Gaussian integral is defined so as normalize
it. The field o is now redefined

o — 0+ 2¢(n; - ny), (B.1.3)

a transformation with Jacobian determinant 1. Doing this, the sum of the two actions yields

S+ 80 = oo [ o 3 0 + 20[(0,m) - @on) — @yn) - (9,0
g !
» (B.1.4)
+ %J(mf + 4c(ng - ng)o.
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Finally the integrations over the Néel fields, which are bound to the unit sphere 52, are relaxed
to include all of R? by introducing into the path integral

6(n?—-1)= /mi exp <—i)\¢/d2x(n? - 1)) : (B.1.5)
The partition function is now
= /D(nl,ng)DaD)\ exp(—95), (B.1.6)

where S = S, + S; + S\. We now proceed to Fourier transform the action. We will assume
that the \; fields are constant, and then

/d2£L‘ iAi(n; — 1) —12)\ ni(¢)]* = N), (B.1.7)
where n}(q) = ni(—q) due to the fields being real. Similarly
o ¢! 2! 2
/d Z To(x) = 4%: |oq|” (B.1.8)

Finally the Fourier transforms of the terms of Sy, are

/d2$ d(ny)° Zq Iny(q)|”, (B.1.9)

/d2x 2[(0pm1) - (9emz) — (Oym1) - (Oyma)] = > (g2 — q3)(n}(q) - n2(q) + m1(q) - n3(q)),

q

(B.1.10)
/d% onng = 2\FZ oq—qmi(q) -05(¢) +o;_,mi(q) -ma(q)) . (B.1.11)
Thus the Fourier transformed action is
. _ n
——igh+ S5 ol + (i) m@) G ) (M),
where
1 (q2 + Z')‘1) Oqq’ n(qz — )5qq + 9 \ﬁ
1= (B.1.13)

JE— o.* ,
29 \n(g; — 40000 + 9558 (¢ + i) Og,

and \; have been rescaled to absorb 2¢g. At this point the action is quadratic in the Néel fields
and can therefore be integrated out. The action that follows is

N c ! -
8= —ighi+ > o[ + Trin (G (0, ) - (B.1.14)

qq’
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B.2 Saddle-point equations

The next step is to find the saddle-point equations of eq. (B.1.13). In the limit of large N
(with A/ being the number of vector components of the Néel fields), the fields satisfying these

equations are the dominant contribution to the partition function[l 1]. We will assume that also
the nematic field, o, is homogeneous and that Ay = Ao = A. Then
6S N 6G™! 1
— =0 = i— =T =1—Tr[G]. B.2.1
) Zg zr[ 6)\} 229 r [G] ( )
To proceed we note that per the usual inversion of 2 x 2 matrices
29 q* + i —n(a: — a3) — 9%
“= . 2\ —nle; —a5) — 9% ¢ + A, (B.2.2)
@2+%V2—[(%r—%)+g¢—} v VN
and thus the saddle point equation is
_ 2 ¢+ i
N - :
e (@ +iN? — [n(g2 — ¢3) + goo]
) y (B.2.3)
d“q g + i
=2 (27)2 (g2 4 i)\)2 2 _ 2 27
)7 (g% +iXN)? — [n(g2 — ¢2) + goo]

where the nematic field was scaled by 1/4/N. Similarly one can show that the other saddle
point equation yields

¢! d*q n(a2 — ¢2) + goo
o= | @2 2 rer — o2 o3 (5.2.4)
(¢ +iN)? = [n(a2 — ¢2) + goo]
The sum of these equations is
C_10'0 d? 1
14 ——= 2g/ - , B.2.5
r @rP &+ ih— [ — &) + go0) (B25)
and the difference is
c Loy d?q 1
1—-—= 2g/ - . B.2.6
i @n)2 @ + ix+ [n(a2 — @) + 900] (B-2)

This is the equation we will use to find the critical temperature. Assume that the nematic field is
non-zero below some critical temperature T.. The critical temperature can then be determined
by the condition o¢(7.) = 0. This yields the equation

d?q 1 dq 2 1
1=2g. = 24, — db - , (B.2.7
g / el i@ —a)] Y / (22 q/o £ ir g cos(ze) (2T

Where g. = T./(2J2). Using the equation

a—b
/d@ 1 _ 2arctan[ S tan(e/z)} | (B.28)
a+ beos(6) aZ — b2
we find
i 1 27
2 do - = . B.2.9
/o g% +iA+ng*cos(0) /(g% + iM% — ¢} ( )

Thus we are left with the equation

dgq q
1 =2g, . B.2.10
g /277 \/(q2+i>\)2—772q4 ( )



Appendix C

Correlation functions in the
magnetically ordered state

C.1 Spin-spin correlation function

To consider the spin-spin correlation functions we first review some general theory. We will
define the imaginary-time correlation functions as

~ , 1 ,
R (1, 7') = 7 (e7PHoT [S(7)SS (7)), (C.1.1)

where
S (1) = eforgpe T, (C.1.2)

and Hj is the Hamiltonian in Eq. (5.2.26), and in the end relate these to the retarded correlation
functions through analytical continuation. In general the interesting object is the dynamical
structure factor

Saa q, 2 NZ/ —zq (R; R)—Hwtsaa ( )7 (013)

with SO (t — ') = (S®(t)S% (t')), since this can be related to measurable quantities in neutron
diffraction experiments[3]. The structure factor only depends on ¢,w due to the assumption of
spatial and temporal homogeneity.

The general expression of the dynamical structure factor is in fact too general. We are interested
in the same-time correlation functions, or the static structure factor, with o = o’

1
S(q) = 5 D (SIS) = (S752%,). (C.1.4)
]
since no time-dependent external field affects the system. By finding this quantity the magnetic
correlation length could be found.

C.2 Zero temperature correlations - four sublattices

Equipped with the ground state of the spin lattice, namely the state annihilated by all Bo-
goliubov annihilation operators (see equation 5.2.26), we may evaluate spin-spin correlation
functions. First

Si@ . Sj,b = S;fasf,b -+ cos G(iya%(j’b) <Sz aSj b + SZaS;,b> + sin e(i,a),(j,b) (Szasj,b — SiZ’aSJy’b> .
(C.2.1)
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The vacuum fluctuations pick # = 0,7 so let us assume 6 = 0. A completely equivalent
calculation may be done for 8 = w. We expand the spin-operators to smallest non-classical
order in S. Using the vacuum state of Bogoliubov bosons

S0+ (-1))
2
+ (_1))\a,b (,5'2 - S <b;-[,abi,a + b}7bbj,b>>

S(14 (=1)rar
~ 3 +(2 ) ><b;aijb+b;bbi,a>+

S(1 = (1))
2

(bi.abjp + bl bl )

<Si,a : Sj,b> = <b1-,abj»b + b},bbiva> + Jb7ha

S(1 = (=1p)

2 (biabip + bLyb] o) + (=1 052,

7,071,a
(C.2.2)

where A, is two if a,b are in the same row within the unit cell or are equal and is one if a,b
and in the same column but are unequal, and where we disregarded the contribution from the
same site expectation value, assuming this to much smaller than S. The next step is to Fourier
transform this expression, which will yield terms like

(bl Jbjp) = %Z (B abgrqp) 4 Mia=Fan) i@ M, (C.2.3)
qQ
and now
Bhaberas) = > (B BLla)Buala + DPprga) = X Bula)Buala + Q) 1B}:B+q.0
ed (C.2.4)
= ZB;,C (@300 = VaViabdq.0,

where in the first equality we simply transformed from H.P.- to Bogoliubov bosons, in the third

5Cd6Q,0 if ¢ 2 5

equality we used that <6};,C,8q +O.d) = , in the fourth equality used that

Oifc<b
_ (U Vg
B(q) = GAG = (_Vq " ) , (C.2.5)
and finally used that V, = V_,. Similarly
1 —ig-(R; n—R. —iQ-R;
(biabjp) = + > (bgab—qiqu) e Hia=Rip) i@ e, (C.2.6)
qQ
and
(byab—grop) = Z (8L 4Bl o a(=0)Bra(—a + Q)B_410.0)
_ T
Z Bl s(—0)Bra(—a+ Q) (B, B yi0.4) (C27)
- ZBbC ca+4 )5Q70 = (_ung);;aanO‘
Thus we find

5(Sia-Sip) = % Y s (1 + (—1)Aab) R ((qu;)ba e—iqﬂ) +5 (1 - (—1)Aab) R ((—vqug)ba eiq'R) :

q
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with 0 (S;iq - S;p) = (Sia - Sjp) — (—1)*2S2, representing the modification to the correlations
due to spin-waves. R is the relative distance between spins.
Next we consider the Fourier transformed spin-spin correlation function

1 1/ . P, . 7/ . .
(Siaa-Sjp) = > (Sqa-S_grqp) € Fiem Rl i@ R, (C.2.9)
qQ

Since the system is translationally invariant, it is reasonable to assume that the spin-spin corre-
lation function only depends on relative distance. Thus we argue ) = 0 is the only contribution
in the @-sum, such that

1

(Sia-Sjp) =+ Y (Sqa-S-gp) ", (C.2.10)
q
yielding
1 . —iqg- —ig-
(Sq.a+S—qp) = 7€ ?Y (Sia-Sip)e =" (8, 8;p) e T, (C.2.11)
i,] R

where R is the distance between ¢ and j in the superlattice, and where we introduced a phase
factor, stemming from the difference of position inside the magnetic unit cell. For example if
had we looked at a = 1,b =2

(Sq1-S—g2) =€ (Sia-Sjp)e . (C.2.12)
R

In this example, since R = 2 (i — jz, &y — jy), the periodicity of ¢ from the phase factor in the
sum is 7 in both directions, but the periodicity from the phase factor outside of the sum is 27
in the y-direction. Thus, from this correlation function, we would expect a periodicity of 27 in
the y-direction and one of 7 in the z-direction.

The lowest order correction to the correlation function is then

6(Sqa-S—qe) = S | (1+ (D) R ((vv)), )+ (1= () R ((—vh]), )]+ (C213)

Let us consider the correlation between a spin on sublattice 1 and one on each sublattice. From
the explicit forms shown in Egs. (5.4.28) and (5.4.30), we find

0 <Sq 1 qu 1> +1\2 —\2 (Tav + T2)2 (Tav - T2)2
T TS (M. M. —
5 <Sq71 ) S—q,2> _ + + -+ — — -\ (Tav + T2) (Tav - TQ)
19 =My (Mg +w’) =My (Mg +w”) =— - ;
d <Sq71 ) S—q73> _ + + + - _ - _ (Tav + TQ) (Tav - TZ)
S =My (Mg" +w™) + My (Mg +w™) =— T S— ;
0(Sq1-S-qa) _ ()% — (M )?) = (Tw + 1) (Taw — Ty)° '
49 2 2 dwt(wt + M) dw—(w™ + My)

(C.2.14)

Illustrations of these correlation functions are shown in Fig. C.1, but these are only suggestive,
as the actual expressions diverge around the points ¢ = (0,0), (0, 7), (,0), (7, 7).
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=2 -1 o 1 2 3
x x

(¢) (a,0) = (1,3) (d) (a,b) = (1,4)

Figure C.1: Quantum corrections to the momentum spin-spin correlation function. Parameters:
0 =0,n=0.625.

C.3 Finite temperature correlations - four sublattices

We assume now that the temperature is no longer zero. This modifies the expectation value of
the Bogoliubov-operators, namely such that

ifa <4
: I C3.1
(Bh.aBg+q.b) = abdQ.0 {1 i (way) i a > 5 (C.3.1)
where np(w) is the Bose-function. Then
<b bq-l—Q b> Z <16q c ca( )Bbd(q + Q Bq+Q d Z Bbd q + Q) <18q clgq+Q d>
cd
4 8
= nB(Wee)Bue(@)Bla(0)dq.0 + > (1+n5(wee)) Bue(9)Bla(a)d0.0 (C.32)
c=5
= g0 (Unp(U) +V, (1+ns(@) V), .
where
np (wq,l) 0 0 0
B 0 np(wq2) 0 0
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Similarly

(byab-yr@0) = b0 (U @V + (v, (1+ne@)u))"), - (C.3.4)

Thus the temperature-dependent quantum correction to the structure factor is

BT 1) (1 ) )

(1 ) R+ (0 1+ mat)ee)), |

C.4 Zero-temperature correlation - single lattice

(C.3.5)

To lowest order in 1/ in the single lattice picture we find

1 ..
S;-S; = S%cos(0; — 0;) + S [ +COS(297 ) (ble; +oln:)
1 —cos(; —
2

0;) (b@'bj + b}bj.) — cos(0; — 60;) (blbi + b;bj)] )
(C.41)

The first term represents the spin-spin correlation due to the assumption of magnetic order on
which the H.P. operators are defined, and is not interesting. The magnonic contribution is the
Fourier transform of

AS(Rij) = (Si-S;) — S(S — 2 (blb;)) cos(6; — 6;), (C.4.2)

where we included the contribution from the magnons which simply reparametrizes S. Now,
consider the relation

cos(0; — ;) = 91 Rii cos?(9/2) + ¢'Q2Fii sin%(6/2), (C.4.3)

where Q1 = (0,7), Q2 = (m,0). To see that this relation is true we should in principle check
whether it holds for spins on all different ferromagnetic sublattices. For instance a spin with
6; = 0 and its’ nearest neighbor with 6; = 6 their relative angle is # and R;; = R; — R; = (1,0)
(since the lattice constant is set to one). Then

cos(f; — 0;) = cos(0)

e Qi c052(0/2) 4 €92 Fii 5in(0/2) = cos?(0/2) — sin?(0/2) = cos(h), (C-44)

and similar relatlons may be checked for ¢, j on other sites. We start by Fourier transforming
cos(6; — 6;) <b b;)

/ PRy oM (90 cos?(0/2) + €9 i sin(6/2)) (blb)

(C.4.5)
= COos (9/2)< a— leq Q1) +sin (‘9/2)< q— ngq Q2) 5
where we used that <bjbj> = %eiq'mj <b:5bq>, which follows from translation invariance.
Similarly
[ Ry e (@9 cos(0)2) + 9 s (0/2) () (C.4.6)

= c082(0/2) (by—,b—g+0, ) +5i0%(0/2) (by—0sb—q1Qs) -
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Combining these expressions we find

ASy/S = (blbg) + cos®(0/2) (B, bg-qu) +sin®(0/2) (B)_ g, b4-n)

T t
I (bgb—q) + <bT_qb2> + COS2(9/2)< 4-Q10—q+q1) + <b—q+Q1bl1—Q1>
9 2
(ba—@ib—gr@i) + (0L 410,00-q)
2

+ cos?(/2) =L Tula = Q)

Wy 2wq-q, 2wWq-Q,

_ <Jan((]) + 82(9/2) Jﬂm( Ql) (9/2) ( Q2)> ’

2wq 2wq-q, 2wq—Q,

+ sin?(6/2)

BT

(C.4.7)

+sin?(g/2) L <2/ Inla = Qo)

where in the last line we used the expressions for the zero-temperature magnon expectation
values (6.2.1) and (6.2.2). Thus the magnonic correction to the spin-spin correlation function
in Fourier space is

_ S| | Iule) = Jan(a) Jn(q — Q1) — Jan(q — Q1)
A5t S = 5 W Ta@) + Janta) T (9/2)\/Jn<q—@1>+Jan<q—Q1>
(C.4.8)
In(q — Q2) — Jan(q — Q2)
+ sin (9/2)\/ T(q— 02) + Jun(q — Qo) ] :
Take now the first term in (C.4.8) and expand it to first power in 7. We then obtain
Inl9) = Jan(q)
In(q) + Jan(q)
(C.4.9)

1 G, — 1 [(c0s2(6/2)8,., + sin?(0/2)64, €5, ) (1 + E0.y,) + c0s0(Ey, — &)

V1~ &g,

The coefficient to the zeroth power in 7 diverges at ¢ = (0, 7), (,0).




Appendix D

Interaction terms in the four
sublattice picture

We will here write the interaction Hamiltonian in the four sublattice picture. The next order
terms of the large S expansion in egs. 5.1.10-5.1.12 are

(8] abiabia + b oL i) (i +b1,) + (bia 0L, ) (0] bsobio + ] ob 050

O((1/8)°)(S1*5¢*) = — 2
o b biabia — L bl bia ) (Djp—bly ) + (bia — b1, ) (B],bsebin — bL 0T, 0s0
O((1/9)°)(35°85") = g ) (0 5) 3 (o 2te) Gt Wbt
&i,a &3 7,b
O((1/8)°)(85°54") = bl obiabl b

These are all four-operator terms and mostly resemble interaction terms between the H.P.
bosons, albeit with some anomalous terms containing unequal factors of creation/annihilation
operators.

D.1 N.N. interaction terms

The N.N. interaction term can now be written

P (bl abiabia + bl abia) (Bio +81,) + (bia +0L,) (Bhobiobin + bL,01 050)
T 8

((5,a),(5,b))

(8] abiabia = bl bl abia) (Bin = b1,) + (bia = Lo ) (b ,s0bs0 — 01,0 050
8

—cos(0p — 0iq)
— COS(Q@G — ejyb)b;ab,”ab;,bbmb}
(bl abiabia + bl b i) (bis + 81,

J1 ,
=2 Z 1

2 :
((4,a),(5,b))

<b;abi,abi,a - bjj-,abj,:,abiva) (bj’b B b}’b)
4

— cos(0;.0 — 0,) — c08(fi.a — 00)b] biabl b |

i,a

(D.1.1)

90
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where we used, that some of the terms are equal under the summation. Rearranging and using
1 — cos(z) = 2cos(x/2)? we obtain

N o (bia—0ib\ (11 14 f i
W=7 . %: 5 [Cos <2 (8] bl ubiabs + b biabiabl,)
1,a),(7,

) Oia — 0j1p
+ sin? (7”(12]’) (b;'r,abi,abi,abj,b + bj,ab;r,abivab},b 1,0

) —2cos(f;q — ‘%,b)bJ'r bi,ab;,bbj,b ’
(D.1.2)

which becomes

Wi = _h [cos2 (W) <bT bl biabjp + b;'r,abi,abi,ab;,b>

4 1,a"1,a
i,a,0

0+ o6
+ in? ( +2¢(> ) (bj,abi,abi,ab%b T blab;abi,ab;b) — 208 (6 + $(8)) bl ,bi.abl bis |
(D.1.3)

where ¢ is a vector connecting (i,a) to one of its’ nearest neighbors and (j,b), ¢ depend on 0.
The phase ¢ is defined as in eq. (5.1.17). A Fourier transform of the separate terms yields

1 ‘ .
bl bl biabiy + b;abi,abi,abib = Z [bT bl by by pe! @R Ria il

2,07 1,a 7 p,a~q,a

" (D.1.4)
+b;;,abq,abk@bzbei(p_q_kﬂ)-Ri,aez‘l‘a}

b;r,abz‘,abi,abj,b + b;'r,ab;r,abi,ab;,b =33 Z [b;,ab%abk,abl,bel(p g—h—1)R; 4 il'5
" (D.1.5)
+b;770»b;,abk‘,ab;’bei(p—i_q_k'i'l)‘Ri,a6il‘§:| ’

which upon an insertion into the interaction term and a subsequent summation over ¢ yields

T » 0+ 66 L 0+ 6(
Wy = —— [b;abz,be L (cos2 <2¢()> b} obr,adp—1—q + sin® <2¢()> bq,abk,a5p_z,k+q>

6 J 6 J ;
+ <cos2 <+2¢()> bL7abq7a5p—l7k—q + sin® <+2¢()> bL}ab;a(sp—l,k—‘rq) b;}bbp,ae”"s
— 2cos (9 + ¢(5)) ei(k_”"5b;gﬂbqﬁablvbbl,bép_ql_k} ,

(D.1.6)

which can be rewritten

Ji s 0+ ¢(9) o (04 0(5)
Wi = “IN 2 [b;rq’abp,be p (cos2 (2 b;abkﬂ,a—i-snf — b_k.abk+q.a

pak
0+ (25 0 . 0+ (25 ) ! AN ip-
( d ( 2( )) bltr+q7ab’€’a sin” < 2( )> bL o Tk’a> ’T”b praa ’

— 2008 (0 + 6(8)) € B}, Bpabl ybrsas) -
(D.1.7)
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Finally, the sum over § is performed,

J 0 . 0
Wi = —ﬁ [Cos(pm)b;+q,abp7a+o(a) (COSZ (2) bz,akarq,a + sin’ (2) bk,ab/ﬂrq,a) +h.c.

a,pgk
T YAAYS 2 (0
+ €o8(Py) by g abpa—o(a) | Sin 5 by, oDk+q,a 1 cOS 5 b_k.abk+q,a | + h.c.

— 2cos (9) b;+q’abp7a (COS(qa;)b]:’a+o_(a)bk+q7a+a-(a) - Cos(qy)b-};:’aia.(a)bk;+q,afo'(a)>:| ’

(D.1.8)
where o(a) is defined as in eq. (5.1.20). This is equivalent to
" bi, .b ()i g in? (%) £.ubl b h
1=~5x cos(pz) p+q.aPp.ado(a) | €OS 3 ) Pra ktq,a + Sin 3 abby, yPr+ga | + hec.
a,pqk

. 0 0
+ cos(py)b;Jrq’abp’an(a) <s1n2 <2) b;abkﬂ,a — cos? <2) ]-"abb,ibbkﬂ,a) +h.c.

+ 2 cos (9) b]TH-q,abpva (Cos(qx)bz,a@a(a)bk"“l:a@”(a) - Cos(qy)bZ,QGU(a) bk"“l:a@f’(a))] )
(D.1.9)

where the symbol @ (©) refers to summation (subtraction) modulo 4, and is not to be confused
with a direct sum. Formally, this may be written in the much neater form

Ji
Wi = _ﬁ Z b;rl+q,a1bp,b1Wla1,b1,a2,b2 (P, Q)b;azbk*‘%b? +hee, (D.l.lO)
pak

where we assume implicit summation over repeated sublattice indices, and these range from 1
to 4.

D.2 N.N.N. interaction terms

For the N.N.N. interaction, the relative angle between the interacting spins is always equivalent
to m. From eq. (D.1.2) we may infer

Ja
Wa=-—7 > (b;abz‘,abi,abj,b + b;'r,ab;r,abiﬂb;‘,b) + sz,abi,ab},bbj,ba (D.2.1)

1,a,0

where ¢ connects site (i,a) with one of it’s nearest neighbors, and (j,b) depends on §. A
Fourier-transform and subsequent summation over ¢ yields

Wy = —é;% [(b;r),abq,abk,abl7b6_il'55p—z,k+q + b:f],abzﬂbp,abeeil.éép—l,k—i-q)
pokl (D.2.2)
+21 4bg.ab), ybrpe’F 08, g1 k| |
which upon redefining indices becomes
Wy =2 (0] quabpobrabrsqae™ ™0 + 8L, b1y B by igac™)
2 AN p+q,aVp,bY—k,a0k+q,a k+q,a”—k,ap,b%p+a.a
o (D.2.3)

+2b27+q,abp,abL,bbk+q7be_iq.5 )
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and finally doing the J-sum

Jo

W2="in

[4 cos(pz) COS(py) (b;+q,abp,a+2b—k,abk+q7a + b;+q,abtk,ab;,a+2bp+%a)
a,pqk (D.2.4)

+8c08(a) €08(ay)b} 4 4 obp.abl o okrg,as2 | -

Again, this is equivalent to

Jo

pgk

+ cos(qx) COS(Qy)b;rz+q,abp7abz,a@2bk+q7a@27
(D.2.5)

and once more, this can be formally written as

J2
W2 = N Z bLJrq,mbp7b1W2a1,b1,a27b2 (p, q)b;a2bk+q,b2 +he (D.2.6)
a,pqk

D.3 Full interaction term

Due to the results of the two previous subsections, we may write the interaction between
Holstein-Primakoff bosons as

1
W=-= > bl 0Py Wa s b (0 ©)b), g, B g, + i, (D.3.1)
pgk

where W = Jo (W1 + Ws). As expected, the interaction due to nearest-neighbor spins vanishes
as 7 goes to zero, which is the limit where the system decouples into two non-interacting AFM
sublattices.
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