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Abstract
Subgap states in Josephson junctions have been proposed as qubit candidates because
they form closed energy subspaces with distinct transition frequencies and are hence
currently of great interest to the scientific community. Probing these states and induc-
ing transitions between them requires knowledge of the photon absorption properties of
the Josephson junctions, which is what we study in this thesis. Using the Green’s func-
tion method, the linear response of the system to a harmonic voltage bias is calculated.
This procedure reveals a result for the real part of the admittance which is related to
the absorption rate of the junction. The different contributions to the admittance can
be ascribed to excitation processes involving the creation of quasiparticles in the sub-
gap states. We initially perform this calculation for the simple case of a QPC, and then
move on to consider the more complicated Anderson model where approximations must
be introduced to make the problem solvable. Firstly we consider the limit of U � ∆ in
the classical spin approximation. Here we derive the Green’s functions for the system
and obtain the YSR bound states. Calculating the admittance reveals a discrete ab-
sorption peak arising from the creation of two quasiparticles in the bound states which
vanishes at the phase transition to a ground state where the impurity spin is no longer
screened by a quasiparticle. The problem is also treated using perturbation theory in
the scattering formalism, which provides a way of understanding the underlying reason
for the constraints on the properties of quasiparticles created in absorption processes.
To investigate whether the results for the classical spin approximation are also valid
outside of this regime we proceed by studying the Anderson model in other limits;
firstly we consider the noninteracting limit U = 0 with a magnetic field and subse-
quently the limit of infinite gap ∆ → ∞. In both cases we regain the result from the
classical spin approximation, and furthermore these approaches turn out to be useful
for providing a more straightforward physical interpretation of the singlet and dou-
blet states of the Anderson model and the absorption processes leading to transitions
between them.
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Chapter 1

Introduction

When a Josephson junction is subject to a constant phase bias, Andreev bound states
form at subgap energies. These states are receiving significant interest from the scien-
tific community, not least because they have been proposed as platforms for quantum
computation. This is due to the fact that Josephson junctions are nonlinear induc-
tors where the bound states forms closed subspaces with distinct transition energies
which can be manipulated coherently. An example is the transmon qubit exploiting the
Andreev bound states in a superconducting quantum point contact (QPC) which is op-
erated by inducing transitions between the states of even parity [1]. More complicated
types of Josephson junctions such as the S-QD-S junction where tunneling between the
leads happens across a quantum dot exhibit even richer non-degenerate subgap spec-
tra. In order to gain knowledge about the properties of these subgap states and learn
how they can be manipulated, it is necessary to investigate the ability of Josephson
junctions to absorb microwave radiation when they are embedded in electrical circuits.
Hence this thesis investigates the photon absorption properties of Josephson junctions
with and without magnetic interactions. Our ultimate goal is to account for the absorp-
tion which is related to creation of quasiparticles in the spin-split YSR subgap states
predicted by Yu, Shiba and Rusinov to exist in the presence of a magnetic impurity ([2],
[3], [4]). To establish the necessary formalism, we start by considering the simpler case
of a quantum point contact following the approach used by Kos and co-authors [5]. By
means of a linear response calculation using the Green’s function method, we calculate
the real part of the admittance of a QPC subject to a small, time-dependent voltage
bias. This quantity is related to the absorption rate of the junction and has distinct
frequency-dependent features which can be ascribed to the creation of quasiparticles
by photon absorption. The calculation is then repeated for an S-QD-S Josephson junc-
tion described by the Anderson model in the limit where the quantum dot is occupied
by a single spin, which is assumed to be classical. To aid the physical interpretation
of the results from this calculation and compare with the result for different kinds of
approximations, we then continue by performing a similar calculation for a Josephson
junction where tunneling between the leads happens through a single energy level sub-
ject to a magnetic field. We also provide an explanation for the excitation processes

1



which are possible by photon absorption using scattering theory. Finally, we consider
the Anderson model in the limit of ∆ → ∞ where it becomes exactly solvable and
a particularly simple calculation reveals the way a change of ground state affects the
absorption due to quasiparticle creation in the bound states.

1.1 Superconductivity
In order to understand the basic properties of superconducting systems which will be
relevant throughout this thesis and to establish the necessary formalism, in this section
we go through some of the most important results of BCS theory and calculate the
Green’s functions for a homogeneous BCS superconductor.

In a BCS-superconductor, the superconductivity is due to an attractive phonon-
mediated interaction in the homogeneous electron gas. The interaction is attractive
only for Cooper-pairs which consist of two time-reversed electrons c†

k↑ and c†
−k↓ (in the

simplest case of s-wave superconductivity). In momentum-space the Hamiltonian for
such a system can be written as

H =
∑
kσ

ξkc
†
kσckσ +

∑
kk′

Vkk′c†
k↑c

†
−k↓c−k′↓ck′↑. (1.1)

It is assumed that the interaction Vkk′ is a constant V for electrons with an energy
within an interval of the Debye frequency around the Fermi surface and zero otherwise.
To make the problem solvable one then performs a mean-field decoupling of the quartic
term. When using the mean-field approximation we assume that the expectation values
of the operators which create and annihilate a Cooper pair have a nonzero expectation
value 〈c†

k↑c
†
−k↓〉 6= 0, and that the fluctuations around the average value are small. This

approximation is based on the assumption that in the superconducting ground state
many Cooper pairs are present. The mean-field decoupling yields the Hamiltonian

HMF =
∑
kσ

ξkc
†
kσckσ −

∑
k

∆kc
†
k↑c

†
−k↓ −

∑
k

∆∗
kc−k↓ck↑, (1.2)

where the pair-potential ∆k = −∑
k′ Vkk′〈c−k′↓ck′↑〉 is to be determined self-consistently.

∆k is the superconducting order parameter which is nonzero only below the critical
temperature Tc. The now bilinear Hamiltonian can easily be diagonalized by means of
a Bogoliubov transformation. We will get back to this in chapter 4.

1.1.1 Matsubara Green’s functions
In the Green’s function formalism, the imaginary time Matsubara Green’s functions are
very essential, as from these we can obtain retarded and advanced Green’s functions
by analytic continuation. They will also be used frequently throughout this thesis.
Generally the Matsubara Green’s function is defined as

GAB(τ, τ ′) = −〈TτA(τ)B(τ ′)〉, (1.3)
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where Tτ is the time-ordering operator acting as

TτA(τ)B(τ ′) = θ(τ − τ ′)A(τ)B(τ ′) ± θ(τ ′ − τ)B(τ ′)A(τ). (1.4)

The plus sign is for bosons and the minus is for fermions. We will now consider the
Matsubara Green’s functions for a homogeneous BCS-superconductor. Due to the
expectation value of the Cooper pair operator being nonzero in the superconduting
state, we anticipate that there will be anomalous Green’s functions which are not
always zero in the normal state. Hence we define two types of Green’s functions: The
normal Matsubara Green’s function is defined as

G↑↑(k, τ) = −〈Tτck↑(τ)c†
k↑(0)〉, (1.5)

and the anomalous one is

F↓↑(k, τ) = −〈Tτc
†
−k↓(τ)c†

k↑(0)〉, (1.6)

The Green’s functions can be calculated using the equation of motion-technique. Start-
ing from G↑↑(k, τ) we differentiate with respect to τ and use that in imaginary time we
have ∂τA(τ) = [H,A](τ). We also assume that ∆ is independent of k.

−∂τ G↑↑(k, τ) = δ(τ)〈{ck↑, c
†
k↑}〉

+
(
θ(τ)〈[H, ck↑](τ)c†

k↑(0)〉 − θ(−τ)〈c†
k↑(0)[H, ck↑](τ)〉

)
= δ(τ) + 〈Tτ [H, ck↑](τ)c†

k↑(0)〉
= δ(τ) − ξk〈Tτck↑(τ)c†

k↑(0)〉 + ∆〈c†
−k↓(τ)c†

k↑(τ)〉
= δ(τ) + ξkG↑↑(k, τ) − ∆F↓↑(k, τ)

(1.7)

From this we see that the normal and anomalous Green’s functions are coupled so that
we also have to find an equation for F↓↑(k, τ). We again take the time derivative

−∂τ F↓↑(k, τ) = −ξkF↓↑(k, τ) − ∆∗G↑↑(k, τ). (1.8)

Here there is no term arising from the derivative of θ(τ) because {c†
−k↓, c

†
k↑} = 0. By

Fourier transforming eqs. 1.7 and 1.8 we obtain a closed set of algebraic equations
which are readily solved

(iωl − ξk)G↑↑(k, iωl) = 1 − ∆F↓↑(k, iωl)
−(iωl + ξk)F↓↑(k, iωl) = ∆∗G↑↑(k, iωl).

(1.9)

The solution is

G↑↑(k, iωl) = ξk + iωl

(iωl)2 − |∆|2 − ξ2
k

(1.10)

F↓↑(k, iωl) = − ∆∗

(iωl)2 − |∆|2 − ξ2
k

(1.11)
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We will later need the local (k-summed) versions of these Green’s functions, so we
calculate those here:

G↑↑(iωl) =
∑

k
G↑↑(k, iωl) =

∑
k

ξk + iωl

(iωl)2 − |∆|2 − ξ2
k

= νF

∫ ∞

−∞
dξ

ξ + iωl

(iωl)2 − |∆|2 − ξ2 = −πνF
iωl√

|∆|2 − (iωl)2

(1.12)

and
F↓↑(iωl) = πνF

∆∗√
|∆|2 − (iωl)2

(1.13)

1.1.2 Nambu basis
In superconducting condensed matter systems it is customary to work in the so-called
Nambu basis. That is, one defines the two-spinor ψ†

k = (c†
k↑, c−k↓). This is useful

because we can then cast the Hamiltonian in a particularly simple form

H =
∑

k
(c†

k↑ c−k↓)
(
ξk −∆

−∆∗ −ξk

) ck↑

c†
−k↓

+ const. =
∑

k
ψ†

kmSC
k ψk. (1.14)

The Matsubara Green’s function in the Nambu basis is defined as

G(τ) = −
∑

k

〈
Tτψk(τ)ψ†

k(0)
〉

=
(

G↑↑(k, τ) F∗
↓↑(k, τ)

F↓↑(k, τ) G∗
↑↑(k, τ)

)
. (1.15)

The local Nambu Green’s function in frequency space is then

G(iωl) = πνF√
|∆|2 − (iωl)2

(
−iωl ∆
∆∗ −iωl

)
. (1.16)

1.2 Josephson junctions
In order to set the stage for the calculations that follow, we will start by present-
ing some results from the early seminal work on Josephson junctions carried out by
Josephson and others, and for which Josephson was awarded the Nobel Prize in 1973.
He predicted the Josephson effect which is the phenomenon where a dissipationsless
supercurrent runs across a Josephson junction even in the absence of a voltage bias.
A Josephson junction consists of two superconducting leads connected by a region of
some other material. Examples of Josephson junctions are SIS-junctions where the
leads are separated by a piece of insulating material, SNS-junctions where they are
separated by a normal metal and S-QD-S-junctions where tunneling between the leads
happens through the energy levels of a quantum dot.
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Naively one might anticipate that no current can run across such a junction unless
a voltage bias V > 2∆ is applied due to the superconducting energy gap. However, by
studying an SIS-junction Josephson showed [6] that a current flows across the junction
if there is a finite phase difference φ between the leads

I = Ic sin
(
φ(t)

)
, (1.17)

where Ic is the critical current, which is the maximum supercurrent that the junction
can sustain. This is the first Josephson relation. The fact that this current runs without
an applied bias tells us that it can’t be carried by electrons. Instead it is due to Cooper
pairs tunneling across the junction. The second Josephson relation gives the relation
between the time evolution of the phase and the applied voltage bias [7]

φ̇ = 2eV
~
. (1.18)

Combining the two Josephson relations we see that when applying a DC voltage the
phase grows linearly with time, which gives rise to a current oscillating in time. This
is known as the AC Josephson effect. Throughout the past 60 years, the field of
research involving Josephson junctions has become very rich, both experimentally and
theoretically. Especially in the recent years experimental techniques have improved,
which has allowed for the implementation of Josephson junctions in circuits where they
can be probed with microwave radiation in order to examine their properties.

1.3 Quantum electric circuits
This section follows the derivations of [8] and [9].
In this section we provide an elemental description of a Josehpson junction embedded
in an electrical circuit. This is a necessary foundation for our later studies, where
we investigate Josephson junctions subject to a harmonic voltage bias. When imple-
menting Josephson junctions in electrical circuits, the simplest type of circuit one can
have is the LC-circuit. We can imagine it as consisting of two distinct elements: a
capacitor and an inductor. In practice the circuit usually consists of many devices all
contributing to an effective capacitance and inductance, but for our purposes this sim-
plistic description suffices. To gain knowledge about such a circuit, we find the energy
associated with it and write up the Lagrangian. The energy related to the current flow
through the inductor is T = LI2/2 = Lq̇2/2, which can be interpreted as a kinetic
energy as it arises from the motion of the charges. The system also has a potential
energy, which is the charging energy of the capacitor. It is given by V = q2/2C. This
gives the Lagrangian

L = Lq̇2

2 − q2

2C . (1.19)

We find the conjugate momentum
∂L
∂q̇

= Lq̇ = LI = Φ, (1.20)
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where Φ is the flux through the inductor. The resulting Hamiltonian is

H = q̇
∂L
∂q̇

− L = Lq̇2

2 + q2

2C = Φ2

2L + q2

2C . (1.21)

This is the well-known Hamiltonian for a harmonic oscillator with eigenfrequency ω =
1/

√
LC where q is the generalized position coordinate and Φ is as mentioned the

generalized momentum. Motivated by this, we define the quantum mechanical flux
and charge operators which satisfy the canonical commutation relation [q̂, Φ̂] = i~.
Furthermore we define the reduced flux operator φ̂ = 2πΦ/Φ0 given in terms of the
flux quantum Φ0 = h/2e. An operator which gives the number of Cooper pairs is also
defined as n̂ = −q̂/2e. In terms of these operators we can rewrite the Hamiltonian as

H = 4Ecn̂
2 + EL

φ̂2

2 , (1.22)

where Ec = e2/2C is the charging energy of adding one electron to the capacitor and
EL = (Φ0/2π)2/L is the inductive energy per (reduced) flux quantum. Following the
standard approach we can now introduce the annihilation and creation operators

â = 1√
2~Cω

q̂ + i
1√

2~Lω
φ̂ and â† = 1√

2~Cω
q̂ − i

1√
2~Lω

φ̂. (1.23)

In terms of these operators the Hamiltonian is quadratic H = ~ω(â†â + 1/2). As
the energy levels of a quantum mechanical harmonic oscillator are equidistant, such a
system is fundamentally unsuitable as a qubit. To construct a qubit one must have a
subspace of two states with distinct energies, so that they can be manipulated without
unintentionally and unknowingly exciting any other states. Essentially the equidistance
of the energy levels is due to the fact that the potential of the LC-circuit is quadratic
in φ. By using instead a nonlinear inductor with an inductance which depends on φ, a
level structure with distinct transition frequencies can be created, allowing for creation
of systems which can potentially be utilized as qubits. A Josephson junction is such
a nonlinear inductor. We see this even for the simplest type of Josephson junction in
the tunnel limit, which satisfies the first Josephson relation in eq. 1.17. From eq. 1.18,
we can find the inductance as

V = −LJ
dIJ

dt
= φ̇

~
2e ⇒ 1

LJ

= −2e
~

(
dφ

dt

)−1
dIJ

dt
⇒ 1

LJ

= −2e
~
dIJ

dφ
. (1.24)

In the simple case of weakly coupled leads (eq. 1.17) we find that the inductance is
LJ = −2eIc/~ cos(φ). Inserting this in eq. 1.22 yields the Hamiltonian

H = 4Ecn̂
2 − EJ cos

(
φ̂
)
, (1.25)

where the characteristic scale of the Josephson energy is EJ = Φ0Ic/2π. From this it is
clear that the Hamiltonian is no longer quadratic in φ and hence we no longer have a
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Figure 1.1: Simple sketch of a circuit which allows for a measurement of the power absorbed
by an inductor such as a Josephson junction. Figure taken from [10].

harmonic potential with equidistant energy levels. Up to this point we have only dealt
with the general case of a purely inductive Josephson junction carrying dissipationsless
current. However, our main interest is the dissipative properties when an AC voltage
is applied. To find the absorption rate we use the relation for dissipated power in an
AC-circuit which is given by

〈P 〉 = V 2

2|Z|
cos(θ), (1.26)

where V is the amplitude of the applied voltage and θ is the phase difference between
current and voltage. Using that cos(θ) = R/|Z| where Z = R + iX is the impedance
we obtain an average absorbed power of

〈P 〉 = V 2
0 R

2|Z|2
= V 2

0
2 ReY (1.27)

where we introduced the admittance Y = Z−1 = (R− iX)/|Z|2, which relates voltage
and current as I(ω) = Y (ω)V (ω). Hence we see that the absorption can be determined
by calculating the real part of the admittance. This quantity will play a major role
in the rest of the thesis. To experimentally measure the power absorbed by a Joseph-
son junction embedded in a circuit one can use reflectometry. Here the LC-resonator
described above is connected to the inner and outer conductor of a coaxial cable con-
stituting the transmission line of the setup and an oscillating voltage bias is applied
to the coaxial cable, which supplies microwaves that can be absorbed by the inductor.
The circuit is sketched in fig. 1.1. The reflection coefficient which directly yields the
dissipated power can then be determined by measuring the difference between the char-
acteristic impedance of the cable Zc and that of the resonator Z(ω) from the relation
[10]

r = Z(ω) − Zc

Z(ω) + Zc

. (1.28)
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Chapter 2

Superconducting quantum point
contact

2.1 Green’s functions
In the first part of this thesis we study the type of Josephson junction which is a
superconducting quantum point contact, where the two leads are connected by a weak
link. Generally, a point contact is a narrow constriction connecting two leads and in
the ballistic regime where the elastic scattering length of the electrons is much larger
than the length of the constriction, the normal state zero-temperature conductance
of the point contact is quantized in units of G0 = 2e2/h and given by the famous
Landauer formula G = G0τ [11] (for a single channel of transmission probability τ).
See appendix A for a derivation of the normal-state conductance. When the leads are
superconducting the situation is more complicated, and in this section we will study
the implications of this. As we subsequently wish to follow the approach presented in
ref. [5] and calculate the linear response of the system to a small voltage bias using
the Green’s function method, we start by deriving and solving the equations of motion
for the Green’s functions. This will also yield information about the subgap states and
equilibrium current. The system of our interest is described by the Hamiltonian

H = HLR +HT

HLR =
∑
αkσ

ξkc
†
αkσcαkσ −

∑
αk

(
∆αc

†
αk↑c

†
α−k↓ + ∆∗

αcα−k↓cαk↑
)

HT = w
∑
kpσ

(c†
LkσcRpσ + c†

RpσcLkσ) + w
∑
kk′σ

c†
LkσcLk′σ + w

∑
pp′σ

c†
RpσcRp′σ,

(2.1)

where HT includes both tunneling between the leads and backscattering at the interface
and α ∈ {L,R} refers to the left and right leads. The transmission coefficient is given
by τ = (2πνFw)2/(1 + (2πνFw)2) (see appendix A). The order parameter contains
the phase dependence ∆L/R = ∆eiφL/R . Throughout the thesis we will be using units
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where ~ = 1 and reinstate it when necessary. The phase difference across the junction
is φ = φR − φL. We can let φR = 0 without loss of generality so that ∆R = ∆
and ∆L = ∆e−iφ, with ∆ real. We can also remove the phase dependence from the
order parameter by performing a gauge transformation c†

Lkσ → c†
Lkσe

iφ/2. The phase
dependence is then transferred to the tunneling term which becomes

HT = w
∑
kpσ

(eiφ/2c†
LkσcRpσ + e−iφ/2c†

Rpσ) + w
∑
kk′
c†

LkσcLk′σ + w
∑
pp′
c†

RpσcRp′σ (2.2)

We will now calculate the Green’s functions using the equation of motion-technique
for the time-ordered Matsubara Green’s function. Subsequently the retarded and ad-
vanced Green’s functions can be obtained by performing an analytical continuation.
The calculations will be performed in Nambu space. In terms of the Nambu spinors
defined for each lead as

ψ†
αk =

(
c†

αk↑, cα−k↓

)
and ψαk =

 cαk↑

c†
α−k↓

 , (2.3)

the Hamiltonian is given by

H =
∑
αk

ψ†
αkmSC

k ψαk +
∑
kp

(ψ†
LkwTψRp + h.c.)

+
∑
kk′
ψ†

LkwRψLk′ +
∑
pp′
ψ†

RpwRψRp′ ,
(2.4)

where

mSC
k =

(
ξk −∆

−∆ −ξk

)
, wR =

(
w 0
0 −w

)
, wT =

(
weiφ/2 0

0 −we−iφ/2

)
. (2.5)

We will start by considering the equation of motion for the local Matsubara Nambu
Green’s function for the left lead

GLL(τ − τ ′) = −
∑
kk′

〈TτψLk(τ)ψ†
Lk′(τ ′)〉. (2.6)

However, it turns out to be easier to work with GkL(τ − τ ′) = −∑
k′〈TτψLk(τ)ψ†

Lk′(τ ′)〉,
and perform the sum over k at a later time. To find the time derivative of the Green’s
function we use the Heisenberg equation of motion for imaginary time [12]

∂τ Ô(τ) =
[
H, Ô

]
(τ), (2.7)

so we need to calculate the commutators of the Hamiltonian with the Nambu spinors.
They are given by:
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[
H,ψLk,µ

]
= −

∑
µ′

mSC
k,µµ′ψLk,µ′ −

∑
p,µ′

wT,µµ′ψRp,µ′ −
∑
k′,µ′

wR,µµ′ψLk′,µ′

[
H,ψ†

Lk,µ

]
=
∑
µ′

mSC
k,µ′µψ

†
Lk,µ′ +

∑
p,µ′

w∗
T,µµ′ψ

†
Rp′,µ′ +

∑
k′,µ′

wR,µµ′ψ†
Lk′,µ′[

H,ψRp,µ

]
= −

∑
µ′

mSC
p,µµ′ψRp,µ′ −

∑
k,µ′

w∗
T,µ′µψLk,µ′ −

∑
p′,µ′

wR,µµ′ψRp′,µ′

[
H,ψ†

Rp,µ

]
=
∑
µ′

mSC
p,µ′µψ

†
Rp,µ′ +

∑
k,µ′

wT,µ′µψ
†
Lk′,µ′ +

∑
p′,µ′

wR,µµ′ψ†
Rp′,µ′ ,

(2.8)

where the indices µ refer to Nambu space. From this we find the equation of motion
for the left lead Matsubara Green’s function

− ∂τGkL,µµ′(τ − τ ′) = δ(τ)δµµ′ −
∑

k′,µ′′
mSC

k,µµ′′〈TτψLk,µ′′(τ)ψ†
Lk′,µ′(τ ′)〉

−
∑

k′p′,µ′′
wT,µµ′′〈TτψRp′,µ′′(τ)ψ†

Lk′,µ′(τ ′)〉 −
∑

k′k′′,µ′′
wR,µµ′′〈TτψLk′′,µ′′(τ)ψ†

Lk′,µ′(τ ′)〉.
(2.9)

Introducing GLR(τ, τ ′) = −∑
kp〈TτψLk(τ)ψ†

Rp(τ ′)〉 which couples the two leads, we can
write this on matrix form in Nambu space as

−∂τ GkL(τ, τ ′) = δ(τ)σ0 + mSC
k GkL(τ, τ ′) + wRGLL(τ, τ ′) + wT GRL(τ, τ ′), (2.10)

where σ0 is the (identity) Pauli matrix. We Fourier transform

(iωl − mSC
k )GkL(iωl) = σ0 + wRGLL(iωl) + wT GRL(iωl) (2.11)

and perform the momentum sum to obtain

GLL(iωl) =
∑

k

GkL(iωl)

=
∑

k

(iωlσ0 − mSC
k )−1(1 + wRGLL(iωl) + wT GRL(iωl))

= G0(iωl)(σ0 + wRGLL(iωl) + wT GRL(iωl))
=⇒ GLL(iωl) = (σ0 − G0(iωl)wR)−1G0(iωl)(σ0 + wT GRL(iωl))

= G̃0(iωl) + G̃0(iωl)wT GRL(iωl).

Here we identified the bare k-summed Nambu Green’s function G0(ω) = ∑
k(iωlσ0 −

mSC
k )−1 which we calculated in eq. 1.16. Furthermore in the last step a modified bare

Green’s function containing also the backscattering processes in the separate leads was
defined as

G̃0(iωl) = (G0(iωl)−1 − wR)−1. (2.12)

The bare Green’s function has no lead index as it is diagonal in lead space, G̃0,LR(iωl) =
G̃0,RL(iωl) = 0 and G̃0,LL(iωl) = G̃0,RR(iωl). We see that the equations of motion for
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GLL(iωl) and GRL(iωl) are coupled, and a completely similar calculation of the equation
of motion for GRL(iωl), yields the following equation:

GRL(iωl) = G̃0(iωl)w†
T GLL(iωl) (2.13)

A similar set of coupled equations is obtained for GRR(iωl) and GLR(iωl), and we can
write this total set of four coupled equations as a Dyson equation in the combined
Nambu and lead space

G(iωl) = G̃0(iωl) + G̃0(iωl)ΣG(iωl), (2.14)

where all the quantities are 4 × 4−matrices in lead space

G(iωl) =
(

GLL(iωl) GLR(iωl)
GRL(iωl) GRR(iωl)

)
,

and each element is a 2×2 Nambu matrix. The self-energy is independent of frequency
so that ΣR = ΣA and is given by

Σ =
 0 wT

w†
T 0

 . (2.15)

From eq. 2.14 we can obtain all necessary Matsubara Green’s functions for the
system. Performing the analytical continuation then yields the retarded and advanced
Green’s functions as well

GR,A(ω) = G(iωl → ω ± iη). (2.16)

In particular, for the retarded Green’s function obtained as

GR(ω + iη) =
(
(G̃R

0 (ω + iη))−1 − Σ
)−1

(2.17)

the LL−sector describing the left lead is

GR
LL(ω) = −

πν
√

∆2−(ω+iη)2
(

(1+2π2ν2w2)ω+πνw
√

∆2−(ω+iη)2
)

D(ω+iη)

π∆ν

((
1+eiφ

)
π2w2ν2+1

)√
∆2−(ω+iη)2

D(ω+iη)
e−iφπ∆ν

(
π2w2ν2+eiφ

(
π2w2ν2+1

))√
∆2−(ω+iη)2

D(ω+iη)

πν
√

∆2−(ω+iη)2
(

−(1+2π2ν2w2)ω+πνw
√

∆2−(ω+iη)2
)

D(ω+iη)

 ,
(2.18)

and the LR−sector which accounts for tunneling between the leads is
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GR
LR(ω) =

e−iφ/2π2wν2

(
eiφω

(
ω+2πwν

√
∆2−(ω+iη)2

)
−∆2

)
D(ω+iη) −

e−iφ/2π2w∆ν2
((

−1+eiφ
)

ω+
(

1+eiφ
)

πwν
√

∆2−(ω+iη)2
)

D(ω+iη)

−
e−iφ/2π2w∆ν2

((
−1+eiφ

)
ω+
(

1+eiφ
)

πwν
√

∆2−(ω+iη)2
)

D(ω+iη)

e−iφ/2π2wν2

(
eiφ∆2+

(
2πwν

√
∆2−(ω+iη)2−ω

)
ω

)
D(ω+iη)

 .
(2.19)

The two remaining parts of the Green’s function are related to those by GR
RR(ω, φ) =

GR
LL(ω,−φ) and GR

RL(ω, φ) = GR
LR(ω,−φ). The denominator D(ω + iη) of the Green’s

functions is equal to the determinant of the inverse retarded Green’s function. By
letting η → 0 and solving the equation D(ω) = detGR(ω)−1 = 0 we find the poles of
the Green’s function which are the bound state energies

0 = ∆2(1 + 2π2w2ν2) − (1 + 4π2w2ν2)ω2 + 2π2w2ν2∆2 cosφ

⇒ EA(φ) = ±∆
√

1 − τ sin2(φ/2).
(2.20)

We have now arrived at an expression for the well-known Andreev bound states forming
inside the superconducting gap due to a process called Andreev reflections, which can
be described as follows [13] (for the case of a spin-up electron):

At an interface between a supeconductor and a normal metal, a spin-up electron in
the normal lead which impinges on the interface can’t tunnel to the superconductor as
there are no available states due to the energy gap. Instead a hole with opposite spin
and momentum is retroreflected from the interface and a Cooper pair is transferred to
the superconductor. In an SNS-junction as studied here (in the short-junction limit),
the Andreev reflections can happen repeatedly, as when the spin-down hole reaches
the opposite interface, it can be reflected back as a spin-up electron in combination
with a Cooper pair being annihilated in the other superconductor. In this way the
quasiparticles which are superpositions of spin-up electrons and spin-down holes can
become trapped in the normal region. In addition to this process there is an equivalent
one where the electrons and holes move in the opposite direction which also transports
Cooper pairs in the opposite direction. These two processes are responsible for the for-
mation of the two Andreev levels with energy ±EA. In fig. 2.1 the bound state energies
are plotted as a function of phase difference φ for different values of the transmission
coefficient. For perfect transmission τ = 1 the two bound states ±EA meet at zero
energy for φ = π, whereas for non-perfect transmission an avoided crossing is seen.
This is because τ < 1 corresponds to the presence of a scattering mechanism which
couples the two Andreev reflection processes described above.

From the above explanation it is also clear why the Andreev levels carry supercur-
rent, as they are responsible for the transport of Cooper pairs across the junction. In
the next section we will calculate an expression for this current. Of course we are here
considering the limit where the length of the normal region is zero, but the physical
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Figure 2.1: Energies of the bound states as a function of phase difference φ for different values
of the transmission coefficient.

picture is nevertheless correct. We will see this more explicitly later when treating the
QPC using the scatterting formalism.

From the retarded Green’s function we can also find the spectral function which is
given by

A(ω) = −2 Im(GR(ω)). (2.21)
In our case this is of course also a 4 × 4 matrix which has a number of different
entries. In fig. 2.2 the normal components of the spectral function for the left lead are
shown. We see that the familiar divergence of the density of states at the gap edge has
disappeared, while discrete peaks form inside the gap at position of the bound state
energy EA.

2.2 Equilibrium current
We will now calculate the current across the junction as a function of the constant
phase difference φ. We will need the current operator in terms of both Nambu and
electron operators later, so we derive both of them here. The current operator is defined
as

Î(t) = eṄL(t) = ie[H,NL](t), NL =
∑
kσ

c†
kσckσ. (2.22)

With the Hamiltonian in eq. 2.1 we obtain (after performing the gauge transformation)

Î(t) = 2ie∆
∑

k

(
c†

Lk↑c
†
L−k↓ − cL−k↓cLk↑

)
− iew

∑
kpσ

(eiφ/2c†
LkσcRpσ − e−iφ/2c†

RpσcLkσ).

(2.23)
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Figure 2.2: Normal (diagonal) components of the spectral function for the left lead. Discrete
peaks (which acquire a width as η = 0.05 has a finite value for plotting purposes) appear at
the bound state energies. The parameters are φ = 3π/4 and τ = 0.99.

The first two terms arise from the commutator with the BCS part of the Hamiltonian
and are an artefact of the mean-field expansion where the number of electrons isn’t
a conserved quantity, so we will discard those. In equilibrium the current can have
a time-independent nonzero expectation value even without a voltage bias, which is
given by

〈I(t)〉0 = 〈I(0)〉 = 2ew Im
∑
kpσ

〈eiφ/2c†
LkσcRpσ〉. (2.24)

To express the current operator in terms of the Nambu spinors, we write the number
operator as

NL =
∑

k

ψ†
Lkσ3ψLk =

∑
k

∑
µµ′

ψ†
Lkµσ3,µµ′ψLkµ′ .

The commutator with the Hamiltonian (in Nambu basis) is found to be:

[H,NL] =
∑
kp

(
Trσ3(w∗

Tψ
†
RpψLk − wTψ

†
LkψRp) + 2 Trψ†

Lkm∆
k ψLk

)
,

where m∆
k =

(
0 −∆L

−∆∗
L 0

)
.

(2.25)

Again the last term is the BCS-contribution which we discard. Identifying the lesser
Green’s function G<

LR(t − t′) = i
∑

kp〈ψ†
Rp(t′)ψLk(t)〉, which depends only on the time

difference t− t′, the equilibrium expectation value of the current can be written as

〈Î(t)〉0 = −ie
∑
kp

Tr
(
σ3(wT 〈ψ†

Lk(t)ψRp(t)〉 − w∗
T 〈ψ†

Rp(t)ψLk(t)〉)
)

= −eTr
(
σ3(wTG

<
RL(t) − w∗

TG
<
LR(t))

)
.

(2.26)
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By considering now 〈Î(t = 0)〉0 and Fourier transforming we find that the expectation
value of the current in frequency space is given by

〈Î(0)〉0 = −e
∫ ∞

−∞

dω

2π Tr
[
σ3(wTG

<
RL(ω) − w∗

TG
<
LR(ω))

]
. (2.27)

In the case of a constant phase difference (no voltage bias) the problem can be treated
using equilibrium methods. We will see that in this case we obtain the same result
both when using the Keldysh nonequilibrium method [14] and the equilibrium method
to calculate the lesser Green’s functions. In equilibrium the fluctuation-dissipation
theorem applies and the lesser Green’s function is obtained as

G<(ω) = −nF (ω)(GR(ω) −GA(ω)). (2.28)

Out of equilibrium the lesser Green’s function can be determined in the Keldysh for-
malism from the following equation (where all quantites are matrices in Nambu- and
LR-space)

G<(ω) = (1 +GR(ω)ΣR)G<
0 (1 + ΣAGA(ω)) +GR(ω)Σ<GA(ω), (2.29)

where in this case the second term vanishes because Σ< = 0 as there is no scattering
between the two branches on the Keldysh contour, and where ΣA = ΣR = Σ is inde-
pendent of frequency. Both when using eq. 2.28 and eq. 2.29 we obtain the following
expression for the current in eq. 2.27 (at T = 0 where nF (ω) = θ(−ω)):

〈Î0(t)〉 = −e
∫ 0

−∞

dω

2π∆2 sin(φ)τ η

(E2
A/2ω − ω/2)2 + η2 . (2.30)

Taking the limit η → 0 and using that δ(f(x)) = ∑
i δ(x−xi)/|f ′(xi)|, eq. 2.30 becomes

very simple

〈Î0(0)〉 = −e

2τ sin(φ)∆2
∫ 0

−∞
dω

1
ω

(δ(ω−EA)+δ(ω+EA)) = eτ∆2 sin(φ)
2EA(φ) = G

π∆2 sin(φ)
2eEA(φ) ,

(2.31)
where in the last step the normal-state conductance G = e2τ/π was identified. Fig.
2.3 shows the current as a function of phase difference across the junction for different
values of τ. We see that the current has a sinusoidal dependence on the phase similar
to the first Jospehson relation, but modified by the phase dependence of the bound
state energy. The pure sine form of the current-phase relation is only obtained in the
tunnel limit τ � 1. We can now find the contribution to the admittance related to the
equilibrium current I0 using eq. 1.24 and that the admittance of an ideal inductor is
given by Y = i/ωL

Y0 = i

ωLJ

= −2ie
ω

∂I0

∂φ
= −2ie

ω

∂

∂φ

 Gπ∆ sin(φ)
2e
√

1 − τ sin2(φ/2)


= −iπ∆G

ω

cos(φ) + τ sin4(φ/2)
(1 − τ sin2(φ/2))3/2 .

(2.32)
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Figure 2.3: Equilibrium current as a function of phase difference across the junction for
different transmission probabilities.

The admittance in equilibrium is purely imaginary and does not contribute to the
dissipation. This is in accordance with the fact that the supercurrent is dissipationless.

We conclude this section by noting that the current-phase relation can also be
obtained by taking the derivative of the free energy which can be related to the ground
state energy in the so-called single-particle picture described elaborately by Bretheau
[13] and originally by Datta [15]. Then I0 = −2e∂EA(φ)/∂φ, which again yields the
result of eq. 2.31. This indicates that in equilibrium the current is carried solely by
the bound states so that there is no contribution from the continuum even though
we are considering finite ∆. This has been found by others to be exactly true in the
short-junction limit ([16], [17]). Generally there is also a contribution to the current
from the continuum states.

2.3 Linear response
We will now investigate the effect of perturbing a QPC as described in the previous
section with a small AC voltage bias. This will be done using linear response theory
following the approach used in ref. [5]. As we wish to determine the ability of the junc-
tion to absorb photons, the quantity of our interest is the real part of the admittance.
The Hamiltonian for the system is given by eq. 2.1. Applying a voltage bias across
the junction amounts to shifting the chemical potential of the left lead, whereby the
Hamiltonian is modified as

H0 → H(t) = H0 − eV (t)N̂L, N̂L =
∑
kσ

c†
LkσcLkσ. (2.33)
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Furthermore we know from the second Josephson relation (eq. 1.18) that the applied
votage bias gives rise to a time dependent phase difference across the junction. Hence
in the Hamiltonian we must also make the substitution φL → φL + 2φ1(t), which
modifies the phase of the order parameter in the left lead, and where the factor of
two is chosen for convenience later on. We use a harmonic voltage bias of the form
V (t) = V0(eiωt − e−iωt) = 2V0 sin(ωt), which yields the phase difference

φ1(t) = 2eV0

∫ t

0
dt′ sin

(
ωt′
)

= −2e
ω
V0 cos(ωt). (2.34)

In the regime where linear response theory is valid the amplitude of the perturbation
satisfies |φ1| = |2eV0

ω
| � 1. The current operator expressed in terms of the electron

creation and annihilation operators is given by eq. 2.23 which we repeat here

Î = eṄL = −iew
∑
kpσ

(eiφ/2c†
LkσcRpσ − e−iφ/2c†

RpσcLkσ). (2.35)

In the absence of a voltage difference the expectation value of the current is given
by eq. 2.24. Before calculating the linear response of the current to the applied
voltage it is convenient to perform a gauge transformation cLkσ → cLkσe

iφ1(t), which
as shown in appendix B moves the dependence of φ1(t) from ∆ to the tunneling term.
Furthermore, it generates an additional term in the transformed Hamiltonian which
exactly cancels the time-dependent term in eq. 2.33. This simplifies the following
calculations significantly. In terms of the transformed operators the Hamiltonian is
found to be

H(t) = H0 +HT (t)

H0 =
∑
αkσ

ξαkc
†
αkσcαkσ − ∆

(∑
αk

c†
αk↑c

†
α−k↓ +

∑
αk

cαk↓cα−k↑

)
+ w

∑
kk′ασ

c†
αkσcαk′σ

HT (t) = w
∑
kpσ

(e−i(φ1(t)−φ/2)c†
LkσcRpσ + ei(φ1(t)−φ/2)c†

RpσcLkσ)
(2.36)

The exponential functions in the tunneling terms contain infinite powers of φ1, so to
perform the linear response calculation we expand HT to linear order in the phase

HT (t) ≈ w
∑
kpσ

(eiφ/2(1 − iφ1(t))c†
LkσcRpσ + e−iφ/2(1 + iφ1(t))c†

RpσcLkσ). (2.37)

Extracting the part which depends on φ1 we can define:

δH(t) ≡ −iwφ1(t)
∑
kpσ

(eiφ/2c†
LkσcRpσ − e−iφ/2c†

RpσcLkσ) = φ1(t)
e

Î0 (2.38)

The Kubo formula gives the linear response of the current as [12]

〈Î(t)〉 = I0 − i
∫ ∞

−∞
dt′ θ(t− t′)

〈
[Î(t), δH(t′)]

〉
0
. (2.39)
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However, before proceeding with the Kubo formula it should be noted that there is
also a contribution to the current to linear order in φ1 arising from the current operator
itself, which in the presence of a voltage difference has the expectation value

〈Î(t)〉0 = −iew
∑
kpσ

〈e−i(φ1(t)+φ/2)c†
LkσcRpσ − ei(φ1(t)+φ/2)c†

RpσcLkσ〉0

≈ I0 − 2ewφ1(t)
∑
kpσ

Re〈eiφ/2c†
LkσcRpσ〉0.

(2.40)

The first term is just the equilibrium Josephson current which has previously been
accounted for and the second term is already to linear order in φ1.

To calculate the linear response of the system, we see in eq. 2.39 that we have to
calculate the correlation function

χ(t− t′) = iew2θ(t− t′)
∑

k1p1σ

∑
k2p2σ′

〈
[eiφ/2c†

Lk1σ(t)cRp1σ(t) − e−iφ/2c†
Rp1σ(t)cLk1σ(t),

eiφ/2c†
Lk2σ′(t′)cRp2σ′(t′) − e−iφ/2c†

Rp2σ′(t′)cLk2σ′(t′)]
〉

0

− 2ewδ(t− t′) Re
〈
eiφ/2∑

kpσ

c†
LkσcRpσ

〉
0

(2.41)
in terms of which we can write the linear response of the current as

〈Î(t)〉 = I0 +
∫ ∞

−∞
dt′ χ(t− t′)φ1(t′). (2.42)

The first term in eq. 2.42 is time-independent and gives the purely inductive con-
tribution to the current discussed above (eq. 2.32). Fourier transforming the second
term in eq. 2.42 is easy as this is just a convolution and yields the product of the
Fourier transforms. We obtain

I(ω) = χ(ω)φ1(ω) = ie

ω
χ(ω)V (ω). (2.43)

From this we see that the response function χ(ω) is related to the admittance as

Y (ω) = ie

ω
χ(ω). (2.44)

Hence from the response function obtained through the linear response calculation we
can obtain the admittance, and by taking the real part we gain knowledge about the
dissipated power. This allows us to determine the frequencies at which photons can be
absorbed by the junction. We note that the second term in the response function is
real, which means that it gives an imaginary contribution to the admittance, and hence
doesn’t contribute to the dissipation. For this reason we will not consider it in what
follows. As the Hamiltonian is noninteracting, we can use Wick’s theorem to evaluate
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the first part of the correlation function which consists of a sum of two-particle Green’s
functions

χ(t, 0) =iew2θ(t)
∑

k1p1σ

∑
k2p2σ′

〈[eiφ/2c†
Lk1σ(t)cRp1σ(t) − e−iφ/2c†

Rp1σ(t)cLk1σ(t)

eiφ/2c†
Lk2σ′(0)cRp2σ′(0) − e−iφ/2c†

Rp2σ′(0)cLk2σ′(0)]〉0.

(2.45)

The first term evaluates to∑
k1p1σ

∑
k2p2σ′

eiφ〈[c†
Lk1σ(t)cRp1σ(t), c†

Lk2σ′(0)cRp2σ′(0)]〉 =
∑
k1p1

∑
k2p2

eiφ
[

− 〈c†
Lk1↑(t)c

†
Lk2↓(0)〉〈cRp1↑(t)cRp2↓(0)〉 − 〈c†

Lk1↓(t)c
†
Lk2↑(0)〉〈cRp1↓(t)cRp2↑(0)〉

+ 〈c†
Lk1↑(t)cRp2↑(0)〉〈cRp1↑(t)c†

Lk2↑(0)〉 + 〈c†
Lk1↓(t)cRp2↓(0)〉〈cRp1↓(t)c†

Lk2↓(0)〉
+ 〈c†

Lk2↑(0)c†
Lk1↓(t)〉〈cRp2↑(0)cRp1↓(t)〉 + 〈c†

Lk2↓(0)c†
Lk1↑(t)〉〈cRp2↓(0)cRp1↑(t)〉

− 〈c†
Lk2↑(0)cRp1↑(t)〉〈cRp2↑(0)c†

Lk1↑(t)〉 − 〈c†
Lk2↓(0)cRp1↓(t)〉〈cRp2↓(0)c†

Lk1↓(t)〉
]
,

(2.46)
where the sums over spin were performed and where it was used that 〈c†

iσcjσ̄〉 =
〈c†

iσc
†
jσ〉 = 0. The remaining terms in eq. 2.45 yield similar contributions. Using

the momentum summed greater and lesser Nambu Green’s functions the correlation
function can be cast in a more compact form

χ(t) = iew2θ(t) Tr
[

− t̂∗G<
LL(−t)t̂G>

RR(t) − t̂G<
RR(−t)t̂∗G>

LL(t)
+t̂∗G<

LL(t)t̂G>
RR(−t) + t̂G<

RR(t)t̂∗G>
LL(−t)

+t̂G<
RL(−t)t̂G>

RL(t) − t̂G<
RL(t)t̂G>

RL(−t)
+t̂∗G<

LR(−t)t̂∗G>
LR(t) − t̂∗G<

LR(t)t̂∗G>
LR(−t)

]
,

(2.47)

where a matrix containing the constant phase t̂ =
(
eiφ/2 0

0 e−iφ/2

)
was defined and

where the local lesser Nambu Green’s function is

G<
αβ(t) = i

∑
kp

〈c†
βp↑(0)cαk↑(t)〉 〈cβp↓(0)cαk↑(t)〉

〈c†
βp↑(0)c†

αk↓(t)〉 〈cβp↓(0)c†
αk↓(t)〉

 , (2.48)

with (α, β) ∈ {L,R}. We now wish to Fourier transform eq. 2.47. As this is not entirely
straightforward the calculation will be presented in some detail here. All terms in χ(t)
are of the form iθ(t)G<(t)G>(−t), and as we know that χ(t) is a retarded Green’s
function its Fourier transform is defined as [12]

χR(ω) =
∫ ∞

−∞
dt e−iωt−ηtχR(t) (2.49)

where η is a positive infinitesimal. Using also that

G<(±t) = 1
2π

∫ ∞

−∞
dω e∓iωtG<(ω), (2.50)
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we can write

F
[
iθ(t)G<(t)G>(−t)

]
= iθ(t) 1

(2π)2

∫ ∞

−∞
dω′

∫ ∞

−∞
dω′′

∫ ∞

−∞
dt e−iωt−ηte−iω′teiω′′tG<(ω′)G>(ω′′)

= i
1

(2π)2

∫ ∞

−∞
dω′

∫ ∞

−∞
dω′′

∫ ∞

0
dt ei(ω−ω′+ω′′)t−ηtG<(ω′)G>(ω′′)

= 1
(2π)2

∫ ∞

−∞
dω′

∫ ∞

−∞
dω′′ 1

ω′ − ω′′ − ω − iη
G<(ω′)G>(ω′′).

(2.51)
Taking the limit η → 0 and using the Sokhotski–Plemelj theorem which states that

lim
η→0+

∫ ∞

−∞
dx

f(x)
x− x0 ± iη

= ∓iπf(x0)δ(x− x0) + P.V.
∫ ∞

−∞
dx

f(x)
x− x0

(2.52)

by evaluating the integral over ω′′ we obtain

F
[
iθ(t)G<(t)G>(−t)

]
= 1

(2π)2

∫ ∞

−∞
dω′

∫ ∞

−∞
dω′′ iπG<(ω′)G>(ω′′)δ(ω′ − ω′′ − ω)

+ 1
(2π)2

∫ ∞

−∞
dω′ P.V.

∫ ∞

−∞
dω′′ 1

ω′ − ω′′ − ω
G<(ω′)G>(ω′′)

= i

4π

∫ ∞

−∞
dω′ G<(ω′)G>(ω′ − ω)

+ 1
(2π)2

∫ ∞

−∞
dω′ P.V.

∫ ∞

−∞
dω′′ 1

ω′ − ω′′ − ω
G<(ω′)G>(ω′′).

(2.53)
As mentioned above our aim is to calculate the real part of the admittance from

the response function using eq. 2.44. When using the result of eq. 2.53 in eq. 2.47 we
find that the contribution from the first term in eq. 2.53 to the admittance is purely
real due to the form of the Green’s functions (which we will see more explicitly later)
whereas the second term gives a purely imaginary contribution. Hence we need to
consider only the first term. Using the result for the Fourier transformation and the
relation between correlation function and admittance, we find that the real part of the
admittance in frequency space is given by

ReY (ω) = e2w2

4πω

∫
dε Tr

[
− t̂∗G<

LL(ε− ω)t̂G>
RR(ε) − t̂G<

RR(ε− ω)t̂∗G>
LL(ε)

+t̂∗G<
LL(ε)t̂G>

RR(ε− ω) + t̂G<
RR(ε)t̂∗G>

LL(ε− ω)
+t̂G<

RL(ε− ω)t̂G>
RL(ε) − t̂G<

RL(ε)t̂G>
RL(ε− ω)

+t̂∗G<
LR(ε− ω)t̂∗G>

LR(ε) − t̂∗G<
LR(ε)t̂∗G>

LR(ε− ω)
]
.

(2.54)

As the Green’s functions are evaluated using the unperturbed Hamiltonian we can find
the greater and lesser Green’s functions using the fluctuation-dissipation theorem

G<
ij(ω) = −(GR

ij(ω) −GA
ij(ω))nF (ω) G>

ij(ω) = (GR
ij(ω) −GA

ij(ω))(1 − nF (ω)). (2.55)
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Defining the spectral function Aij(ω, φ) = i(GR
ij(ω, φ) − GA

ij(ω, φ)) (stating explicitly
the φ-dependence), Ar(ω, φ) = ALL(ω, φ) and At(ω, φ) = ALR(ω, φ), and exploiting
that ARR(ω, φ) = Ar(ω,−φ) and ARL(ω, φ) = At(ω,−φ), we can write

ReY (ω) = e2w2

4πω

∫ ∞

−∞
dεTr

[
t̂∗Ar(ε, φ)t̂Ar(ε− ω,−φ) + t̂∗Ar(ε− ω, φ)t̂Ar(ε,−φ)

− t̂At(ε− ω,−φ)t̂At(ε,−φ) − t̂∗At(ε− ω, φ)t̂∗At(ε, φ)
]
(nF (ε− ω) − nF (ε))

= e2w2

4πω

∫ ω

0
dεTr

[
t̂∗Ar(ε, φ)t̂Ar(ε− ω,−φ) + t̂∗Ar(ε− ω, φ)t̂Ar(ε,−φ)

− t̂At(ε− ω,−φ)t̂At(ε,−φ) − t̂∗At(ε− ω, φ)t̂∗At(ε, φ)
]
.

(2.56)
In the last equality sign we used that the Fermi functions are Heaviside step functions
at zero temperature. We also restrict ourselves to considering ω > 0. The real part of
the admittance is an even function as it arises from the imaginary part of the response
function, and one can obtain the result for ω < 0 using this property. In this expression
all quantities are known as the retarded and advanced Green’s functions have already
been evaluated using the Dyson equation. Plugging these into the above expression
yields a sum of terms which all have the same analytic structure. The whole expression
takes up several pages so it will not be presented here in its entirety. Instead it will
suffice to study the first two terms of the integrand in detail. They are given by

πνw∆
−

√
∆2 − (ε+ iη)2

(
π2w2ν2(1 + eiφ) + eiφ

)
(EA − ε+ iη)(EA + ε− iη) +

√
∆2 − (ε− iη)2

(
π2w2ν2(1 + eiφ) + eiφ

)
(EA − ε− iη)(EA + ε+ iη)

 ·

ε ↔ ε− ω

+

πνw∆
−

√
∆2 − (ε+ iη)2

(
π2w2ν2(1 + e−iφ) + e−iφ

)
(EA − ε+ iη)(EA + ε− iη) +

√
∆2 − (ω − iη)2

(
π2w2ν2(1 + e−iφ) + e−iφ

)
(EA − ε− iη)(EA + ε+ iη)

 ·

ε ↔ ε− ε

.

(2.57)

Here we used that the denominators which originate from the retarded and advanced
Green’s functions can be written as products of two simple poles because they are
second order polynomials. To leading order in η the square roots can be expanded as√

∆2 − (ε± iη) = θ(∆ − |ε|)
√

∆2 − ε2 ∓ isign(ε)θ(|ε| − ∆)
√
ε2 − ∆2. (2.58)

Everywhere else in the numerator we can let η = 0. The two terms in eq. 2.57 are
identical apart from the sign of the phase φ, and the rest of the terms appear in similar
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pairs. Considering the first factor in each term of ReY (ω), they can all be written on
the form

B(ε) ≡ z1(ε)z2

(EA − ε+ iη)(EA + ε− iη) − z1(ε)∗z2

(EA − ε− iη)(EA + ε+ iη)

,

(2.59)

where z1(ε) = z′(ε) + iz′′(ε) is a complex function of ε and z2 is a (possibly complex)
common factor. Using

1
ab

= 1
(b− a)

(
1
a

− 1
b

)
, (2.60)

we can split up the denominators as

B(ε, ω) = z2
z′ + iz′′

2ε

(
1

EA − ε+ iη
− 1
EA + ε− iη

)
− z2

z′ − iz′′

2ε

(
1

EA − ε− iη
− 1
EA + ε+ iη

)

= z2

2ε

(
z′ + iz′′

EA − ε+ iη
− z′ − iz′′

EA − ε− iη

)
− z2

2ε

(
z′ + iz′′

EA + ε− iη
− z′ − iz′′

EA + ε+ iη

)
.

(2.61)
The first term in the last line becomes

z2

2ε

(
z′ + iz′′

EA − ε+ iη
− z′ − iz′′

EA − ε− iη

)

= z2

2ε
(z′ + iz′′)(EA − ε− iη) − (z′ − iz′′)(EA − ε+ iη)

(EA − ε)2 + η2

= 2z2

2ε
−iηz′ + iz′′(EA − ε)

(EA − ε)2 + η2 = z2

ε

(
−iπz′δ(EA − ε) + iz′′

EA − ε

)
,

(2.62)

where in the last step the limit η → 0 was taken. The other term gives a similar
contribution so that we finally obtain

B(ε, ω) = z2

ε

(
−iπz′δ(EA − ε) + iz′′

EA − ε

)
− z2

ε

(
−iπz′δ(EA + ε) + iz′′

EA + ε

)
. (2.63)

As the limits on the integral in eq. 2.56 imply that we are only considering 0 < ε < ω
we can discard the term with δ(EA + ε). Hence

B(ε, ω) = z2

ε

(
−iπz′δ(EA − ε) + iz′′

EA − ε
− iz′′

EA + ε

)

= z2

ε

(
−iπz′δ(EA − ε) + 4iz′′ε

E2
A − ε2

)
.

(2.64)

Reinstating the frequency dependence of z′ and z′′ and multiplying this term by the
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contribution from B(ε− ω) yields

B(ε)B(ε− ω) = z2
2

ε(ε− ω)

(
− 4ε(ε− ω)z′′(ε)z′′(ε− ω)

(ε2 − E2
A)((ε− ω)2 − E2

A)

+ 2πεz
′′(ε)z′(ε− ω)
ε2 − E2

A

δ(EA + ε− ω) + 2π (ε− ω)z′′(ε− ω)z′(ε)
(ε− ω)2 − E2

A

δ(EA − ε)

− π2z′(ε)z′(ε− ω)δ(EA − ε)δ(EA + ε− ω)
)

= 1© + 2© + 3© + 4©.
(2.65)

For each term with a given z2 there is an identical term with z∗
2 multiplied by the

same factor (also seen in eq. 2.57), so when adding them we do get a real number
as postulated earlier. The four terms in the above expression give rise to different
contributions to the admittance which all have a physical interpretation.

g.s

EA

∆

1© 2©

Figure 2.4: Single-particle excitation spectrum of the QPC in the absence of quasiparticles.
The Andreev level is spin-degenerate and two quasiparticles of opposite spin can hence occupy
this state.

Adding all terms with the structure 1© we get

ReY1(ω) = e2τ

πω

∫ ω

0
dε

√
ε2 − ∆2

ε2 − E2
A

√
(ω − ε)2 − ∆2

(ω − ε)2 − E2
A

ε(ω − ε)
(

1 − ∆2 cos(φ) + ∆2 − E2
A

ε(ω − ε)

)
θ(|ε| − ∆)θ(|ε− ω| − ∆)

= G
θ(ω − 2∆)

ω

∫ ω−∆

∆
dε ρ(ε)ρ(ω − ε)|zε,ω|2,

(2.66)
where following ref. [5] we defined the quantities ρ(ε) = ε

√
ε2 − ∆2/(ε2 − E2

A) and
|zε,ω|2 = 1 − (∆2 cos(φ) + ∆2 − E2

A)/ε(ω − ε) which are reminiscent of an occupation
factor (or density of states) and a transition matrix element. The second contribution
comes from 2© and 3©

ReY2(ω) = πG
θ(ω − EA − ∆)

ω

√
∆2 − E2

Aρ(ω − EA)|zEA,ω|2, (2.67)
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Figure 2.5: The three terms contributing to Re Y (ω) for τ = 0.9, ∆ = 1 and φ = 2.8. The
δ−function in Y3 has been given a finite width to make it visible by using a finite value of
η. This also means that the height of the peak is arbitrary. The gridlines are located at
frequencies ω3 = 2EA, ω2 = EA + ∆ and ω1 = 2∆.

and from terms of the form 4© we obtain

ReY3(ω) = π2G
(∆2 − E2

A)(E2
A − ∆2 cos(φ))

2E3
A

δ(ω − 2EA). (2.68)

This concludes our calculation of the real part of the admittance and a plot of the
three different contributions can be seen in fig. 2.5. If needed, the corresponding imag-
inary part can be determined using equation 2.53 or from eqs. 2.66-2.68 by invoking
the Kramers-Kronig relations because the admittance is analytic in the upper complex
half plane (as it arises from a retarded Green’s function which has poles in the lower
half plane).

Using eq. 1.27 we can directly relate ReY to the absorbed power by inserting that
φ1 = eV0/ω

〈P 〉 = φ2
1

2e2ω
2 ReY. (2.69)

The related transition rate which is also the absorption rate of photons is obtained as
Γ = 〈P 〉/~ω, so that (reinstating ~)

Γ = φ2
1

2e2~|ω| ReY. (2.70)

We can now give an estimate of the order of magnitude of the absorption rate. The
frequency is ~ω ∼ ∆ where taking Al as an example ∆ = 3.4·10−4eV. The contributions
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to ReY are on the order of G0 = 2e2/h, and we are studying the regime of linear
response where φ1 � 1, so taking φ1 = 10−2 we obtain

Γ ∼ φ2
1
∆
h

∼ 8 · 106s−1. (2.71)

The different contributions to the admittance can be interpreted as arising from pro-
cesses where the absorption of a photon causes the creation of a pair of quasiparticles
whereby the system ends up in an excited state. The excitation spectrum is schemat-
ically depicted in fig. 2.4. Y1 has threshold frequency ω = 2∆ and arises from the
process where two quasiparticles are created in the superconducting continuum. This
corresponds to two of the process denoted 1© in fig. 2.4.

Y2 has threshold frequency ω = ∆ + EA and arises from the creation of one quasi-
particle in the bound state and one in the continuum; 1©+ 2© in fig. 2.4. Finally, Y3
which is only nonzero for ω = 2EA is associated with the creation of two quasiparti-
cles of opposite spin in the bound state. In fig. 2.6 we plot the magnitude of ReY3
for ω = 2EA, and from this we see that the absorption due to this excitation process
increases as the bound states move deeper into the gap and approach zero energy.

In later chapters we will get back to the reason why all absorption processes are
related to creation of quasiparticle pairs and never single quasiparticles. But in this
simple system it is not surprising, as in the BCS-ground state (which is modified by
the negative energy Andreev level), quasiparticles can only be provided by splitting a
Cooper pair which results in the creation of two quasiparticles. Having established a
formalism which allows us to calculate and interpret the admittance of a Josephson
junction when the Green’s functions are known, we are now ready to tackle more
complicated models, and in the next chapter we will proceed by studying an S-QD-S
junction.

25



0.20.40.60.8

0
2

4
6

0

2

4

τ
φ

R
eY

3(
2E

A
/∆

)/
G

Figure 2.6: Magnitude of Re Y3(ω = 2EA/∆). It is clear that the contribution to the dissipa-
tive admittance arising from the creation of two quasiparticles in the Andreev bound state
increases drastically as the bound state approaches zero energy, which happens for τ = 1 and
φ = π. We thus expect the absorption to be largest when the bound states are deep inside
the gap.
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Chapter 3

Magnetic impurity

In this chapter we calculate the response function for a Josephson junction described by
the Anderson model using the method of the previous chapter. This reveals information
about the photon absorption properties of an S-QD-S junction which has a bound state
spectrum exhibiting richer features compared to the simple, spin-degenerate Andreev
bound states. Prior to this, we will calculate the Green’s functions and study the
subgap states in some detail to gain insight into the most important properties of the
system.

3.1 Green’s functions
We consider a Josephson junction with an interacting quantum dot between the two
superconducting leads described by the Anderson model with Hamiltonian [18]

H = HLR +HT +Hd

HLR =
∑
αkσ

ξkσc
†
αkσcαkσ −

∑
αk

(
∆αc

†
αk↑c

†
α−k↓ + ∆∗

αcα−k↓cαk↑
)

HT =
∑
αkσ

(tαc†
αkσdσ + t∗αd

†
σcαkσ)

Hd =
∑

σ

ξdd
†
σdσ + Und↑nd↓.

(3.1)

Due to the quartic interaction term, this problem is not exactly solvable. To simplify
it sufficiently to allow for an analytic treatment, we restrict ourselves to considering
the Coulomb diamond where the dot is occupied by a single electron. This is a good
approximation in the case where the doubly occupied states are well separated in energy
from the singly occupied ones, which requires ∆/U � 1, where U is the strength of the
Coulomb interaction. By performing a Schrieffer-Wolff transformation, one can then
describe the system in terms of an effective cotunneling model. In the cotunneling
regime transport across the quantum dot due to sequential tunneling is blocked and
only higher-order cotunneling processes couple the dot and leads. We will not go
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through the Schrieffer-Wolff transformation here as detailed treatments are already
given elsewhere, see [19] and [20]. The resulting Hamiltonian is H = HLR +HJ +HW

with HLR given in eq. 3.1 and

HJ =
∑

i=x,y,x
αkσ,α′k′σ′

Jαα′Sic†
αkστ

i
σσ′cα′k′σ′ (3.2)

HW =
∑

αkσ,α′k′
Wαα′c†

αkσcα′k′σ. (3.3)

Here τ i are the Pauli matrices, and α ∈ (L,R) is the lead index. HJ describes the
exchange interaction with the impurity spin, (which acts as a magnetic impurity) and
HW gives the potential scattering. To simplify the model further, we will employ the
classical spin approximation where the spin of the magnetic impurity is assumed to be
fixed in the ẑ−direction, and is hence treated as a classical variable. In this case HJ

becomes
HJ =

∑
αkσ,α′k′

Jαα′Sσc†
αkσcα′k′σ. (3.4)

We use the results of ref. [18] to parametrize the couplings Jαα′ and Wαα′ by an
angle θ which determines the coupling asymmetry between the leads. Furthermore we
will as in the last chapter perform a gauge transformation to transfer the (constant)
phase dependence from the superconducting order parameter to the coupling constants
tα. Hence the matrices W = WΘ and J = JΘ in lead space are given by

Θ =
(

cos2(θ) sin(θ) cos(θ)eiφ/2

sin(θ) cos(θ)e−iφ/2 sin2(θ)

)
. (3.5)

For θ = π/4 the coupling is symmetric and small angles θ � 1 correspond to a dot
which is strongly coupled to the left lead and weakly coupled to the right lead. With
these definitions the interaction strengths arising from the Schrieffer-Wolff transforma-
tion are given by

J = 4
1 − x2

t2L + t2R
U

and W = 2x
1 − x2

t2L + t2R
U

. (3.6)

The parameter x ∈ (−1, 1) is given by x = 1 + 2ξd/U and is to be understood as the
gate voltage determining the displacement from the particle-hole-symmetric point in
the middle of the oddly occupied Coulomb diamond. In the Green’s functions we wish
to express the strength of the potentials in terms of a dimensionless parameter. Hence
we define the dimensionless quantitites g = πνFJS and w = πνFW so that

w = c
2x

1 − x2 , g = c
4

1 − x2 with c = πνF
t2L + t2R
U

. (3.7)

Physically c is the dimensionless strength of the exchange interaction in the particle-
hole symmetric point where w = 0.
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As was the case for the weak-link junction, we wish to do the calculations in Nambu
space. However, it turns out (quite subtlely) that we can no longer use the same
two-Nambu spinor as was used previously, ψ†

αk =
(
c†

αk↑ cα−k↓

)
. Even though it is

possible to write the Hamiltonian in this basis, it limits us to consider only spin up-
quasiparticles, and hence we would not find the full solution to the problem. This was
not an issue in the QPC due to the Andreev bound states being spin-degenerate. To
remedy this we use the spin-indexed Nambu-spinors

ψ†
αkσ =

(
c†

αkσ, cα−kσ̄

)
and ψαkσ =

 cαkσ

c†
α−kσ̄

 . (3.8)

In spin-dependent problems, four-Nambu spinors are often used, as this is necessary if
spin-flip processes are to be considered, eg. if one wishes to go beyond the classical-
spin approximation and consider a quantum mechanical treatment of the impurity spin
(see [18]). However, in the classical spin approximation, even if four-spinors are used
the Green’s functions turn out to be spin-diagonal as our Hamiltonian contains no
spin-flip terms. Using the classical spin-approximation enables us to use two-spinors
and find an exact solution to the problem at the cost of loosing the ability to describe
the effects of the quantum mechanical nature of the impurity spin. In this basis the
superconducting part of the Hamiltonian has the same form as what we have previously
seen, whereas HJ contributes with a spin-dependent interaction (as is already visible
from the Hamiltonian above), but apart from that the form of the Hamiltonian is
similar to what we have previously studied and is given by

H =1
2
∑
αkσ

ψ†
αkσmSC

kσ ψαkσ + 1
2
∑
kk′σ

ψ†
LkσwR

LσψLk′σ+ (3.9)

1
2
∑
kk′σ

ψ†
RkσwR

RσψRk′σ + 1
2
∑
kk′σ

(ψ†
LkσwT

σψRk′σ + h.c.). (3.10)

Where
mSC

kσ =
(

ξk −σ∆
−σ∆ −ξk

)
. (3.11)

The backscattering (reflection) in the indidvidual leads is described by

wR
Lσ =

(
JSσ +W 0

0 JSσ −W

)
cos2(θ) (3.12)

and
wR

Rσ =
(
JSσ +W 0

0 JSσ −W

)
sin2(θ). (3.13)

Furthermore

wT
σ =

(
(JSσ +W )eiφ/2 0

0 (JSσ −W )e−iφ/2

)
cos(θ) sin(θ) (3.14)
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describes tunneling between the leads. We should now determine an equation for the
Matsubara Green’s functions which are diagonal in spin space and defined as

Gαα′,σ(τ − τ ′) = −
∑
kk′

〈Tτψαkσ(τ)ψ†
α′k′σ(τ ′)〉. (3.15)

There is a complication due to the use of spin-dependent Nambu spinors which means
that we can’t directly generalize the Dyson equation for the QPC to this case even
though the form of the Hamiltonian is very similar. Namely that they don’t obey the
ordinary fermionic commutation relations. Instead we find that

{ψ†
αkσ, ψβk′σ′} = δα,βδk,k′δσ,σ′τ0 {ψαkσ, ψβk′σ′} = δα,βδk,−k′δσ,σ̄′τx. (3.16)

In the equation of motion for the Green’s function we are calculating the quantity
[H,ψαkσ](τ)ψ†

αk′σ′(τ ′), so we follow ref. [20] and evaluate the commutator with the
Hamiltonian using the modified commutation relations given above. To this end we
also note that we can write the Hamiltonian compactly as

H = 1
2

∑
αα′,kk′,σ

ψ†
αkσmαα′,kk′,σψα′k′σ. (3.17)

The commutator is then[
H,ψαkσ

]
= 1

2
∑

ββ′,pp′,σ′

(
ψ†

βpσ′mββ′,pp′,σ′ψβ′p′σ′ψαkσ − ψαkσψ
†
βpσ′mββ′,pp′,σ′ψβ′p′σ′

)

= 1
2

∑
ββ′,pp′,σ′

(
ψ†

βpσ′mββ′,pp′,σ′(δα,β′δk,−p′δσσ̄′τx − ψαkσψβ′p′σ′)−

(δα,βδk,pδσσ′τ0 − ψ†
βpσ′ψαkσ)mββ′,pp′,σ′ψβ′p′σ′

)
.

(3.18)
We use that

τxmββ′,pp′,σ = −mββ′,pp′,σ̄τx,

ψαkστx = ψα−kσ̄

and
mββ′,pp′,σ = mβ′β,p′p,σ = mββ′,−pp′,σ = mββ′,−p−p′,σ

to obtain [
H,ψαkσ

]
= −1

2
∑
βp

(
ψβpσ̄σxmβα,p−k,σ + mαβ,kp′,σψβp′σ

)
= −

∑
βp

mαβ,kp,σψβpσ.
(3.19)

This has the characteristic form which we expect to see in the equation of motion
for a bilinear Hamiltonian and is what we would have obtained if the Nambu spinors
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had obeyed the usual fermionic commutation relations. Hence we can immediately
generalize our result from the equation of motion-calculations for the QPC to find that
in the full, combined lead and Nambu space the Dyson equation for the Matsubara
Green’s function is given by:

Gσ(iωl) = G̃0σ(iωl) + G̃0σ(iωl)ΣσGσ(iωl), (3.20)

where G̃0,αα′σ(iωl) = G̃0,ασ(iωl) = (1 − G0σ(iωl)wR
ασ)−1G0σ(iωl) is diagonal in lead space

and G0σ(iωl) is the bare Nambu Green’s function for the BCS-Hamiltonian which is
now spin-dependent (∆ → σ∆). The spin-dependent self-energy is

Σσ =
(

0 wT
σ

(wT
σ )† 0

)
. (3.21)

From the Matsubara Green’s function we can then as usual obtain the retarded
and advanced Green’s functions by analytical continuation. We are also interested in
the bound state energies which are obtained as the poles of the Green’s function. The
denominator of the retarded Green’s function is given by

Dσ(ω + iη) = (1 + χu)∆2 − (1 + u)(ω + iη)2 + 2gσω
√

∆2 − (ω + iη)2, (3.22)

where u = w2 − g2 and χ = 1 − sin2(2θ) sin2(φ/2). We find the bound state energies
by letting η → 0 in the denominator, equating it to zero and solving for ω

0 = (1 + χu)∆2 − (1 + u)ω2 + 2gσω
√

∆2 − ω2 (3.23)
⇒ −(1 + χu)∆2 + (1 + u)ω2 = 2gσω

√
∆2 − ω2 (3.24)

⇒ ((1 + χu)∆2 − (1 + u)ω2)2 = 4g2ω2(∆2 − ω2). (3.25)

Solving the last equation in the expression above for ω2 yields

E2
± = ∆2 2g2 + (1 + u)(1 + χu) ± 2g

√
g2 + u(1 − χ)(1 + χu)

4g2 + (1 + u)2 . (3.26)

In order to find the solutions for E we must fix the signs so that eq. 3.24 is also satisfied,
which introduces a spin-dependency of the bound state energies. Dividing both sides
of eq. 3.24 by ∆2 reveals that the sign of the left hand side for E± is determined by
the quantity

s± = sign
(
g(u− 1 − 2uχ) ± (1 + u)

√
g2 + u(1 − χ)(1 + uχ)

)
. (3.27)

A graphical analysis reveals that this is the same as

s− = −sign(1 + χu) and s+ = sign(u) (3.28)

31



for g > 0. We can then write the bound state energies as

E±σ = s±σ∆√
(1 + u)2 + 4g2

(
2g2 +(1+χu)(1+u)±2g

√
g2 + u(1 − χ)(1 + χu)

)1/2
. (3.29)

We now see that adding a spin-dependent potential to our model breaks the spin
degeneracy of the bound states, and we get four distinct bound state energies which
can each be occupied by a single quasiparticle of a specific spin. We remind ourselves
that the origin of the potential scattering term w is the Coulomb repulsion on the
quantum dot. For this reason, whenever w 6= 0 (x 6= 0) particle-hole symmetry is
broken. In fig. 3.1 we plot some of the normal (diagonal) components of the spectral
function A(ω) = −2 ImGR(ω + iη). Here we see how the divergence of the density of
states at the superconducting gap is removed and that the spectral function exhibits
discrete peaks at the bound state energies. The breaking of particle-hole symmetry
for x 6= 0 is seen in the spectral function getting asymmetric. It should be noted, that
even though particle-hole symmetry is broken, there is still a well-defined equivalence
between the creation of a spin-up quasiparticle at positive energy, and the removal of
a spin-down quasiparticle (creation of a spin-up hole) at negative energies. We will
elaborate on this in section 4.1.

We will now study the bound states in some detail to understand how they should
be interpreted. If we allow w and g to vary freely instead of using the parametrization
in eq. 3.7 in terms of the displacement from the particle-hole symmetric point, we
can gain some intuition about the nature of the bound states. By setting g = 0 and
θ = π/4 in eq. 3.29 the subgap states reduce to the Andreev bound states E±σ =
±σ∆

√
1 − τ sin2(φ/2) with τ = w2/(1 +w2). If we then add a small exchange coupling

g � w, we see that the effect of this is to split the spin-degenerate Andreev level into
two bound states with different spin. This is seen in fig. 3.2, and as expected the states
with spin-up are pushed up in energy and those with spin-down are pushed down in
energy by the exchange interaction. We will see later that a similar result is obtained
when applying a magnetic field in the +ẑ−direction to a noninteracting quantum dot.
Note that strictly speaking this regime is not included in our model, as to reach the
oddly occupied regime where the effective cotunneling model is valid, one has to use the
correct parametrization in terms of the displacement from the particle-hole symmetric
point x = 0. Hence we can not by varying x go continously from the case of spin-split
ABS for weak exchange interaction to the effective cotunneling model. However, we
will see later that when treating interaction with the magnetic impurity as a scattering
problem, we can reach both regimes when varying the strength of the magnetic and
non-magnetic parts of the scattering potential.

Our model exhibits two different branches of bound states - E+σ and E−σ. This
is related to the fact that what we are studying is a two-channel problem, where for
φ 6= 0 the two channels are coupled which is shown in appendix C. The two channels
arise from the even and odd combinations of electrons in the left and right lead. After
a diagonalization of the cotunneling part of the Hamiltonian, only the even sector
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Figure 3.1: Normal components of the spectral function for the left lead for the parameters
c = 1, φ = 3π/4, η = 0.02 and θ = π/4. In a) and b) in the particle-hole symmetric point
x = 0 and in c) and d) for x = 0.7. The spectral functions exhibit peaks at the bound
state energies, and we see that the divergence of the density of states at ∆ characteristic
for homogeneous superconductors is no longer present. In c) and d) particle-hole symmetry
is broken, which is seen in the asymmetry of the spectral function where peaks from the
electron- and hole-sector of the spectral function have different heights.
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appears here. As we will see shortly the bound states E+σ are absent for φ = 0, and we
can conclude that they arise from the odd sector and require a coupling between the
two sectors to form. In this sense they are reminiscent of the Andreev bound states,
which also require two superconductors with non-zero phase bias which are coupled by
a tunneling mechanism. In contrast, the bound states E−σ are present even for φ = 0
and arise from the even sector. These states can cross zero energy as the phase or the
strength of the exchange interaction are varied.

To understand the YSR-state and the meaning of the zero-energy crossing, we
consider the case of φ = 0 and x = 0. Here only the YSR-state with energy E−σ =
−∆σ 1−g2

1+g2 is present. This is the expression first obtained by Yu, Shiba and Rusinov
([2], [3] and [4]). The bound state energies are plotted in fig. 3.4 a) as a function of
coupling strength. At g = 0, the impurity spin is unscreened and the ground state is
a BCS state where all electrons are bound in Cooper pairs. If we had been studying a
quantum mechanical impurity spin and not a classical one, this state would have been
a doublet state with a single unpaired electron [18]. As the coupling is increased, a
spin-down subgap state forms and its energy decreases towards zero. This happens
because the energy gained by having a single quasiparticle in the system which screens
the impurity spin increases with increasing coupling strength. The same happens for
a subgap state at E < 0 related to the removal of a quasiparticle of opposite spin. At
some point (g = gcrit) the exchange coupling gets so large that the energy gained by
screening the impurity with a quasiparticle of opposite spin exceeds the energy cost
of having an unpaired quasiparticle in the lead (which is the pairing energy ∆). At
this value of g = gcrit the YSR-states cross zero energy, and this crossing signifies a
change of ground state. For strong coupling the ground state has a single unpaired
quasiparticle localized near the impurity. For a classical spin, the screening can only
be partial, but in a quantum mechanical treatment, this would be a fully screened
singlet state. This is shown in ref. [18] for a perturbative expansion in the exchange
interaction.

For a classical spin Balatsky, Vekhter and Zhu [21] write the wave functions for
these two states in terms of the BCS ground state (excluding the classical spin which
just acts as a local magnetic field in their description). For g < gcrit the ground state
can be written as a product of states with zero and one Cooper pair

|Φ0〉 =
∏

i

(ui + vic
†
ic

†
−i) |0〉 . (3.30)

Here i > 0 is the basis which diagonalizes the Hamiltonian (we will later see explicitly
what this basis is), and a state with −i is a time-reversed state, which for the bound
states just has opposite spin. The state labelled i = 1 is the excited state with the
lowest energy, which is the screened state. This is as mentioned the state with a single
spin-down quasiparticle residing near the dot which screens the impurity spin so that
they form a singlet-like bound state, namely

|Φ1〉 = γ†
−1 |Φ0〉 , (3.31)
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Figure 3.2: For a finite w = 1 and small exchange coupling g = 0.2 the Andreev bound states
become spin-split. We have used θ = π/4.

where γ†
i is the Bogoliubov quasiparticle creation operator. At g > gcrit where the

subgap states cross zero energy, the ground state changes so that |Φ1〉 is the new
ground state, and |Φ0〉 becomes an excited state. The ground state changes parity at
the phase transition, as the number of unpaired electrons changes.

For a finite value of φ all four bound states are present. In fig. 3.3 we show
the bound state energies as a function of phase difference for two different coupling
strengths in the particle-hole symmetric point x = 0. In fig. 3.3 a) the exchange
coupling is weak (c = 0.1), and bound the states with spin down (up) remain above
(below) zero energy for all values of φ in accordance with the description given above.
When increasing the coupling strength to c > ccrit, as seen in fig. 3.3 b) (c = 0.3,)
the screened state is the groundstate for φ = 0. The excited YSR-state E−↑ is related
to the creation of a spin-up quasiparticle or equivalently the removal of one with spin-
down (due to particle-hole symmetry). That is, in the first excited state the impurity is
unscreened. The YSR-states approach zero from above and below and eventually cross.
The value of φ where this happens approaches π if the coupling strength is increased.
From this we see that we can also obtain the change of ground state mentioned above
by keeping the coupling strength constant and varying the phase. Increasing the value
of x to move away from the particle-hole symmetric point has the effect of breaking the
degeneracy at φ = π and increasing the phase where the ground state changes towards
φ = π, see fig. 3.4 b). This can also be achieved by adding a coupling asymmetry
θ 6= π/4.
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Figure 3.3: Bound state energies as a function of phase difference in the particle-hole sym-
metric point x = 0. We also consider symmetric coupling between the leads and the dot
θ = π/4. In a) the exchange coupling is weak, c = 0.1. In b) we see that when the coupling
strength is increased (c = 0.9) the state E−↓ (E−↑) is pushed down (up) in energy at φ = 0,
and that the states E−σ cross zero energy at approximately φ ' π/2 where the ground state
changes.
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Figure 3.4: a) Bound state energies as a function of coupling strength for x = 0, φ = 0 and
θ = π/4. At the critical coupling strength c = ccrit the excited state with a single quasiparticle
with spin down screening the impurity spin crosses zero energy an becomes the new ground
state. b) Bound state energies as a function of phase difference for intermediate coupling
(c = 0.3 and θ = π/4) away from the particle-hole symmetric point (x = 0.5). This breaks
the degeneracy of the subgap states at φ = π.
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3.2 Josephson current
We will start by considering the current across the junction in the case where there is
a constant phase difference between the leads. We have already derived an expression
for the expectation value of the current in a QPC in eq. 2.27, and the result is readily
generalized to the present case where the Green’s functions are spin-dependent

〈Î(t)〉0 = −e

2
∑

σ

∫ ∞

−∞

dω

2π Tr
[
τ 3(wT

σG
<
RL,σ(ω) − (wT

σ )∗G<
LR,σ(ω))

]
(3.32)

where the factor of 1/2 in front accounts for double-counting introduced by the spin
sum. We will here consider only the current carried by the bound states. Using the
fluctuation-dissipation theorem, at zero temperature we obtain

〈Î(t)〉0 = −
∑

σ

∫ 0

−∆
dω

i

4πe∆
2(w2 − g2) sin2(2θ) sin(φ)Dσ(ω − iη) −Dσ(ω + iη)

Dσ(ω + iη)Dσ(ω − iη)

= −
∑

σ

∫ 0

−∆
dω

i

4πe∆
2(w2 − g2) sin2(2θ) sin(φ)2i Im

(
1

Dσ(ω − iη)

)

=
∑

σ

∫ 0

−∆
dω

1
2e∆

2(w2 − g2) sin2(2θ) sin(φ)
(
δ(ω − E+σ)
D′

σ(E+σ) + δ(ω − E−σ)
D′

σ(E−σ)

)

= e∆2(w2 − g2)
2 sin2(2θ) sin(φ)

∑
σ

(
θ(−E+σ)
D′

σ(E+σ) + θ(−E−σ)
D′

σ(E−σ)

)
.

(3.33)
The Josephson current is plotted in fig. 3.5 as a function of phase difference φ

for the different values of θ and c in the particle-hole symmetric case w = 0. We see
that depending on the parameters the junction can exhibit both 0− and π−junction
behaviour. To understand the difference between the two types of Josephson junctions,
we consider a junction in the tunnel limit with a simple sinusoidal current-phase relation
I = Ic sin(φ), where Ic is the ciritical current. The energy stored in the Josephson
junction (Josephson energy) as a function of phase difference is the time-integral of the
power P = IV [9]. We find that

E(φ) =
∫ t

0
dt IV = Ic~

2e

∫ t

0
dt sin(φ)φ̇

= Ic~
2e

∫ φ

0
dφ sin(φ) = −EJ cos(φ).

(3.34)

When this relation applies, we easily see that the Josephson energy has a single
minimum for φ = 0 as long as the critical current is positive. At this minimum of the
Josephson energy the junction is in the ground state and the current across it is I = 0.
The current is also zero for φ = π, but this is a local maximum of the Josephson energy.
In this case the slope of the current will be positive for φ = 0 and negative for φ = π.
However, in some cases the critical current can be negative, which corresponds to a
shift of π of the phase in the relations above, so that I = |Ic| sin(φ+ π). We refer to
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Figure 3.5: Equilibrium current for x = 0 and different values of c and θ. The green curve
corresponds to a 0−junction, the red curve a π−junction, the blue curve a 0′−junction and
the purple curve a π′−junction.

this as a π−junction. Then φ = 0 is a maximum of the Josephson energy and φ = π is
the ground state. The slope of the current will then be negative for φ = 0 and positive
for φ = π.

It is also possible to have a junction with energy minima at both 0 and π, in which
case the slope of the current is positive in both points and I is a discontinuous function
of the phase. These are denoted 0′−junctions (global minimum at φ = 0 and local
minimum at φ = π) and π′−junctions (vice versa). All four types of junctions can
be obtained in our model by varying c, x and θ as seen in fig. 3.5. We note that the
transition from a 0−junction to π-junction is related to the change of ground state when
increasing the exchange interaction. When the impurity spin is unscreened (screened)
in the ground state for all values of φ we have a π−junction (0−junction). The 0′−
and π′-junctions arise for the range of parameters where the bound states E−σ cross
zero energy as φ is varied. If one wishes to experimentally determine which state the
system is in, this is often done my determining whether it exhibits 0− or π−junction
behaviour. The results in this section reproduces those of [18] and hence also serves
as a check that our Green’s functions and expressions for the bound state energies are
correct.

3.3 Admittance
Having obtained knowledge about the properties of the system in equilibrium, we will
now move on to consider the linear response of the system when a harmonic voltage
bias is applied. To this end we generalize the calculations of the previous chapter.
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We start by considering the current operator, this time working with a spin-dependent
one. The spin sum is carried out at a later stage, so that I = ∑

σ Iσ with Iσ = eṄLσ

and NLσ = ∑
k c

†
kLσckLσ. We also consider the current operator in terms of electron

operators and introduce the Nambu Green’s functions later. Hence we need to calculate
ṄLσ = i[H,NLσ] for the Hamiltonian given in eq. 3.3 in the classical spin approximation
(using again units where ~ = 1). The relevant commutators are:

∑
αkσ

∑
k′
ξkσ[c†

αkσcαkσ, c
†
Lk′σ′cLk′σ′ ] = 0 (3.35)

∆
∑
αk

∑
k′

[c†
αk↑c

†
α−k↓, c

†
Lk′σ′cLk′σ′ ] (3.36)

= ∆
∑

k

(c†
L−kσc

†
Lk↑δσ↓ − c†

Lkσc
†
L−k↓δσ↑) (3.37)

∆∗∑
αk

∑
k′

[cα−k↓cαk↑, c
†
Lk′σ′cLk′σ′ ] (3.38)

= ∆∗∑
k

(cL−k↓cLkσδσ↑ − cLk↑cL−kσδσ↓) (3.39)∑
αα′kk′σ

∑
k′
JSσΘαα′ [c†

αkσcα′k′σ, c
†
Lk′′σ′cLk′′σ′ ] (3.40)

= JSσ′∑
kk′

(ΘRLc
†
Rkσ′cLk′σ′ − ΘLRc

†
Lkσ′cRk′σ′). (3.41)

The contributions arising from the fact that the BCS-Hamiltonian does not conserve
particle number will again be neglected. The potential scattering term in the Hamil-
tonian contributes with a term similar to the last one in the above equation so that we
obtain the current operator

Iσ = ie
∑
kk′

((tRLσc
†
RkσcLk′σ − tLRσc

†
LkσcRk′σ)), (3.42)

where we defined tRLσ = (JSσ+W ) sin(θ) cos(θ)e−iφ/2 = t∗LRσ. As the current operator
and the Hamiltonian have forms similar to what we considered for the quantum point
contact we again have that the linear response of the system to a harmonic time-
dependent voltage bias is associated with the current-current correlation function given
in eq. 2.41, the only difference being that it is now a spin-dependent quantitiy. We
will again restrict ourselves to considering the part of the response function which
contributes to the real part of the admittance:

χσσ′(t) = ieθ(t)
∑
kp

∑
k′p′

〈[tLRσc
†
Lkσ(t)cRpσ(t) − tRLσc

†
Rpσ(t)cLkσ(t),

tLRσ′c†
Lk′σ′(0)cRp′σ′(0) − tRLσ′c†

Rp′σ′(0)cLk′σ′(0)]〉0.

(3.43)
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The commutator consists of four individual terms which are each evaluated using
Wick’s theorem. The first term is given by

∑
kp

∑
k′p′

〈[tLRσc
†
Lkσ(t)cRpσ(t), tLRσ′c†

Lk′σ′(0)cRp′σ′(0)]〉

= tLRσtRLσ′
∑
kp

∑
k′p′

(〈c†
Lkσ(t)cRp′σ′(0)〉〈cRpσ(t)c†

Lk′σ′(0)〉

− 〈c†
Lkσ(t)c†

Lk′σ′(0)〉〈cRpσ(t)cRp′σ′(0)〉
− 〈c†

Lk′σ′(0)cRpσ(t)〉〈cRp′σ′(0)c†
Lkσ(t)〉

+ 〈c†
Lk′σ′(0)c†

Lkσ(t)〉〈cRp′σ′(0)cRpσ(t)〉).

(3.44)

From the three remaining terms in the commutator we get similar contributions. We
now wish to write this in terms of the local (momentum summed) greater and lesser
Nambu Green’s functions for the system. They are given by

G<
αβ,σσ′(t) = i

∑
kk′

 〈c†
βk′σ′(0)cαkσ(t)〉 〈cβ−k′σ̄′(0)cαkσ(t)〉

〈c†
βk′σ′(0)c†

α−kσ̄(t)〉 〈cβ−k′σ̄′(0)c†
α−kσ̄(t)〉

 (3.45)

G>
αβ,σσ′(t) = −i

∑
kk′

 〈cαkσ(t)c†
βk′σ′(0)〉 〈cαkσ(t)cβ−k′σ̄′(0)〉

〈c†
α−kσ̄(t)c†

βk′σ′(0)〉 〈c†
α−kσ̄(t)cβ−k′σ̄′(0)〉

 . (3.46)

Using this, we can write eq. 3.44 as

tLRσtLRσ′

(
G<

RL,σ′σ(−t)1,1G
>
RL,σσ′(t)1,1 −G<

LL,σ̄′σ(−t)2,1G
>
RR,σσ̄′(t)1,2

+G<
RR,σσ̄′(t)1,2G

>
LL,σ̄′σ(−t)2,1 −G<

LR,σ̄σ̄′(t)2,2G
>
LR,σ̄′σ̄(−t)2,2

)
.

(3.47)

When proceeding, we will use that as mentioned above the retarded and advanced
Green’s functions and hence also the greater and lesser ones are diagonal in spin space
so that G≶

αβ,σσ′(t) = G≶
αβ,σ(t)δσσ′ . This also makes the response function diagonal in

spin. Including all terms in the commutator in 3.43, we find that we can express the
correlation function as a trace in Nambu space

χσ(t) = ieθ(t) Tr
[
t∗

σG
>
LLσ(−t)tσG

<
RRσ(t) − t∗

σG
<
LLσ(−t)tσG

>
RRσ(t)

+ tσG
<
RLσ(−t)tσG

>
RLσ(t) − t∗

σG
<
LRσ(t)t∗

σG
>
LRσ(−t)

]
,

(3.48)

where we defined

tσ =
(

(W + JSσ)eiφ/2 0
0 (W − JSσ)e−iφ/2

)
sin(θ) cos(θ). (3.49)
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We will now Fourier transform 3.48. This is done using the results of section 2.3. We
repeat here the main result necessary to carry out the Fourier transformation

F
[
iθ(t)G<(t)G>(−t)

]
= 1

(2π)2

∫ ∞

−∞
dω′

∫ ∞

−∞
dω′′ iπG<(ω′)G>(ω′′)δ(ω′ − ω′′ − ω)

+ 1
(2π)2

∫ ∞

−∞
dω′ P.V.

∫ ∞

−∞
dω′′ 1

ω′ − ω′′ − ω
G<(ω′)G>(ω′′)

= i

4π

∫ ∞

−∞
dω′ G<(ω′)G>(ω′ − ω)

+ 1
(2π)2

∫ ∞

−∞
dω′ P.V.

∫ ∞

−∞
dω′′ 1

ω′ − ω′′ − ω
G<(ω′)G>(ω′′).

(3.50)
We should now remind ourselves that we are only interested in the real part of the

admittance, and that we have the relation Y (ω) = ie
ω
χ(ω) between the reponse function

and the admittance. In eq. 3.50 we have two different terms which contribute to the
admittance. As was the case for the QPC, the first term in the above expression gives
a purely real contribution to the admittance, whereas the second term is an imaginary
contribution. From this we also see that the two contributions are related through the
Kramers-Kronig relations as expected. Using the expression for the Fourier transform
of χ(t) we find that the real part of the admittance is given by

ReYσ(ω) = e2

4πω

∫ ∞

−∞
dε Tr

[
− t∗

σG
<
LLσ(ε− ω)tσG

>
RRσ(ε) + tσG

<
RRσ(ε)t∗

σG
>
LLσ(ε− ω)

+ tσG
<
RLσ(ε− ω)tσG

>
RLσ(ε) − t∗

σG
<
LRσ(ε)t∗

σG
>
LRσ(ε− ω)

]
.

(3.51)
As we are calculating the linear response of the system, all quantities in the above

equation are equilibrium quantities, and we can use the fluctuation-dissipation theorem
to find the greater and lesser Green’s functions. This yields

ReYσ(ω) = e2

4πω

∫ ∞

−∞
dε Tr

[
t∗

σALLσ(ε− ω)tσARRσ(ε)nF (ε− ω)(1 − nF (ε))

− t∗
σALLσ(ε− ω)tσARRσ(ε)nF (ε)(1 − nF (ε− ω))

− tσARLσ(ε− ω)tσARLσ(ε)nF (ε− ω)(1 − nF (ε))
+ t∗

σALRσ(ε− ω)t∗
σALRσ(ε)nF (ε)(1 − nF (ε− ω))

]
.

(3.52)

When carrying out the integration, we will again consider only the case of ω > 0. As
we are considering the case of T = 0, the Fermi functions are step functions nF (ω) =
θ(−ω), and we have that θ(ω − ε)(1 − θ(−ε)) = θ(ω − ε) − θ(−ε), which means that
in the first and third terms in the above equation the lower and upper limit in the
integral become 0 and ω respectively. The second and fourth terms are only nonzero
for ω < 0, so we can discard those.
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By also summing over spin, in the end we obtain our final expression for the real
part of the admittance in frequency space, which is

ReY (ω) = G0

4ω
∑

σ

∫ ω

0
dε Tr

[
t∗

σALLσ(ε− ω)tσARRσ(ε) − tσARLσ(ε− ω)tσARLσ(ε)
]
,

(3.53)
By performing the integration over ε numerically, we can obtain a plot of the real
part of the admittance as a function of the frequency of the applied harmonic voltage
bias. However, in order to enhance our understanding of this result, we will study the
analytic properties of the integrand in some detail before doing so.

3.3.1 Analytical study of the admittance
ReY consists of a sum of convolutions of greater and lesser Green’s functions. We find
that all terms in the integrand have the general structure

(fσ(ε+ iη)
√

∆2 − (ε+ iη)2 + gσ(ε+ iη)
Dσ(ε+ iη) −

fσ(ε− iη)
√

∆2 − (ε− iη)2 + gσ(ε− iη)
Dσ(ε− iη)

)
·

(f ′
σ(ε− ω + iη)

√
∆2 − (ε− ω + iη)2 + g′

σ(ε− ω + iη)
Dσ(ε− ω + iη) −

f ′
σ(ε− ω − iη)

√
∆2 − (ε− ω − iη)2 + g′

σ(ε− ω − iη)
Dσ(ε− ω − iη)

)
,

(3.54)
where f, g, f ′ and g′ are complex functions. We expand the numerator to leading order
in η by remembering that the complex square roots become√

∆2 − (ε± iη)2 = θ(∆ − |ε|)
√

∆2 − ε2 ∓ iθ(|ε| − ∆)sgn(ε)
√
ε2 − ∆2. (3.55)

Considering the first factor in eq. 3.54, we find that by substituting this form of
the square roots it becomes

(
fσ(ε)

√
∆2 − ε2θ(∆ − |ε|) + gσ(ε)

) 1
Dσ(ε+ iη) − 1

Dσ(ε− iη)


− ifσ(ε)

√
ε2 − ∆2θ(|ε| − ∆)

 1
Dσ(ε+ iη) + 1

Dσ(ε− iη)

 (3.56)

We see that two different sign combinations of the denominators are present, so we
have to determine the real and imaginary part of the denominator:

1
Dσ(ε+ iη) − 1

Dσ(ε− iη) = 2i Im
(

1
Dσ(ε+ iη)

)
(3.57)
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and
1

Dσ(ε+ iη) + 1
Dσ(ε− iη) = 2 Re

(
1

Dσ(ε+ iη)

)
(3.58)

We write the denominator as Dσ(ε + iη) = α∆2 + β(ε + iη)2 + σγε
√

∆2 − (ε+ iη)2

with α = (1 + χu), β = −(1 + u) and γ = 2g. We also expand it to leading order in
η, which amounts to substituting the expansion of the square roots given above and
setting η = 0 in the term proportional to β. The real part is then found to be

Re
(

1
Dσ(ε+ iη)

)

= Re
 1
α∆2 + βε2 + σγε(θ(∆ − |ε|)

√
∆2 − ε2 − iθ(|ε| − ∆)sgn(ε)

√
ε2 − ∆2))


= α∆2 + βε2

(α∆2 + βε2)2 + γ2ε2(ε2 − ∆2)θ(|ε| − ∆) + 1
α∆2 + βε2 + γσε

√
∆2 − ε2

θ(∆ − |ε|).

(3.59)
For the imaginary part, we will have to consider the cases of |ε| < ∆ and |ε| > ∆
separately. When |ε| < ∆ the square root in eq. 3.55 is real, and we can obtain
the imaginary part by performing a Taylor expansion of the denominator. As we are
mainly interested in absorption processes where quasiparticles are created in the bound
states (corresponding to |ε| < ∆,) we will for now restrict ourselves to considering
this frequency interval in the terms involving the imaginary part of the denominator.
Including also the case of ε > ∆ adds a correction to the admittance which has a form
similar to the terms involving the real part of the denominator. To find the imaginary
part for ε < ∆ we follow [22] and expand Dσ(ε+ iη) around ε to obtain

Im
(

1
Dσ(ε+ iη)

)
= Im

(
1

Dσ(ε) + iηD′
σ(ε)

)
= 1
D′

σ(ε) Im
(

1
Dσ(ε)D′

σ(ε)−1 + iη

)

= − π

D′
σ(ε)δ(Dσ(ε)D′

σ(ε)−1) = − π

D′
σ(ε)

∑
i

δ(ε− Eiσ)
|h′

σ(Eiσ)| ,

(3.60)
where the sum is over roots of Dσ(ε)D′

σ(ε)−1 and we defined h(ε) = Dσ(ε)D′
σ(ε)−1. This

expansion is possible because the square root is real for ε < ∆ so that Dσ(ε) and D′
σ(ε)

are real numbers. We find that

h′
σ(Eiσ) = D′

σ(ε)D′
σ(ε)−1|ε=Eiσ

−Dσ(ε)D′
σ(ε)−1D

′′
σ(ε)

D′
σ(ε)

∣∣∣∣∣∣
ε=Eiσ

= 1, (3.61)

where the second term vanishes as Ei are the roots of Dσ(ε)D′
σ(ε)−1. Using also that

D′
σ(ε) = 2βε + γ(σ

√
∆2 − ε2 − σε2/

√
∆2 − ε2), we find that the roots of h(ε) are the

bound states because we are considering the region where ε < ∆, and the zeros of
D′

σ(ε)−1 are ±∆. Combining everything, we finally find that

Im
(

1
Dσ(ε+ iη)

)
= −πD′

σ(ε)−1
(
δ(ε− E+σ) + δ(ε− E−σ)

)
(3.62)
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Expanding eq. 3.54 with eq. 3.56 we obtain four different contributions to the real
part of the admittance

ReY1σ(ω) = −G0

ω

∫ ω

0
dε fσ(ε)f ′

σ(ε− ω)
√
ε2 − ∆2

√
(ε− ω)2 − ∆2

Re
(

1
Dσ(ε+ iη)

)
Re

(
1

Dσ(ε− ω + iη)

)
θ(|ε| − ∆)θ(|ε− ω| − ∆)

(3.63)

ReY2Aσ(ω) = G0

ω

∫ ω

0
dε
(
gσ(ε) + fσ(ε)

√
∆2 − ε2θ(∆ − |ε|)

)
f ′

σ(ε− ω)√
(ε− ω)2 − ∆2θ(|ε− ω| − ∆) Im

(
1

Dσ(ε+ iη)

)
Re

(
1

Dσ(ε− ω + iη)

)
(3.64)

ReY2Bσ(ω) = G0

ω

∫ ω

0
dε
(
g′

σ(ε− ω) + f ′
σ(ε− ω)

√
∆2 − (ε− ω)2θ(∆ − |ε− ω|)

)
fσ(ε)

√
ε2 − ∆2θ(|ε| − ∆)

Re
(

1
Dσ(ε+ iη)

)
Im

(
1

Dσ(ε− ω + iη)

)
(3.65)

ReY3σ(ω) = −G0

ω

∫ ω

0
dε
(
gσ(ε) + fσ(ε)

√
∆2 − ε2θ(∆ − |ε|)

)
(
g′

σ(ε− ω) + f ′
σ(ε− ω)

√
∆2 − (ε− ω)2θ(∆ − |ε− ω|)

)
Im

(
1

Dσ(ε+ iη)

)
Im

(
1

Dσ(ε− ω + iη)

)
.

(3.66)

Some considerations regarding the Heaviside step functions are now necessary. In
ReY1σ(ω) the product of step functions is nonzero when ω > 2∆, and we have θ(|ε| −
∆)θ(|ε − ω| − ∆) = θ(ω − 2∆). In ReY3σ(ω) both θ(∆ − |ε|) and θ(∆ − |ε − ω|) are
always nonzero for ε = E±σ and ε−ω = E±σ, which are the contributions we get when
using the approximation for the imaginary part described above. Hence we don’t have
to explicitly write these step-functions. For ReY2Aσ(ω) and ReY2Bσ(ω) we similarly
find that the step functions which are only present in the terms with two square roots
are automatically satisfied due to the delta functions coming from the imaginary part,
and we are left with θ(ω − ε − ∆) in ReY2Aσ(ω) and θ(ε − ∆) in ReY2Bσ(ω). These
considerations allow us to write the terms as:
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ReY1(ω) = −G0

ω

∑
σ

θ(ω − 2∆)
∫ ω

0
dε fσ(ε)f ′

σ(ε− ω)
√
ε2 − ∆2

√
(ε− ω)2 − ∆2

Re
(

1
Dσ(ε+ iη)

)
Re

(
1

Dσ(ε− ω + iη)

) (3.67)

ReY2A(ω) = π
G0

ω

∑
σ

∫ ω

0
dε θ(ω − ε− ∆)

(
gσ(ε) + fσ(ε)

√
∆2 − ε2

)
f ′

σ(ε− ω)
√

(ε− ω)2 − ∆2

Re
(

1
Dσ(ε− ω + iη)

)
D′

σ(ε)−1
(
δ(ε− Eσ+) + δ(ε− Eσ−)

)
= π

G0

4ω
∑

σ,i=±
θ(ω − Eiσ − ∆)θ(Eiσ)

(
gσ(Eiσ) + fσ(Eiσ)

√
∆2 − E2

iσ

)

f ′
σ(Eiσ − ω)

√
(Eiσ − ω)2 − ∆2 Re

(
1

Dσ(Eiσ − ω + iη)

)
D′

σ(Eiσ)−1

(3.68)

ReY2B(ω) = π
G0

ω

∑
σ,i=±

θ(ω + Eiσ − ∆)θ(−Eiσ)
(
g′

σ(Eiσ) + f ′
σ(Eiσ)

√
∆2 − (Eiσ)2

)

fσ(ω + Eiσ)
√

(ω + Eiσ)2 − ∆2 Re
(

1
Dσ(ω + Eiσ + iη)

)
D′

σ(Eiσ)−1

(3.69)

ReY3(ω) = −π2G0
∑

σ,(i,j)=±

1
(Eiσ − Ejσ)

(
gσ(Eiσ) + fσ(Eiσ)

√
∆2 − E2

iσ

)
(
g′

σ(Ejσ) + f ′
σ(Ejσ)

√
∆2 − E2

jσ

)
D′

σ(Eiσ)−1D′
σ(Ejσ)−1θ(Eiσ)θ(−Ejσ)δ(ω − Eiσ + Ejσ)

(3.70)

Based on these expressions we can draw conclusions about the different features
we expect to see in the real part of the frequency-dependent admittance, and relate
this result to what we found for the QPC. Each term can be ascribed to an excitation
process where a quasiparticle pair is created by the absorption of a photon. The
first term ReY1(ω) has a threshold frequency of ω = 2∆ and can be associated with
the absorption process where two quasiparticles are created in the superconducting
continuum at energies larger than the pairing energy 2∆. This process is always possible
in BCS superconductors, even if there are no subgap states as it involves only the
continuum. A schematic drawing of excitation spectrum is seen in fig. 3.6, and here
ReY1(ω) arises from two times the process denoted 1©.
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Figure 3.6: Quasiparticle excitation spectrum in the S-QD-S Josephson junction at T = 0

ReY2A(ω) has a threshold frequency of ω = ∆ + E±σ and is associated with the
creation of a pair of quasiparticles where one is created in the continuum and one in
the bound state with energy E±σ > 0. This is 1©+ 2© or 1©+ 3© in fig. 3.6. The
contribution from ReY2B(ω) is of the same nature which one can infer by remembering
that for each negative subgap energy E±σ there is a positive energy E±σ̄ of equal
magnitude. So above the threshold frequency of ω = ∆ + |Eσ±|, one quasiparticle can
be created in the continuum and one in the bound state E±σ̄ > 0. The absorption
processes related to Y1 and Y2 are always possible regardsless of whether the excited
YSR states above zero energy have same or opposite spins. The term we discarded
arising from the imaginary part of the denominator for ε > ∆ add a contribution of
the same type as ReY2.

In contrast, ReY3(ω) is a resonant contribution which is only nonzero for ω =
Eiσ − Ejσ with Eiσ > 0 and Ejσ < 0, which we can also write as ω = Eiσ + Ejσ̄

with both energies positive. The associated absoprtion process is the one where a
quasiparticle is created in each of the bound states ( 2©+ 3© in fig. 3.6). This process
is only possible if two excited states of opposite spin are available. We will see a
reason for this restriction later when considering the problem from the point of view
of scattering theory.

3.3.2 Numerical integration
The numerical integration of eq. 3.53 is now performed using Mathematica. To do this
we have to use a finite value of the positive infinitesimal η. The value η = 10−4 has
been chosen as it is the smallest possible value which still allows the computation to
be performed within resonable amounts of time. We note that in a real circuit there
will always be interactions with for example the wires which in practice results in η
having a finite value (the quasiparticle states have a finite lifetime).

To see how the absorption depends on the position of the bound state energies,
we have performed the integration for different values of the phase φ with fixed values
of the other parameters as shown by the gridlines in fig. 3.7. The results are seen
in fig 3.8. We are mainly interested in the processes which involve the subgap states,
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but briefly note that we don’t see a feature with threshold frequency ω = 2∆, which is
most likely because the other contributions also present at this frequency are dominant
or because it has a slow onset which makes it indistinguishable from the rest of the
contributions. By numerically integrating the real part of the admittance for the QPC
as a check we found that the same could also be the case there. Otherwise we see that
the peaks and threshold frequencies predicted by our analytical calculations above are
indeed present at the expected energies.

The peak at ω = E+σ + E−σ̄ is of most interest to us. This is because it is only
present if excited subgap states of both spin species are available, which is the case
when the ground state is the screened state and the peak is located at ω = E+↓ +E−↑.
Going from fig. 3.8 a) to b) we also see how this peak disappears when the ground state
is the unscreened state. Hence a measurement of this absorption peak could in principle
be used to probe what the ground state of the system is. Or phrased differently, if we
vary the static phase bias and this absorption peak suddenly vanishes, we will know
that a transition to an unscreened ground state has occured.

In fig. 3.8 we observe that small additional features which we can’t explain by our
calculations above are appearing close to zero energy. They are due to numerical error
caused by the use of a finite value of η, and are located at ω = E±σ. Their origin is that
because we are using a finite value of η, the spectral function can have a nonzero value
in ω = 0 when the bound state is deep inside the gap. This then yields a feature in the
admittance which looks as what one would expect if a quasiparticle with approximately
zero energy was present in the system (which is of course unphysical as no states are
available there). By investigating how the height of this peak and the δ−peak change
when η is increased, we can verify that this is indeed the origin of the additional peak.
This is explained in greater detail in appendix D.

In addition to the results from the numerical integration we present plots for the
magnitude of ReY3 at resonance which are obtained by evaluating eq. 3.70. In fig.
3.10 a), we see how the real part of the admittance vanishes in the doublet-like ground
state where the impurity spin is unscreened. Furthermore, ReY3 is almost zero in the
particle-hole symmetric point (for symmetric coupling θ = π/4 it is identically zero)
and increases in magnitude with the distance from x = 0. Fig. 3.10 c) shows (in x = 0),
that for θ ∼ 0 we also have ReY3 ∼ 0 as when only one of the leads is coupled to the
dot, the bound state arising from the odd combination of the leads is very close to
the gap for all values of φ. The magnitude of ReY3 then increases for increasing θ and
reaches its maximum value at approximately θ = π/8 and then decreases and reaches
zero for symmetric coupling θ = π/4. The magnitude of the admittance generally
reaches values of the same size as what was found for the QPC, and is on the order of
G0 for most values of the parameters.

3.3.3 Interpretation of absorption features
As we have knowledge about the ground state and excitation spectrum of the system for
different values of the parameters, we can now give a description of the relation between
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Figure 3.7: Bound state energies for a case of intermediate coupling for parameters c = 0.5,
x = 0.1, θ = π/4 and with gridlines where the admittance has been calculated in fig. 3.8.

the quasiparticles created by the absorption of a photon, and the excited state that the
system ends up in. We remind ourselves that in the quasiparticle picture, the energies
of the excited subgap states with E > 0 are quasiparticle creation energies, which is
the energy difference between the ground state and the excited states. We now refer
to the unscreened state as a doublet state and the screened state as a singlet state, but
of course keep in mind that these terms are not strictly correct for a classical impurity
spin. However, we use them in anticipation of the fact that in an entirely quantum
mechanical treatment of the problem, the eigenstates of the Anderson model are true
singlet and doublet states. We will see this in the limit of ∆ → ∞ in chapter 5. This
is also what is found by [19] where a quantum mechanical impurity spin is considered
and the eigenstates are determined perturbatively in the exchange interaction.

In this terminology, our interpretation of the states involved in the absorption
processes is as follows. In the particle-hole symmetric point with only the two YSR
bound states, we know from eq. 3.31 that the singlet and doublet states differ by a
single quasiparticle. When the ground state is the screened singlet, which we denote
by |S−〉, the unscreened doublet, which we denote

∣∣∣D↑
〉

is the first excited state and
vice versa. From this we infer that in the singlet ground state, the creation of a single
quasiparticle in the bound state with energy E−↑ leads to the excited doublet state.
This happens through the absorption process with threshold frequency ω = E−↑+∆, as
a surplus quasiparticle resulting from the splitting of a Cooper pair is also created in the
continuum. The excited state resulting from the creation of a quasiparticle in the other
bound state with energy E+↓ can be interpreted as another doublet state, denoted

∣∣∣D↓
〉
,

as it has an extra spin-down quasiparticle in addition to the one screening the impurity
spin. The related absorption process has threshold frequency ω = E+↓ + ∆. Lastly, by
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Figure 3.8: Real part of admittance for the different phases shown with gridlines in fig. 3.7.
The gridlines are located at E1 = E−↑ + E+↓, E2 = E−↑ + ∆ and E3 = E+↓ + ∆ in a) and
c), and at E1 = ∆ + E−↓ and E2 = ∆ + E+↓ in b).The peak arising from the creation of two
quasiparticles in the bound state is clearly absent in b) where the impurity spin is unscreened
in the ground state. Parameters: x = 0.2, c = 0.5, θ = π/4 and η = 10−4
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splitting a Cooper pair it is also possible to create a quasiparticle in each of the bound
states as they have opposite spin. This corresponds to removing the quasiparticle in the
even state which screens the impurity spin and creating a new screening quasiparticle
in the odd state. The resulting state can be interpreted as another singlet (partially
screened) state |S+〉. This process leads to the discrete absorption peak at frequency
ω = E−↑ + E+↓ only present for the singlet ground state. A sketch of the states and
excitation processes is seen in fig. 3.9 a). For the doublet ground state, the first excited

|S−〉

∣∣∣D↑
〉

∣∣∣D↓
〉|S+〉

1©+ 3© 1©+ 2© 2©+ 3©

a)

∣∣∣D↑
〉|S−〉

|S+〉

∣∣∣D↓
〉

1©+ 3© 1©+ 2©

b)

Figure 3.9: Sketch of our interpretation of the ground state and excited states for the two
different phases. In a) the ground state is the screened singlet-like state and in b) it is the
doublet-like unscreened state. The arrows are labelled by the corresponding quasiparticle
creation processes in fig. 3.6 responsible for the transitions between them. We have only
included the processes which are possible by splitting a single Cooper pair and are present
in the absorption spectrum in the linear response regime.

state is the singlet |S−〉 which is reached by creating a single quasiparticle in the bound
state E−↓ with threshold frequency ω = E−↓ + ∆. Similarly, creating a quasiparticle in
the other bound state must result in the other singlet state |S+〉 through the absorption
process with threshold frequency ω = E+↓ + ∆. The next excited state would be

∣∣∣D↓
〉
,

but it differs from the ground state by two quasiparticles of the same spin and the
transition to this state requires the splitting of two Cooper pairs. Hence no absorption
feature corresponding to this transition is present in the doublet ground state. This
situation is depicted in fig. 3.9 b).
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a) b)

c) d)

Figure 3.10: a) Y3 as a function of x and φ. c = 0.3 and θ = π/3. b) Phase diagram for
parameters in a). c) Y3 as a function of θ and φ for x = 0 and c = 0.4. d) Phase diagram for
parameters in c).
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Chapter 4

Transition rates in the scattering
problem

As a way checking our results for the admittance obtained with the Green’s function
method we present in this chapter an alternative calculation of the transition rates for
photon absorption processes. The result will reveal information about the limitations
on the spin of the quasiparticles created in such an absorption process, and hence the
types of states that the perturbation can induce transitions between. The rates are
determined using standard first order peturbation theory or more specifically Fermi’s
golden rule, which states that the transition rate between and initial state |i〉 and a
final state |f〉 caused by a harmonic perturbation H(t) = V (eiωt + e−iωt) is given by
[12]

Γfi = 2π
~
δ(Ef − Ei)|〈f |V |i〉|2, (4.1)

In the linear-response calculation we found the Hamiltonian describing the perturbation
to linear order in the time-dependent phase difference φ1(t) to be

H ′(t) = φ1(t)Î
e

= φ1

e
(eiωt + e−iωt)Î , (4.2)

so that in Fermi’s golden rule we should use V = φ1Î/e where φ1 is the time-independent
amplitude of the perturbation. We start our calculation by determining the eigenstates
of the system constituting a basis in which we can express the current operator to cal-
culate the matrix elements between inital and final states. This will be done using the
scattering formalism. We consider first the simple QPC to regain some of the results
from section 2.3 and ensure that our formalism is correct, and subsequently generalize
the results by including also a magnetic impurity modelled by a spin-dependent scat-
tering potential. All the systems will be modelled as two one-dimensional semi-infinite
leads separated by a δ−function barrier at x = 0. In the process we will also gain
knowledge about the nature of the Andreev reflections. The calcuations in this chap-
ter follow the approach initially used by Blonder, Tinkham and Klapwijk [23] for an
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NS-contact and later by others ([24] and [25]), to calculate the lifetime of quasiparticles
trapped in a QPC.

4.1 Bogoliubov-de Gennes equations
As a first step towards the calculation of the wave functions for interfaces where one or
both leads is superconducting, we consider the eigenstates of the Hamiltonian in the
simple case of a single homogeneous superconductor. Those are obtained by diagonal-
izing the Hamiltonian with a Bogoliubov transformation. The correct transformation
is determined by solving the Bogoliubov-de Gennes equations which we will now derive
while including an arbitrary spin-dependent potential (our derivation follows ref. [26]).
This will shed some light on the redundancy of the BdG-equations and the correspon-
dance between the different solutions. The mean-field BCS-Hamiltonian in real space
takes the form

HBCS =
∫
dx

∑
σ

(
ψ†

σ(x)ξkψσ(x) + Uσψ
†
σ(x)ψσ(x)

)
(4.3)

+∆∗(x)ψ↓(x)ψ↑(x) + ∆(x)ψ†
↑(x)ψ†

↓(x), (4.4)

with ξk = −~2∇2

2m
− µ and where ψ†(x) and ψ(x) are the electronic field operators.

Using that the momentum k is a good quantum number, we introduce the Bogoliubov-
transformation

ψσ(x) =
∑

k

[ukσ(x)γkσ − σv∗
kσ(x)γ†

−kσ̄], (4.5)

where the sum is over states of positive energy only. The coefficients (u, v) are de-
termined by demanding that the transformation diagonalizes the Hamiltonian H =
E0 + ∑

kσ Ekσγ
†
kσγkσ, with excitation energies Ekσ. We choose the quantum number k

as this is a good quantum number for homogeneous systems. This turns out to also
be the case when we add a scattering potential. In order to find the coefficients uσ

and vσ so that the transformation diagonalizes the Hamiltonian, we calculate first the
commutators relevant for the diagonal Hamiltonian:[

H, γkσ

]
= −Ekσγkσ [H, γ†

kσ] = Ekσγ
†
kσ. (4.6)

And then for the non-diagonal form (suppressing the x−dependence)

[H,ψ↑] = −ξkψ↑ − U↑ψ↑ − ∆ψ†
↓

[H,ψ↓] = −ξkψ↓ − U↓ψ↓ + ∆ψ†
↑.

(4.7)

One then inserts the transformation of eq. 4.5 in eq. 4.7 and demand that these
commutators are equal to those in eq. 4.6. This procedure yields two matrix equations(

ξk + U↑ ∆
∆∗ −(ξk + U↓)

)(
uk↑
vk↓

)
= Ek↑

(
uk↑
vk↓

)
(4.8)
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(
ξk + U↓ ∆

∆∗ −(ξk + U↑)

)(
uk↓
vk↑

)
= E−k↓

(
uk↓
vk↑

)
. (4.9)

We can write the two eqs. 4.8 and 4.9 as a single equation by introducing the
spin-index σ (

ξk + Uσ ∆
∆∗ −(ξk + Uσ̄)

)(
ukσ

vkσ̄

)
= Ekσ

(
ukσ

vkσ̄

)
(4.10)

and rewrite it to obtain(
−(ξk + Uσ) −∆∗

−∆ ξk + Uσ̄

)(
u∗

kσ

v∗
kσ̄

)
= −Ekσ

(
u∗

kσ

v∗
kσ̄

)
=⇒(

ξk + Uσ̄ ∆
∆∗ −(ξk + Uσ)

)(
v∗

kσ̄

−u∗
kσ

)
= −Ekσ

(
v∗

kσ̄

−u∗
kσ

)
,

(4.11)

which is the equation for opposite spin. From this we see that there is a relation between
the solutions with a certain spin and positive energy and the ones with opposite spin
and negative energy. Consequently, if we have a solution for a certain spin ψkσ(x) =(
ukσ(x), vkσ̄(x)

)T , we also know a solution for the opposite spin

ψkσ̄(x) =
(
ukσ̄(x), vkσ(x)

)T =
(
v∗

kσ̄(x), −u∗
kσ(x)

)T ,
with negative energy Ekσ̄ = −Ekσ. This property is the well-known particle-hole sym-
metry of superconductors, which means that removing a spin-up quasiparticle at nega-
tive energy is equivalent to creating a spin-down quasiparticle with positive energy. It
shows up in the Bogoliubov-de Gennes equations due to the redundancy of the Nambu
spinor. Notice that in the Bogoliubov transformation we sum only over the solutions
of positve energy for this reason. In spin degenerate cases where U↑ = U↓ such as the
QPC it suffices to consider only spin-up solutions as there is only one excitation energy
Ek↑ = Ek. Even when the spin degeneracy is broken the above relation is valid and the
full set of solutions can be determined either by considering spin-up solutions of both
positive and negative energy, or by considering both spin-up and spin-down solutions
with positive energy only.

4.1.1 Homogeneous superconductor
We will now study the solutions to the Bogoliubov-de Gennes equation for a home-
geneous superconductor with Uσ = 0 and ∆(x) = ∆eiφ in detail as we need them to
construct the wave functions we wish to use as an ansatz when solving the scattering
problem. For a homogeneous superconductor we expand the wave function in terms of
the plane waves (

uk(x)
vk(x)

)
= eikx

(
uk

vk

)
, (4.12)
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whereby the BdG-equation (eq. 4.8) for the spin-up quasiparticle wave function takes
the following algebraic form (omitting the spin-indices)(

ξk ∆eiφ

∆e−iφ −ξk

)(
uk

vk

)
= Ek

(
uk

vk

)
, (4.13)

with ξk = ~2k2/2m − µ. We are looking for solutions which are excitations above the
ground state with E > ∆. The solutions also have to be normalized so that |uk|2 +
|vk|2 = 1. Solving this matrix equation we find that there are two solutions (uk, vk)T ,
which both have energy Ek =

√
ξ2

k + ∆2

u±
k = eiφ/2 1√

2

√√√√1 ±

√
E2

k − ∆2

Ek

(4.14)

v±
k = e−iφ/2 1√

2

√√√√1 ∓

√
E2

k − ∆2

Ek

. (4.15)

We note that the corresponding solutions with negative energy are
(

(v±
k )∗

−(u±
k )∗

)
in ac-

cordance with the results of the previous section. To understand the meaning of the
two different signs in u and v we have to consider the value of k. For each value of Ek

there are two corresponding values of k:

Ek =

√√√√(~2k2

2m − µ

)2

+ ∆2 =⇒ k± =
√

2m
~

√
µ±

√
E2

k − ∆2. (4.16)

In addition ±k± (where the two signs are independent) gives the same quasiparticle
energy Ek. As we have ξk = ±

√
E2

k − ∆2, the sign of ξk determines whether we have
the solutions with plus or minus for both k and u. We can interpret these different
solutions as electron and hole wave functions by the following argument:
k− (k+) corresponds to a momentum below (above) the Fermi surface and hence a
negative (positive) energy ξk. Quasiparticle excitations with +ξk can be described as
the creation of a quasi-electron above the Fermi level, and similarly excitations with
−ξk are associated with the creation of a quasihole (removal of a quasielectron) below
the Fermi level (see fig. 4.1). This means that the wave function for quasielectrons

with positive energy is
(
u+

k

v+
k

)
and the one for quasiholes is

(
u−

k

v−
k

)
. We can now define

uk ≡ u+
k = 1√

2

√√√√1 +

√
E2

k − ∆2

Ek

(4.17)

vk ≡ v+
k = 1√

2

√√√√1 −

√
E2

k − ∆2

Ek

, (4.18)
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Figure 4.1: Dispersion for Bogoliubov quasiparticles with positive energy. Figure taken from
[25].

where we exclude the phase dependence from the definitions as we will write it explic-
itly in the wave functions for clarity. We have hence determined the wave functions
in momentum space for electrons and holes with energy Ek in a homogenous super-
conductor. When constructing wave functions for incoming, transmitted and reflected
waves in the scattering problem we will need to assign a direction of propagation to
the wave functions. This is done by considering the sign of the group velocity:

vg(k) = 1
~
dEk

dk
= ~
m

kξk√
ξ2

k + ∆2
. (4.19)

As a positive (negative) group velocity corresponds to a wavepacket propagating in
the positive (negative) x-direction, we see that the sign of kξk determines the direction
of motion. That is, for an electron with positive (negative) ξk a wave function with
positive (negative) k propagates in the positive (negative) x−direction and vice versa
for quasiholes. With this we have the wave functions for spin-up quasiparticles in a
homogeneous superconductor

ψ±
e↑(x) =

(
uke

iφ/2

vke
−iφ/2

)
e±ik+x (4.20)

ψ±
h↑(x) =

(
vke

iφ/2

uke
−iφ/2

)
e∓ik−x, (4.21)

where the sign refers to the direction of propagation. For each positive energy Ek we
have four states in total: an electron and a hole state with positive momentum and one
with negative momentum. This is seen in fig. 4.1. The wave functions for spin-down
with negative energy Ek↓ = −Ek can as mentioned above be obtained through the
substitutions (u → v∗, v → −u∗). We can also label the wave functions by their energy
E = Ek instead of their momentum, as all relevant quantities can be expressed in terms
of the energy instead of momentum and integrals over momentum can be transformed
to integrals over energy by employing the density of states. We will use this labelling
when proceeding.
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4.1.2 Current operator
For use in our calculations later on, we wish to express the current operator for a
superconductor in terms of the Bogoliubov quasiparticle operators. In terms of the
electron field operators, the current operator is [13]

Î(x) = − e~
2mi

∑
σ

(
ψ†

σ(x) d
dx
ψσ(x) − d

dx
ψ†

σ(x)ψσ(x)
)
. (4.22)

We wish to employ the Bogoliubov transformation for a general quantum number i
(where i → −i and σ → σ̄ is the time-reversed state)

ψσ(x) =
∑

i

(uiσγiσ − σv∗
iσγ

†
−iσ̄). (4.23)

Plugging this into the current operator we obtain

Î(x) = − e~
2mi

∑
ijσ

(
u∗

iσ

dujσ

dx
γ†

iσγjσ̄ + v−iσ
dV−jσ

dx
γiσ̄γ

†
jσ − σv−iσ

dujσ

dx
γiσ̄γjσ − σu∗

iσ

dv∗
−jσ

dx
γ†

iσγ
†
jσ̄

− ujσ
du∗

iσ

dx
γ†

iσγjσ − v∗
−jσ

dv−iσ

dx
γiσ̄γ

†
jσ̄ + σujσ

dv−iσ

dx
γiσ̄γjσ + σv∗

−jσ

du∗
iσ

dx
γ†

iσγ
†
jσ̄

)
.

(4.24)
This can be written in matrix form as

Î(x) = − ~e
2mi

∑
ijσ

(
γ†

iσ, γiσ̄

) u∗
iσ

dujσ

dx
− du∗

iσ

dx
ujσ −σ

(
u∗

iσ

dv∗
−jσ

dx
− du∗

iσ

dx
v∗

−jσ

)
−σ

(
v−iσ

dujσ

dx
− dv−iσ

dx
ujσ

)
v−iσ

dv∗
−jσ

dx
− dv−iσ

dx
v∗

−jσ


γjσ

γ†
jσ̄

 .
(4.25)

4.2 NS-contact
We will now move on to consider systems with a scattering potential modelled by a
delta function. We start by the simple case of an NS-contact where the left lead is in
the normal state and the right lead is superconducting. The leads are separated by a
barrier at x = 0 described by the Hamiltonian V (x) = Zδ(x). We solve the problem
using as our ansatz the wave functions of eq. 4.21. We are looking for excitations
of the system, so throughout this chapter we will consider wave functions of positive
energy E > 0. The present scattering problem is also independent of spin, so we
consider only the spin-up sector. The relevant electron- and hole-like quasiparticles in
the superconductor have the following wave functions labelled by their energy

ψ±
e (x) =

(
uE

vE

)
e±ik+x and ψ±

h (x) =
(
vE

uE

)
e∓ik−x, (4.26)
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where

k± =
√

2m
~

√
EF ±

√
E2 − ∆2, u = 1√

2

√
1 +

√
E2 − ∆2

E

and v = 1√
2

√
1 −

√
E2 − ∆2

E
.

(4.27)

We start by considering the case of E > ∆ where the square roots in u and v are
real. As only one of the leads are superconducting, we can let the superconducting
order parameter be real without loss of generality, as this can always be achieved by
a gauge transformation. In the normal lead the states are just either pure electron or
hole states, which can be obtained by setting ∆ = 0. We will consider the Andreev
approximation where k+ ≈ k− ≈ kF . This is a good approximation for energies much
smaller than the Fermi energy E,∆ � EF . If we consider an electron approaching the
interface from the left in the normal lead, we have the following wave functions for
incoming, reflected and transmitted waves

ψin(x < 0) =
(

1
0

)
eikF x, ψr(x < 0) = rh

(
0
1

)
eikF x + re

(
1
0

)
e−ikF x (4.28)

and ψt(x > 0) = te

(
u
v

)
eikF x + th

(
v
u

)
e−ikF x. (4.29)

We seek to determine the reflection and transmission coefficients. This is done using the
conditions that the wave function must be continuous at the interface ψin(0)+ψr(0) =
ψt(0) and that the discontinuity in the derivative is given by [28]

∆ψ′(x) = dψ−(x)
dx

|x=0− − dψ+(x)
dx

|x=0+ = 2mZ
~2 ψ(0). (4.30)

This condition is obtained by integrating the Hamiltonian. These two conditions pro-
vide us with a linear system of equations

teu− thv − 1 + re = −2iz(1 + re)
tev − thu− rh = −2izrh

1 + re = ute + vth

rh = tev + thu,

(4.31)

where we defined the dimensionless quantity z = mZ
~2kF

related to the normal state
transmission probability by τ = 1/(1 + z2) [23]. Notice that the simplicity of these
expressions relies heavily on the Andreev approximation. The solution is

rh = uv

γ
re = −(u2 − v2)(z2 + iz)

γ
te = u(1 − iz)

γ
th = ivz

γ
, (4.32)

where γ = u2 +z2(u2 −v2). We also note that the absolute square of the coefficients are
the tunneling and reflection probabilities for electrons and holes which are the elements
of the scattering matrix in the electron-hole (i.e. Nambu) basis:
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|rh|2 = Re→h = ∆2

(E + (1 + 2z2)
√
E2 − ∆2)2

|re|2 = Re→e = 4z2(1 + z2)(E2 − ∆2)
(E + (1 + 2z2)

√
E2 − ∆2)2

(4.33)

|te|2 = Te→e = (1 + z2)(E +
√
E2 − ∆2)

2E(E + (1 + 2z2)
√
E2 − ∆2)2

|th|2 = Te→h = z2(E −
√
E2 − ∆2)

2E(E + (1 + 2z2)
√
E2 − ∆2)2

. (4.34)

Though the transmission and reflection probabilities depend on the sign of the potential
strength, the corresponding probabilities (which are the measureable quantities) don’t.
In the case of an incoming electron with an energy E < ∆ u and v become complex
numbers

u = 1√
2

√
1 + i

√
∆2 − E2

E
v = u∗. (4.35)

Similarly k acquires an imaginary part and becomes k± → kF ± iκE when expanded to
first order in k/kF . Here κE =

√
1 − E2/∆2/ξ0 where ξ0 ∼ ~vF/∆ is the superconduct-

ing coherence length. As there are no available states in the superconductor at energies
E < ∆, the incoming electron is prevented from being transmitted to the supercon-
ductor as a propagating plane wave. The imaginary part of the wave number ensures
that the transmitted wave decays exponentially with a characteristic length given by
the coherence length. This means that the transmission probabilities must be zero
c = d = 0. The reflection probabilities can be obtained in the Andreev approximation
using the results of eq. 4.32 with the complex values of u and v:

|rh|2 = Re→h = ∆2

E2 + (∆2 − E2)(1 + 2z2)2 |re|2 = Re→e = 4(∆2 − E2)(1 + z2)z2

E + (∆2 − E2)(1 + 2z2)2

(4.36)
(4.37)

If we consider the particularly simple case of an ideal interface where the normal state
transmission probability is τ = 1 corresponding to z = 0, we find that re→e = 0 and
re→h = 1. This means that an incoming electron with energy E < ∆ undergoes an
Andreev reflection with probability 1, and is reflected back as a hole. As mentioned
previously the Andreev reflection is the underlying mechanism causing the formation
of Andreev bound states in Josephson junctions.

4.3 Superconducting quantum point contact
Having established the formalism necessary to calculate the wave functions of interfaces
with superconductors, we will now move on to consider the QPC, where we will regain
our previous results for the Andreev bound states. We again model the scattering
potential by a δ−barrier V (x) = Zδ(x). When both leads are superconducting, we will
need to include the phase difference of the order parameter between them, so that the
order parameter is given by ∆eiφ in the right lead and ∆ in the left lead.
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We start by calculating the wave function for the scattering states of an incoming
electronlike spin up quasiparticle with energy E > ∆. Hence we can again use the
states of eq. 4.26 to construct the wave functions of the reflected and transmitted
states as

ψin(x) =
(
u
v

)
eik+x ψr(x) = re

(
u
v

)
e−ik+x + rh

(
v
u

)
eik−x (4.38)

ψt(x) = te

(
ueiφ/2

ve−iφ/2

)
eik+x + th

(
veiφ/2

ue−iφ/2

)
e−ik−x. (4.39)

We will again use the Andreev approximation and let k+ = k− = kF . We then have
the derivatives

dψ−

dx
|x=0 = d(ψin + ψr)

dx
|x=0 = ikF

(
u
v

)
− irekF

(
u
v

)
+ irhkF

(
v
u

)
(4.40)

dψ+

dx
|x=0 = dψt

dx
|x=0 = itekF

(
ueiφ/2

ve−iφ/2

)
− ithkF

(
veiφ/2

ue−iφ/2

)
. (4.41)

Using this with eq. 4.30 as well as demanding the wave function to be continuous at
the interface again yields a linear system of equations

u(1 + re) + vrh = (teu+ thv)eiφ/2

v(1 + re) + urh = (tev + thu)e−iφ/2

(teu− thv)eiφ/2 − u+ reu− rhv = −2iz(reu+ rhv)eiφ/2

(tev − thu)e−iφ/2 − v + rev − rhu = −2iz(tev + thu)e−iφ/2.

(4.42)

Solving these equations yields the coefficients

re = − (u2 − v2)2z(i+ z)
u4 + v4 + (u2 − v2)2z2 − 2u2v2 cos(φ)

rh = (1 − e−iφ)uv(v2eiφ − u2)
u4 + v4 + (u2 − v2)2z2 − 2u2v2 cos(φ)

te = e−iφ/2(u2 − v2)(u2 − v2eiφ)(1 − iz)
u4 + v4 + (u2 − v2)2z2 − 2u2v2 cos(φ)

th = sin
(
φ/2

)
uv(u2 − v2)z

u4 + v4 + (u2 − v2)2z2 − 2u2v2 cos(φ) .

(4.43)
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When plugging in the expressions for u and v we obtain

reE = −z(i+ z)(E2 − ∆2)
D

rhE = −∆ sin
(
φ/2

)
(E sin

(
φ/2

)
+ i cos

(
φ/2

)√
E2 − ∆2/2)

D

teE = −(i+ z)(i(E2 − ∆2) cos
(
φ/2

)
+ E

√
E2 − ∆2 sin

(
φ/2

)
)

D

thE = 2z∆
√
E2 − ∆2 sin

(
φ/2

)
D

D = E2(1 + z2) − ∆2(z2 + cos2(φ/2)).

(4.44)

Having obtained the scattering wave function for a spin-up electron impinging on
the contact from the left lead, we can follow [25] and write it on the form

ψe+
E↑(x) =

(
U e+

E↑ (x)
V e+

E↑ (x)

)

=
(uE

vE

)
eik+x + reE

(
uE

vE

)
e−ik+x + rhE

(
vE

uE

)
eik−x

 θ(−x)

+
teE

(
uEe

iφ/2

vEe
−iφ/2

)
eik+x + thE

(
vEe

iφ/2

uEe
−iφ/2

)
e−ik−x

 θ(x).

(4.45)

We note that the wave function for the scattering states is not normalizeable, so real
single particle states are described by superpositions of wave functions within some
energy range, and those are normalizable [28]. This is also in accordance with the fact
that a quantum mechanical particle can’t have a definite energy. As is done by [25],
one can from this result obtain the rest of the solutions for the other possible source
wave functions (holes and electrons propagating in different directions), but we will
not need the explicit form of those here.

4.3.1 Andreev bound states
Having determined the scattering states the next step is to find the wave function
for the Andreev bound states. That is, we are looking for states inside the gap with
an energy EA < ∆. As was the case for the NS-interface, both the wave vector and
electron/hole-amplitudes acquire an imaginary part:

u = 1√
2

√√√√1 + i

√
∆2 − E2

A

EA

, v = 1√
2

√√√√1 − i

√
∆2 − E2

A

EA

and k± = kF ± iκA,
(4.46)

where we introduced the bound state energy EA in anticipation of the fact that the
bound states only exist for a certain value of the energy E = EA. The bound states

61



must be normalizable, and hence they should be evanescent waves decaying within a
length scale of κ−1

A . This excludes the wave functions with e−κax in the left lead, and
those with eκax in the right lead. The bound states don’t require an incoming wave to
form, so we have a wave function of the form

ψA(x) =
(
UEA

VEA

)
(4.47)

=
rhA

(
vEA

uEA

)
eik−x + reA

(
uEA

vEA

)
e−ik+x

 θ(−x) (4.48)

+
teA

(
uEA

eiφ/2

vEA
e−iφ/2

)
eik+x + thA

(
vEA

eiφ/2

uEA
e−iφ/2

)
e−ik−x

 θ(x). (4.49)

We start by considering the normalization condition in the Andreev approximation.
For the wave function to be normalized, we must have

1 =
∫ ∞

−∞
dx |ψA(x)|2 =

∫ 0

−∞
dx |ψA(x < 0)|2 +

∫ ∞

0
dx |ψA(x > 0)|2. (4.50)

So we start by calculating

|ψA(x < 0)|2 = (rhAuEA
e−ik+x + reAvEA

eik−x)(r∗
hAu

∗
EA
eik−x + r∗

eAv
∗
EA
e−ik+x) (4.51)

+ (rhAvEA
e−ik+x + reAuEA

eik−x)(r∗
hAv

∗
EA
eik−x + r∗

eAu
∗
EA
e−ik+x) (4.52)

= |rhA|2(|vEA
|2 + |uEA

|2)e2κAx + |reA|2(|vEA
|2 + |uEA

|2)e2κAx (4.53)
+ (rhAr

∗
eAuEA

v∗
EA

+ rhAr
∗
eAvEA

u∗
EA

)e−2(ikF −κA)x (4.54)
+ (r∗

hAreA(u∗
EA
vEA

+ v∗
EA
uEA

)e2(ikF +κA)x. (4.55)

All the x−dependence is in the exponents, so the relevant integrals are
∫ 0

−∞
dx e±2(ikF ±κA)x = 1

±2(ikF ± κA) (4.56)

and ∫ 0

−∞
dx e2κAx = 1

2κA

. (4.57)

In the Andreev approximation kF � κA which means that 1
2κA

� 1
±2(ikF ±κA) , and we

can neglect the contribution from the terms with 1/kF . Usually it is the case for the
Bogoliubov wave functions that |u|2 + |v|2 = 1. However, this is not the case for E < ∆
Here we instead have |u|2 = |v|2 = ∆

2EA
. This means that we obtain

∫ 0

−∞
dx |ψA(x < 0)|2 = |rhA|2 + |reA|2

2κA

∆
EA

. (4.58)
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The contribution to the norm of the wave function from x > 0 is similar, and we find
that the normalization condition gives the constraint

|rhA|2 + |reA|2 + |teA|2 + |thA|2 = 2κAEA

∆ . (4.59)

Once again we impose the previously mentioned conditions for continuity of the
wave function and the discontinuity of the derivative. This results in a homogenous
matrix equation


v u −ueiφ/2 −veiφ/2

u v −ve−iφ/2 −ue−iφ/2

−v(1 − 2iz) u(1 + 2iz) ueiφ/2 −veiφ/2

−u(1 + 2iz) v(1 + 2iz) ve−iφ/2 −ue−iφ/2



rhA

reA

teA

thA

 = mv = 0 (4.60)

Such an equation has a nontrivial solution if the determinant of m is zero. By
plugging in the expressions for u and v and solving the equation det(m) = 0 we regain
the Andreev bound state energy

EA = ±∆
√

1 − τ sin2(φ/2) (4.61)
Using this value of the energy in the coefficients u and v we obtain a solution for the
reflection and transmission coefficients which we then have to normalize by determining
the normalization constant N

rhA = −Nσ
√

1 + z2
(√

cos2(φ/2) + z2 − σ cos
(
φ/2

))
(4.62)

reA = Niσ(1 − iz)z (4.63)

teA = N(1 − iz)
(√

cos2(φ/2) + z2 − σ cos
(
φ/2

))
(4.64)

thA = iNz
√

1 + z2, (4.65)
where σ = sign(φ) and we defined the phase difference across the contact to be −π <
φ < π so that | sin

(
φ/2

)
| = σ sin

(
φ/2

)
. To simplify the calculation of N we define

the quantities x =
√

cos2(φ/2) + z2 and y = cos
(
φ/2

)
so that sin

(
φ/2

)
=

√
1 − y2 and

z2 = x2 − y2. Furthermore

κA =
√

1 − E2
A/∆2/ξ0 = σ

√
τ

ξ0
sin
(
φ/2

)
= σ

√
τ
√

1 − y2

ξ0
. (4.66)

The normalization constant is then
|rhA|2 + |reA|2 + |thA|2 + |teA|2 = 2(|rhA|2 + |reA|2) = 2N2(1 + z2)(z2 + (x− σy)2)

= 2N2(1 + z2)(2x(x− σy)) != 2κAEA

∆ = 2∆στx
√

1 − y2

~vF

=⇒ N2 = ∆σ
~vF

τ 2 x
√

1 − y2

2x(x− σy) = ∆σ sin
(
φ/2

)
2~vF (1 + z2)

(√
z2 + cos2(φ/2) − σ cos

(
φ/2

)) .
(4.67)
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With this we have fully determined the wave function for the Andreev bound state
and confirmed the results of [24]. What we have obtained is equivalent to the result of
solving the BdG-equations explicitly with a scattering potential. We can hence expand
the electron field operators in terms of the quasiparticle operators γE by employing
the Bogoliubov transformation of equation 4.5. However, we wish to label the states
by their energy, direction of propagation (±) and electron/hole nature (η) and not by
their momentum, γkσ → γEη±σ. For the time-reversed states we note that as an electron
with momentum −k has the same energy as one with momentum k but propagates in
the opposite direction, γ−kσ̄ → γEη∓σ̄ annihilates a quasiparticle in the time-reversed
state of γkσ. For the bound states which are not propagating we have γ−kAσ̄ → γEAσ̄.
The Bogoliubov transformation then has a discrete (in energy) contribution from the
bound state and a sum over contributions from the scattering states

ψσ(x) = UEA
(x)γEAσ − σVEA

(x)∗γ†
EAσ̄ +

∑
E,η,±

(Uη±
E (x)γEη±σ − σ(V η±

E (x))∗γ†
Eη∓σ̄)

=
∑

i

(Ui(x)γiσ − σ(Vi(x))∗γ†
−iσ̄).

(4.68)
Here the electron and hole amplitudes U, V have no spin-index as the problem is spin-
degenerate. We remind ourselves that the Bogoliubov transformation contains only
energies E > 0 as it is a description in terms of excitations above the ground state.

4.3.2 Absorption rates

We have now solved the scattering problem for a QPC and determined both the scat-
tering and bound states of the system. This means that we can express the current
operator in the basis formed by these states using eq. 4.25. We will now see that we
can use this to regain some of our previous results for the QPC. With our expression for
the current operator and Ui and Vi, the equilibrium current carried by the groundstate
at T = 0 is easily calculated. We also know that the equilibrium current is carried
solely by the bound state in the short junction limit, so we don’t have to include the
continuum states in this calculation. The current is the same everywhere in the system,
so we can calculate it at x = 0+. We denote the ground state without quasiparticles
by |Φ0〉 and calculate the expectation value of the current operator

〈Φ0| Î(x) |Φ0〉 =
∑

σ

〈Φ0| γEAσγ
†
EAσ |Φ0〉

= −2 ~e
2mi

(
VEA

dV ∗
EA

dx
− dVEA

dx
V ∗

EA

) (4.69)
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= ~e
mi

ikF

(
(teAvA + thAuA)(t∗eAv

∗
A − t∗hAu

∗
A) + (teAvA − thAuA)(t∗eAv

∗
A + t∗hAu

∗
A)
)

= 2~ekF

m
(|teA|2|vA|2 − |thA|2|uA|2)

= 2~ekF

m
(|teA|2 − |thA|2)uAvA.

(4.70)

Plugging in the values for uA, vA, teA and thA and using that the normal-state conduc-
tance is G = 2e2/h(1 + z2) we find

〈I〉0 = −πG∆2 sin(φ)
2eEA(φ) , (4.71)

in accordance with the expression we previously obtained using the Green’s function
method.

We have also calculated the admittance for a QPC and know that its real part has
a discrete peak at the frequency where the absorption of a photon causes the creation
of a pair of quasiparticles in the bound state. The same result can now be obtained
using Fermi’s golden rule. In eq. 2.70 we gave an expression for the absorption rate of
an inductor with admittance Y. The contribution from the term ReY3 related to the
creation of a pair of quasiparticles in the Andreev bound state is particularly simple
as it involves no continuum states and hence no energy-integrals. For this reason we
can easily obtain an expression for the related absorption rate Γ3 using Fermi’s golden
rule. The absorption rate found from the linear response calculation using the result
for ReY3 (eq. 2.68) in eq. 2.70 is

Γ3 = φ2
1
π2G

2e2
∆4τ(1 − τ) sin4(φ/2)

E2
A

δ(ω − 2EA). (4.72)

From Fermi’s golden rule with initial state |Φ0〉 and final state γ†
EA↑γ

†
EA↓ |Φ0〉 and the

perturbation in eq. 4.2 we find

Γ3 = 2π
e2~

φ2
1|〈Φ0| γEA↓γEA↑Î |Φ0〉|2δ(2EA − ω). (4.73)

The matrix element is given by

〈Φ0| γEA↓γEA↑Î |Φ0〉 = ~ekF

m
t∗eAt

∗
hA(v2

A − u2
A)

= −e~kF ∆σ
2m~vF

(1 + iz)z
√

1 + z2

(1 + z2)2

√
∆2 − E2

A sin
(
φ/2

)
EA

.

(4.74)

The absolute square of this is

|〈Φ0| γEA↓γEA↑Î |Φ0〉|2 = πG

4~
∆4 sin4(φ/2)τ(1 − τ)

E2
A

. (4.75)
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Using this in eq. 4.73 we find

Γ3 = φ2
1
π2G

2~2e2
∆4τ(1 − τ) sin4(φ/2)

E2
A

δ(2EA − ω). (4.76)

We have thus shown that the transition rate obtained using Fermi’s golden rule
is the same as the one we got from the linear response calculation. Though it is not
feasible to obtain analytical results for the absorption rates corresponding to Y1 and
Y2 using this method we can explain why these three terms and no additional ones are
present. Naively one might anticipate that absorption peaks arising from the creation
of a single quasiparticle in an excited state could be seen, but this is not the case
(when |i〉 is the ground state). This is due to the fact that the perturbation (phase
fluctuations) couples to the current operator, which only has terms of the form ψ†

σψσ

and is hence also bilinear in the Bogoliubov quasiparticle operators. Consequently
only the matrix elements of the current operator between an initial state with zero
quasiparticles and a final state with two quasiparticles are nonzero. Furthermore we
observe that there are also restrictions on the spin of the created quasiparticles, as the
relevant matrix element for this process is Îij ∝ γ†

iσγ
†
jσ̄, from which we can infer that the

created quasiparticles must have opposite spin. This is as expected when remebering
that they must arise from the splitting of a Cooper pair consisting of time-reversed
electrons. All of this is in accordance with the fact that excitation processes due to
photon absorption must conserve parity.

4.4 Magnetic impurity

We will now investigate how the solutions to the scattering problem change when a
spin-dependent term is added to the potential. Such a term can for example describe a
local magnetic field or a magnetic impurity. As we will see, this model yields the same
result as the Anderson model in the cotunneling limit with a classical spin. However,
we will not include coupling asymmetry between the leads here, as this would require
two barriers and make the calculations even more complicated. As the problem is now
spin-dependent, we know that the energy levels will not be spin-degenerate, and it is
no longer sufficient to consider spin up-electrons only. Hence we now use in our ansatz
the four-Nambu spinor containing states of both spins

ψ(x) =


u↑(x)
u↓(x)
v↑(x)
v↓(x),

 (4.77)
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and consider states of positive energy. We know all quantities here from eqs. 4.8 and
4.9 and remind ourselves that in a homogeneous superconductor

ψe↑(x) =


u↑(x)

0
0

v↓(x)

 =


uE(x)

0
0

vE(x)

 (4.78)

with the definitions for uE and vE used previously. The corresponding solution for a
hole with spin-down is

ψh↓(x) =


v↑(x)

0
0

u↓(x)

 =


vE(x)

0
0

uE(x).

 (4.79)

This is the solution of positive energy to eq. 4.8 which gives the spin-up space
of solutions. Now we wish to include also the spin-down space in our ansatz, and to
this end we note that in a homogeneous superconductor without a potential Uσ the
equations 4.8 and 4.9 are identical. Hence the spin-down states of positive energy in
four-Nambu basis are just:

ψe↓(x) =


0

u↓(x)
v↑(x)

0

 =


0

uE(x)
vE(x)

0

 and ψh↑(x) =


0

v↓(x)
u↑(x)

0

 =


0

vE(x)
uE(x)

0

 . (4.80)

We are now ready to find the solutions to the full problem described by the Hamiltonian
H = HBCS+δ(x)(Z+Bσ), where σ is the electron spin. The ansatz is again constructed
using the wave functions given above. We start by considering the bound states,
which means that the wave function has to be outgoing and decay exponentially in
the superconducting leads within the coherence length, and that we need no incoming
wave. We remain in the Andreev approximation and assume EF to be the dominating
energy scale of the problem. The full form of the ansatz is

Ψ(x) =
re↑


u
0
0
v

 e−ik+x + rh↓


v
0
0
u

 eik−x + re↓


0
u
v
0

 e−ik+x + rh↑


0
v
u
0

 eik−x

θ(−x)+

te↑


ueiφ/2

0
0

ve−iφ/2

 eik+x + th↓


veiφ/2

0
0

ue−iφ/2

 e−ik−x + te↓


0

ueiφ/2

ve−iφ/2

0

 eik+x + th↑


0

veiφ/2

ue−iφ/2

0

 e−ik−x

θ(x).

(4.81)
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The reflection and transmission coefficients are now determined using the boundary
conditions for continuity of the wave function and the discontinuity of the derivative.
This second condition requires some extra care in our four-Nambu basis. It is ob-
tained by integrating the Hamiltonian - in this case the BdG-Hamiltonian - over an
infinitesimal interval around x = 0 [28]. From eq. 4.8 we have the two equations

− ~2

2m
∂2u↑

∂x2 + U↑u↑ + ∆v↓ = E↑u↑ (4.82)

~2

2m
∂2v↓

∂x2 − U↓v↓ + ∆∗u↑ = E↑v↓ (4.83)

with Uσ(x) = (Z +Bσ)δ(x). Integration of the first equation yields

− ~2

2m

∫ ε

−ε
dx

(
∂2u↑

∂x2 + (Z +B)δ(x)u↑ + ∆v↓

)
=
∫ ε

−ε
dxE↑u↑

=⇒ ~2

2m

 ∂u↑

∂x

∣∣∣∣∣
x=0+

− ∂u↑

∂x

∣∣∣∣∣
x=0−

 = (Z +B)u↑.

(4.84)

Similarly from the second equation we obtain the condition

~2

2m

 ∂v↓

∂x

∣∣∣∣∣
x=0+

− ∂v↓

∂x

∣∣∣∣∣
x=0−

 = (Z −B)v↓. (4.85)

In the same way we can obtain conditions for the derivatives of u↓ and v↑, so that we
can write the condition for the derivative of the wave function as

∆∂ψ(x)
∂x

= 2m
~2


(Z +B)u↑
(Z −B)u↓
(Z +B)v↑
(Z −B)v↓

 . (4.86)

Imposing the two boundary conditions we obtain a homogenous system of eight equa-
tions. However, this system of equations consists of two individual subsystems corre-
sponding to spin up and spin down, and we have for the spin up subsystem:


u v −ueiφ/2 −veiφ/2

v u −ve−iφ/2 −ue−iφ/2

u(1 + 2i(z + b)) −v(1 − 2i(z + b)) ueiφ/2 −veiφ/2

v(1 + 2i(z − b)) −u(1 − 2i(z − b)) ve−iφ/2 −ue−iφ/2



re↑
rh↓
te↑
th↓

 = 0, (4.87)

where we defined the dimensionless potential strengths z = mZ/~2kF and b = mB/~2kF .
The equation for the spin-down sector is identical, apart from the substitution b → −b.
Hence it suffices to consider only a single equation if we let b → σb :
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u v −ueiφ/2 −veiφ/2

v u −ve−iφ/2 −ue−iφ/2

u(1 + 2i(z + σb)) −v(1 − 2i(z + σb)) ueiφ/2 −veiφ/2

v(1 + 2i(z − σb)) −u(1 − 2i(z − σb)) ve−iφ/2 −ue−iφ/2



reσ

rhσ̄

teσ

thσ̄

 = 0.

(4.88)
Plugging in the expression for u and v and demanding the system of equations to

have nontrivial solutions yields an equation which allows us to determine the bound
state energies

det(mσ) = 0
=⇒ (z2 − b2 + cos2(φ/2))∆2 − (1 − b2 + z2)E2 + 2gσE

√
∆2 − E2 = 0

=⇒ α− βx2 = −σγx
√

1 − x2 with

α = (z2 − b2 + cos2(φ/2)), β = (1 − b2 + z2), γ = 2b and x = E

∆ .

(4.89)

This equation can be solved by squaring both sides, which yields the solutions

x = ±

√√√√2αβ ± γ
√
α(β − α) + γ2

β2 − γ2 . (4.90)

Defining a = 2αβ∆2+γ2∆2

2β2+2γ2 and b = γ∆
√

αβ−α2+γ2

β2+γ2 we can write the solution as x =
s
√
a+ tb. Here (s, t) = ±1 and s is the sign we must determine to ensure that we

pick the right solution which also satisfies α − βx2 = −σγx
√

1 − x2. Rewriting the
condition we find

β(a+ tb) − α = γσs
√
a+ tb

√
1 − a− tb =⇒ s(σ) = sign

(
β(a+ tb) − α

σγ

)
. (4.91)

With this we find that the bound state energies E±σ = s(σ)
√
a± b obtained here are

consistent with those obtained with the Green’s function method. But here we don’t
have the same parametrization of the parameters in terms of the displacement from the
particle-hole symmetric point so z and b can be varied freely. To reach the same regime
as we studied in the cotunneling model we should use b < 0, b → 1/g and z → 1/w.
That is, for the parametrization used for the magnetic impurity where w < g, we here
have z > b. This means that the model with two superconducting leads and a classical
magnetic impurity corresponds to scattering on a δ−barrier where the strength of the
(repulsive) potential depends on the spin of the electrons and 0 < U↑ < U↓. The bound
states are plotted for g = −0.5 and z = 0.3 in fig. 4.2. For g > 0, we instead reach the
regime of spin-split Andreev bound states as in figs. 3.2 and 5.4.

The general solution for the coefficients which is nontrivial when E = Eiσ in u and
v where Eiσ is one of the positive bound state energies has a complicated form which
is not particularly enlightening, but we state it here for completeness:
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Figure 4.2: Bound state energies for g = −0.5 and z = 0.3, which reproduces the result for
the YSR-states in the classical spin approximation for intermediate exchange coupling.

Nre↑ = eiφ/2

u+ v

(
uv((u+ v) sin(φ) + i(v − u) cos(φ))

− (u− v)
(
u2(−gσ + z + i) + v2(gσ + z + i) + uv(2z + i)

))
Nrh↑ = eiφ/2

u+ v

(
uv(−(u+ v) sin(φ) + i(v − u) cos(φ))

+ (u− v)
(
u2(gσ + z − i) + v2(−gσ + z − i) + uv(2z − i)

) )
Nte↑ = veiφ(−u(gσ + z) + v(gσ + z + i)) + u(v(z − gσ) − u(z − gσ + i))
Nth↑ = ueiφ(−v(gσ + z) + u(gσ + z − i)) + v(u(z − gσ) − v(z − gσ − i)),

(4.92)

where N is a normalization constant which should be determined in the same way
as for the Andreev bound states. We will not do that here, as the full expression
when inserting the energy dependent expressions for u and v is too complicated for an
analytical calcuation. The absolute square of the electron wave functions for the bound
states in fig. 4.2 with φ = 1.5 are plotted in fig. 4.3. By remembering our comment
about the two-channel nature of the problem in section 3.1 we can understand the
different forms of the two wave-functions. |ψE−↑|2 has its maximum value at x = 0,
which is consistent with the fact that it arises from the even combination of the leads.
On the other hand |ψE+↓ |2 belongs to the odd sector and has a minimum in x = 0.
The reason why it has a finite value here is that for φ 6= 0 the even and odd sectors

70



are coupled, so that this state is no longer purely odd. |ψE+↓(x = 0)|2 decreases for
decreasing φ until it reaches zero at φ = 0. This is seen in fig. 4.4 where |ψEσ(x = 0)|2
is plotted for different values of the phase. At φ = 0 this state is in principle purely
odd, but then it is also no longer a bound state as it delocalizes and merges with the
continuum of scattering states.

4.4.1 Scattering states
The scattering states for a magnetic potential are obtained in a way completely analo-
gous to what was done above for the QPC. Only the two equations for the discontinuity
of the derivative are modified due to the spin-dependent potential. We start by consid-
ering the scattering states for an incoming electron with spin-up using the ansatz from
eq. 4.81 and adding a source term for a spin-up electron. With such a source term
we get only scattering states which are spin-up electrons and spin-down holes. But if
we had used a source-term for a spin-down electron we would as in the last section
have obtained a similar result with the substitution b → σb. This allows us to write
the system of equations for a general spin as

(1 + reσ)u+ rhσ̄v = (teσu+ thσ̄v)eiφ/2

(1 + reσ)v + rhσ̄u = (teσv + thσ̄u)e−iφ/2

(teσu− thσ̄v)eiφ/2 − (1 − reσ)u− rhσ̄v = −2i(z + σg)
[
u(1 + reσ) + rhσ̄v

]
(teσv − thσ̄u)e−iφ/2 − (1 − reσ)v − rhσ̄u = −2i(z − σg)

[
v(1 + reσ) + rhσ̄u

]
.

(4.93)

These equations have the solution

reσ = (u2 − v2)(g2(v2 − u2) + igσ(u2 + v2) + (u2 − v2)z(i+ z))
D

rhσ̄ = (1 − e−iφ + 2igσ)u3v + (1 − eiφ − 2ig)uv3)
D

teσ = −i(u2 − v2)(eiφ/2v2(i+ gσ + z) − u2e−iφ/2(i+ z − gσ))
D

thσ̄ = 2iuv(u2 − v2)(gσ cos
(
φ/2

)
+ iz sin

(
φ/2

)
)

D

(4.94)

with D = u4((−i+ gσ)2 −w2) + v4((i+ gσ)2 −w2) + 2u2v2(w2 − g2) + 2u2v2 cos(φ). We
can then plug in the explicit forms of (u, v) to obtain an expression for the coefficients
which includes the dependence on energy:

reσD = (E2 − ∆2)(z(i+ z) − g2) + igσE
√
E2 − ∆2

rhσ̄D = ∆
2
[
E(1 − cos(φ)) + i

√
E2 − ∆2(2igσ + sin(φ))

]
teσD = −i cos

(
φ/2

) [
gσE

√
E2 − ∆2 − (i+ z)(E2 − ∆2)

]
+ sin

(
φ/2

) [
E(i+ z)

√
E2 − ∆2 − gσ(E2 − ∆2)

]
thσ̄D = i∆

√
E2 − ∆2

[
gσ cos

(
φ/2

)
+ iz sin

(
φ/2

)]
.

(4.95)
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Figure 4.3: Absolute square of the normalized wave functions for the two bound states of
opposite spin with g = −0.5, z = 0.3 and φ = 1.5. The wave functions have a maximum (top
plot) and minimum (bottom plot) in x = 0 as they arise from the even and odd combinations
of the leads (see section 3.1). They decay on a length scale given by the coherence length. A
value of kF ξ0 = 10 has been chosen for plotting purposes to make the oscillations visible. In
reality their period is much shorter, eg. for Al we have kF ξ0 = 28 · 103.
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evaluated in x = 0 for different values of φ. For the wave function arising from the odd
combination of the leads we see that it goes to zero for φ = 0 as it is decoupled from the even
sector.

Here the denominator isD = E2(g2−z2−1)−∆2(g2−w2−cos2(φ/2))+2igσE
√
E2 − ∆2.

4.4.2 Transition matrix elements
We have seen that for a Josephson junction consisting of two superconducting leads
separated by a tunnel barrier also in the presence of a magnetic scattering term the wave
functions in the energy basis can be determined using the solution for a homogeneous
superconductor as an ansatz. The Bogoliubov-transformation again takes the form

ψ̂σ(x) =
∑
i=±

UEiσ(x)γEiσ − σVEiσ(x)∗γ†
Eiσ̄

+
∑

E,η,±
(Uη±

Eσ (x)γEη±σ − σ(V η±
Eσ (x))∗γ†

Eη∓σ̄)

=
∑

i

(Uiσ(x)γiσ − σ(Viσ(x))∗γ†
−iσ̄),

(4.96)
with discrete contributions from the bound states within the gap (0 < Ei < ∆) and
a continuum of scattering states above the gap (E > ∆). We can relate this to
our previous study of the YSR-states and change of ground state for a system with a
magnetic impurity. First of all, we have learned that also in this more complicated case,
we can describe the excitations of the system in terms of spin-dependent Bogoliubov
quasiparticles labelled by their energy.

We have expressed the current operator in terms of the quasiparticle operators in
eq. 4.25 and found from Fermi’s golden rule that whenever the matrix element 〈f | Î |i〉
is nonzero a photon can be absorbed whereby the system ends up in an excited state. In
contrast, if the matrix elements are zero the system can’t absorb any photons and the
admittance will also be zero. In particular, we can use this knowledge to explain why
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the δ−peak in the real part of the admittance vanished for the doublet-like ground
state where the impurity spin is unscreened. We denote the ground state by |Φ0〉 .
When |Φ0〉 is the singlet-like screened state, the excited states with two quasiparticles
of opposite spin are

|f1〉 = γ†
Eη±↑γ

†
E+↓ |Φ0〉 ,

|f2〉 = γ†
Eη±↓γ

†
E−↑ |Φ0〉 and

|f3〉 = γ†
E−↑γ

†
E+↓ |Φ0〉

(4.97)

(with η ∈ e, h). These states are all connected with the ground state by the current
operator, 〈fi| Î |Φ0〉 6= 0. In contrast, the other phase where the impurity spin is
unscreened only has two possible final states which can be reached by means of the
current operator:

γ†
Eη±↑γ

†
E+↓ |Φ0〉 and

γ†
Eη±↑γ

†
E−↓ |Φ0〉 ,

(4.98)

because 〈Φ0| γE−↓γE+↓Î |Φ0〉 = 0. This explains why the discrete absorption peak arising
from the creation of two quasiparticles in the bound states is absent for this ground
state and aids our understanding of the results of section 3.3. The underlying physical
reason is as described in section 4.3.2 that the perturbation couples to the current which
in superconductors is carried by Cooper pairs, so that the absorption of a photon causes
the splitting of a Cooper pair whereby two quasiparticles of opposite spin are created
and there must be available states for these quasiparticles to occupy, for which reason
they can’t both be created in the bound states for the doublet-like ground state. Such
a transition would require the splitting of two Cooper pairs and is not possible in a
first-order process where a single photon is absorbed.

Our results are related to the concept of quasiparticle poisoning which is a problem
in the proposed transmon qubits constructed from a QPC. The operation of such qubits
relies on coherent manipulation of the states in the even-parity subsystem formed by the
states with zero or two quasiparticles in the ABS. But in a real circuit non-equilibrium
effects can result in the apperance of a single quasiparticle in the Andreev bound
state so that the qubit is unintentionally in an odd parity state [25]. This impedes
the manipulation of the qubit, as the supercurrent is then blocked. Furthermore the
quasiparticle can be long-lived as due to the superconducting gap it can only be removed
by either being excited to the continuum by absorption of a photon of energy ω =
E − EA with E > ∆ or by forming a Cooper pair with a quasiparticle from the
continuum whereby a photon of energy ω = E + EA is emitted. These processes
have been shown both theoretically and experimentally to have small transition rates,
especially when the ABS are deep inside the gap [29].
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Chapter 5

Noninteracting quantum dot

To aid our understanding of the results of chapter 3 and the effect of the approxima-
tions we made there, we will now study the Anderson model outside of the cotunneling
regime and classical spin approximation. Starting again from the Hamiltonian for the
Anderson model in eq. 3.1, we now consider the opposite limit of the strength of the
Coulomb interaction U � ∆ and let U = 0. In the noninteracting limit the Anderson
model describes resonant tunneling through a single energy level between the supercon-
ducting leads. This model exhibits the so-called proximity effect where the quantum
dot (resonant level) becomes superconducting due to Cooper pairs hybridizing with the
dot level. Bound states are also in this model forming inside the superconducting gap,
and they are similar to the Andreev bound states of the QPC and hence have a more
straightforward interpretation than the YSR-states. We will follow the approach used
in ref. [22] and apply a magnetic field to the resonant level, which causes a Zeeman
splitting of the dot levels as ξdσ = ξd + σB

2 . Applying a local magnetic field is in effect
equivalent to performing a mean-field approximation of the Coulomb interaction in the
weakly interacting limit for a local field B = U(n↓ − n↑)/2 [30].

5.1 Green’s functions

The Hamiltonian describing the system is similar to the one we have used previously.
We write it in terms of the spin-indexed Nambu spinors for the dot ψdσ = (dσ, d

†
σ̄)T and

for the leads ψαkσ = (cαkσ, c
†
α−kσ̄). Again we move the phase of the order parameter to

the tunneling terms by a gauge transformation and obtain:

H = 1
2
∑
αkσ

ψ†
αkσmSC

k ψαkσ + 1
2ψ

†
dσmdψd + 1

2
∑
αkσ

(ψ†
αkσmt

αψdσ + h.c.) (5.1)
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where we have assumed symmetric coupling to the leads tL = tR = t and where

mSC
k =

(
ξk −σ∆

−σ∆ −ξk

)
md =

(
ξd + σB

2 0
0 −(ξd − σB

2 )

)

mt
R =

(
t 0
0 −t

)
mt

L =
(
teiφ/2 0

0 −te−iφ/2

)
.

(5.2)

Again the current operator has the characteristic form which we have encountered
several times

ÎL = eṄL = ie
[
H, N̂L

]
= −iet

∑
kσ

(eiφ/2c†
Lkσdσ − e−iφ/2d†

σcLkσ) (5.3)

in terms of the electron and dot operators.
We will now calculate the local Matsubara Green’s functions for the system. The

procedure is very similar to what was done in the previous chapters, but this time
there are three different types of Nambu Green’s functions: One for the individ-
ual leads Gαα;σσ′(τ, τ ′) = −∑

kk′〈Tτψαkσ(τ)ψ†
αk′σ′(τ ′)〉, one for the dot Gdd;σσ′(τ, τ ′) =

−〈Tτψdσ(τ)ψ†
dσ′(τ ′)〉 and one describing the hybridization of the dot level and the leads

Gαd;σσ′(τ, τ ′) = −∑
k〈Tτψαkσ(τ)ψ†

dσ′(τ ′)〉. The bare Green’s functions for the leads
and dot in Fourier space are given by G0

LLσ(iωl) = (iωlσ0 − mSC
k )−1 and G0

ddσ(iωl) =
(iωlσ0 −md)−1. We note that for our purposes it suffices to consider the dot and the left
lead as our aim is again to calculate the current-current correlation function and obtain
the real part of the admittance. As conservation of current requires that IL = −IR, we
can express the current operator with reference to the left lead and dot only, and we
only need the Green’s functions involving those.

Writing up the equation of motion for the Green’s functions involving the left lead
gives a closed set of equations determining all three Green’s functions. As was the case
in the last chapter, the Green’s functions are diagonal in spin because the Hamiltonian
has no spin-flip terms, and we find that the set of equations is

GLLσ(iωl) = G0
LLσ(iωl) + G0

LLσ(iωl)mt
LGddσ(iωl)(mt

L)†G0
LLσ(iωl) (5.4)

Gddσ(iωl) = G0
ddσ(iωl) + G0

ddσ(iωl)Σdσ(iωl)Gddσ(iωl) (5.5)
GLdσ(iωl) = G0

LLσ(iωl)mt
LGddσ(iωl) (5.6)

GdLσ(iωl) = Gddσ(iωl)(mt
L)†G0

LLσ(iωl). (5.7)

Here we introduced the self-energy for the dot Σdσ(iωl) = ∑
i=L,R(mt

i)†G0
iiσ(iωl)mt

i.
We solve the above equations using Mathematica and obtain all the relevant Green’s
functions. From the Green’s functions for the dot we can obtain the spectral functions.
Some of the normal components are plotted in fig. 5.1 and here we see that indeed a
gap opens in the density of states, and that there are discrete bound states within the
gap. This shows that the dot has become superconducting due to the proximity effect.
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Figure 5.1: Normal components of the spectral function for the dot with ξd = 0.5∆, B =
0, φ = 2, Γ = 0.6∆ and η = 10−3. Without a magnetic field A↑ = A↓. We see that the spectral
function is asymmetric as we are away from the particle-hole symmetric point ξd = 0, and
that an energy gap with two discrete bound states appears due to the hybridization with the
superconducting leads.

All the retarded Green’s functions have the same denominator, and from the zeros
of this we can find the bound state energies of the system. We will start by considering
the case of B = 0 as we here get a simple expression which shows a connection with
the Andreev bound states in the QPC. For η → 0 the denominator is

D(ω) = 1
∆2 − ω2

[
∆2(ξ2

d + Γ2

2 − ω2) − ω2(ξ2
d + Γ2 + 2Γ

√
∆2 − ω2 − ω2) + Γ2

2 ∆2 cos(φ)
]

(5.8)

= ∆2Γ2 cos2(φ/2)
∆2 − ω2 − (ω − ξd − Γω√

∆2 − ω2
)(ω + ξd − Γω√

∆2 − ω2
) (5.9)

where ΓL = ΓR = 2πνF t
2 ≡ Γ is the transition rate for tunneling between the leads

and the resonant level. By solving the equation D(ω) = 0 we find an equation for the
bound state energies:

0 = ∆2Γ2(1 − sin2(φ/2)) − (∆2 − E2
B)(EB − ξd − ΓEB√

∆2 − E2
B

)(EB + ξd − ΓEB√
∆2 − E2

B

)

= ∆2(ξ2
d + Γ2(1 − sin2(φ/2))) − E2

B(ξ2
d + (Γ +

√
∆2 − E2

B)2)
(5.10)
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⇒ E2
B = ∆2(ξ2

d + Γ2(1 − sin2(φ/2)))
ξ2

d + (Γ +
√

∆2 − E2
B)2

⇒ E2
B = ∆2 ξ2

d + Γ2

ξ2
d + (Γ +

√
∆2 − E2

B)2

(
1 − Γ2

ξ2
d + Γ2 sin2(φ/2)

)
.

(5.11)

This is a self-consistency equation which for a given set of parameters can be solved
numerically as seen in fig. 5.2 where the bound state energies are plotted for φ = 0 as
a function of the level position ξd. In the QPC the bound states reached the gap at
±∆ at φ = 0, but this is not the case here, which can be interpreted as the existence
of an effective gap which depends on ξd and Γ. The overall dependence on the phase
difference is however similar to what was found for the QPC. Introducing the Breit-
Wigner transmission probability at the Fermi level which is given by [31]

TBW = ΓLΓR

(ξ2
d + 1

4Γ2
tot)

= Γ2

ξd + Γ2 ,

where Γtot = ΓL + ΓR = 2Γ is the total transmission rate we can write

E2
B = ∆2 ξ2

d + Γ2

ξ2
d + (Γ +

√
∆2 − E2

B)2

(
1 − TBW sin2(φ/2)

)
. (5.12)

In the limit Γ �
√

∆2 − E2
B where the bound state energies are close to the gap eq.

5.12 reduces to the familiar form

E2
B = ∆2

(
1 − TBW sin2(φ/2)

)
, (5.13)

which is the Andreev bound state energy. From this we see that the bound states
are similar to the Andreev bound states for the QPC. Their physical origin is also the
same as a Cooper pair can tunnel to the dot from the right lead and either proceed
to the right lead or tunnel back to the left lead. This can happen repeatedly and is
reminiscent of the Andreev reflections.

5.1.1 Magnetic field
When applying a magnetic field to the resonant level, the bound states described in the
previous section become spin-split, as the energies for spin-down (up) are pushed down
(up) in energy. This is seen in fig. 5.4 a). For sufficiently large magnetic fields (B ∼ ∆),
the lowest Andreev bound states can cross zero energy implying the transition to a new
ground state as was also the case for YSR-states in the previous chapter. However,
in this case it is easier to give a physical description of the different states involved.
To enhance our understanding of the system, we start by considering the energy levels
of the dot in the absence of coupling to the leads. The dot can be occupied by zero
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Figure 5.2: Bound state energies for different values of the coupling strength Γ with B = 0
and φ = 0. At weak coupling the bound state energy (and hence effective energy gap) is
approximately equal to ±ξd, whereas for strong coupling it becomes more independent of the
level position and moves towards the gap.

electrons |0〉, one electron of spin up |↑〉 or spin down |↓〉 or two electrons of opposite
spin |↑↓〉 . These states have energies

E0 = 0 E↑ = ξd + B

2 E↓ = ξd − B

2 E2 = 2ξd (5.14)

At zero magnetic field the state with an empty level has the lowest energy and is the
ground state. But when the strength of the magnetic field is increased sufficiently the
state |↓〉 crosses zero and becomes the favored state of the dot as seen in fig. 5.3.

Of course these states are no longer eigenstates when the coupling to the leads
is turned on, Γ 6= 0. But we will see later that the dot states are modified by the
interaction in such a way that a similar interpretation is still possible with the singlet
states |0〉 and |↑↓〉 being substituted by singlet BCS-states. Based on this simple
argument we have obtained an intuition for the reason why the system exhibits two
different ground states, and in what follows we will refer to them as |−〉 and |σ〉 due
to their singlet and doublet nature. We should however keep in mind that our use
of a magnetic field has spin-polarised the states |σ〉 , so that they are not true spin-
degenerate doublet states.

Importantly, we now see that this simpler model exhibits the same characteristic
features as in the classical spin approximation with a similar bound state spectrum as
seen in fig. 5.4 and two possible ground states of different parity. Fig. 5.4 b) depicts
the crossing of the bound states signifying a change of ground state for an intermediate
strength of the magnetic field where both ground states can be attained by variying
the phase difference. For small values of φ, the excited bound states have opposite spin
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Figure 5.3: Energy levels of the uncoupled quantum dot with a magnetic field but without
Coulomb repulsion.

and are a spin-split pair of Andreev bound states. Here the ground state is a BCS-like
singlet state. The excited states are then the two states where the dot is occupied by
a single quasiparticle of either spin and the excited BCS-like state |+〉. At φ ∼ π/2
the two bound states with the smallest energies cross zero energy and the crossing
signifies that the ground state changes. Now the ground state is the doublet state
where a quasiparticle of spin down is occupying the dot (with the spin determined by
the direction of the magnetic field). The excited states are then the two singlet states
and the doublet state of opposite spin |↑〉 .

For sufficiently strong fields both bound states with spin-up are above zero energy
for all values of φ as seen in fig. 5.4 c), and the ground state is always the doublet state.
To obtain the same spins of the bound states as in the classical spin approximation, we
have to use a magnetic field in the −ẑ−direction here. In this model it is very easy to
understand that the spin-dependence of the bound state energies is due to the states
with spin anti-parallel to the magnetic spin being energetically favored, and that the
singlet and doublet nature of the states has to do with the occupation of the dot level.

5.1.2 Linear response

Using our results from the previous chapter it is very easy to obtain a result for the
admittance in the presently studied model. Eq. 5.3 is almost identical to eq. 3.42,
except for the electron operators for the left lead being replaced by the ones for the
dot. This means that through the substitution R → d in the spectral functions, we
can directly use the expression for ReY (ω) in eq. 3.53 with the Green’s functions
determined by eq. 5.7. We then have
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Figure 5.4: When a local magnetic field is applied to the energy level ξd this causes a Zee-
man shift which splits the spin-degenerate Andreev bound states. As the magnetic field is
increased, the ground states changes and the doublet state is energetically favored. The
parameters used are ξd = 0.1∆ and Γ = 0.6∆ and B = 0.1∆ in a), B = 0.8∆ in b) and
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ReY (ω) = −G0

4ω
∑

σ

Re
∫ ω

0
dε Tr

[
t∗ALLσ(ε− ω)tAddσ(ε) − tAdLσ(ε− ω)tAdLσ(ε)

]
,

(5.15)
with

t =
(
teiφ/2 0

0 te−iφ/2.

)
Even without performing the numerical integration, we anticipate that the results will
be very similar to what we obtained for the YSR states. This is because the bound
states acquire a similar form here for a nonzero magnetic field, and we know from eqs.
3.67-3.70 that the different features in ReY (ω) mathematically depend mainly on the
spin and energy of the bound states. The only difference is that here the ground-
and excited states of the system have a slightly different and more straightforward
interpretation. We perform the integration in eq. 5.15 numerically for the parameters
used in fig. 5.4 b) at the values of φ indicated by gridlines 1©- 3© there. The result is
seen in fig. 5.5.

It is obvious that the results are similar to the ones obtained in the classical spin ap-
proximation, and we are able to give a physical explanation for the different absorption
peaks as well as explain why the δ−peak disappears when the ground state changes
from being the singlet state to the doublet state. We start by considering the case of
a singlet-like BCS ground state, which yields the admittance seen in figs. 5.5 a) and
c). Here we see three features in the admittance. Two contributions with threshold
frequencies E−↓ + ∆ and E+↑ + ∆ and a discrete peak at frequency E−↓ + E+↑. For
the singlet ground state the first excited state is the doublet state |↓〉 (in terms of level
occupation) and the second excited state is the other doublet state |↑〉 . Each of these
states are reached by creating a quasiparticle on the dot with energy E−↓ and E+↑
respectively. This is done by splitting a Cooper pair whereby a surplus quasiparticle
with energy ∆ is created in the continuum. This gives the threshold frequencies stated
above. It is also possible to reach the third excited state by creating a quasiparticle in
each of the bound states whereby the dot ends up being in the doubly occupied singlet
state |+〉 . This process is responsible for the absorption peak at ω = E−↓ + E+↑. All
the processes mentioned here conserve parity as they should.

In contrast, when the ground state changes to the doublet state where the dot is
occupied by a spin-down electron |↓〉 the admittance exhibits no discrete peak but
only the two features at threshold frequencies E+↑ + ∆ and E−↑ + ∆. These threshold
frequencies arise from the following excitation processes: The first excited state is the
unoccupied dot which is reached by removing the spin-down quasiparticle on the dot
(or correspondingly, creating a spin-up quasiparticle). The second excited state is the
two-quasiparticle singlet state |+〉, achieved by creating a spin-up quasiparticle. In
both cases the splitting of a Cooper pair again results in the creation of an additional
quasiparticle in the continuum.

We can interpret the absence of the discrete peak as being due to the fact that it
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Figure 5.5: Re Y (ω) for a noninteracting S-QD-S junction with the parameters of fig. 5.4 and
φ = 1 i 1©, φ = 2.8 in 2© and φ = 5 in 3©. The different features are similar to what was
obtained for a classical magnetic impurity in the strongly interacting limit. The gridlines are
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is impossible to create a quasiparticle in each of the bound states by splitting a single
Cooper pair. This is in accordance with the fact that to get from the ground state
|↓〉 to the excited doublet state |↑〉 the spin-down quasiparticle must first be removed
(corresponding to the creation of a spin-up quasiparticle), and subsequently a spin-
up quasiparticle must be created on the dot. This would require the splitting of two
Cooper pairs and would result in two additional quasiparticles being created above
the gap. Hence that excitation can’t be caused by the absorption of a single photon,
and furthermore has an excitation energy larger than 2∆, so that we can describe the
excited doublet state as being above the gap. In the next section we show that the
description of the different states given here is correct, which is done by analytically
determining the eigenstates and possible excitation processeses following the approach
used by Meng et al. [32].

5.2 Limit of infinite gap
As mentioned several times, a central challenge when dealing with systems described
by the Anderson model is finding ways to approximate the interaction term and make
the problem solvable. We have previously studied the limits of U � ∆ and U = 0,
and now we will present an approach which allows for calculations which are exact
in the Coulomb interaction. We will study the limit of infite gap ∆ � ωl, which
makes it possible to determine exactly the eigenstates of the Hamiltonian. That is,
we assume that the characteristic energies of the problem are much smaller than the
superconducting gap. In this limit the bare Matsubara (Nambu) Green’s function for
the leads becomes

G0(iωl) = πνF√
|∆|2 − (iωl)2

(
−iωl ∆e−iφ

∆∗eiφ −iωl

)
≈ πνF

(
0 e−iφ

eiφ 0

)
. (5.16)

We start by using the equation of motion for Gdd(iωl) with U = 0, which is given
by (eq. 5.7)

Gdd(iωl)−1 = G0
dd(iωl)−1 − Σd(iωl)

= iωlσ0 − ξdσz − t2
∑

i=L,R

σzG0
ii(iωl)σz.

(5.17)

Here we only consider σ =↑ . We are not including a magnetic field, so we no longer
need to use spin-indexed Nambu spinors. Furthermore we now keep the φ−dependence
on the order parameter, which means that mt

R = mt
L = tσz. The above equation is

easily inverted to yield an expression for the dot Green’s function

Gdd = 1
(iωl)2 − ξ2

d − (Γ cos
(
φ/2

)
)2

(
iωl + ξd −Γe−iφ/2 cos

(
φ/2

)
−Γeiφ/2 cos

(
φ/2

)
iωl − ξd

)
. (5.18)
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Which is identical to the Green’s function for a homogeneous superconductor in
eq. 1.16 with an effective gap Γφ = Γ cos

(
φ
2

)
. We can thus readily define an effective

Hamiltonian which produces this Green’s function:

Heff =
∑

σ

ξdd
†
σdσ − (Γφe

−iφ/2d†
↑d

†
↓ + Γφe

iφ/2d↓d↑), (5.19)

which includes no reference to the leads but only depends on the total phase difference
across the junction. The phases e±iφ/2 can be removed by a gauge transformation, and
we then follow ref. [32] and reintroduce the interaction term

Heff =
∑

σ

ξ̃dd
†
σdσ − Γφ(d†

↑d
†
↓ + d↓d↑) + U

2

(∑
σ

d†
σdσ − 1

)2
. (5.20)

where now ξ̃d = ξd + U/2, which yields the correct interaction energy for the different
possible dot states. Here we explicitly see how the dot level hybridizing with the leads
causes an energy gap to form, which is again the proximity effect. The leads act as
reservoirs of Cooper pairs. To diagonalize the Hamiltonian in eq. 5.20, we start by
diagonalizing eq. 5.19 and to this end we write it in the ordered basis of dot states
{|0〉 , |↑〉 , |↓〉 , |↑↓〉}, where it is a 4 × 4-matrix

Heff =


0 0 0 Γφ

0 ξd 0 0
0 0 ξd 0

Γφ 0 0 2ξd

 . (5.21)

Diagonalization of this matrix yields the eigenstates

|↑〉 , |↓〉 , |−〉 = u |0〉 − v |↑↓〉 and |+〉 = v |0〉 + u |↑↓〉 (5.22)

with
u = 1√

2

√√√√1 + ξd√
ξ2

d + Γ2
φ

v = 1√
2

√√√√1 − ξd√
ξ2

d + Γ2
φ

(5.23)

and the eigenenergies are E↑ = E↓ = E0 = ξd and E± = ξd ±
√
ξ2

d + Γ2
φ. Hence the

noninteracting Hamiltonian is diagonal in the Bogoliubov quasiparticle operators

γσ = udσ − vσd†
σ̄, (5.24)

By acting with the full Hamiltonian in eq. 5.20 on these states and redefining
ξd → ξ̃d, we find that they are eigenstates also when the interaction term is included
and the effect of the interaction is just to shift the energies of the singlet states to
become E± = U

2 + ξ̃d ±
√
ξ̃2

d + Γ2
φ. The quasiparticle operators act as expected on the

eigenstates:
γσ |σ〉 = (udσ − vσd†

σ̄) |σ〉 = (u |0〉 − vσ2 |↑↓〉) = |−〉
γσ |+〉 = (udσ − vσd†

σ̄)(v |0〉 + u |↑↓〉) = −σ |σ̄〉
γσ |−〉 = uv |σ̄〉 − uv |σ̄〉 = 0,

(5.25)
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with similar relations for the quasiparticle creation operators. Even though the inter-
acting Hamiltonian is not diagonal in the quasiparticle operators, it will we useful to
express it in terms of these operators. By inspection we find that the Hamiltonian

H =
∑

σ

Eγ†
σγσ + ξ̃d − E + Uγ↑γ

†
↑γ↓γ

†
↓ (5.26)

with E = U
2 +

√
Γ2

φ + ξ̃2
d yields the correct eigenenergies.

By considering the eigenenergies of the Hamiltonian which are plotted in fig. 5.6
as a function of interaction strength and phase, we can infer that this model exhibits a
phase transition from a (singlet) BCS ground state |−〉 to a degenerate doublet state |σ〉
where it is energetically favorable for the dot to be occupied by a single quasiparticle of
either spin. The phase transition happens at a critical value of the interaction strength
determined by

E−
!= E0 → Uc

2 −
√
ξ̃2

d + Γ2
φ = 0 → Uc = 2

√
ξ̃2

d + Γ2
φ. (5.27)

We have hence found that this simple model which is exact in U exhibits the singlet-
doublet phase transition which we also found in the other limits of the Anderson model
previously studied. Here the phase transition requires no external field but is solely due
to the Coulomb interaction. In addition we are here also able to find the eigenstates and
see that they are true quantum mechanical singlet and doublet states in contrast with
what we had for the classical spin approximation. We will now proceed by calculating
the admittance in the infinte gap limit to see if this confirms our previous results that
the absorption peak corresponding to the creation of two quasiparticles in the subgap
states vanishes for a doublet ground state.

5.2.1 Admittance
From the original form of the Hamiltonian in eq. 5.1 where the phase-dependence enters
in the same way as for the QPC, we can infer that the relevant response function
for investigating photon absorption processes is still the current-current correlation
function,

χII(t) = −θ(t) i
e
〈[I(t), I(0)]〉0. (5.28)

The easiest way to express the current operator in terms of the quasiparticle operators
in the limit of infinite gap is by taking the phase-derivative of the Hamiltonian [12]

Î = −2e∂H
∂φ

= −eΓ sin
(
φ

2

)(
d†

↑d
†
↓ + d↓d↑

)
. (5.29)

That the current is obtained as the phase derivative of the Hamiltonian can be intu-
itively understood by remembering our result from section 1.3 that charge and phase
are conjugate variables. From classical mechanics we then have a relation for the time
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The crossing of E0 and E− signifies a phase transition from a singlet to a doublet ground
state.

derivative of the charge, which is q̇ = ∂φH. By inserting the Bogoliubov transformation
we find the current operator

Î = −eΓ sin
(
φ

2

)(
(u2 − v2)(γ†

↑γ
†
↓ + γ↓γ↑) + 2uv(γ↓γ

†
↓ − γ†

↑γ↑)
)
. (5.30)

We note that the expectation value is

〈Î〉 = −2euvΓ sin
(
φ

2

)
〈γ↓γ

†
↓ − γ†

↑γ↑〉

= −2euvΓ sin
(
φ

2

)
(1 − nγ),

(5.31)

where the occupation factor 1 − nγ = 1 − 〈γ†
↑γ↑ + γ†

↓γ↓〉 is zero in the doublet ground
state and one in the singlet ground state. The doublet ground state doesn’t carry
any supercurrent when there is no contribution from the superconducting continuum,
whereas the current in the singlet ground state has a sinusoidal dependence on the
phase as expected for a Josephson junction. This is equivalent to a QPC where the
current is carried only by the bound states and is blocked if the system is in an odd-
partiy state (with a single quasiparticle occupying the Andreev bound state). In order
to calculate the retarded two-particle Green’s functions in χII(ω), we note that the
two-quasiparticle operators have a simple time evolution. This is seen by considering
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their equation of motion. For the anomalous operators we find:

i∂t(γ†
↑(t)γ†

↓(t)) = −[H, γ†
↑γ

†
↓](t) = −(2E − U)(γ†

↑(t)γ†
↓(t))

→ γ†
↑(t)γ†

↓(t) = ei(2E−U)tγ†
↑γ

†
↓

(5.32)

and
i∂t(γ↓(t)γ↑(t)) = −[H, γ↓γ↑](t) = (2E − U)(γ↓(t)γ↑(t))

→ γ↓(t)γ↑(t) = e−i(2E−U)tγ↓γ↑.
(5.33)

And the normal operators are constant in time as they commute with the Hamiltonian

γ↓(t)γ†
↓(t) = γ↓γ

†
↓

γ†
↑(t)γ↑(t) = γ†

↑γ↑.
(5.34)

We can now easily obtain all two-particle Green’s functions in the current-current
correlation function just by calculating commutators. For ease of notation, we define
the anomalous pair-operator ∆̂γ = γ†

↑γ
†
↓. The Green’s functions with only anomalous

operators are
GR

∆∆†(t) = −iθ(t)〈[∆̂γ(t), ∆̂†
γ(0)]〉0

= −iθ(t)ei(2E−U)t〈[∆̂γ, ∆̂†
γ]〉0

= iθ(t)ei(2E−U)t(1 − nγ),
(5.35)

with nγ defined above and

GR
∆†∆(t) = −iθ(t)〈[∆̂†

γ(t), ∆̂γ(0)]〉0

= −iθ(t)e−i(2E−U)t(1 − nγ).
(5.36)

The Green’s functions with normal two-particle operators vanish:

GR
n↑n†

↓
(t) = −iθ(t)〈[γ†

↑γ↑, γ↓γ
†
↓]〉0 = 0, (5.37)

and the mixed Green’s functions similarly evaluate to

GR
n↑∆(t) = −iθ(t)〈[n̂↑, ∆̂γ]〉0 = −iθ(t)〈∆̂γ〉0 = 0, (5.38)

with the same result for all other combinations. Here we used that the expectation
value of the anomalous operators is zero. Collecting everything, we find that the
response function is

χII(t) = eΓ2 sin2
(
φ

2

)
(u2 − v2)2

(
G∆†∆(t) +G∆∆†(t)

)

= −iθ(t)eΓ2 sin2
(
φ

2

)
(u2 − v2)2

(
ei(2E−U)t(1 − nγ) − e−i(2E−U)t(1 − nγ)

)
.

(5.39)
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Fourier transformation yields

χII(ω) = eΓ2 sin2
(
φ

2

)( 1
ω + iη + (2E − U) − 1

ω + iη − (2E − U)

)
(1 − nγ). (5.40)

Remembering that the relation between response function and admittance is Y (ω) =
ie
ω
χII(ω), we obtain the real part of the admittance, which is the main result of this

section

ReY (ω) = − e

ω
ImχII(ω)

= −e2Γ2

ω
sin2

(
φ

2

) (
δ(ω + (2E − U)) − δ(ω − (2E − U))

)
(1 − nγ)

(5.41)

ReY (ω) is an even function as expected and always positive. The occupation factor
(1 − nγ) is zero when the ground state is a doublet. Hence the system is unable
to absorb radiation in the doublet ground state. This is as expected, as no parity-
conserving transitions are possible from the state |σ〉 to the states |−〉 and |+〉 in the
absence of the superconducting continuum. Such a transition would have to involve an
exchange of electrons with the leads, and this is not possible in the limit ∆ → ∞.

In the singlet ground state, the system can absorb a photon with energy ω =
2E − U = 2

√
ξ̃2

d + Γ2
φ = E+ − E−. From this energy, we can infer that the absorbed

photon causes the system to be excited from the ground state |−〉 to the excited singlet
state |+〉 . This process conserves parity as it should. And as the state |−〉 has zero
quasiparticles and |+〉 has two, this is a process where the system absorbs a photon
and two quasiparticles are created in the bound states. In conclusion, our results from
studying S-QD-S-junctions in the limits U � ∆ and U � ∆ that no absorption process
related to the creation of two quasiparticles with energy E < ∆ is possible when the
system is in a doublet ground state has been confirmed for this approach which is
exact in U, and where we included only the bound states in our calculation. As the
eigenstates of the system were known, it was here very easy to understand the possible
transition. Importantly, this approach captured the quantum mechanical nature of the
singlet and doublet states in an exact manner.

In conclusion, the results of this chapter indicate that both the noninteracting quan-
tum dot with a magnetic field and the classical spin approximation correctly capture
the singlet and doublet nature of the states of an S-QD-S Josephson junction described
by the Anderson model. The main effect of both approximations is to spin-polarise
the problem and break the degeneracy of the doublet state. But this doesn’t affect
the results for the admittance and generally the photon absorption properties in the
linear response regime, as when the ground state is a doublet the energy of the excited
doublet state is pushed above the gap in the sense that it takes two photons to induce
a transition between these states. Hence we expect that our results for the real part of
the admittance in figs. 3.8 and 5.5 are valid also outside of these approximations, eg.
for a quantum mechanical impurity spin in the cotunneling model.
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Chapter 6

Summary and conclusion

Having studied different types of Josephson junctions subject to a small, harmonic
phase bias from many different angles, we are now in a position to provide some general
results for the ability of such a junction to absorb photons. The quantum point contact
is a particularly simple system, which exhibits the well-known Andreev bound states.
By calculating the linear response of the current to a time-dependent voltage bias we
obtained a result for the real part of the admittance, which is related to the absorbed
power. The absorption spectrum had three different contributions, which could all
easily be associated with the creation of quasiparticles in the bound state or in the
superconducting continuum.

This calculation was then repeated for an S-QD-S junction studied in the regime of
strong Coulomb interaction, with the dot being occupied by a classical impurity spin.
In contrast with the simple QPC, this system has four bound states below the gap
which are not spin-degenerate, and which can cross zero energy, signifying a change
of ground state. The results for the admittance showed to be dependent on whether
the ground state of the system was the singlet-like screened state or the doublet-like
unscreened state. In particular, the δ-peak in ReY (ω) arising from the creation of
two quasiparticles in the subgap states was not present for the doublet ground state.
As it was not immediately clear how these results were affected by the classical spin
approximation it proved necessary to approach the problem from another point of view.

This motivated the study of an S-QD-S-junction in the opposite noninteracting
limit of U = 0, but with a magnetic field which in effect is equivalent to a mean-field
treatment of the Coulomb interaction and results in a spin-splitting of the Andreev-
like bound states. It was clear that by tuning the magnetic field, it was possible to
obtain bound states with the same properties as the YSR-states, again showing that
the system exhibited a phase transition between a singlet and a doublet ground state.
As expected, the discrete absorption peak disappeared for the doublet ground state.
However also in this model the eigenstates of the system weren’t known, so to see how
the dot states where modified by the coupling to the leads and establish whether they
were actually singlet and doublet states also in a fully quantum mechanical treatment
of the problem we studied the limit of ∆ → ∞.

90



Here it was possible to write up an effective Hamiltonian involving only the dot. In
this reduced Hilbert space, the eigenstates were found to be true quantum mechanical
singlet and doublet states. Calculating the real part of the admittance confirmed
our previous results. When excluding the superconducting continuum, only the peak
related to the creation of two quasiparticles in the subgap states was present, and
this peak vanished for the doublet ground state. This enhanced our belief that the
calculations for a classical magnetic impurity and weakly interacting dot captured
correctly the singlet and doublet nature of the eigenstates, at least to the extend
necessary for the calculations in the regime of linear response to be correct.

We found that the physical reason behind the absorption peak being absent in
the doublet ground state had a simple explanation which is most easily accessible in
perturbation theory. By determining the eigenstates of a scattering problem with a
magnetic potential, we found that the current operator can only induce transitions
between initial and final states which differ by two quasiparticles of opposite spin.
This is related to the fact that the perturbation couples to the current operator so that
the quasiparticles are created by splitting a Cooper pair. Transitions between doublet
and singlet states requires electron exchange with the superconducting leads and hence
result in the creation of a quasiparticle in the continuum.

6.1 Outlook
A natural extension of our work would be to seek further evidence that the results for
an S-QD-S-junction with a magnetic impurity are also valid outside the regime studied
here with U � ∆ and assuming a classical magnetic impurity. The assumption that
the impurity spin is classical somewhat limits our ability to predict whether the results
extend to the more physically correct description in terms of a quantum impurity spin
in the cotunneling regime where spin-flips play an important role. It is possible to
include the possibility for spin-flips in the scattering formalism of chapter 4 as done in
ref. [33] where the DC Josephson effect is investigated for a SFS-junction where spin-
flips can occur at the interface between superconductor and ferromagnet. Multiple
approximation methods applicable to the Anderson model with a magnetic impurity
also exist. One such approach is the Numerical Renormalization Group (NRG) method
which can be used to deal with a quantum mechanical impurity coupled to a noninter-
acting bath eg. of Cooper pairs with a continuous spectrum [34]. Here a logarithmic
discretization of the energy spectrum is performed, which yields a high resolution of
the low-energy excitations. Subsequently the system can be mapped onto an effective
tight-binding model where the number of sites depends exponentially on the size of
the discrete energy intervals. An iterative diagonalization is performed adding one site
at a time, a process which has to be truncated at a suitable point. This method has
been used by Jellinggaard et al. [35] to describe the YSR-states in good agreement
with experiments and by [36] to capture the quantum phase transition between the
singlet and doublet ground states. Another approach used by ref. [20] is taking the
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zero bandwidth-limit where the Anderson model can be diagonalized exactly. It is
valid in the limit where ∆ is much larger than the other energy scales of the problem.
Here the leads are approximated by a single level, which drastically reduces the size of
the Hilbert space and allows for exact diagonalization. This model again captures the
phase transition and the nature of the bound states but has no information about the
superconducting gap.

Lastly, it would of course be of great interest of us to know if our results can
be verified experimentally. This should be done using reflectometry as described in
section 1.3. Related experiments designed to perform spectroscopy of Andreev bound
states have already been carried out eg. by Bretheau et al. [37] in a QPC. Here the
Josephson junction which is subject to the measurement is connected in parallel with
a superconducting tunnel junction to form a SQUID. This makes it possible to apply a
phase bias to the junction by means of a magnetic flux in the loop of the SQUID. The
SQUID is capacitively coupled to the spectrometer which is a voltage-biased tunnel
junction and also acts as a source of microwave radiation. When the spectrometer
is subject to a voltage bias VJ it emits photons with energy νJ = 2eVJ/h which can
be absorbed by the Josephson junction causing a Cooper pair to tunnel across the
spectrometer. This can then be measured as a current. With today’s experimental
techniques it should be possible to carry out experiments such as these also for the
type of system studied in this thesis.
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Appendix A

Conductance

We wish to determine the conductance for a system described by the tunneling Hamil-
tonian denoted HT in eq. 2.1. The well-known Landauer-Büttiker formula states that
the conductance G for such a system consisting of two leads separated by a tunnel-
ing barrier with just a single transmission mode is given in terms of the transmission
coefficient τ as [38]

G = e2

π
τ = G0τ, (A.1)

where G0 is the conductance quantum (here in units where ~ = 1). Such problems
are often treated using scattering theory, but here we will present another approach
using non-equilibrium Green’s functions in the Keldysh formalism. This allows us to
calculate the current exactly, and we will then see that to linear order in the applied
potential V our result reduces to the Landauer-Büttiker formula. We will start by
considering the case of a time-independent voltage, V (t) = V. This creates a difference
in the chemical potentials of the two leads given by µL − µR = eV. In a normal metal
we don’t need Nambu spinors, and the current operator in Fourier space from eq. 2.27
is simply

〈Î(0)〉0 = −ew

π

∫ ∞

−∞
dω(G<

RL(ω) −G<
LR(ω)). (A.2)

The lesser Green’s function is now found using the Keldysh (matrix) equation [39]

G< = (1 +GRΣR)G<
0 (1 + ΣAGA) +GRΣ<GA, (A.3)

where the retarded and advanced Green’s functions for the coupled system are found
using the Dyson equation:

GR,A = GR,A
0 +GR,A

0 ΣR,AGR,A, (A.4)

with a self-energy which in the LR-basis is given by ΣR,A =
(
w w
w w

)
. As argued in

ref. [40] the self-energy in the Keldysh basis doesn’t connect the two branches of the
contour, which means that Σ< = 0 so that the second term in the equation above
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vanishes. The remaining term in eq. A.3 is usually assumed to vanish by an argument
where one assumes that the system was in a noninteracting state in the infinite past
or due to thermalization which removes all dependence on the initial state. Here no
relaxation mechanism has been included in the description of the leads and in our case
this term is nonzero. We proceed by calculating the retarded Green’s function

GR =
(
GLL GLR

GRL GRR

)

using eq. A.4 where GR
0 is the Green’s function without interactions, so that G0,R

LR =
G0,R

RL = 0 and where G0,R
LL = G0,R

RR ≡ G0 = ∑
k

1
ω−ξk+iη

≈ −iπνF in the wide-band
approximation. We thus obtain

GR =
(G0,R

LL )−1 − w −w
−w (G0,R

RR)−1 − w

−1

, (A.5)

from which it is seen that

GR
LR(ω) = GR

RL(ω) = wG2
0

1 − 2wG0
, GR

LL = GR
RR = G0(1 − wG0)

1 − 2wG0
. (A.6)

From this we can then find the advanced Green’s function as GA = (GR)†

Once the advanced and retarded Green’s functions are known the lesser Green’s
functions G<

LR and G<
RL are easily obtained using eq. A.3. Evaluating the matrix

products yields

G<
LR(ω) = w(GR

LR +GR
LL)(1 + wGA

RR + wGA
LR)G0,<

RR+
(1 + wGR

LR + wGR
LL)w(GA

RR +GA
LR)G0,<

LL ,
(A.7)

where the dependence on ω of the Green’s functions has been suppressed. A similar
expression is found for G<

RL. Furthermore we have:

G0,<
LL = i

∑
k

A(k, ω)nF (ω + eV/2) = i
∑

k

2πδ(ω − ξk)nF (ω + eV/2)

= iνFπnF (ω + eV/2) ≈ iπνF

(
nF (ω) + e

V

2
∂nF

∂ω

)
,

(A.8)

and similarly G0,<
RR ≈ iπνF

(
nF (ω) − V

2
∂nF

∂ω

)
. Here the Fermi function was expanded

to linear order in V as we will eventually take this limit to obtain the conductance
which is given by the linear response of the current to the voltage bias. Plugging the
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expressions for the Green’s functions into eq. A.2 the current is found to be

〈Î〉 = −ew2

π

∫ ∞

−∞
dω

(
(GR

LR +GR
LL − (GA

RL +GA
LL)

)
(G0,<

RR −G0,<
LL ) (A.9)

= −ew2

π

∫ ∞

−∞
dω2i Im(GR

LR +GR
LL)(G0,<

RR −G0,<
LL ) (A.10)

≈ −2ie2w2

π
iπνF Im

[
−2iπνF

1 + 2iπνFw

]
V
∫ ∞

−∞
dω
∂nF

∂ω
(A.11)

= −e2

π

(2πνFw)2

1 + (2πνFw)2V. (A.12)

From this the conductance is immediatly read off to be G = e2

π
(2πνF w)2

1+(2πνF w)2 = G0τ. Hence
the Landauer formula is regained at zero temperature by taking the linear response limit
in the expression for the current obtained using the Keldysh formalism. In addition to
finding the conductance, we have also obtained an exact result for the current at any
bias

〈Î〉 = G0
(2πνFw)2

1 + (2πνFw)2

∫ ∞

∞
(nF (ω + eV/2) − nF (ω − eV/2)). (A.13)

The value given above for the tunneling coefficient τ is determined from the transfer
matrix using the optical theorem. The transfer matrix is defined according to:

TR = ΣR + ΣRGR
0 T

R =⇒ TR = (1 − ΣRGR
0 )−1ΣR. (A.14)

To find the scattering matrix the optical theorem is then invoked

S = 1 − 2πiνFT =
(
r t
t r

)
(A.15)

where r and t are the reflection and transmission coefficients. Plugging in the self-
energy with G0 = −iπνF in the wide-band limit, the transmission probability is deter-
mined from the scattering matrix as

τ = |t|2 = (2πνFw)2

1 + (2πνFw)2 . (A.16)
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Appendix B

Time-dependent unitary
transformation

Here we show how a time-dependent unitary transformation can transfer the phase
φ1(t) from ∆ to the tunneling part of the Hamiltonian. As ∆R = ∆ and ∆L = e2iφ1(t)∆
with ∆ real, the unitary transformation acts only on the left lead. To see how this
works, we write the Hamiltonian in terms of a four-Nambu spinor for both the left and
the right lead as

H =
∑
kk′

Ψ†
k


ξkδkk′ + w −∆Lδkk′ w 0
−∆∗

Lδkk′ −(ξkδkk′ + w) 0 −w
w 0 ξkδkk′ + w −∆Rδkk′

0 −w −∆∗
Rδkk′ −(ξkδkk′ + w)

Ψk′

=
∑
kk′

Ψ†
kMkk′Ψk′

(B.1)

with Ψ†
k = (c†

Lk↑, cL−k↓, c
†
Rk↑, cR−k↓). The unitary transformation which transfers the

phase to the tunneling part is then

U(t) =


e−iφ1(t) 0 0 0

0 eiφ1(t) 0 0
0 0 1 0
0 0 0 1

 . (B.2)

We will now study how the time-dependent unitary transformation affects the equa-
tion of motion for the Nambu spinors which transform as Ψ̃ = U(t)Ψ (omitting the
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k−subscript of Ψ for notational ease)

˙̃Ψα = U̇αβΨβ + UαβΨ̇β

= U̇αβΨβ + iUαβ

∑
ηµ

[
Ψ†

ηMηµΨµ,Ψβ

]
= U̇αβU

†
βγΨ̃γ + iUαβ

∑
ηµ

Mηµ(−δηβΨµ)

= U̇αβU
†
βγΨ̃γ − iUαβMβµΨµ

= U̇αβU
†
βγΨ̃γ − iUαβMβµU

†
µνUνµΨν

= U̇αβU
†
βγΨ̃γ − iM̃ανΨ̃ν ,

(B.3)

where we used that we can always multiply by UU † = 1 and defined M̃ = UMU †.
Collecting everything, we can write the equation of motion on matrix form as

˙̃Ψ = −i
(
iU̇U † + M̃

)
Ψ̃. (B.4)

This is the same as what we would have obtained for a Hamiltonian

H =
∑
kk′

Ψ̃†
k

(
iU̇U †δkk′ + UMkk′U †

)
Ψ̃k′ , (B.5)

where the term∑
kk′

Ψ̃†
k

(
iU̇U †

)
Ψ̃k′ = φ1(t)

∑
kσ

c̃†
Lkσ c̃Lkσ = φ1(t)

∑
kσ

c†
LkσcLkσ = eV (t)N̂L (B.6)

cancels exactly the term which was added to the Hamiltonian due to the shift of the
chemical potential of the left lead in eq. 2.33. This means that after the transformation,
the total Hamiltonian for a nonzero time-dependent voltage bias is

H(t) = H0 +HT (t)

HLR =
∑
αkσ

ξkαc
†
kασckασ − ∆

(∑
αk

c†
kα↑c

†
−kα↓ +

∑
αk

ckα↓c−kα↑

)
+ w

∑
ασkk′

c†
kασck′ασ

HT (t) = w
∑
kpσ

(e−iφ1(t)c†
kLσcpRσ + eiφ1(t)c†

pRσckLσ),
(B.7)

where we redefined cαkσ ≡ c̃αkσ.
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Appendix C

Two-channel problem

Here we follow Kiršanskas [18] in explaining why the quantum dot with a classical
magnetic impurity studied in chapter 3 is a two-channel problem, This can be used
to understand the origin of the two different kinds of bound state energies. For the
simple Anderson model with normal leads one can perform a rotation of the operators
for the left and right lead. This separates the Hamiltonian into an even and an odd
sector which are not mixed, and the tunneling part of the Hamiltonian then involves
only the even sector [12]. We will see that here something similar happens, but the
two channels are coupled for finite phase difference φ between the leads. We write the
cotunneling part of the Hamiltonian in eq. 3.3 as

HT = HJ +HW

=
∑
kk′σ

(W + JSσ)
(
c†

Lkσ c†
Rkσ

)( cos2(θ) sin(θ) cos(θ)eiφ/2

sin(θ) cos(θ)e−iφ/2 sin2(θ)

)(
cLk′σ

cRk′σ

)
=
∑
kk′σ

(W + JSσ)c†Θc.

(C.1)
This part of the Hamiltonian can be diagonalized by means of a unitary transformation
which is constructed from the eigenvectors of Θ

v0 =
(
eiφ/2 sin(θ)
− cos(θ)

)
with eigenvalue λ0 = 0 and

v1 =
(

cos(θ)
e−iφ/2 sin(θ)

)
with eigenvalue λ1 = 1

(C.2)

Defining

U =
(

cos(θ) eiφ/2 sin(θ)
e−iφ/2 sin(θ) − cos(θ),

)
(C.3)

the Hamiltonian transforms according to

U†ΘU =
(

1 0
0 0

)
(C.4)
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and
c̃ = Uc =

(
cos(θ)cLkσ + eiφ/2 sin(θ)cRkσ

sin(θ)e−iφ/2cLkσ − cos(θ)cRkσ

)
≡
(
cekσ

cokσ

)
. (C.5)

Here the names cekσ and cokσ refer to the even and odd sectors, which the transformed
basis reduced to for zero phase bias [12]. The transformed Hamiltonian is then

HT =
∑
kk′σ

(W +JSσ)
(
c†

ekσ c†
okσ

)(1 0
0 0

)(
cek′σ

cok′σ

)
=
∑
kk′σ

(W +JSσ)c†
ekσcek′σ, (C.6)

so that as expected only the even combination of the lead operators appear in the
cotunneling term. To see that the even and odd channels are coupled by the super-
conducting (lead) part of the Hamiltonian, we write it in terms of the four-spinors
Ψkσ = (cLkσ, cRkσ, c

†
L−kσ̄, c

†
R−kσ̄):

HLR = 1
2
∑
kσ

Ψ†
kσ

(
ξkσ0 −σ∆σ0

−σ∆σ0 −ξkσ0

)
Ψkσ. (C.7)

The four-spinors transform as

Ψ̃kσ =
(
U 0
0 U∗

)
Ψkσ =⇒ Ψ̃†

kσ =
(
U † 0
0 UT

)
Ψ†

kσ, (C.8)

and after the transformation the lead Hamiltonian becomes

HLR = 1
2
∑
kσ

Ψ̃†
kσ

 ξkσ0 −σ∆V
−σ∆V†

0 −ξkσ0

 Ψ̃kσ (C.9)

with
V =

(
cos2(θ) + eiφ sin2(θ) −i sin

(
φ/2

)
sin(2θ)

−i sin
(
φ/2

)
sin(2θ) cos2(θ) + e−iφ sin2(θ)

)
. (C.10)

For φ = 0 where V is just the identity matrix, the even and odd channels are uncoupled,
but for φ 6= 0 this is not the case, and they are mixed in a nontrivial manner. From
this calculation we have learned that the problem at hand is a two-channel problem,
which explains the two different energy bands. The bound state energies E+σ originate
from one channel and E−σ originate from the other. For φ = 0 only one channel is
involved in the formation of bound states - namely the even one, which appears in
the cotunneling term. For φ = 0 the YSR state is still present, as it requires only a
single lead to form and doesn’t rely on the tunneling between the leads. We can hence
interpret the bound states E−σ as the YSR-states which originate from the even sector,
and the E+σ as an Andreev-like bound state arising from the odd sector, which only
appears when the two sectors are coupled for φ = 0, in accordance with the fact that
the Andreev bound states are related to tunneling between two superconducting leads
with a phase bias.
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Appendix D

Error in numerical integration

In section 3.3.2 we saw that extra features which could not be explained by our ana-
lytical calculation were present in the result for the admittance found from numerical
integration. Here we investigate the correspondence between the value of η and the
size of the unexpected peak in order to verify that it arises due to the finite width of
the spectral function for η 6= 0. We determine the height of the peak for different values
of η (for a specific set of parameters where the peak was found to be prominent) and
compare this with the change in height for the sharp delta peak at ω = E−↑ + E+↓.
To check whether our suspicion that the unexpected peak specifically arises from the
normal components of the spectral function being nonzero in ω = 0 is correct, we
also calculate ALL,↑↑(ω = 0) for different values of η. The results are plotted in fig.
D.1. Here we clearly see that when increasing the value of η, both the height of
the unexpected peak and the value of the normal component of the spectral function
ALL↑↑(ω = 0) increase, and furthermore they have a similar functional dependence on
η. Conversely, the height of the expected delta peak is inversely proportional to η in a
double-logarithmic coordinate system, which is consistent with the fact that it arises
from a Lorentzian (or more specifically, the convolution of two Lorentzians which is
also a Lorentzian), which has a height of 1/πη. Based on these considerations we con-
clude that the peak at ω = E±σ is indeed a numerical artefact which is due to the
fact that we are calculating a convolution of two functions of which one is not exactly
zero in ω = 0 due to the use of a finite η. Hence the features we see in the numerical
calculation of ReY (ω) are in accordance with what we expected from the analytical
calculations.
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Figure D.1: Change in various quantites as η is varied. a) Value of the ALL,↑↑−component of
the spectral function in ω = 0. b) Height of unexpected peak at the position of the smallest
bound state energy. c) Height of δ−peak in the admittance predicted by the analytical
calculation.

106


