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Abstract

Over the last glacial period, a series of 25 climate fluctuations were observed, characterized
by rapid warming followed by a longer cooling period. One of these Dansgaard-Oescher (D-O)
events happened around 11,500 years ago and heralded the end of the ice age and the beginning
of the Holocene period. To simulate these events, studies use firn densification models coupled
to air and heat diffusion in order to reconstruct paleotemperatures.

The Community Firn Model (CFM) is one such example, and it provides an open-source-modular
framework to simulate physical processes in the firn. A 1-dimensional Lagrangian grid is used
where density is explicitly calculated while diffusion is solved through an implicit Finite Volume
Method (FVM). The project seeks to aid in the interpretation of these DO-events by conducting
two experiments to better understand the model’s behaviour under different conditions.

Initially, we examine the behaviour of the CFM with different densification schemes by testing a
variety of “DO-like” events. It is observed that higher temperatures and lower accumulation rates
lead to a shallower close-off depth. Secondly, noisy 𝛿15N data, computed from NGRIP, is inverted
into noisy temperature data by way of Brent’s root-finding method. Then the sensitivity of the
inverted temperatures is estimated by including uncertainty from sources such as 𝛿15N, surface
density and diffusivity parameterization. We find that the magnitude of the 𝛿15N uncertainty is
paramount for reliable interpretation of reconstructed temperatures.

Finally, the halfway time to a new equilibrium following a linear fluctuation is computed for a
series of different amplitudes and duration. We show that for changes in amplitude, the halfway
time tends to decrease, while the behaviour is more complex for the duration. Moreover, we
estimate the uncertainty of the temperature gradient by calculating the excess of stable nitrogen
isotopes compared to argon. This is used to compute the true equilibrium time for which the
opposite behaviour is seen. Based on this the merits of the Halfway time versus Equilibrium time
are discussed in the view of interpreting past climates.
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1.1 History of Ice cores

Ice core drilling is a relatively new science, perhaps due to the harsh
environmental conditions on the polar ice sheets. According to Lang-
way [5], the first measurements of ice sheet interior were taken by
Sorge [6], but then a pause of research followed until the 1950s1. Then
three research projects began[5, 7]: Queen Maud Land in Antarctica
[8, 9], Juneau in Alaska[10] and in Central Greenland [11]. These ice
cores were only 100 meters deep, and the ice recovered suffered from
low quality, limiting detailed research[7, 12]. In the advent of the
International Geophysical Year in 1957-1958, ice core drilling began
in earnest with major contributions from the USA, the Soviet Union,
and Denmark. Switzerland and France. After a period of six years
from 1960, the first continuous ice core to bedrock was obtained at
Camp Century[7]. These ice-core projects have since continued with
many successful ice cores, such as ones from Greenland (GISP, GRIP
NGRIP and most recently EGRIP etc.) and Antarctica (Vostock, Dome
Fuji and Dome C etc.).

1.2 Dansgaard Oescher events

Over the last glacial period, a series of 25 climate fluctuations were
observed, characterized by rapid warming over decades followed
by a longer cooling period of centurial or millennial timescales[13,
14]. These events are known as Dansgaard-Oescher (DO) events
named after Willi Dansgaard and Hans Oeschger, pioneers in the
ice core science. Dansgaard championed the connection between
the isotopic composition of polar ice and, the precipitation and site
temperature [15, 16], while Oeschger and his associates developed
methods[5] to measure the change in 14C in Carbon-dioxide gas
extracted from the Ice cores. These DO-events are well studied, yet
an exact and comprehensive mechanism is elusive[17]. Proposed
mechanisms include binge-purge oscillations of ice-sheets[13, 18, 19],
bipolar seesaw as a connection to the South seas[20] and a connection
to Atlantic Meridional Overturning Circulation (AMOC)[21, 22]. One
of these DO events happened around 11,500 years ago and marked
the end of the ice age and the beginning of the Holocene period[14,
23]. Inspired by the experiments performed in [24–26], this thesis will
examine the Community Firn Model and how its outputs might be
used to gain knowledge useful for interpreting past climate histories.
Specifically, we first examine the behaviour of the CFM with different
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densification models for a variety of DO-like events. Secondly, we
invert noisy 𝛿15N data from [23] into noisy temperature data and
the resulting standard deviation is analysed. Finally, we force the
CFM with warming signals of varying duration and magnitude, while
recording characteristic equilibrium times. Before we do so, it is
necessary to review a number of topics relating to firn modelling.

1.3 Overview of the dissertation

▶ In Chapter 2, the necessary firn physics and concepts are intro-
duced alongside Brent’s method

▶ In Chapter 3, the Community Firn Model and the data from
Kindler et al. [23] is introduced. We also present the computa-
tion flow for the inversion method.

▶ In Chapter 4, we give a brief overview of the methodology in
each experiment. Additionally, the uncertainty of the tempera-
ture gradient is estimated.

▶ In Chapter 5, we discuss how the behaviour in the experiments
can be understood by applying our knowledge from previous
chapters.
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Figure 2.1: Picture of ice core.
Adapted from Goss [35]
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In this chapter, we present all necessary preliminary knowledge nec-
essary to proceed to the next section describing the methodology. In
Section 2.1, we give a brief introduction to Ice cores, the concept
of delta-notation and why we are interested in stable nitrogen iso-
topes. Secondly, in Section 2.2 we detail all densification schemes
used in the thesis. We also detail the different components of the
firn-air transport equation including fractionation, advection and dif-
fusivity parameterizations. Finally, in Section 2.3, the method for
inverting the Community Firn Model is explained, with more to come
in Section 3.3.

2.1 Ice sheets and ice cores

When snow falls in favourable climates and doesn’t melt, ice sheets
and glaciers form over many thousands of years as layers of snow
accumulate. The chemical composition of each layer is mainly influ-
enced by temperature and precipitation, in addition to wind, volcanic
ash, sea salt etc. Gradually these layers are compressed by the weight
of overlaying layers and turn to ice along with particulates and dis-
solved chemicals, while ancient air is trapped in bubbles. In this way,
ice cores drilled at the ice sheets become a proxy for climatic informa-
tion about the precipitation[27, 28] and temperature [13], volcanic
activity[29, 30], the composition of the ancient atmosphere such as
CO2 [31, 32] and CH4[33, 34], etc.

The word Ice core refers to a cylindrical section of ice, that has been
drilled from the polar ice sheets or mountain glaciers. Most ice cores
are obtained from inland sheets since these are more stable. This is
typically performed at the ice divide to ensure that the horizontal
velocity profile does not interfere with the stratigraphy, making it
easier to date the ice.

One climatic proxy in the ice is water stable isotopes (2H and 18O),
where the abundances found in each layer can be used to reconstruct
past climates [16]. To better quantify the abundance of water stable
isotopes, the 𝛿-notation is used [36]. Here we denote an isotope with
𝑍+𝑁 X, where 𝑍 is the number of protons, 𝑁 the number of neutrons
and X the specific element. The delta-value of stable isotopes can then
be computed as

𝛿𝑍+𝑁X =
Rsample − Rreference

Rreference
, (2.1)
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1: These effects can e.g. be changes
in the seasonality of precipitation,
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perature, see the work by Liu et al.
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where Rsample is the ratio of heavy isotopes to light isotopes in the
specimen and Rreference is that of a standard reference. Next, 𝛿18Oice

Figure 2.2: Fractionation of sta-
ble water isotopes due to conden-
sation and evaporation. Lighter wa-
ter molecules evaporate faster due to
higher vapour pressure, while also
precipitating slower, leading to a de-
pletion in the heavier molecules. [37]

is influenced by three factors[38]: the evaporation temperature at
the water source, the path that the water molecules take through
the atmosphere and the condensation temperature, see Figure 2.2.
First, lighter isotopologues evaporate faster due to vapour pressure
compared to heavier isotopologues.Meanwhile, heavier isotopologues
are preferentially removed from the air with decreasing temperature
through Rayleigh distillation. This can happen due to increasing
elevation and latitude or seasonal temperature variability. Finally,
warm air contains more water vapour and therefore a higher amount
of heavy isotopologues. These effects result in the precipitation (and
so the ice sheets) being more depleted in heavy isotopes, which equals
a more negative 𝛿-value.

Previously[15, 16, 23, 39–41], this connection between 𝛿18Oice and
precipitation and temperature have been used to reconstruct past
surface temperatures, where one assumed a function of the form:

𝑇𝑆 = 𝛼 · 𝛿18Oice + 𝛽 (2.2)
𝑇𝑆 = 𝛼∗ · 𝛿18O2

ice + 𝛽∗ · 𝛿18Oice + 𝛾∗, (2.3)

where 𝛼 is the slope of the linear function and 𝛽 the intercept. How-
ever, due to various effects1, these coefficients are not constant over
time[42], requiring additional constraints on the surface tempera-
tures. Borehole temperatures can be used for calibrations of slow
changes. However, due to smoothing effects arising from heat dif-
fusion in the ice sheet, this method is unable to resolve fast tem-
perature changes and also results in a rapid reduction of the time
resolution for past climates[24]. To reconstruct temperature changes
stemming from these fast changes, we use stable inert gas isotopes
(e.g., 𝛿15N, 𝛿40Ar) trapped as bubbles or air clathrates2 in the ice ma-
trix during the transition between snow and “glacier”-ice also known
as Firn. Since these stable gas isotopes are chemically inert, their iso-
topic compositions (𝛿15N) are constant over orbital time scales3, see
Mariotti [47], meaning that any deviation are due to site-specific pro-
cesses or mechanisms in the firn. To understand, how this 𝛿15N signal
is created in the firn, we first need to illuminate the characteristics of
the firn itself.
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2.2 Firn Physics

Firn4 is the intermediate stage between snow and glacial ice, that has
remained from previous seasons5.

As more snow is precipitated on the ice sheet, the accumulating
weight causes the underlying layers to gradually compact until the
ice reaches the density of pure ice at 𝜌ice ≈ 920kg/m3. Far above
this density-horizon6, gas pores are formed, which keeps the firn
air younger than surrounding ice by exchanging air with the upper
atmosphere. At the lock-in-depth (LiD), this exchange is no longer
possible, and the gas age is now locked. The difference in age between
the firn air and the ice is known as Δage and is calculated as:

Δage = ice agelid − gas agelid (2.4)

The volume of the firn not composed of ice, i.e. air bubbles, is known
as the porosity 𝑠 = 𝜌/𝜌ice and is composed of closed 𝑠cl and open
𝑠op porosity. Here 𝑠op refers to pores still interconnected with the
overlying atmosphere through other pores[48] and decreases with
depth as the ice densifies. Meanwhile, 𝑠cl refers to the volume of all
gas bubbles, that have been closed off from the atmosphere. After the
lock in-depth, this increases with depth before decreasing again due
to the compactification and the creation of clathrate ice[45].

There exist several ways of defining the closed porosity 𝑠cl. Schwander
[49] measured bubble volumes from ice core samples at Siple station,
Antarctica and derived the following empirical relation:

𝑠cl =


𝑠 exp

[
𝜌

𝜌cod
− 1

]
for 𝜌 ≤ 𝜌cod

𝑠 for 𝜌 ≥ 𝜌cod

(2.5)

However, due to the reopening of bubbles during sample cutting,
the bubble volume tends to be underestimated in measurements[50].
Alternatively, 𝑠cl can be parameterized from density and air content
measurements, as done by Goujon et al. [51] for Greenland and
Antarctic sites:

𝑠cl = 0.37𝑠
(
𝑠

�̄�co

)−7.6
(2.6)

where �̄�co is the mean close-off porosity �̄�co = 1−𝜌co/𝜌ice. This param-
eterization is designed[50], so that it is consistent with Equation 2.7
and it shows that 0.37 of the porosity has closed off at 𝜌co.

2.2.1 Zones of densification

As firn is pushed deeper by the layers above, the grouping of the
ice crystals changes the available transport methods of air. As such,
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Figure 2.3: Zones of transport in Firn:
Left) Firn density modelled using the
Herron and Langway model imple-
mented in the CFM for 230 and 240
K. Middle) Open and closed porosity
calculated according to Equation 2.6
and Right) 𝛿15N distribution with
depth for 230 and 240 K modelled
with the CFM. Higher temperatures
result in a shallower firn column.
Adapted from Scheidt [26] and Buiz-
ert et al. [50]

7: Large concerning temperature
fluctuations deeper in the ice.

8: Antarctica features many of these
sites such as Vostok and Megadunes
since it is a desert [52].

2013, Buizert: ‘ICE CORE METHODS
| Studies of Firn Air’

1992, Martinerie et al.: ‘Physical and
climatic parameters which influence
the air content in polar ice’

the firn column can be divided into three zones each defined by a
dominant transport: The convective zone (CZ), the diffusive zone
(DZ) and the lock-in zone or non-diffusive zone(LZ).

The convective zone is the upper reaches of the firn column, subject
to large7 temperature fluctuations and convection, which maintains
the same air composition as the atmosphere so 𝛿15N = 0. Often, the
CZ is only a couple of meters deep as seen in Figure 2.3, due to fast
packing. However, deep convective zones can be found at sites with
simultaneously low accumulation rates and strong winds8.

Just below the CZ is the diffusive zone, and it is of paramount impor-
tance for the 𝛿15N signal since convection no longer is the prevailing
transport. Instead, this zone is dominated by molecular diffusion due
to the dimensions of the air pockets [52], with decreasing diffusivity
with depth due to pore compaction (↓ 𝑠op). In addition, gravita-
tional fractionation causes enrichment of heavier isotopologues and
molecules with depth until the lock-in zone, as seen in Figure 2.3.
If there is a thermal gradient[53] in the firn column, heavy isotopo-
logues would tend towards the colder end of the firn column. As an
example, rapid warming in a DO event would cause an enrichment of
𝛿15N at the bottom, while the rapid cooling observed in the Younger
Dryas would have the opposite effect.

In the lock-in zone, enrichment processes due to diffusion cease, since
the air channels are now closed off due to the absolute pressure from
overlying layers. Here, the air is advected downwards with the ice
matrix. Further down still, we approach the close-off depth, defined
as the depth where all air channels are closed off and 𝑠op = 0. The
specific density for this is site dependent due to differences in climatic
conditions, but parameterizations for the mean close-off density 𝜌cod
exist. One such is by Martinerie et al. [54], where 𝜌cod is a function
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Figure 2.4: Schematic of firn col-
umn packing with depth and density.
Adapted from Kindler et al. [23]

1980, Herron et al.: ‘Firn Densifica-
tion’
2017, Lundin et al.: ‘Firn Model Inter-
comparison Experiment (FirnMICE)’

1954, Bader: ‘Sorge’s Law of Den-
sification of Snow on High Polar
Glaciers’

of site temperature 𝑇

𝜌cod =

(
1
𝜌ice

+ 6.95 · 10−7 𝑇 − 4.3 · 10−5
)−1

(2.7)

Finally, the lock-in depth and corresponding lock-in density can be
calculated empirically as:

𝜌lid = 𝜌cod − 14kg/m3 (2.8)

2.2.2 Firn densification models

Generally, firn densification models describe densification in three
separate stages based on the density.

In the past section, we presented an overview of the air transport
regimes due to the packing of ice crystals. We will now give an
overview of the different densification stages, see Figure 2.4. Until the
critical density of 550kg/m3, ice crystals are distributed and partially
destroyed by wind convection, leading to increased compactification.
This is compounded by sublimation and resublimation, where larger
crystals grow with the sacrifice of smaller crystals to a more spherical
shape. This is the most rapid stage and the density-depth profile
now follows a linear trend[55]. After the critical density and until
820 − 840kg/m3, the crystals can not be packed tighter and a slower
sintering process takes precedence. Here individual bubbles begin to
form and the densification rate decreases sharply as seen in Figure 2.3.
Finally, until the density of ice at 917kg/m3, the gas bubbles are
further compressed until at last the air molecules are forced into the
ice matrix due to the pressure. This happens far below the close-off
depth e.g. at NGRIP the bubble to clathrate transition[56] is at 900 -
1600 m.

The Community Firn Model hosts an ensemble of 13 different den-
sification models with use cases ranging from Δage reconstruction,
surface elevation changes, ice sheet mass balance etc. Here, we fo-
cus on temperature reconstruction, where Δage acts as an additional
constraint. We will focus on the following models implemented in
the CFM: Herron and Langway [55], Sigfus [55], Barnola [57] and
Goujon [51]. These models are constrained from many different sites
and are widely used for temperature reconstruction by Δage of polar
firn[58].

Herron and Langway

The Herron and Langway model [55] is the progenitor of many
densification models due to its wide applicability and serves as a
benchmark [58] for other models. It is an empirical model based upon
Sorge’s Law [59] and depth-density data from 17 firn core sites to
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determine firn densification rate equations from two key assumptions
still used by other firn models. In the CFM, the Herron and Langway
model is implemented as a dynamic model, a stress-based model and
an analytical solution. Here, we focus on the dynamic model and
analytical and return to the third in the next section.

The dynamical model assumes first [60] that the change in air
space i.e., porosity is linearly related to the change in stress due to
the weight of overlying snow. Schytt [61] expressed this as:

d𝜌
𝜌ice − 𝜌

= const. 𝜌 dℎ (2.9)

where 𝜌ice is the density of ice 917 kg m−3 and implies a linear re-
lationship between ln 𝜌/(𝜌ice − 𝜌) and the depth ℎ. Indeed, plotting
this relationship for multiple sites shows this trend as two line seg-
ments, where the slope changes, when the first densification stage
ends. We can express the slope of the segments as:

𝐶 =
d ln 𝜌/(𝜌ice − 𝜌)

dℎ
𝜌 < 550 kg m−3 (2.10a)

𝐶′ =
d ln 𝜌/(𝜌ice − 𝜌)

dℎ
550 kg m−3 < 𝜌 < 800 kg m−3 (2.10b)

where 𝐶, 𝐶′ are constants for each site. Here we substitute with
dℎ/d𝑡 = 𝐴/𝜌, where 𝐴 is the accumulation rate:

d𝜌
d𝑡

=


𝐶𝐴

𝜌ice
(𝜌ice − 𝜌) 𝜌 < 550 kg m−3

𝐶′𝐴

𝜌ice
(𝜌ice − 𝜌) 550 kg m−3 𝜌 < 800 kg m−3

(2.11)

The second assumption is that temperature and accumulation are not
correlated and that Equation 2.11 can be expressed as Arrhenius-type
rate equations:

d𝜌
d𝑡

=

{
𝑘0𝐴

𝑎 (𝜌ice − 𝜌) 𝜌 < 550 kg m−3

𝑘1𝐴
𝑏 (𝜌ice − 𝜌) 550 kg m−3 𝜌 < 800 kg m−3 (2.12)

where 𝑘0, 𝑘1 are Arrhenius-type rate constants that depend on tem-
perature and 𝑎, 𝑏 are constants depending on the densification mecha-
nism. Herron and Langway then obtained values for 𝑎, 𝑏 by comparing
slopes for pairs of sites with nearly equivalent temperatures and dif-
ferent accumulation rates with:

𝑎 =
ln𝐶1/𝐶2

ln 𝐴1/𝐴2
+ 1, 𝑏 =

ln𝐶′
1/𝐶′

2
ln 𝐴1/𝐴2

+ 1

Hereby, the values were determined to be 𝑎 ≈ 1 and 𝑏 ≈ 0.5. The
values of the rate constants were determined by plots of ln 𝑘 against
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Figure 2.5: Arrhenius plots for the
logarithm of 𝑘0 and 𝑘1 vs. inverse
temperature. Adapted from Herron
et al. [55]

1/𝑇 , see Figure 2.5, to be of the form 𝑘 = const. exp (−𝑄/𝑅𝑇), where
𝑄 is the Arrhenius activation energy in kJ mol−1:

𝑘0 = 11 exp
(
−10.16

𝑅𝑇

)
, 𝑘1 = 575 exp

(
−21.4
𝑅𝑇

)
and 𝑅 is the gas constant and 𝑇 is the temperature in Kelvin. The steps
above can be neatly summarized into the following rate equation:

d𝜌
d𝑡

= 𝑐 (𝜌ice − 𝜌) (2.13a)

𝑐 = const. exp
(
− 𝑄

𝑅𝑇

)
𝐴𝑎 (2.13b)

The analytical formulation of the Herron and Langway model
(HLA) is a steady-state model, that given temperature 𝑇 , accumula-
tion rate 𝐴 and surface density 𝜌0 calculate density, depth and age
relations. This model is included here since it is used by the CFM to
generate initial spin-up files, see Figure 3.1.

For the nth densification zone, the density is calculated as [55, 58]:

𝜌ℎ =
𝜌ice𝑍𝑛

1 + 𝑍𝑛
(2.14)

where for the initial densification zone, i.e. 𝑛 = 0

𝑍0 = exp
[
𝜌ice𝑘0ℎ + ln

𝜌0

𝜌ice − 𝜌0

]
and is independent of the accumulation rate. The depth of the critical
density or transition to the second zone is:

ℎ550 =
1

𝜌ice𝑘0

[
ln

(
550 kg m−3

𝜌ice − 550 kg m−3

)
− ln

(
𝜌0

𝜌ice − 𝜌0

)]
(2.15)

with corresponding age in years:

𝑡550 =
1
𝑘0𝐴

ln
(

𝜌ice − 𝜌0

𝜌ice − 550 kg m−3

)
(2.16)

For the second densification zone, we have

𝑍1 = exp
[
𝜌ice𝑘1

ℎ − ℎ550

𝐴0.5
+ ln

550 kg m−3

𝜌ice − 550 kg m−3

]
So that the age at a given density is

𝑡𝜌 =
1

𝑘1𝐴0.5
ln

(
𝜌ice − 550 kg m−3

𝜌ice − 𝜌

)
+ 𝑡550 (2.17)

Finally, the mean annual accumulation rate is estimated from the
slope of the second densification zone i.e. 𝐴 = (𝜌ice𝑘1/𝐶′)2
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Figure 2.6: Schematic of solid state
sintering for porous media. Adapted
from Hansen et al. [67]

Sigfus

The Sigfus model in the CFM is identical to the Herron and Langway
model in the first densification zone. In the second zone, Equation 2.12
may be rewritten to include the stress 𝜎:

d𝜌
d𝑡

=
𝑘21
𝑔

(
𝜎𝜌 − 𝜎550

)
(𝜌ice − 𝜌)

ln
[
𝜌ice−550kg m−3

𝜌ice−𝜌

] , (2.18)

where 𝜎550 is the stress at the critical density with a recommended
activation energy of 42.6 kJ mol−1.

Before we continue, it is important to note [62] that the activation
energies found in Herron et al. [55] are lower than those predicted
by other models. This leads it to be less sensitive to temperature
change faster than one-year frequency. In addition, Barnola et al.
[57] found that the Herron and Langway model was less suitable for
sites with relatively high accumulation rates compared to the site
temperature.

Barnola

The Barnola et al. [57] model was developed for Δage calculations
in ice cores. Like the Sigfus model, it uses the Herron and Langway
model for the first densification zone, but then uses the Pimienta [63]
model for the second and third densification zones [58, 62]. Here,
densification below the close-off depth is described to be caused by
plastic deformation of the ice around the air channels and bubbles.
The densification rate is

d𝜌
d𝑡

= 𝐴 𝑓Δ𝑃𝑛 = 𝜌ice𝐴0 exp
(
− 𝑄

𝑅𝑇

)
𝑓 𝜎𝑛eff , (2.19)

where 𝐴0 is a constant, 𝑄 the activation energy for mechanical creep
60 kJ mol−1, Δ𝑃 the effective absolute pressure and 𝜎eff the effective
stress [57, 62]. Finally, the exponent 𝑛 ranges between 1 and 3 de-
pending on the stress. Tests on polar ice from Vostok were conducted
by Pimienta et al. [64] to determine the dependence of strain rate
on the stress dY/d𝑡 = 𝐴𝜎𝑛. For stresses of 0.1 MPa and lower 𝑛 = 1
and for stresses higher than this value 𝑛 = 3, in good agreement
with Doake et al. [65]. The function 𝑓 is given by the spherical pore
model of Wilkinson et al. [66] who investigated the densification of
a powder compact during pressure sintering of cobalt monoxide:

𝑓𝑠 (𝜌) =
3
16

[
1 − 𝜌

𝜌ice

] [
1 −

(
1 − 𝜌

𝜌ice

)1/3]−3
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Barnola et al. analyzed Antarctic and Greenland density-depth pro-
files with different climatic histories using Equation 2.19 and deduced
an empirical function for the second densification zone (550 – 800 kg
m −3):

𝑓𝑒(𝜌) = 10𝛼𝜌
3+𝛽𝜌2+𝛿𝜌+𝛾, (2.20)

where 𝛼 = −37.455, 𝛽 = 99.743, 𝛿 = −95.027 and 𝛾 = 30.673.
For the third densification zone beyond 800 kg m−3 Barnola et al.
[57] uses the Pimienta model with 𝑓 = 𝑓𝑠 (𝜌). The function 𝑓𝑒(𝜌) is
constructed such that:

𝜌𝑐 = 800kgm−3 ⇒ 𝑓𝑠 (𝜌𝑐) = 𝑓𝑠 (𝜌𝑐) & 𝑓 ′𝑠 (𝜌𝑐) = 𝑓 ′𝑒 (𝜌𝑐) (2.21)

Finally, in the CFM 𝑛 is set to 3 as the effective stress in firn rapidly
rises to higher than 0.1 MPa [57].

Goujon

Similar to the Barnola and Pimienta model, the Goujon model takes
its roots in Metallurgy by considering grain scale physical processes
such as sliding and deformation. In the original work, Goujon et al.
[51] uses the densification scheme developed by Arnaud et al. [68]
coupled with a simplified heat diffusion model by Ritz [69] without
horizontal advection. In the CFM, this set of models is referred to
as the Goujon family, since Stevens et al. [62] does include a heat
diffusion module with horizontal advection.

In the following, we use the notation by Goujon et al. where 𝜌

is the absolute firn density and 𝐷 = 𝜌/𝜌ice is the relative density.
Additionally, in Goujon et al. [51] the first, densification zone only
begins9 after an initial 2-meter convective zone with constant density
350 kgm−3. As explained in Subsection 2.2.1, effects due to convection
become negligible below the CZ and other effects begin to appear.

In the first zone (𝐷 < 0.6), snow densifies into firn mainly by the
boundary sliding of grains or ice crystals. Alley [70] describes that
grains under a vertical load will slide downward and densify unless
constrained geometrically by other grains. Here, we define the coor-
dination number 𝑍 as being the average number of contacts or local
grains in the firn structure10. Boundary sliding continues until the
grains are supported by a tripod of bonds, where, 𝑍 ≈ 6 which based
on the work by Alley et al. occurs at the critical density 𝐷0 ≈ 0.6. The
densification rate11 in this zone is given by [70]:

d𝐷
d𝑡

= 𝛾

(
𝑃

𝐷2

) (
1 − 5

3
𝐷

)
, (2.22)

where 𝑃 is the overburden absolute pressure due to the overlying
snow layers and 𝛾 depends on the viscosity of grains boundary and
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geometrical parameters. 𝛾 should be set, so that ¤𝐷 is continuous at
the transition between zone-1 and zone-2 densification.

Unlike all previous models, Goujon et al. prescribe a variable critical
density dependent on the mean annual temperature at the site based
on the empirical relation12 by Arnaud [73]:

𝐷0 = 0.00226 · 𝑇𝑠 [◦C] + 0.647 (2.23)

In the second densification zone 0.6 ≥ 𝐷 ≤ 0.9, sliding is negligible
or constrained and firn densifies through elastic or plastic deformation
of grains, where the effective absolute pressure is induced by contact
areas. The densification scheme here is based upon the sintering
theory by Artz [ Arzt [74] and Arzt et al. [75]]

d𝐷
d𝑡

= 4.1817 · 104 exp
(
− 𝑄

𝑅𝑇

) (
𝐷2𝐷0

)1/3 ( 𝑎
𝜋

)1/2 ( 4𝜋𝑃
3𝑎𝑍𝐷

)3
, (2.24)

where 𝑄 is the activation energy at 60 kJ mol−1, 𝑅 is the gas constant,
𝑇 is the temperature in Kelvin, 𝑎 is the average contact area between
grains relative to the initial grain radius and 𝑍 is the coordination
number [62, 68]. Here the densification continues until 𝐷 = 𝐷CoD,
where 𝐷CoD is the relative close-off density adapted from Martinerie
et al. [54].

In the third densification zone 0.9 ≥ 𝐷 ≤ 1, the firn ice is compressed
further by the deformation of an ice matrix with first cylindrical
𝐷 < 0.95 and then spherical 𝐷 ≥ 0.95 pores. The densification rates
are as follows [63, 66]:

d𝐷
d𝑡

=


2𝐴

©«
𝐷 (1 − 𝐷)[

1 − (1 − 𝐷)1/3
]3 ª®®¬

(
2𝑃eff
3

)3
for 0.9 < 𝐷 < 0.95

9
4
𝐴 (1 − 𝐷) 𝑃eff for 0.95 ≥ 𝐷 < 1

,

(2.25)

with

𝑃eff = 𝑃 + 𝑃atm − 𝑃b, 𝐴 = 7.79 · 103 exp
(
− 𝑄

𝑅𝑇

)
where 𝑃atm is the surface pressure and 𝑃b the air pressure in the
bubble.

Buizert et al. [76] reported an issue in his implementation of the
Goujon et al. [51], which is reviewed here due to its importance
to the CFM model. In the case that 𝐷0 ≥ 0.6; which happens for
≈ −20.94◦C Equation 2.23, then the term (1−5/3𝐷) in Equation 2.22
becomes zero for 𝐷 = 0.6 and negative for 𝐷 ≥ 0.6, which is decidedly
nonphysical. Furthermore, for 𝐷 = 𝐷0 ≥ 0.6, the rate predicted by
Equation 2.25 becomes infinite due to a zero contact area. In the
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CFM, Stevens et al. [62] remedies this by limiting Equation 2.23 at a
maximum value of 𝐷 = 0.59, which occurs for temperatures greater
than −25◦C corresponding to a density of 541 kg m−3, which results
in the Goujon model always predicting the critical density transition
at slightly lower densities than the standard 550 kg m−3. In addition,
Stevens et al. follow the recommendation by Buizert et al. to modify
the transition at relative density 𝐷′

0 = 𝐷0 + Y, where Y is a small
number. They then iterate Equation 2.22 to find 𝛾 using 𝐷0 given
by Equation 2.23 that gives the maximum ¤𝐷 at the bottom of the
first densification zone without exceeding ¤𝐷 at the top of the second
densification zone.

In Figure 2.7, the depth-density profile for the four different densifi-
cation models are plotted using constant forcing at 𝑇 = 242 K and
𝐴 = 0.19 m ice/yr. At ∼ 550 kg m−3, the mentioned kink is visible,
while the Goujon model has a lower critical density.

Figure 2.7: Plot of modelled density-
depth profiles for four densification
models. Firn densification models are
Herron and Langway (HLD), Sigfus
(HLS), Barnola (BAR) and Goujon
(GOU) using constant forcing at 𝑇 =

242 K and 𝐴 = 0.19 m ice/yr.

2.2.3 Gas diffusion and air advection

As mentioned in Subsection 2.2.1, the diffusive zone is the origin
for two key phenomenons that determine the 𝛿15N signal, gravita-
tional and thermal fractionation of isotopologues. Besides the two
fractionation processes, other mechanisms such as advection, disper-
sive mixing etc. also play a role in altering the isotopic composition
of the air. In this thesis, we model 𝛿15N values from firn forcing using
two approaches: One relies on solving the one-dimensional firn air
transport equation with finite volume methods by Patankar [77] in
the module firn_air. This method accounts for molecular diffusion,
thermal and gravitational fractionation, eddy diffusivity and firn air
advection. The other method approximates thermal and gravitation
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1989, Schwander: ‘The transforma-
tion of snow to ice and the occlusion
of gases’
1988, Craig et al.: ‘Gravitational Sepa-
ration of Gases and Isotopes in Polar
Ice Caps’

13: See Lente et al. [81] for an
overview of different derivationmeth-
ods, that have been used throughout
the ages.

fractionation according to [49, 78] and [79, 80], which leads to much
faster calculations than using the firn_air module.

Gravitational and Thermal fractionation

Once convection is negligible, heavier isotopes and molecules are
enriched with increasing depth in the firn. We can derive the relation
for this enrichment by using the barometric equation Schwander [49]
and Craig et al. [78] and ideal13 gas law 𝜌 = 𝑛𝑀/𝑉, 𝑛/𝑉 = 𝑝/(𝑅𝑇):

d𝑝
d𝑧

= −𝜌𝑔︸︷︷︸
Ideal gas

⇒ d𝑝
d𝑧

= −𝑀𝑔
𝑅𝑇

𝑝 ⇒ 𝑝(𝑧) = 𝑝0 · exp
(
−𝑀𝑔
𝑅𝑇

𝑧

)
(2.26)

where 𝑝 is the partial pressure, 𝜌 the density, 𝑔 the acceleration
constant, 𝑛 the amount of moles, 𝑧 the firn depth, 𝑀 the molar
mass, 𝑅 the ideal gas constant and 𝑇 the temperature. Following the
derivation in Kindler et al. [23], we then compare two gasses 𝑎 and
𝑏, then the ratio 𝑅𝑎,𝑏 of their respective concentrations 𝐶 is:

𝑅𝑎,𝑏(𝑧) =
𝐶𝑎(𝑧)
𝐶𝑏(𝑧)

=
𝑝𝑎(𝑧)
𝑝𝑏(𝑧)

=

𝑝𝑎0 · exp
(
−𝑀𝑎𝑔

𝑅𝑇
𝑧
)

𝑝𝑏0 · exp
(
−𝑀𝑏𝑔

𝑅𝑇
𝑧
) (2.27)

If we then compare the ratios between top and bottom, then since
𝑝(0) = 𝑝0:

𝑅𝑎,𝑏(𝑧)
𝑅𝑎,𝑏(𝑧 = 0) = exp

(
−Δ𝑀𝑔
𝑅𝑇

𝑧

)
where Δ𝑀 = 𝑀𝑎 − 𝑀𝑏. Finally, we convert this into the 𝛿-notation
and obtain the following form for the gravitational fractionation of
gas species 𝑋 in parts per thousand:

𝛿Xgrav (𝑧) = exp
(
−Δ𝑀𝑔
𝑅𝑇

𝑧 − 1
)
· 103 ≈ Δ𝑀𝑔𝑧

𝑅𝑇
· 103 (2.28)

Additionally, temperature gradients result in thermal diffusion through-
out the firn column, which in turn causes a thermal fractionation effect
leading to the enrichment of heavy isotopes at the cold end of the ice
matrix. The effect can be expressed as [53, 79]:

𝑅𝑏

𝑅𝑡
=

(
𝑇𝑡

𝑇𝑏

)𝛼𝑇
(2.29)

transformed into 𝛿-notation in ppt:

𝛿Xtherm(𝑇) =
[(
𝑇𝑡

𝑇𝑏

)𝛼𝑇
− 1

]
· 103 ≈ ΩXΔ𝑇 (2.30)
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where

ΩX =
𝛼𝑇,X

𝑇mean
· 103

Here 𝑇𝑡 and 𝑇𝑏 (𝑅𝑡, 𝑅𝑏) are the temperature (ratio 𝑅𝑎,𝑏) at the top
and bottom of the firn column, 𝛼𝑇 and Ω are respectively the thermal
diffusion factor and sensitivity and Δ𝑇 the temperature difference
between top and bottom. These constants 𝛼 and Ω varies depending
on the molecule and temperature. From the works of Leuenberger
et al. [80] and Lang et al. [82], 𝛼𝑇 was found empirically for stable
nitrogen isotopes:

𝛼𝑇 = 4.61198 · 10−3 ln
(

𝑇mean

113.65[𝐾]

)
(2.31)

based on original measurements by Boersma-Klein et al. [83], where
𝑇mean is the mean firn temperature given by [83, 84]

𝑇mean =
𝑇𝑐 · 𝑇ℎ
𝑇ℎ − 𝑇𝑐

ln
(
𝑇ℎ

𝑇𝑐

)
(2.32)

where 𝑇ℎ and 𝑇𝑐 are the hot and cold temperatures of the firn respec-
tively. For stable nitrogen isotopes Ω was also calculated by Grachev
et al. [85] for a temperature range of -60 to 0 ◦C:

15ΩX =
8.656
𝑇mean

− 1232
𝑇2
mean

(±3%) ‰/◦C (2.33)

Finally, in the CFM ΩN was found to be ΩN = 14.7 · 10−3 ‰/◦C
by Grachev et al. [85] and is valid for an average firn temperature
of -30 ◦C. by using Equation 2.33. In this thesis, we designate the
contributing fractionation effects on 𝛿15X as respectively 𝛿15Xth and
𝛿15Xgrav, while the total is given as 𝛿15Xtot = 𝛿15Xth + 𝛿15Xgrav.

In Figure 2.8, we see the change in close-off depth and 𝛿15Ncod due to
a DO-like event. In b) higher temperatures lead to a lower close-off
depth and shallower firn column due to increased densification. Here,
the higher thermal energy in a sense leads to more energy available for
crystallization, according to the Arrhenius theorem. As Equation 2.28
is approximately linear in 𝑧, 𝛿15Ngrav is directly proportional to the
change in 𝑧cod. Meanwhile, a positive temperature gradient Δ𝑇 leads
to a positive 𝛿15Nth, where heavier nitrogen isotopes are enriched at
the cold end of the firn column. The opposite behaviour is seen during
the cooling period, which curiously is not completely symmetrical to
the warming signal.

2.2.4 Firn transport equation

Unlike other firn modelling works, the CFM can couple a firn-air
transport model with densification schemes and heat diffusion. In-
stead of relying on steady-state depth-density and diffusivity profiles,
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Figure 2.8: Thermal and gravitation
fractionation for the Barnola densi-
fication model using the advection
option by Darcy. Each effect is calcu-
lated using Equations 2.28 and 2.30
a) Shows temperature and accumu-
lation forcing, b) shows the change
in close-off depth and c) shows
𝛿15Ntot𝛿

15Ngrav and 𝛿15Nth.

1993, Schwander et al.: ‘The age of
the air in the firn and the ice at Sum-
mit, Greenland’
1979, Freeze et al.: Groundwater

we can instead simulate gas transport together with the evolution of
depth-density forced by changing temperatures and accumulation.
Originally Schwander et al. [86] introduced a transport equation
adapted from hydrology [87], that only included molecular diffu-
sion and gravitational settling. However, over a long period, this was
upgraded by among others [50, 88–92] to also contain thermal diffu-
sion, air advection and eddy diffusion [90, 93]. Therefore, the CFM
solves the following one-dimensional advection-diffusion-dispersion
equation Stevens et al. [62]:

𝜕𝐶

𝜕𝑡
=

1
𝑠op(𝑡, 𝑧)

𝜕

𝜕𝑧

[
𝑠op(𝑡, 𝑧)^eff (𝑡, 𝑧)

(
𝜕𝐶

𝜕𝑧
− Δ𝑀𝑔

𝑅𝑇
+ Ω

d𝑇
d𝑧

)
+ 𝑠op(𝑡, 𝑧)^eddy (𝑧)

d𝐶
d𝑧

]
− 𝑤air(𝑧)

𝜕𝐶

𝜕𝑧

(2.34)

where 𝐶 is the concentration of a gas species in ppm or ppt. The unit-
less parameter 𝑠op is the open porosity, Δ𝑀 the molar mass difference
either between two isotopologues or from the air in

[
kg mol−1

]
, Ω

is the thermal diffusion sensitivity
[
K−1] for a gas species, 𝑤air(𝑧)

is the advection rate relative to the ice matrix and ^ef (𝑡, 𝑧) is the
effective diffusivity and accounts for the longer, more tortuous path
that air takes as the open porosity decreases. There are several ways
to parameterize this diffusivity, and we review them in the section
below.

Additionally, convection can be included in several ways for modelling
firn air transport. A rudimentary way is to treat the firn column as
beginning from the bottom of the convective zone and have the air
above being of atmospheric composition. Another option is to include
an eddy diffusion term, affecting all gasses equally from Kawamura
et al. [94]:

^ed = ^eddy (𝑧) = ^0eddy exp
(
− 𝑧

𝐻

)
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14: Stevens et al. [62] notes that it
does not work very well in the firn_-
air.py file

15: See Battle et al. [98] for a more
detailed investigation

where ^0eddy is the eddy diffusivity at the surface and 𝐻 is a char-
acteristic depth scale chosen in the CFM to be the convective zone
depth.

Diffusivity parameterization

In total, the CFM hosts an ensemble of six different parameterizations
for effective diffusivity. Here, they are reviewed shortly in chronolog-
ical order as they appear in the CFM firn_air.py module. The first
three are very similar as they were developed from each other.

Schwander et al. is the first parameterization and was found using
linear regression through measured diffusivities of CO2 by Schwander
et al. [95] and should have good global validity according to the
authors. It is given as[62]:

^eff = 𝛾N · 𝐷(𝑠) = 𝛾N · 𝑐 (23.7𝑠tot − 2.84) , (2.35)

where 𝛾N = 1.2638 is the free-air diffusivity of nitrogen relative to
CO2 from [89, 96] and 𝐷(𝑠) is the diffusion coefficient for CO2 relating
to the total firn porosity. 𝑐 is a temperature and pressure correction
factor:

𝑐 =
𝑝0

𝑝

(
𝑇

253.16K

)1.85
(2.36)

from [97], 𝑝, 𝑝0 the mean and reference pressure and 𝑇 the mean
temperature14. Finally, CFM includes a factor 10−6 as unit conver-
sion.

Battle et al. is next, where the model by Schwander et al. [95] is
used as an initial guess to match the diffusivity-depth profile and then
adjusts15 until the model reproduces CO2 depth profile. This yields
the following expression in CFM

^eff = 𝛾N · 𝐷(𝑠) = 𝛾N · 1.16 (23.7𝑠tot − 2.84) , (2.37)

with a unit conversion factor of 1/(24 · 3600).

Severinghaus et al. uses the same temperature and pressure cor-
rection factors as [95], but has a slightly different expression:

^eff = 𝛾N · 𝐷(𝑠) = 𝛾N · 𝐷0
CO2

(2𝑠tot − 0.167) , (2.38)

Note that, in the original publication by Severinghaus et al. [53], the
diffusivity coefficient and temperature correction factor are calculated
for 25◦C, however, Stevens et al. [62] instead uses updated values
from Buizert et al. [50] at 0 ◦C.
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Freitag et al. used three-dimensional reconstructions in combina-
tion with pore-scale model simulations to estimate transport proper-
ties and the effective diffusivity takes the form[62, 99]:

^eff = 𝛾N · 𝐷(𝑠) = 𝛾N · 𝐷0
CO2

𝑠2.1op (2.39)

Noticeably, Freitag et al. [99] does not use any correction factors and
depends on the open porosity instead of the total.

Witrant et al. is a multi-gas tracer study at eleven different polar
sites and features Lock-in zone physics for the diffusivity, whereas it
is otherwise negligible in other models. The effective diffusivity in
the diffusive zone was calculated by Witrant et al. [100]:

^eff = 𝛾N · 𝐷(𝑠) = 𝛾N · 𝐷0
CO2

(
𝑇

273.15 K

)1.8
𝑝0

𝑝

(
2.5𝑠op − 0.31

)
,

(2.40)

whereas in the lock-in zone ^eff is approximated with a sigmoid curve
below a threshold depth 𝑧thr:

^eff (𝑧) ≈
𝐷thr − 10−2

1 + 𝑒50(𝑧−(𝑧F−𝑧thr )/2/𝑧F )
+ 10−2 (2.41)

Where 𝐷thr = 1 m2 yr−1 if the accumulation rate is less than 0.1 m
water eq. and 𝐷thr = 100 m2 yr−1 otherwise.

Adolph et al. is based on Freitag et al. [99] and studied co-located
measurements of diffusivity, and permeability together with mi-
crostructure on firn core samples. Adolph et al. [101] arrived at
the following relationship:

^eff = 𝛾N · 𝐷0
CO2

(
𝑘 · 106.973

)−2.79
(2.42)

where 𝑘 = 𝑠3.71op · 10−7.29 is the permeability of the firn.

Firn air advection

For air advection relative to the ice matrix, we have two different
parameterizations available:

Darcy’s law from Hydrology [87, pp. 16-28] and [92] is based on
the viscous flow of air through a porous medium (firn). Here, we
begin with the barometric equation for hydrostatic equilibrium:

𝑝(𝑧) = 𝑝0 exp
(
−𝑀air𝑔

𝑅𝑇
𝑧

)
(2.43)

where, once again, 𝑝0 is the surface pressure, 𝑀air the molar mass
of air, 𝑔 the acceleration constant, 𝑅 the gas constant and 𝑇 the
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Figure 2.9: Schematic of bulk air
motion in the firn from a firn col-
umn depth of 𝑧 to 𝑧 + Δ𝑧. In this re-
gion, total porosity decreases, while
the closed porosity increases, i.e., in
the lock-in zone. Adapted and mod-
ified/recreated from Buizert et al.
[50]

temperature at a depth 𝑧. Suppose that a deviation to this hydrostatic
equilibrium occurs, then the resulting viscous flow is described by
Darcy’s law[92]:

𝑤air = − 𝑘
`

(
d𝑝
d𝑧

− 𝑀air𝑔

𝑅𝑇
𝑝

)
, (2.44)

where 𝑘 is the permeability of firn and ` the dynamic viscosity of firn
air.

Buizert considers the bulk motion of firn air alongside the fluxes
occurring in and between the open and closed porosity during close-
off, see Buizert et al. [50]. The flux in the closed porosity is made
of the downward transport of bubbles by the ice matrix at an “ice”-
velocity 𝑤ice = 𝐴𝜌ice/𝜌, where 𝐴 is the accumulation rate in m yr−1
equivalent. In the open porosity, air can also travel directly downward
and is given by 𝑤air. In total, the fluxes can be written as

Φop = 𝑠∗op𝑤air = 𝑠op exp
(
−𝑀air𝑔

𝑅𝑇
𝑧

)
𝑤air (2.45)

Φcl = 𝑠cl
𝑝𝑐𝑙

𝑝0
𝑤ice, (2.46)

where the open porosity 𝑠op has been rescaled with the barometric
equation to account for increasing pressure by depth. The fraction
𝑝𝑐𝑙/𝑝0 is the enhanced pressure in the closed porosity relative to the
surface pressure.

In Figure 2.9, Φ1,Φ2 are fluxes in/out of the closed porosity, while
Φ3,Φ4 are fluxes in/out of the open porosity and Φ5 is the flux from
the open to the closed porosity and as such depicts the close-off of
air bubbles. Since mass must be conserved, it must hold that the total
air flux leaving and entering the system between 𝑧 and 𝑧 + Δ𝑧 or
Φ1 +Φ3 = Φ2 +Φ4, which can be generalized to hold for all depths:

Φop(𝑧) + Φcl(𝑧) = Φop(𝑧cod) + Φcl(𝑧cod) = Φcl(𝑧cod) (2.47)

then combining Equations 2.45 and 2.46 with Equation 2.47, we can
solve for the firn air velocity in the open porosity also known as the
air advection rate:

𝑤air =
𝐴𝜌ice

𝑠∗op

(
𝑠cl(𝑧cod)𝑝cl(𝑧cod)

𝜌cod
− 𝑠cl(𝑧)𝑝cl(𝑧)

𝜌(𝑧)

)
(2.48)

Figure 2.10 shows close-off depths and 𝛿15Ncod modelled using den-
sification models (HLD, HLS, BAR and GOU) coupled with heat diffu-
sion and the firn_air module. In Figure 2.10 c), we see the familiar
excursions of 𝛿15Nth due to thermal fractionation, while the differ-
ent close-off depths lead to different values for 𝛿15Ngrav due to the
gravitational fractionation (see Equation 2.28 and Figure 2.10).



20 2 Theoretical preliminaries

Figure 2.10: Plot of close-off depths
and 𝛿15Ncod for four densification
models a) Shows temperature and
accumulation forcing, b) shows the
change in close-off depth and c)
shows 𝛿15Ncod

2020, Virtanen et al.: ‘SciPy 1.0’

1971, Brent: ‘An Algorithm with Guar-
anteed Convergence for Finding a
Zero of a Function’

16: Other methods have been devel-
oped, notably the ITP (Interpolate,
Truncate, Project) method, but this
has not been implemented in Python
to my knowledge yet.

2.3 Inverse modelling: Brent’s method

One of the aims of this project is to study the sensitivity of recon-
structed temperatures from 𝛿15N abundances in ancient air from firn
cores. To this end, we invert the Community Firn Model which models
firn densification, heat and gas diffusion with a common root-finder
from the scipy.optimize library [102]. The algorithm chosen here
is Brent’s method, implemented in SciPy as optimize.brentq, which
combines secant, bisection and inverse quadratic interpolation.

In this section, wewill expound on theworkings of this algorithm. Brent
[103] devised this algorithm based on the work of Dekker [104] which
used the fast secant method where possible, and then the slow but ro-
bust bisection method in other cases. It is therefore sometimes known
as the Brent-Dekker method16. Brent’s method uses the very fast but
unstable inverse quadratic interpolation or the secant method where
possible and then falls back to the bisection method if necessary. This
achieves the reliability of the bisection method while preserving the
speed of the faster methods. We will now go through both algorithms
since Brent’s method is a modification to Dekkers’s method. Like
Dekker’s method, Brent’s method takes as input a function 𝑓 and an
interval, which contains a root, and then the method promises to
converge towards the root with superlinear speed.

Suppose, we are given a function 𝑓 (𝑥) and we seek the solution 𝑥opt
so that 𝑓 (𝑥opt) = 0. In addition, we require an interval [𝑎0, 𝑏0], which
contains a root i.e. 𝑓 (𝑎0) · 𝑓 (𝑏0) = −1. Provided 𝑓 is continuous be-
tween the endpoints, then the intermediate value promises a solution
in the interval.

For each iteration, the following points are relevant: 𝑏𝑘 the current
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17: It will default to the lower end-
point

guess, 𝑎𝑘 and 𝑏𝑘−1 the previous guess, which for the first iteration is
𝑐𝑘 = 𝑏𝑘−1 = 𝑎0. Note that since 𝑏𝑘 should always be the best guess,
then | 𝑓 (𝑏𝑘) | ≤ | 𝑓 (𝑎𝑘) |, if that is not the case then the points are
swapped. Next, we calculate two new points:

𝑠 =


𝑏𝑘 −

𝑏𝑘 − 𝑐𝑘

𝑓 (𝑏𝑘) − 𝑓 (𝑐𝑘)
𝑓 (𝑏𝑘) if 𝑓 (𝑏𝑘) ≠ 𝑓 (𝑐𝑘)

𝑚 otherwise
(2.49)

𝑚 =
𝑎𝑘 + 𝑏𝑘

2
(2.50)

In other words, if the output of the secant method, 𝑠 is between 𝑏𝑘 and
𝑚, then we use it as the new provisional guess 𝑥𝑘+1 = 𝑠. Otherwise,
if the secant method fails, then the bisection result is used 𝑥𝑘+1 = 𝑚.
Next, we check for convergence and whether the maximum number
of iterations has been reached and finish if any of these are true.
Finally, to complete the loop, we compute the following inequality
𝑓 (𝑎𝑘) · 𝑓 (𝑥𝑘+1) > 0. If this is true, i.e., the new guess is worse than
𝑏𝑘, but better than 𝑎𝑘 then 𝑎𝑘+1 = 𝑥𝑘+1, otherwise the guess performs
better than 𝑏𝑘 and 𝑏𝑘+1 = 𝑥𝑘+1. If one wishes to see a more detailed
overview, turn to Figure B.1.

The modification of Brent [103] functions by enabling it to use inverse
quadratic interpolation (IQI) and using a new variable 𝑑; previously 𝑐
to handle ill-behaved function. First, it tries to compute the new point
𝑠 through IQI with a Lagrange interpolating polynomial of degree
2[105]. If that fails, it will then resume with Dekker’s method, except
that now we test if 𝑠 is between 𝑏 and 3𝑎+𝑏

4 . In addition, it includes
another test to force bisection rather than interpolation if the function
is ill-behaved. This is done to ensure that the average improvement
from step to step is not arbitrarily small. If the function is well-
behaved, then Brent’s method uses mainly IQI or secant interpolation
and will converge at least as fast as Dekker’s method will converge
regardless of function unlike Dekker’s[103].

In Python, this method is implemented by the scipy.optimize li-
brary as brentq, which takes the function 𝑓 , endpoints 𝑎, 𝑏 in addition
to other arguments for 𝑓 . While we cannot specify the starting guess17,
we can adjust the convergence criterion by the maximum amount of
iterations or the absolute 𝑥tol and relative tolerance, 𝑟tol respectively.
The function will finish if it goes through too many iterations or if the
guess satisfies np.allclose(x,x0,xtol,rtol) i.e., we finish if the
following inequality |𝑎𝑘+1 − 𝑏𝑘+1 | ≤ 𝑎𝑡𝑜𝑙 + 𝑟𝑡𝑜𝑙 · |𝑏𝑘+1 | is true.
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In this chapter, we will focus on the aforementioned Community
Firn Model, its inputs and outputs as well as how one can use it for
different research directions. Next, the data from Kindler et al. [23]
and the root finding algorithm for the first experiment Section 4.2 is
introduced, along with how the algorithm can be sped up in Python.
Finally, the two experiments and their scopes are presented, so that
we are ready to continue.

The python files necessary to plot and run all experiments are found in:
https://github.com/Arcaru24601/CommunityFirnThesis.git

3.1 The Community Firn Model

The Community Firn Model (CFM) was designed to two key issues
in the Firn modelling community. The first was to obtain a unified
framework for firn ice modelling instead of many disjointed modelling
schemes. The second was to develop a model, which could couple
firn densification together with heat and firn air diffusion.

The CFM is designed to be a modular firn evolution framework to
accommodate different research directions. Its most basic task is to
predict depth-density and depth-age profiles for the firn, but using the
accompanying configuration file, the CFM can simulate heat diffusion,
meltwater percolation and refreezing, water isotope diffusion, firn
air diffusion and grain growth[62].

The Community Firn Model is implemented for Python 3 and runs
on versions higher than 3.6. This thesis uses CFM version 1.1.10. The
CFM has since been updated to version 2.0, but this version change
only affects surface energy balance, Enthalpy diffusion and the Morris
densification scheme, neither of which are important for this thesis.

3.1.1 Overview of model calculations

The CFM uses a one-dimensional Lagrangian or material following
grid, whereupon each output variable is calculated. The firn core
can then be thought of as many model volumes, where each cell is
a layer of the firn with uniform properties such as density, depth,
temperature etc. At each time step, a new layer is added at the top of
the firn column as a new cell and one cell is removed at the bottom.
In each layer the density is calculated explicitly:

𝜌new = 𝜌old +
d𝜌
d𝑡

dt (3.1)

https://github.com/Arcaru24601/CommunityFirnThesis.git
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1: 𝜏 is also used for the tortuosity of
the firn, but since Stevens et al. [62]
used 𝜏(𝑧) for the depth, we will also
use it here.
2: Here they also developed a densi-
fication model for surface elevation
changes. It is also included in the
CFM

3: It is possible to also specify other
variables such as surface density

where the change in density through time is assumed to be a function
of the temperature 𝑇 , accumulation rate ¤𝑏 and current density 𝜌:

d𝜌
d𝑡

= 𝑓 (𝑇, ¤𝑏, 𝜌)

Here 𝑓 is a placeholder function for a densification scheme such as
the ones in Subsection 2.2.2. Many densification schemes use the
accumulation rate as a proxy for the overburden stress from the
layers above. Since the accumulation rate is constant for a layer at
depth 𝑧, the stress is then 𝜎(𝑧) = ¤𝑏𝑔𝜏(𝑧), where 𝑔 is the gravitational
acceleration and 𝜏(𝑧) is the age of the firn for the current layer1. For
schemes forced with the accumulation rate instead of stress, the CFM
will then use the mean accumulation rate ¤𝑏` over the lifetime of a cell
rather than the instantaneous at a given time step. In their study2,
Li et al. [106] found that using instantaneous accumulation rates
would lead to no densification for zero accumulation rate, which is
not realistic. The CFM includes the option of switching between mean
and instantaneous accumulation rates since the schemes might not
have been developed with this in mind. Furthermore, the diffusion
of both firn air and heat is solved using a fully implicit finite-volume
scheme from Patankar [77].

Finally, the CFM can be configured using a .JSON formatted file,
which details model specifications for each run. In addition, the CFM
requires input files for at least the temperature and accumulation
rate3, which should be .csv files and contain the relevant variables
at the respective time steps. Here, we use a setting in the .JSON file
timesetup: "interp" (short for interpolation), where we only need
to specify the variables at time steps, where there is a change in the
inputs. This is then interpolated onto the model time domain using
the number of years and time steps. A short example on the .csv
files is found in, Table 3.1 and an overview of common configuration
settings is included in Appendix A.

Table 3.1: Example input forcing file
for temperature and accumulation
for accumulation/temperature curve
in time for a ramp signal lasting 50
years with a spin-up time of 1000
years.

Time steps [yr] 1000, 1250, 1300, 1400
Temperature forcing [K] 232, 232, 242, 242
Time steps [yr] 1000, 1250, 1300, 1400
Accumulation [m ice eq./yr] 0.19, 0.19, 0.19, 0.19

A model run of the CFM constitutes a spin-up run and a main run,
although there are differences between the two runs they can be
summarized in the following:

▶ Initialize firn column
▶ Evolve firn column with main run physics
▶ Save final time step of time evolution in .hdf5

We will now go through each type in the following sections and their
computation flows can be seen in Figures 3.1 and 3.2.
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4: Due to the large size of the upcom-
ing figures, they have been collected
to their own group of pages, to not
break up the text-block.

2019, Calonne et al.: ‘Thermal Con-
ductivity of Snow, Firn, and Porous
Ice From 3-D Image-Based Computa-
tions’

Spin-up run

The spin-up run initializes a firn column with a specific number of
volume elements specified by the firn column depth, accumulation
rate and time steps from the .json file4:

𝑁 =
H-HbaseSpin

bdot0/stpsPerYear
(3.2)

where H is the thickness of the ice sheet, normally set to be 3 km,
HbaseSpin is the depth of the initial firn column, bdot0 is the mean
or first element in the accumulation forcing in meters ice eq. and
stpsPerYear is the number of time steps per year to define the
model time domain, see Appendix A.

During the first time-step, the spin-up run uses the Herron and Lang-
way analytical model to quickly calculate steady-state density, age
and depth profiles from the initial or mean entry of the input forcing,
depending on setting spinup_climate_type. In the time-evolve loop
(see Figure 3.1), the density and age profiles are now calculated with
a user-chosen densification scheme from the i’th forcing entry in the
.csv input files.

Here, it is also possible to couple the firn densificationmodel with heat
diffusion by using the heat diffusion module ("HeatDiff": true).
This is done using the finite volume method of Patankar [77] on
the differential equation with a thermal conductivity as prescribed
by Calonne et al. [107]. Note that, it is not possible to use firn air
diffusion during the spin-up run. Presumably, this is done to save time
in case the forcing files would lead to an unstable firn column, for
which there would be no need to use the time-expensive firn_air
module.

At the end of each time step, the firn column grid is updated with
depth 𝑧, density 𝜌 and age. At the last time-step, the spin-up run
saves these variables in a .hdf5 file CFMspin.hdf5 that is then used
by the main run.

Main run

Now that the firn column is stable and initialized, the main run be-
gins. It functions exactly as the spin-up except that it is forced with
varying temperatures, and accumulation rates among others with
the firn_air module enabled (see Figure 3.2). The gaschoice set-
ting allows the user to model stable nitrogen and argon isotopes in
addition to CO2. Here, gaschoice is set to d15N2 to model stable
nitrogen isotopes. The module solver.py solves Equation 2.34 once
again through Patankar [77] with source term set by "thermal": on
and "gravitational": on. In addition, the diffusivity and air advec-
tion parameterization as explained in Subsection 2.2.4 can be set by
"Diffu_param": "Schwander" and "advection_type": "Darcy".
The firn_air module, then outputs the concentration, gas age and
the diffusivity of the chosen gas species in addition to the air and firn
advection rate.
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Figure 3.1: Computation flowchart
of the Spin-up run for the CFM: Spin-
up run is initialized using Herron and
Langway Analytical model and then
evolves using main run physics ex-
cept for firn air model. The last time
step is saved as initial input for the
main run. Adapted from [25, 26]

Initialize model using HLA physics
Read first element in forcing

Read input forcing at time step 𝑡𝑖:
Accumulation A(𝑡𝑖)

Surface temperature T𝑆 (𝑡𝑖)
...

Calculate
d𝜌/d𝑡(𝑧), age

using
main run physics

Calculate temperature profile
T(𝑧)

Heat diffusion, Patankar [77]

Save model output:
𝑡M−Spin, 𝑧(𝑡M−Spin), 𝜌(𝑧, 𝑡M−Spin)
age(𝑧, 𝑡M−Spin),T(𝑧, 𝑡M−Spin)

Update firn
column:

𝑧,T(𝑧), 𝜌(𝑧), age

Update time:
𝑡𝑖 → 𝑡𝑖+1

Read new forcing:
A(𝑡𝑖), T𝑆 (𝑡𝑖) · · ·
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Initialize model using
from Spin-up run output

Read input forcing at time step 𝑡𝑖:
Accumulation A(𝑡𝑖)

Surface temperature T𝑆 (𝑡𝑖)
...

Calculate
d𝜌/d𝑡(𝑧), age

using
main run physics

Calculate temperature profile
T(𝑧)

Heat diffusion, Patankar [77]

Firn air diffusion
Solve Equation 2.34
wfirn(𝑧), 𝐶15N(𝑧),,
𝐷(𝑧), gas age(𝑧)

Save model output:
𝑡M−Spin, 𝑧(𝑡M−Spin), 𝜌(𝑧, 𝑡M−Spin)
age(𝑧, 𝑡M−Spin),T(𝑧, 𝑡M−Spin)

Update firn column:
𝑧,T(𝑧), 𝜌(𝑧), age
wfirn(𝑧), 𝐶15N(𝑧),
𝐷(𝑧), gas age(𝑧)

Update time:
𝑡𝑖 → 𝑡𝑖+1

Read new forcing:
A(𝑡𝑖), T𝑆 (𝑡𝑖) · · ·

Figure 3.2: Computation flowchart of
the Main run for the CFM: Main run
is initialized using the final output of
spin-up run and then evolves using
main run physics with air diffusion
enabled. [25, 26]
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5: It is not uncommon for the .hdf5
files to reach sizes of 100-200 MB
even with only the options specified
above.

6: Regardless if one specified input
rain and melt files, the forcing output
will show these as "-9999".

Outputs for the CFM

After the model run is complete, the CFM saves model outputs
as specified by the user in the .json configuration file in a single
CFMresults.hdf5 file. In this thesis, the outputs saved are the follow-
ing: "BCO", "Modelclimate", "d15N2", "density", "depth", "diffusivity",
"forcing" and "temperature". These outputs are saved mostly as 2D
matrices of size 𝑁d𝑡 × 𝑁d𝑧, while Model climate, forcing and BCO are
1D arrays with only the model time domain 𝑁d𝑡. While, it is possible
to specify other outputs such as grain size, compaction rate, liquid
water content etc. only outputs5 relevant are included, if for no other
reason than to conserve storage and decrease computation speed.
All output files contain a column with the model time values. The
model climate contains the input temperature and accumulation rate
interpolated onto the model time domain while forcing contains the
raw input forcing from the .csv files6. BCO, short for Bubble Close-Off,
contains multiple 1-D arrays and contains the age and depth of the
following: Close-off, lock-in, 815 and 830 density horizons as well as
the depth of zero open porosity. Here, the close-off and lock-in are
calculated according to Equation 2.7 from Martinerie et al. [54].

Next, we will explore how these outputs behave in a DO-like signal,
i.e., a short period of warming followed by a plateau and finally a
long period of cooling. For simplicity, only temperature will change
during the example in Figure 3.4, which shows typical outputs for the
CFM. In the subplots, b, c and d, we see depth profiles for different
time steps, while a, e and f show the time steps with vertical lines.

In Figure 3.4 b), we see the depth-density profile as it evolves. Visible
is the characteristic kink in the profile due to the zone 1 to zone 2
densification at 550 kg m−3. In addition, for higher temperatures,
we reach a higher densification rate, while the opposite is true for
lower temperatures. This relates to the Arrhenius activation energy
theorem, since the ice matrix would have a higher amount of energy,
leading to higher rates of crystallization.

The depth-𝛿15N profile in c) shows several interesting phenomena.
First, all profiles 𝑡𝑖 have a linear dependence on depth during the
initial part, starting from atmospheric values at 𝛿15N = 0 until the
close-off depth from which no change can continue. Since 𝑡1 is before
the temperature increase, only gravitational fractionation plays a role,
which is linear in depth. For 𝑡1, we see an increased excursion of stable
nitrogen isotopes at close-off due to the thermal fractionation caused
by the positive temperature gradient (Also visible in e)). However,
since higher temperatures equate to a shallower firn column due to
increased densification rate, the subsequent time steps 𝑡2, 𝑡3 have
a much lower abundance of 𝛿15N. For 𝑡4, the temperature is back
at the previous level, but equilibrium has yet to set in leading to a
higher abundance than 𝑡3, but lower than 𝑡0. Finally, 𝑡5 has reached
equilibrium again, as it is very similar to 𝑡0.

In both c) and e), 𝛿15N drops to 0 ‰ deep in the firn. The cause of
this lies in the firn air initialization during the main run, where the
𝛿15N matrix is initialized as ones. It is hereby necessary for the CFM
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7: Since we are focused on physics
above the close-off depth, this time is
almost instant as seen in e).

to run until such a time that 𝛿15N has diffused and advected down to
the close-off depth and beyond in the ice-matrix7. In d), we see the
depth-temperature profile, showing that a significant time needs to
pass before equilibrium is reached. Finally, in f), we see the evolution
of close-off depth with time, which looks like a smoothed version of
the temperature forcing in a). This again relates to the dependence
of close-off depth to temperature due to the densification rates.

In Figure 3.3, the temperature gradient between the surface and
close-off depth is plotted together with the close-off depth. Due to an
unknown bug with Python regarding the figure size, this is plotted
separately from Figure 3.4. Here, we observe that at 𝑡2, the close-
off depth reacts quickly to the change in the temperature forcing.
Additionally, we see the same behaviour, where the temperature
gradient is not symmetric in amplitude for warming and cooling, as
seen in Figure 2.8.

Figure 3.3: CFM Close-off depth plot-
ted with temperature gradient. See
Figure 3.4
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t5t4t3t2t1t0

Figure 3.4: Typical CFM outputs with densification model Barnola and firn air enabled. Vertical cyan lines mark time steps
𝑡𝑖 where 𝑡𝑖 ∈ [1249, 1924, 3499, 3999, 5499, 7399] in years. a) Surface temperature and accumulation rate input forcing,
b) depth-density profile for different time steps 𝑡𝑖, c) depth-𝛿15N profile, the artefact for 𝑡0, 𝑡1 is due to firn-air initialization
during the main run, d) depth-temperature profile, e) abundance of stable nitrogen isotopes at close-off with the same
artefact present and f) evolution of close-off depth with time.
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Figure 3.5: Dataset from NGRIP Kindler et al. [23], 120 to 85 kyr b2k. In yellow accumulation rate in m/yr ice eq. as found
by Kindler et al. [23]. In teal, the temperature reconstruction by [23] using ice-core data together with a firn densification
model coupled with heat diffusion. Blue points are 𝛿15N on a gas age scale as measured by [108, 109] and by [23]. Black
points are 𝛿18O on the ice age scale, while the red line is a cubic smoothing spline with a cut-off frequency 1/200 yr−1.
Adapted and modified from [23, 26].
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2004, NGRIP members: ‘High-
resolution record of Northern
Hemisphere climate extending into
the last interglacial period’

8: Kilo-years before 2000

3.2 Data

In this section, we will introduce the source of the data that the
experiments are based on. Note that, due to a time reevaluation,
we are only considering steady-state temperature reconstruction and
not transient inversion. We will therefore only use some data in the
following section, however, due to the inter-connectedness of the data,
it is necessary to give a brief introduction to each component. Due to
the large size of the figure, we have elected to show one figure in the
main text and the rest in the appendix.

Figure 3.6:Map over Greenland with
the location of NGRIP and other im-
portant ice core sites. Adapted from
NGRIP members [14]

To reconstruct past temperature histories from the surface of Green-
land, we use ice-core measurement data from NGRIP members [14]
by Kindler et al. [23]. The NGRIP site was chosen due to a desire to
avoid ice folding at bedrock, as had been the case for GRIP and GISP2.
Therefore, a new site was proposed at 72.10 ◦N and 42.32 ◦W which
featured, among others, the following geographical conditions[14]:

▶ Ridge position reducing ice flow deformation
▶ A flat bedrock topography
▶ A lower precipitation rate compared to the previous sites

The NGRIP site hereby covers a time period from 10 to 120 kyr b2k8
at an elevation of 2917 m and ice thickness 𝐻 of 3085 m.

The time chronology system for the datasets is the Greenland Ice Core
Chronology 2005 Extension[110] (GICC05ext) and GICC05. These are
based on annual layer counting, where the GICC05 reaches down to
60.2 kyr b2k. For depths deeper than 60.2 kyr, the GICC05 is extended
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9: Is- [117] states that caution should
be taken due to the way it was ex-
tended

Period Lab. 𝜎 ‰

DO0 - DO8 KUP[23] 0.02
DO8 - DO17 KUP[41] 0.02
DO18,19, 20 LSCE[118] 0.006
DO21 LSCE[119] 0.006
DO22 LSCE[120] 0.006
DO23, 24 LSCE[108] 0.006
DO25 LSCE[109] 0.006

Table 3.2: Overview of laboratory
measurements for 𝛿15N for NGRIP
and their corresponding uncertain-
ties. Adapted from Kindler et al. [23].

with the timescale developed for GRIP by NGRIP members [14] and
Johnsen et al. [111] ss09sea06bm[112–116], which is shifted 705
years to younger ages9.

3.2.1 Nitrogen data

The dataset from Kindler et al. [23] is a composite set containing
data from many research groups at the Climate and Environmental
Physics Division (KUP) of the Physics Institute at the University of Bern
(Holocene to DO17) [23, 41] and from Laboratoroire des Sciences du
Climat et de l’Environnement (LSCE), Gif-sur-Yvette (DO18 to DO25)
[108, 109, 118–120]. In both cases, Isotope Ratio Mass Spectrometry
(IRMS) is used to determine the abundance of 𝛿15N in the air bubbles
found in the ice cores. Uncertainties in stable nitrogen isotopes for
KUP were reported at ±0.02 permil, while they were ±0.006 permil
for LSCE. As a handy overview, the specific DO events, approximate
ages, laboratory and uncertainty have been collected in the following
table:

3.2.2 Temperature reconstruction

In their temperature reconstruction, Kindler et al. [23] exploited
the correlation mentioned previously in Equation 2.2 with a slight
modification:

𝑇 =
𝛿18Oice + 35.1[‰]

𝛼
+ 241.6[𝐾] + 𝛽, (3.3)

where 35.1 permil and 241.6 K are NGRIP Holocene values [14]
and 𝛼, 𝛽 are temperature-𝛿18Oice-sensitivity and shifts respectively.
To reduce the effect of noise on the model output, Kindler et al.
[23] employed a cubic smoothing spline. To be specific, the 𝛿18Oice
data from the ss09sea06bm was splined with cut-off frequency of
𝑓cop = 1/200yr−1 years, i.e., any event with frequencies higher than
𝑓cop are filtered out. The temperature reconstruction by Kindler et al.
was done using a firn densification scheme coupled with heat and gas
diffusion, formulated by Schwander et al. [121]. Using this model,
they computed stable nitrogen gas isotope distributions, which they
could then fit the ice core data by varying 𝛼, 𝛽 and the accumulation
rate. The 𝛿18Oice-dataset can also be accessed from [117].

3.2.3 Accumulation rates

The accumulation rate data can be recorded based on the thickness
of each layer in the ice core. In their paper, Kindler et al. used accu-
mulation rates from the ss09sea06bm time-scale, since this ensured
full coverage from 62-120 kyr b2k. However, during their temperature
reconstruction, it was necessary to adjust the accumulation rate data
by varying levels, so that the modelled 𝛿15N, Δdepth and Δage would
match the experimental values. For example, in the period 12 to 64
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kyr b2k, the accumulation rate was reduced by 20 to 30 % [23, p.
73-74].

3.2.4 Setup for Experiment 1

Here, we prepare some data for use in the first experiment, where
we test the steady-state sensitivity of the CFM. Inspired by previous
studies (Gkinis et al. [25], Johnsen et al. [39], and Dahl-Jensen
et al. [122]), we assume a logarithmic relationship between the
accumulation rate and the surface temperature, i.e., that:

ln 𝐴 = −𝑎 + 𝑏𝑇, or 𝐴 = 𝑒−𝑎+𝑏𝑇 (3.4)

It should be noted that this temperature-accumulation relationship
is a qualitative one and therefore not representative of real ice-sheet
conditions. It is nevertheless very useful for generating somewhat re-
alistic input forcing for use in the experiments. To find the parameters
𝑎 and 𝑏, we employ orthogonal distance regression, implemented in
Scipy as scipy.odr. This was chosen in lieu of other choices, since
other methods like scipy.curve_fit couldn’t estimate the covari-
ance matrix. As a starting guess for the fit, we used the parameters
described by Gkinis et al. [25], where:

𝑎 = 21.492, 𝑏 = 0.0811 (3.5)

After fitting the accumulation rates to the reconstructed surface tem-
peratures reported by Kindler et al. [23], we arrive at the following
parameters and standard deviation:

𝑎 = 18.823, 𝜎𝑎 = 0.098, 𝑏 = 0.0701, 𝜎𝑏 = 0.0004 (3.6)

In Section 4.1, this will be used as the basis for the forward model
runs, to complete the sensitivity experiments in Section 4.2. The result
of scipy.odr are plotted in Figure 3.7, where the red points are pairs
of temperature and accumulation rate, while the intersecting line is
the function 𝐴(𝑇) = exp (𝑎 + 𝑏𝑇).
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Figure 3.7: Accumulation rates fit-
ted to reconstructed surface tempera-
tures from Kindler et al. with an expo-
nential function of the form 𝐴(𝑇) =
exp(−𝑎+ 𝑏 ·𝑇). Here 𝑎, 𝑏 are equal to
18.82 and 0.07 K−1. Inspired by [25,
39, 122]

3.3 Root finder

Steady-state temperatures are reconstructed from 𝛿15N values by
inverting the Community Firn Model with Brent’s method from the
scipy.optimize library. Here, we draw the value 𝛿15Ni,ref from a
normal distribution ofN(𝛿15Nj,mu, 𝜎𝛿15N), where the mean is obtained
from a forward model run with the CFM with inputs 𝑇i,ref , 𝐴i,ref as
detailed in Section 4.1. The reference accumulation input is saved for
all 𝑖 repetitions to ensure that the problem is stable and converging.

The main input parameters for the root finder are a function 𝑓 to
be minimized and a reference value for the abundance of 𝛿15Ni,ref .
Here, the function 𝑓 takes an input temperature guess between 𝑇min
and 𝑇max, and saves it as input_temp.csv. It then runs the CFM with
these inputs and outputs CFMresults.hdf5 to be analyzed. The mod-
ule read_model_data is implemented, which crucially outputs the
abundance of stable nitrogen isotopes at close-off depth by solving
the firn air transport Equation 2.34. The function 𝑓 calculates a cost
function defined as the deviation between the model and reference
𝛿15N as 𝛿15Ni,model −𝛿15Ni,ref , which serves as the primary output. As
a failsafe, if the CFM has crashed and as such no CFMresults.hdf5
exists, then the cost function is set to 100. This can happen in cases
where the close-off depth exceeds the firn column domain of 300 me-
ters, which can happen for very low temperatures and accumulation
because the firn layers become very thick. Therefore, since there is
no depth equal to the computed close-off depth, read_model_data
cannot compute 𝛿15Ncod.

The root finder then exploits the brentq module as explained in Sec-
tion 2.3 to find the temperature that satisfies the tolerance criteria
set by 𝑥tol and 𝑟tol or if the number of iterations exceeds a maximum
allowed number. If any of these are fulfilled, then the root-finder stops
iterating and a dictionary is saved as a Point_i.h5 file. This dictio-
nary contains among others the number of iterations, stable nitrogen
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10: Note, that since we are in steady-
state, the temperature is constant
throughout the firn column

11: We limit ourselves to 𝑁 − 1 cores
to maintain one core for system-
related tasks and overhead

abundance and temperature at close-off10. This is then repeated for
the total 𝑀 repetitions desired, where 𝛿15Ni,ref is changed between
each repetition.

Beyond uncertainty in stable nitrogen isotopes, one can also inves-
tigate the effect of noisy surface densities and effective diffusivity
parameterization. The function apply_noise takes several boolean
variables, deciding if each uncertainty source should be used or
not. In the case of surface densities, we draw 𝜌i,s from N(330, 20)
where the units are kg m−3, while for effective diffusivity we select
a random element from a list containing all parameterizations from
Subsection 2.2.4. The configuration files FirnAir_Opti.json and
Air_config.json are configured for "rhos" and "bco_dist". Note
that, if scenarios with different uncertainties are sequential, care must
be taken to reset all configuration files between each run. The func-
tion reset_to_factory() is implemented, which simply resets the
surface density and diffusivity parameterization to 350.0 kg m−3 and
"schwander" respectively, as all forward model run were computed
with these settings.

Finally, we run each scenario in a specific process instance, which
as explained in Subsection 3.3.1 employs a single CPU core for each
task. We assign each process with a unique parameter file_id, which
causes all IO-operations to access configuration, input and output files
with the same file_id. This way, we avoid any issues of different
processes accessing a file out of turn. For instance, given two simula-
tions of the following form 𝑆(𝜎𝛿15N, 𝜎𝜌𝑠 , 𝜎𝐷eff ) where each variable is
either true or false. Then a simulation with only uncertainty in stable
nitrogen isotopes 𝑆(True, False, False) could access files pertaining to
a simulation 𝑆(True, True, False), which would conflict with the goal
of the simulation.

3.3.1 Speeding up the computation: Multiprocessing

Python processes are normally restricted to using only one CPU core
through the global interpreter lock (GIL). Here, only one Python
thread can access the Python interpreter at a time. This creates a
severe limit for long-running simulations of multiple scenarios since
each process has to be finished in sequence before the next. We
overcome this with the Multiprocessing package in Python, which
assigns a Python interpreter, memory and GIL to each process. If a
laptop, for instance, has a CPU of 4 cores, then we would be able to
simulate three (four) different scenarios concurrently11.

Note, that this is different from multithreading, where the threads
share memory enforcing the GIL. This is why the two are suited for
different tasks, for CPU-bound tasks multiprocessing is better while
multithreading suits IO-bound jobs more. In the first experiment, we
carry out maybe a dozen IO operations depending on configuration
and significantly more CPU calculations. The same is true for the
second experiment, and so multiprocessing is much more suited for
our purposes.
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Figure 3.8: Computation flowchart for the rootfinder, apply_noise() creates a distribution for 𝛿15N, 𝜌𝑠, 𝐷eff .
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This project aims to better understand the transition to the Holocene
period, 12000 years ago. First, the sensitivity of the Community
Firn Model is probed in a steady state for uncertainty in various
quantities and parameterizations. Second, we investigate how the firn
column reacts to systematic changes in input forcing and compare
the responses to data from NGRIP. Hereby, we present three things
for each experiment: What we are doing, how we are doing it and
why we are interested in the experiment. The discussion and results
will be left to Chapter 5.

4.1 Steady state: Forward model runs

The steady-state sensitivity experiment is made of two phases: A
forward model run and then sensitivity tests. We conduct these for-
ward model runs to generate the input 𝛿15N values for use in the
second phase. In addition, the goal of the first phase is to compare
the agreement or deviation between different densification models
and diffusivity parameterizations in the abundance of stable nitrogen
isotopes. This knowledge will be crucial in interpreting the results
seen in the second phase, both regarding temperature and model
dependence. The surface temperature and accumulation rates are
drawn from Figure 3.7 using the highlighted (Ti,Acci) pairs. We then
run the CFM with the firn-air module enabled for 1000 years with a
1000-year spin-up run. The chosen surface density is 350.0 kg m−3.

▶ Fit NGRIP[23] accumulation rates to reconstructed tempera-
tures

▶ Run CFM forward for Temp/Acc pairs and output 𝛿15Ncod for
densification model HLD, HLS, BAR and GOU.

▶ Repeat the above, but for all diffusivity parameterizations.

4.2 Steady state: Temperature sensitivity

The goal of this experiment is twofold. First, we study how differ-
ent densification models behave, when reconstructing temperatures
from noisy data, specifically stable nitrogen isotopes. Secondly, we
test how uncertainty in 𝛿15N, surface density, diffusivity parameter-
ization etc. affect the sensitivity of the reconstructed temperatures.
As mentioned in Section 3.3, we use the root finder implemented in
Steady_state.py to perform the inversion procedure by employing
the brentq method from scipy.optimize. The reference tempera-
ture and 𝛿15N are a result of forward model runs on temperature
accumulation pairs obtained from the NGRIP data. In addition, the
distribution for the surface density is Gaussian with a mean and
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1: Taken between the surface and
close-off depth

standard deviation of 330 kg m−3 and 20 kg m−3 from the general
300-350 kg m−3 range [23, 62]. The workflow for the experiment can
be summarized to:

▶ Draw 𝛿15Nref from ∼ 𝛿15Ncod ± 3𝜎 ·N(0, 1)
▶ Add uncertainty in chosen quantities, e.g., 𝜌𝑠, 𝐷eff
▶ Invert 𝛿15Nref with Brent’s method[103] for M repetitions

4.3 Response to changing duration and
magnitude of input forcing

The objective of the second experiment is to quantify the time elapsed
after a change in input forcing before a new equilibrium point is
reached (assuming no further changes).

To that end, we force the CFM with an input ramp signal with
different amplitudes and durations for the four densification HLD,
HLS, BAR and GOU. Here, the relevant outputs are the close-off
depth, temperature gradient1 and 𝛿15Ncod. Next, we find the so-called
halfway equilibrium time for the close-off depth and temperature
gradient as a means of estimating the true equilibrium time. In this
thesis, this is taken to mean the halfway time from the end of the
ramp signal to the equilibrium point. For the stable nitrogen signal, we
merely identify the time for which, 𝛿15Ncod ≤ 0.006 as this would be
below the lowest measurement uncertainty as reported from Kindler
et al. [23].

This is done for two scenarios, wherein only the magnitude or the
duration of the forcing signal can change. Both of these scenarios are
computed for changes in temperature, accumulation rate and both.
The “baseline” change is a duration of 300 years, a warming of 10
degrees Kelvin and an increase of 0.075 m water eq. in accumulation.
In the case, where both forcings are changed, the accumulation rate
is adjusted through Equation 3.4

In the first scenario of changing duration, we make 28 iterations,
where the duration changes from 10 to 2000 years. This range consists
of 8 values between 10 and 100 years and 20 linearly spaced values
from 100 to 2000 years. This is done to illuminate the general length of
the warming signal in a DO event. Secondly, we change the magnitude
of the forcing signal by increasing the change with a factor linearly
spaced between 1/3 and 3 in 28 iterations.

4.3.1 Addendum: Equilibrium time

Our use of the halfway time instead of the true equilibrium arose
from a problem earlier in the thesis. We defined the equilibrium time
as the first time for which the selected variable was constant. This
presented a new question: How high should the tolerance be? Of
course, using different tolerances for constancy yields distinct results.
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2: This is just the same as using the
earlier method, but using the uncer-
tainty as the threshold

So, the halfway time was developed as a stop-gap measure, since it
was easier to code and required no reliance on a tolerance.

However, a new opportunity has arisen. As explained earlier, we use
the measurement uncertainty in 𝛿15N from Kindler et al. [23] to find
the equilibrium time for stable nitrogen isotopes. If we could find
similar measures for the temperature gradient and close-off depth,
we would have a way of estimating the true equilibrium time2. For
the close-off depth, we choose to use the CFM depth resolution as
this uncertainty, as it was the most readily available. Unfortunately,
there is no way to measure the temperature gradient directly from
thousands of years ago. Despite that, there is a way to estimate the
temperature gradient in addition to the uncertainty. Recall, that the
CFM can simulate both stable nitrogen and argon isotopes and from
Subsection 2.2.3 that gravitational fractionation is discriminatory
against isotope mass. We can then calculate the so-called 𝛿15Nexc or
the excess in stable nitrogen isotopes, defined as:[123]

𝛿15Nexc = 𝛿15Ntot −
1
4
𝛿40Artot (4.1)

And since the gravitational fractionation of argon is four times higher
than of nitrogen:

𝛿15Nexc =
(
𝛿15Ngrav + 𝛿15Nth

)
− 1

4

(
4𝛿15Ngrav + 𝛿40Arth

)
= ΩNΔ𝑇 − 1

4
ΩArΔ𝑇 =

(
ΩN − 1

4
ΩAr

)
Δ𝑇

Then the temperature gradient is simply

Δ𝑇 =
𝛿15Nexc

ΩN − 1
4ΩAr

=
𝛿15Ntot − 1

4𝛿
40Artot

ΩN − 1
4ΩAr

(4.2)

In addition, the thermal diffusion factor for Argon was found by
Grachev et al. [124] to be:

𝛼Ar = 26.08 − 3952
𝑇mean

(±1%) (4.3)

This results in a thermal sensitivity coefficient for 40Ar at an average
temperature of -30 ◦C in the CFM[62] at 39.4 · 10−3 ‰/◦C. Finally,
the measurement uncertainty for 𝛿40Ar as done by Morgan et al.
[125] to be 8 permeg or 2 permeg for 𝛿40Ar/4. However, we will be
using a more conservative value of 𝜎Artot = 6 permeg as older studies
such as Kobashi et al. [126] reported higher uncertainties.

We can then employ the error propagation formula to find the esti-
mated uncertainty based on the error sources[108, 109, 118–120] of
𝛿15N and 𝛿40Ar being respectively 𝜎Ntot = 6 permeg and 𝜎Artot = 6
permeg:

𝜎Δ𝑇 =

√︄(
𝜕Δ𝑇

𝜕𝑁tot

)2
𝜎2𝑁tot

+
(
𝜕Δ𝑇

𝜕𝐴𝑟tot

)2
𝜎2𝐴𝑟tot (4.4)
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This is then

𝜎Δ𝑇 =

√√√√√ 𝜎2𝑁tot(
ΩN − 1

4ΩAr

)2 +
𝜎2𝐴𝑟tot

1
42

(
ΩN − 1

4ΩAr

)2 = 1.275 K (±1%)

(4.5)

The error in the thermal sensitivities mentioned earlier of (±1%)
for Argon and (±3%) for Nitrogen result in a difference of 1%. As
such, we will use the value 𝜎Δ𝑇 = 1.275 [𝐾] as the threshold for the
equilibrium time.

Of course, this presents new challenges. To measure argon in firn
there are two challenges to overcome:

▶ General abundance of argon in the atmosphere
▶ Small molecular diameter of Argon causes leaks

Argon constitutes approximately 1 % of the atmospheric composi-
tion[127, 128], while nitrogen is far more plentiful at 80 %. This
means, that the experimental apparatus will now need to be ad-
vanced enough to detect deviations smaller than that of nitrogen. To
make matters worse, the bond length of argon is of the same scale as
the ice cell size in the firn[129]. This effectively means that argon will
permeate out of the ice matrix after an ice core has been drilled, also
known as post-coring fractionation. 36Ar will permeate faster than
40Ar due to the mass difference, which presents[130] a great hurdle
when reconstructing temperatures.
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In this chapter, we explore the different experiments, review their
results and compare them to predictions from Chapters 2 and 3 and
relevant literature.

5.1 Steady state: Forward model runs

Having fitted the NGRIP accumulation rates to temperature via an
exponential function, and thereby obtained 𝑁 temperature, accumu-
lation pairs, we can now run the Community Firn Model forward.
As with the whole sensitivity experiment, this is done in two phases:
one where we compare the agreement between the densification
schemes presented in Subsection 2.2.2 and one where the same is
done, but for the diffusivity parameterizations in Subsection 2.2.4.
In both phases, we solve the firn-air transport equation via Patankar
[77]’s approach, since the diffusivity parameterizations would not
influence the analytical calculation of the fractionation effects. Here,
the standard densification scheme and diffusivity parameterization
are HLD and Schwander, i.e., we only change one model/parame-
terization. Additionally, only gravitational fractionation is enabled as
there is no thermal gradient and the time step is set to annual. After
each phase, the (𝑇i,ref , 𝛿15Ni,ref) points are saved in a .csv file for use
in the second part of the experiment.

5.1.1 Performance comparison between densification
schemes

In Figure 5.1 the difference between densification models Herron and
Langway, Herron and Sigfus, Barnola and Goujon are plotted over
a range of surface temperatures in green, purple-blue, yellow and
grey respectively. The marker points specify pairs of (𝑇i,ref , 𝛿15Ni,ref)
as outputted by the CFM, while the lines are straight-line segments
between each point1. The delta-values of stable nitrogen isotopes are
taken at the modelled close-off depth for each densification model and
temperature found according to Martinerie’s formula in Equation 2.7.
Meanwhile, the black dots mark individual points used in Section 5.2
for the sensitivity experiment.

Initially, we observe that the Goujon model always predicts a lower
value for 𝛿15Ncod, than the other models. This behaviour could be due
to the fact, that the Goujon model transitions earlier than the other
models to zone 2 densification and as seen in Figure 2.7 predicts a
lower close-off depth than HLD, HLS and BAR. Furthermore, two
different “regimes” of model agreement are in play for the other
models. For lower temperatures of -58 to -48 degrees Celsius, HLD and
HLS agree best with the Goujon model, while for higher temperatures
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Figure 5.1: Modelled 𝛿15𝑁2 and close-off depths plotted as a function of temperature over 𝑁 = 6 points with densification
models HLD, HLS, BAR and GOU. The marker points signify individual model outputs, while the lines are interpolations
between each point.

2: High is relative to the temperature
range in the context of Figure 5.2.

the same is true for BAR. One might have thought otherwise, as
the Goujon model is the only scheme that does not use the Herron
and Langway model for the first densification zone. Curiously, this
“envelope” or pocket shape, where the HLD and HLS are contained
within BAR and GOU also takes place in Figures 5.8 and 5.9.

5.1.2 Deviation between diffusivity parameterizations

As before, in Figure 5.2 the abundance of stable nitrogen isotopes at
close-off depth is plotted for varying temperatures for the six different
effective diffusivity parameterizations using the HLD densification
model. Note that the colours assigned to the 𝐷eff parameterizations
in the figure text for Figure 5.2 are only approximates. We mentioned
in Subsection 2.2.4, that the Battle et al. [98] parameterization was
based upon the parametrization by Schwander et al. [95], and it is
immediately visible in Figure 5.2. There is some very slight deviation
initially, but are otherwise indiscernible.

In addition, the number of distinguishable parameterizations changes
depending on temperature. For low temperatures, we have a quintet
with a deviation of ∼ 0.1 ‰, except for Schwander & Battle who
have a larger difference than the rest. At temperatures around -43
◦C, the 𝛿15N-temperature curve of Freitag and Schwander intersect,
reducing the number of discernible states to three. Finally, for high2
temperatures, all 𝐷eff parameterizations except Severinghaus and
Freitag arrive at the same result. It is unclear if this trend continues
further on for higher temperatures.

Furthermore, our ability to discern between these separate states
depends on the convergence thresholds for the Root-finder and the
uncertainty in stable nitrogen isotopes or surface density. For exam-
ple, the sensitivity test has a standard uncertainty in 𝛿15N is set to
0.02‰ to reflect the measurement error found in the work by Kindler
et al. [23]. In any case, the best possibility to distinguish between
each state will be at the extremes of the temperature range, where
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Figure 5.2: Modelled 𝛿15𝑁2 plotted as function of temperature over 𝑁 = 6 points with effective diffusivity parameterizations
Freitag et al. [99] , Schwander et al. [95] , Schwander et al. [95] , Witrant et al. [100] , Battle et al. [98] and Adolph
et al. [101] . The marker points signify individual model outputs, while the lines are interpolations between each point.

the greatest deviation is found. Finally, for the temperatures marked
by the black points in Figure 5.2, we have plotted depth-diffusivity
profiles for all parameterizations in Figures D.13 and D.15. Here,
all parameterizations converge at zero diffusivity near the close-off
depth. Notable differences between each temperature include the
appearance of sin()-like shape for Witrant et al. at 234 and 244 K,
however, other changes require more careful study. Interestingly, the
Battle et al. parameterization shoots off from the others, even though
it is based on Schwander et al.

5.2 Steady state: sensitivity tests

In this part of the steady state experiment, we test the sensitiv-
ity of the Community Firn Model by applying uncertainty in one
or more parameters. We begin by comparing the ability of the dif-
ferent densification schemes to reconstruct temperatures based on
the (𝑇i,ref , 𝛿15Ni,ref) pairs in the last section. Next, we focus on a
single densification scheme and examine the sensitivity or uncer-
tainty of the reconstructed temperatures based on the uncertainty
in stable nitrogen isotopes, surface density and diffusivity parame-
terizations. The absolute convergence threshold for the root-finder
is chosen to be 𝜎𝛿15N/10, where 𝜎𝛿15N =0.02 ‰ and the relative is
set to 1/1000 of the absolute threshold as inspired by the default
settings for optimize.brentq[102]. Finally, we inspect the profile of
the sensitivity as a function of reference site temperature.
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Figure 5.3: Result of inversion for 225 K with different densification schemes for 𝑁 = 200 repetitions. Columns designate the
densification scheme used, while the rows show reference stable nitrogen isotopes, reconstructed temperatures and iteration
count. Black and green vertical lines respectively show the distribution mean and expected temperature, while the yellow
line is one standard deviation.

5.2.1 Densification schemes

In Figure 5.3, we see the results of an inversion procedure for 225
K. In the first row is the reference 𝛿15N- distribution created from a
normal distribution with the (𝑇i,ref , 𝛿15Ni,ref) pairs from Figure 5.1 as
the mean. For the second row, the reconstructed temperatures are
plotted alongside a text box containing the standard deviation, mean
and reference temperature for each distribution. While the 𝛿15N-
distribution does change from column to column due to different
values of 𝛿15Nref , the reference temperature does not change (see
Figure 5.1). For other inversion results, see the appendix at Figures D.1
to D.4.

In general, the agreement between the expected and mean tempera-
tures are all excellent for the different densification schemes. There is
a slight increase in the deviation between 𝑇ref and 𝑇` for higher tem-
peratures, which could be related to the increase in the uncertainty
from 𝜎𝑇 ≤ 1 K at 225 K to 1 K ≤ 𝜎𝑇 ≥ 1.4K for 235 K, see Figure D.3.
There is no substantial change in iteration count with temperature,
where the mode/mean for both is around 20 although Barnola and
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Goujon have a slightly higher count. Notably, this does not mean that
each iteration takes the same time. Recall from Figure 3.7 that higher
surface temperatures equate to higher accumulation rates and from
Equation 3.2 that higher accumulation rates lead to fewer volume
elements. Since H, Hbasespin and stpsPerYear are constant, the
number of volume elements for 215 Kelvin is eight times the number
for 245 Kelvin. Furthermore, it has also been observed that the Goujon
model takes a much longer time than the other densification models
based on file-generation time slots in Windows file explorer, taking
almost 1.5 times as long as the other models.

It also appears, that the Goujon model seems to crash or diverge
weirdly, where the reconstructed temperature falls outside the allowed
range of the root-finder see Figure D.4 and Table 5.1. This results in a
distribution where the temperatures either lie in the interval 𝑇ref ± 2
K or around 0 K, which is nonsensical. Past experiments in Section 5.3
suggest that a higher model run-time would nullify these effects,
resulting inmore time for the Goujonmodel to converge. It is, however,
unknown if this behaviour is fundamental to the Goujon model or
a problem with the implementation in CFM. Further investigation
would involve increasing the model runtime and implementing a
check to catch when the root finder outputs a result outside the
allowed range. Finally, the data from Figures 5.3, D.1, D.3 and D.4
have been collected into Table 5.1, so that the development in the
standard deviation over a range of temperatures can be observed. On

HLD HLS Bar GOU
T𝑟 [K] ` [K] 𝜎 [K] ` [K] 𝜎 [K] ` [K] 𝜎 [K] ` [K] 𝜎 [K]

220 220.1 0.8 220.1 0.8 220.1 0.9 220.2 0.9
225 225.0 1.0 225.0 1.0 225.0 1.2 225.0 1.1
235 235.0 1.4 235.2 1.4 235.1 1.6 235.1 1.6
240 240.1 1.5 240.3 1.5 240.2 1.8 235.4 33.7

Table 5.1: Table of reference temper-
ature, the mean and standard devia-
tion in Kelvins for each model and ref-
erence temperature. Excellent agree-
ment between models in most cases.
Error in Goujon for 𝑇𝑟𝑒 𝑓 = 240 K due
to the output of values outside the
allowed range.

Table 5.1, we see the dependence of the reconstructed temperature
based on the reference temperature. The models by Herron, Langway
and Sigfus perform better than those by Barnola and Goujon for
this limited sample. However, except for the reconstruction at 240 K,
all densification models arrive at a 𝑇recon within 0.1 Kelvin in most
cases with a few exceptions at higher temperatures. Additionally, it is
apparent, that the uncertainty of𝑇recon increases with the temperature
on the sample before us. In Subsection 5.2.3, we plot this relationship
with temperature for all relevant sensitivity tests.

5.2.2 Uncertainty in other parameters

Next, we compare the sensitivity of the reconstructed temperatures,
when there is an uncertainty in 𝜌𝑠 and 𝐷eff parameterization along-
side the standard 𝛿15N uncertainty. As a standard, we use a surface
density of 350 kg m−3 and the Schwander parameterization[95],
when not randomly choosing them, such as 𝛿15N and 𝜌𝑠 tests. In Fig-
ure 5.4, we see the results of temperature inversion for uncertainties
in 𝛿15N, 𝜌𝑠 and 𝐷eff for 𝑁 = 2400. The columns show uncertainty
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sources included in the inversion, with the first only including 𝜎15N,
while the second and third adding 𝜎𝜌𝑠 and 𝜎𝐷eff . Clearly, adding uncer-
tainty from additional sources increase both the standard deviation
of the reconstructed temperature and the deviation to the reference
temperature. This is best seen in the overlap, where adding the un-
certainty in diffusivity parameterization extends the temperature
distribution to 230 K.

Notably, we do not see any indication of multiple modes/peaks in the
third column, as we might otherwise have thought from Figure 5.2.
Furthermore, when inspecting Figure D.6, where we do not include
𝜎𝜌𝑠 , there is no significant difference to Figure 5.4, where 𝜎𝜌𝑠 is
included. I have the following hypothesis for this behaviour: We know
that 𝜎15N = 0.02 and the difference between parameterizations in
Figure 5.2 was ∼ 0.01. This means that any sign of multiplicity from
the diffusivity is hidden since the background uncertainty from 𝛿15N
is too high.

Observing Figure 5.2, we can definitely improve in terms of which
temperatures we search at. Here, it would be more sensible to search
at 215 or 245 Kelvin. However, it is also apparent that the deviation
between Severinghaus and Schwander/Freitag is approximately con-
stant between 225 and 245 K at 0.05 permil. We also saw that the
removal or inclusion of 𝜎𝜌𝑠 does not affect the resulting distribution
noticeably regarding the multiple peaks. This points toward, that the
high measurement uncertainty of stable nitrogen isotopes 𝜎15N = 0.02
permil is responsible for hiding any signs of multiple peaks. To that
end, the root-finder was applied for two scenarios, one where 𝜎15N
takes the values 10−6 and 2 ·10−3 permil. The first is merely a "sanity
check" meant to eliminate any uncertainty from stable nitrogen iso-
topes, that might interfere. The second is more realistic since the data
from Kindler et al. [23] had an uncertainty of 0.02 or 0.006 permil.

Indeed, we see in Figure 5.5, that this multi-modality appears for
235 K at 𝑁 = 200 repetitions. Compare Figure 5.2, where the 𝛿15N-
Temperature profiles were the closest to each other at 235 K, means
that the uncertainty in stable nitrogen isotopes was among the de-
ciding factors in hiding the multiple peaks, see Appendix D.2.1 for
other figures. A consequence of this is the following: If the measure-
ment uncertainty in 𝛿15N is of the same magnitude as the difference
between 𝐷eff parameterizations, then it is unimportant, which param-
eterization is used since any difference is hidden away. On the flip
side, if the magnitude of 𝜎15N is at least 1/10 of the aforementioned
difference, then it becomes important for interpreting temperature
reconstructions.

On another note, in Figures D.10 and D.12, depth-density profiles are
plotted for three temperatures for three different surface densities.
We observe that, at the close-off depth, the distinct profiles have not
yet converged, although the difference is tiny. This could be used
to further research the influence of surface densities in temperature
reconstruction. In general, we also note that for most sensitivity
tests presented so far, the mean temperature is right of the expected
temperature.
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Figure 5.4: Result of inversion for 225 K with uncertainty in different parameters for 𝑁 = 2400 repetitions, 𝜎15N = 0.02 permil.
Columns designate which uncertainty is included, while the rows show reference stable nitrogen isotopes, reconstructed
temperatures and iteration count. Black and green vertical lines respectively show the distribution mean and expected
temperature, while the yellow line is one standard deviation.

Only 𝛿15N 𝛿15N and 𝜌𝑠 𝛿15N and 𝐷eff
T𝑟𝑒 𝑓 [K] Mean 𝜎 Mean 𝜎 Mean 𝜎

220 220.04 0.82 220.6 1.01 220.93 1.08
225 225.08 0.97 225.67 1.16 225.91 1.22
230 229.98 1.17 230.58 1.31 230.70 1.36
235 235.01 1.28 235.60 1.43 235.44 1.5
240 240.14 1.5 240.76 1.65 240.37 1.75
245 244.84 1.73 245.47 1.86 244.85 2.03

Table 5.2: Table of reference temper-
ature, the mean and standard devia-
tion in Kelvins for each uncertainty
source and reference temperature.
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Figure 5.5: Result of inversion for 225 K with uncertainty in different parameters for 𝑁 = 2400 repetitions, 𝜎15N =

0.002 permil. Columns designate which uncertainty is included, while the rows show reference stable nitrogen isotopes,
reconstructed temperatures and iteration count. Black and green vertical lines respectively show the distribution mean and
expected temperature, while the yellow line is one standard deviation. Multiple peaks are clearly visible.
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htbp

Figure 5.6: Relationship of refer-
ence temperature and uncertainty
for reconstructed temperatures. The
left side shows data from Table 5.1,
where the vertical line is due to the
Goujon model behaviour at higher
temperatures. Right side shows

3: See Appendix D for the remaining
plots

5.2.3 Dependence on temperature

In this experiment, we run the root-finder for six different temper-
atures in the temperature range from Kindler et al. [23] and for
𝑁 = 800 repetitions each. As the figures are rather large and un-
wieldy, we select a few to include in the main-text3. The recorded
standard deviation of 𝑇rec for the rest are then condensed into the
included Table 5.2. As before, we see the same behavior as in Table 5.1,
where the uncertainties of the reconstructed temperatures increase
with the reference temperature. To get a better visual representation,
this relationship is plotted alongside the data from Table 5.1 into
Figure 5.6. The dotted lines on the left are from a series of inversions
from 218 K to 245 K. In all cases the uncertainty increases for rising
reference temperatures. According to my knowledge, the cause of
this is unknown and more research is necessary. From Figures 2.7
and 2.8, we know that increased temperatures lead to a shallower firn
column and smaller close-off-depths. Therefore, one possible cause
for this behaviour could be that the thinner firn column results in
higher variability in the different outputs.

5.3 Response to changing input forcing

As mentioned earlier, we now turn to modelling the response of the
Community Firn Model, when forced by a ramp input forcing of
varying magnitude and duration. In addition, we will also review the
method for estimating the temperature gradient and uncertainty in
the Subsection 5.3.3
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4: This is reminiscent of the inter-
play between salinity and tempera-
ture in the Two-box Stommel model
for the AMOC, see [131] for a very
nice overview.

5.3.1 Varying magnitude

In Figure 5.7, two figures are plotted, one where both the temperature
and accumulation rate are altered and one where only temperature
is. Changes in only accumulation can be seen in Figure E.1 and an
overview of all plots for the Barnola model is found in Appendices E.1
and E.2. Along the rows, we have a) temperature and accumulation
forcing, b) close-off depth according to Equation 2.7, d) temperature
gradient, e) resulting 𝛿15Nth and f) the total 𝛿15N. Furthermore, the
vertical lines signify the halfway time until equilibrium for 𝑧cod, Δ𝑇
and equilibrium time for 𝛿15Nth. The colour map chosen here uses
“yellower” colours for higher amplitudes and vice versa. The equilib-
rium time for 𝛿15Nth is found by finding the first constant element to
a tolerance of 0.006 permil, exploiting the fact that the equilibrium
level is zero.

In Chapter 2, it was explained that increasing accumulation rates
and temperature had opposite effects on the close-off depth. An
increased surface temperature would lead to higher rates of densifi-
cation leading to a shallower firn column and smaller 𝑧cod. Increased
accumulation rates meanwhile would lead to thicker firn columns and
larger 𝑧cod. We see the same behaviour in Figure 5.7 and that combin-
ing both “effects” lead to a now non-monotonic curve for the close-off
depth. The close-off depth first increases quickly, before becoming
overpowered and decreasing to a smaller value than previously. It
would therefore seem that accumulation and temperature affect the
firn at two different speeds, but also in two different magnitudes4.

We also see a curious difference in the shape of the temperature
gradient in d) between the upper and lower plot in Figure 5.7. Here,
the shape for temperature change is sharper than the one for both
temperature and accumulation. Although the accumulation rate does
not directly affect the temperature gradient, it does affect the close-off
depth, from which the temperature gradient is defined. In addition,
heat diffusion is also altered slightly by way of changing the densifi-
cation rate and column length. This results in a “smoother” function
and a more varied distribution of halfway times.

This effect is also seen in the plot of 𝛿15Ncod,th. Although here, the
timing of the halfway times are reversed, which can also be seen in
Figure 5.8.

In these figures, the halfway times have been collected for all densifi-
cation schemes and the 28 magnitude multipliers. In each column the
halfway time for each output is shown along with change in temper-
ature, accumulation or both along the rows. Here, we immediately
observe the aforementioned envelope shape from Figure 5.1 for most
of the plots. The general trend for the halfway times seems that a
higher magnitude leads to a lower time in all cases. This is a surprising
result, as conventional wisdom[132] holds that larger fluctuations,
concentrations or sizes require more time to equilibrate. However, in
the upper part of Figure 5.8, we see the opposite behaviour and a
more correct version in the lower half. In Subsection 5.3.3, we will
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Figure 5.7: Response of CFM for changes in magnitude. Above: Changes in both temperature and accumulation rate, below:
Changes in temperature only. Temperature gradient is taken between surface and close-off depth.
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Figure 5.8: Collection of halfway times for changes in magnitude. Columns show halfway times in Δ𝑇 and 𝑧cod, while rows
signify changes in each forcing category.
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5: See Appendix E.1 for all figures

6: Unknown, if this trend continues
beyond 2000 years.

compute the true equilibrium time for both Δ𝑇 and 𝑧cod to hopefully
shed some light on this matter.

However, for the accumulation close-off depth plot, there is high vari-
ability in the halfway times. Unlike its counterpart, the accumulation
of snow does not feature a diffusion-like effect. Instead, each new
element is set into place in discrete, sharp steps, unlike the diffusive
smoothing of the temperature due to diffusion.

Finally, in the lower part of Figure 5.8, we see two distinct behaviors
for 𝛿15Ncod,th. Changes only in temperature lead to a

√
𝑥-like curve,

while changes in both forcings lead to a 𝑥2-like curve, where 𝑥 is
the multiplier of change. One hypothesis for this behaviour could be
that there exist two regimes of behaviour. One for 0 ≥ 𝑥 ≤ 1.25,
where temperature dominates and one 1.25 ≥ 𝑥 ≤ 3, where the
accumulation rate dominates the behavior. We also see a significant
difference in the timescale between the upper and lower plots. This
is because, for 𝛿15Nth, we use the true equilibrium time, which is
naturally larger than the halfway time.

5.3.2 Varying duration

Next, we consider changes in the duration of an input forcing signal.
The array of duration values is set up to include eight entries between
10 and 100 years and then 20 linearly spaced values between 100
and 2000 years5. This is done to focus on events with a forcing
increase or decrease in that time frame. The difference in duration
creates a significant difference between outputs at each end. Short
durations lead to sharp and fast initial "moves toward equilibrium",
while longer durations result in more gradual changes. Observing
Figure 5.9, we see both a more exciting and boring figure than
Figure 5.8. Here, the general trend is an initial decrease in halfway
time before increasing and decreasing again6. The exception is both-
close-off depth, where we instead observe a fast decline. Finally,
the equilibrium time for 𝛿15Ncod,th is remarkably monotonic and
seemingly the same for all changes. We do see a sharp drop to 0 years
for changes in temperature for the GOU and HLD models. Presently,
this seems to have been caused by a reaction to the fast changes. In
general, we see that changes in duration result in more homogeneous
halfway times compared to that of magnitude change regarding the
time scales.

5.3.3 Addendum: Argon and true equilibrium time

In Subsection 4.3.1, we detailed how it might be possible to obtain
the true equilibrium time for all variables. Essentially, we search for
the first element, where the deviation between the current and the
final value is below a set tolerance. For parameter 𝑧cod and 𝛿15N, we
use the model resolution of 0.5 meters and measurement uncertainty
of 0.006 permil from Kindler et al. [23]. Regarding the temperature
gradient between top and close-off-depth, we instead use the result of
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Figure 5.9: Collection of halfway times for changes in duration. Columns show halfway times in Δ𝑇 and 𝑧cod, while rows
signify changes in each forcing category.
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𝜎Δ𝑇 = 1.275 K from Subsection 4.3.1 as our tolerance. The results can
be seen in Figure 5.10 and Appendices F.1 and F.2 for the resulting
figures.

Equilibrium times are necessarily higher than halfway times and
the time-scales have increased as such to be closer to the ones for
𝛿15Ncod,th in Figures 5.8 and 5.9. In addition, all profiles, except for
changes in accumulation rate, now resemble the profiles for 𝛿15N.
Likely, this results due to Δ𝑇 and 𝛿15Ncod,th being defined from the
close-off-depth. In addition, we see that there is a significant differ-
ence in equilibrium times for acc. rate changes and other forcing
changes. Unlike temperature, the accumulation rate does not have to
diffuse down the firn-column but is instead directly applied deeper
in the firn.

We saw earlier that while the halfway time was easy to compute if
one was unsure of the measurement uncertainty or resolution for
various parameters, it provides a misleading representation of the
behavior of the system. For future research, it would therefore bemore
advantageous to begin with a measure of the parameter uncertainty,
to compute the true equilibrium time with tolerance.

Finally, comparing the simple examples shown here to real DO-events
is a challenge. Most DO-events feature a rapid period of warming,
a plateau followed by a longer cooling period. Meanwhile, our ex-
periment features a period of warming and a long plateau. However,
the DO-events 24, 21, 14, 12 and 0 do approximately feature this
behavior[23, p. 70]. Here, we compare the measurable 𝛿15N to the
modelled ones. For each of these events, we observe a spike in the
warming signal, which then quickly returns to approximately the
previous value. This speed however, is generally faster than the equi-
librium times observed in Figures 5.8 and 5.9 for similar periods of
warming.
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Figure 5.10: Collection of equilibrium times for changes in magnitude and duration. Columns show equilibrium times in Δ𝑇
and 𝑧cod, while rows signify changes in each forcing category.
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Conclusion

In this thesis, we have examined the Community Firn Model and how
it’s coupling of densification and firn-air models might help to delve
deeper into past climate changes. That is this thesis aimed to better
understand the rapidity and magnitude of the Holocene transition by
conducting two experiments. The first experiment focused on steady-
state reconstruction of temperatures aiming to estimate the sensitivity
of the Community Firn Model, if there were uncertainties in different
parameters beyond stable nitrogen isotopes.

We showed that the standard deviation of the reconstructed tempera-
tures increases, the more uncertainty sources are added. For example,
𝜎Trec for temperature inversion at 225 K for 𝑁 = 2400 repetitions was
shown to increase from 1 K to 1.3 K by adding uncertainty in 𝜌𝑠 and
𝐷eff . Furthermore, the sign of multiple peaks, hinted by Figure 5.2,
was found to be hidden due to the similar magnitudes between
𝜎15N and the deviation between each parameterization. Moreover, all
densification schemes included in this thesis performed well in tem-
perature inversion, arriving within 0.2 K of the reference temperature
in most cases. Additionally, the densification models HLD and HLS
consistently have a lower 𝜎Trec than those of BAR and GOU. Finally,
for all cases, we observe an increase in 𝜎Trec for increasing reference
temperature with some odd divergence from GOU.

The second experiment sought to investigate the response of the CFM
to systematic changes in the duration and magnitude of a ramp input
forcing. Firstly, we estimated the halfway-times and equilibrium times
of the temperature gradient, close-off depth and 𝛿15Ncod,th. Here, we
found that the 𝑧cod-model time profile is monotonic for changes in
either accumulation or temperature as expected from Chapter 2,
but behaves non-monotonically when changing both. Secondly, for
changes in magnitude, the halfway times are short monotonically
decreasing, while the corresponding equilibrium times for 𝛿15Nth
featured much longer time scales. They also showcased two different
regimes of behaviour for changes in both forcings.

This behaviour continues for halfway times for changing duration,
while the equilibrium times decrease monotonically. Here, we esti-
mated the uncertainty of the temperature gradient by including 𝛿40Ar
to calculate the excess amount of stable nitrogen isotopes. In doing
so, we showed that the halfway time is misleading, when estimating
the true equilibrium time since it predicted a lower halfway time
for higher amplitudes of change. Finally, it was found that the CFM
underestimates the equilibrium time for 𝛿15N compared to that of
similar DO-events featuring a warming period and long plateau.
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Outlook and additional research

As a final note, we will briefly review additional effects and methods,
that have not been included in this thesis. Firstly, in our temperature
inversion, we have been focused on steady-state inversion, to better
perform the sensitivity tests. However, if one wishes to accurately
model past DO-events directly, it is necessary to make use of tran-
sient firn model inversions. Here, one would exploit Equation 2.2
and use minimizers to find the coefficients 𝛼, 𝛽 that yields the least
disagreement between data and model. Here, one could also make
use of windowed fitting to combat the change of these parameters
over time [42]. This approach would use windows of fits over the 120
to 9 kyr b2k range, that each would estimate values for 𝛼, 𝛽 instead
of single values for the entire dataset. Moreover, one could also be to
include stable argon measurements, which would lead to additional
constraints on the reconstructed temperatures due to the different
thermal sensitivities. As discussed previously, this carries more chal-
lenges with it as argon measurements and the resulting inversion are
more challenging than their standard nitrogen counterpart[130].

Regarding the second experiment, there are a number of measures,
one can take to better compare it with past DO-events. The first option
would be to create modifiable DO-like events mimicking the shape
of those in Kindler et al. [23, p. 70]. For example, one could include
a variable length of the plateau and the cooling period. This would
help reproduce the different DO-event shapes such as spikes (18,3)
to "triangles" (19, 8) and "step-functions" (14,24). Additionally, steps
should be taken to investigate the stepwise behaviour of the close-off
depth, especially for changes only in accumulation rate, which results
in higher variability of the halfway and equilibrium times seen in
Figures 5.8 and 5.9.



Configuration files for the CFMA
In this document, we list the most important settings for the model and firn air configuration
files, respectively.

▶ "physRho" specifies the densification scheme used for the main run physics. Here, one
can select any of the 13 models, with four being the ones explained in Subsection 2.2.2.

▶ "FirnAir" specifies if the firn_air module during the main run. This is set to True

▶ "TWriteInt" species the time interval in the output in years and "TWriteStart" is the
first time-step to be written in the final output file.

▶ "int_type" tells CFM how to interpolate from forcing files to the model time. We can
choose between "Nearest" for monthly climate data and "linear" for sparser data.

▶ "rhos0" is the surface density, normally set at 350.0 in kg m−3.

▶ "yearSpin" is the amount of years the spin-up run should take, set to 1000 years. Users
should take care to align this setting with the input files

▶ "H" is the thickness of the ice sheet in meters and HbaseSpin is the bottom of the model
domain. These are set to 3000 m and 2700 m respectively, yielding a model height of
300 m.

▶ "stpsPerYear" is the amount of time steps per year, i.e., 1 yields yearly time steps,
while 12 would be monthly. This is set to 0.5 as per the recommendation of Scheidt [26].

▶ "bdot_type" specifies if the CFM should use instantaneous or the mean accumulation
rate, as seen in Subsection 3.1.1. This is set to texttt"mean".

▶ "spin_climate_type" decides whether the spin-up run should use the initial or mean
entry of the forcing files, this is set to "initial".

▶ "doublegrid" is an option for the CFM to compress model grids in regions where little
change happens, to conserve space. This is set to False

▶ "outputs" species what themodel should output. Herewe specify "depth", "temperature",

"BCO", "climate", "density" and "FirnAir". The last setting enables CFM to output
firn air outputs.

▶ "grid_outputs" decides whether to put outputs on a regular evenly spaced grid or not.
This is set to False

▶ "conductivity" specifies the heat conductivity parameterization used in heat diffusion.
This is set to Calonne2019 [107].

▶ timesetup defines how to set up the time step size. "Exact" uses the input files to find
the time step size, but requires a larger input file. "interp" uses a uniform dt and then
interpolates the input forcing onto the model time domain. This is set to "interp".
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The settings in the firn air configuration file were set as follows:

▶ "gaschoice" specifies the gas species to solve the firn air equation for. We set this to
"d15N2"

▶ "gravity" and "thermal" enable solver.py to include gravitational settling and
thermal diffusion in the finite volume method by Patankar [77]

▶ "runtype" can be set to either transient or steady state. We set this to "transient"

▶ "Diffu_param" specifies the diffusivity parameterization (see Subsection 2.2.4)

▶ "lockin" specifies if the firn air module should include eddy diffusivity in the convective
and lock-in zone. We set this to True

▶ "advection_type" specifies if the model should use the air advection as set by Christo,
Darcy or neglect it altogether. This is set to "Darcy"

▶ "ConvectiveZoneDepth" specifies the depth of the convective zone. We set this to 1.5
meters.

Here, we have added the two settings "noisy_bco" and "bco_dist" to allow for variable
close-off density in experiment 1.
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NGRIP dataC

Figure C.1: Dataset from NGRIP Kindler et al. [23], 120 to 85 kyr b2k. In yellow accumulation rate in m/yr ice
eq. as found by Kindler et al. [23]. In orange, the temperature reconstruction by [23] using ice-core data together
with a firn densification model coupled with heat diffusion. Blue points are 𝛿15N on a gas age scale as measured
by [108, 109] and by [23]. Black points are 𝛿18O on the ice age scale, while the red line is a cubic smoothing
spline with a cut-off frequency 1/200 yr−1. Adapted and modified from [23, 26].
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Figure C.2: Dataset from NGRIP Kindler et al. [23], 85 to 45 kyr b2k. In yellow accumulation rate in m/yr ice eq.
as found by Kindler et al. [23]. In orange, the temperature reconstruction by [23] using ice-core data together
with a firn densification model coupled with heat diffusion. Blue points are 𝛿15N on a gas age scale as measured
by [108, 109] and by [23]. Black points are 𝛿18O on the ice age scale, while the red line is a cubic smoothing
spline with a cut-off frequency 1/200 yr−1. Adapted and modified from [23, 26].
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Figure C.3: Dataset from NGRIP Kindler et al. [23], 45 to 90 kyr b2k. In yellow accumulation rate in m/yr ice eq.
as found by Kindler et al. [23]. In orange, the temperature reconstruction by [23] using ice-core data together
with a firn densification model coupled with heat diffusion. Blue points are 𝛿15N on a gas age scale as measured
by [108, 109] and by [23]. Black points are 𝛿18O on the ice age scale, while the red line is a cubic smoothing
spline with a cut-off frequency 1/200 yr−1. Adapted and modified from [23, 26].
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D.1 Densification models

Figure D.1: Collection of plots showing results for 𝑇𝑟𝑒 𝑓 = 220 K.
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Figure D.2: Collection of plots showing results for 𝑇𝑟𝑒 𝑓 = 225 K.

Figure D.3: Collection of plots showing results for 𝑇𝑟𝑒 𝑓 = 235 K.



Figure D.4: Collection of plots showing results for 𝑇𝑟𝑒 𝑓 = 240 K.
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D.2 Diffusivity

Figure D.5: Result of inversion for 225 K with uncertainty in different parameters for 𝑁 = 2400 repetitions.
Columns designate which uncertainty is included, while the rows show reference stable nitrogen isotopes,
reconstructed temperatures and iteration count. Black and green vertical lines respectively show distribution
mean and expected temperature, while the yellow line is one standard deviation. Surface density uncertainty is
included in the third column

D.2.1 Multiple peaks
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Figure D.6: Result of inversion for 225 K with uncertainty in different parameters for 𝑁 = 2400 repetitions.
Columns designate which uncertainty is included, while the rows show reference stable nitrogen isotopes,
reconstructed temperatures and iteration count. Black and green vertical lines respectively show distribution
mean and expected temperature, while the yellow line is one standard deviation. Surface density uncertainty is
NOT included in the third column
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Figure D.7: Collection of plots showing results for 𝑇𝑟𝑒 𝑓 = 220 K.
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Figure D.8: Collection of plots showing results for 𝑇𝑟𝑒 𝑓 = 225 K.
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Figure D.9: Collection of plots showing results for 𝑇𝑟𝑒 𝑓 = 235 K.
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D.3 Influence of Density

Figure D.10: Depth-density profile at 220 K
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Figure D.11: Depth-density profile at 230 K

Figure D.12: Depth-density profile at 240 K
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D.4 Influence of Diffusivity parameterization

Figure D.13: Depth-diffusivity profile at 220 K
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Figure D.14: Depth-diffusivity profile at 234 K

Figure D.15: Depth-diffusivity profile at 244 K



Additional plots for changing forcing
Halfway-timeE

E.1 Changing duration

Figure E.1: Response of CFM for changes in duration of Acc
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Figure E.2: Response of CFM for changes in duration in Temp

Figure E.3: Response of CFM for changes in duration in both
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E.2 Changing magnitude

Figure E.4: Response of CFM for changes in magnitude of Acc



84 E Additional plots for changing forcing Halfway-time

Figure E.5: Response of CFM for changes in magnitude in Temp

Figure E.6: Response of CFM for changes in magnitude in both



Additional plots for changing forcing
Equilibrium timeF

F.1 Changing duration

Figure F.1: Response of CFM for changes in duration of Acc
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Figure F.2: Response of CFM for changes in duration in Temp

Figure F.3: Response of CFM for changes in duration in both
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F.2 Changing duration

Figure F.4: Response of CFM for changes in magnitude of Acc
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Figure F.5: Response of CFM for changes in magnitude in Temp

Figure F.6: Response of CFM for changes in magnitude in both
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