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Abstract

I search for the galaxy counterpart of a solar metallicity damped Lyman-α ab-
sorber (DLA) found at z = 2.13 in the sightline towards the quasar QSO225+0527.
Imaging data from Nordic Optical Telescope (NOT) and the Keck Telescope at Hawaii
are combined with spectroscopic data from the X-shooter spectrograph at NOT. PSF-
subtraction of the imaging data reveals a bright object composed of two disk-like
structures so far undescribed in the literature. The object is not seen in the spec-
troscopic data, and thus redshift-determination is impossible with the existing data.
Without an established redshift, it is not possible to con�rm whether or not the object
is the DLA galaxy counterpart. However, assuming that the object lies at the redshift
of the absorber, magnitudes, physical size, and star formation rates are derived. It is
concluded that these physical parameters, as well as the elongated morphology of the
object, do not contradict with the hypothesis that the object is the searched for DLA
emission counterpart.

1 Introduction

Damped Lyman-α absorbers (DLAs) are a class of absorbers seen in the spectra of bright,
distant background sources typically high-redshift quasars or gamma-ray bursts. They
have been discussed in the literature for several decades, but even today their nature is
not fully understood (see Møller and Warren (1993) for an early presentation). It is widely
believed that the absorption occurs in large slabs of neutral hydrogen representing stages
of disk galaxy formation in the early Universe. This makes DLAs valuable as probes of
forming galaxies and the corresponding reservoirs of gas in the high-redshift Universe.

DLAs account for the vast majority of neutral hydrogen at high redshifts, and are there-
fore also assumed to be the birthplace of stars and galaxies. However, previous attempts to
connect high-redshift DLAs with the corresponding high-redshift galaxies which have been
observed in the ultra-violet and optical regime (Lyman break galaxies), have not yet been
successful. Together they form two populations of high-z galaxies; one population observed
in absorption and one population observed in emission. The main obstacle in connecting
the two groups is the detection of DLAs in emission, as DLA galaxy counterparts are very
hard to observe. This problem is possibly connected to the fact that the more luminous
DLAs are also the most chemically evolved, and therefore likely the ones to contain most
obscuring dust.

This project is dedicated to the DLA DLA2225+0527 discovered by Krogager et al.
(2015). The system contains high abundance of dust, and is also highly chemically evolved.
The DLA has only been observed in its absorption spectrum. The purpose of my project is
to search for emission from the galaxy-counterpart both through spectroscopy and imaging.
A detection of the emitting part would shed light on the connection between metallicity,
luminosity, and dust. It would also be the �rst direct detection of a solar-like DLA.



2 Background

In order to clarify the methods of this study, I will present the basic applied astrophysical
concepts. The presentation is followed by a brief summary of the discovery history and
science of damped Lyman-α systems and galaxies in the early Universe leading up to
the recent papers on the quasar in question. The overview serves as a framework and
motivation for my research.

2.1 The Lyman-α line

90 % of the baryonic matter in the Universe is in the form of hydrogen. Any astronomer
working in the �eld of spectroscopy will devote a great deal of working hours to analyzing
the spectrum of hydrogen. One of the strongest lines of neutral hydrogen is the Lyman
α-line belonging to the Lyman series. An illustration of the Lyman spectrum is shown
in �gure 1. The lines of the Lyman series correspond to electron transitions between any
excited state and the ground state. Transitions between the ground state and the �rst
excited state correspond to the Lyman-α with the wavelength 1216 Å. As the rest of the
Lyman spectrum, this line is in the ultraviolet regime. The Lyman limit absorption line at
912 Å corresponds to the energy threshold for a complete ionization of a hydrogen atom
in the ground state.

Lyman-α photons are mostly produced in settings where a source of photons with
energy above the Lyman limit is available. If neutral hydrogen atoms are also present,
these can be ionized. When recombining, the atoms will decay through a cascade of
transitions emitting various photons including Lyman-α in most of the cases. Star forming
regions are typically strong emitters of Lyman-α.

With 'Lyman-α absorption' is generally meant a process in which radiation with the
wavelength 1216 Å passes through a cloud with some content of neutral hydrogen. A
hydrogen atom in the ground state can interact with a Lyman-α photon (Lyα photon)
resulting in excitation of the atom from the ground state to the �rst excited state. At
some later time, the excited atom will decay to the ground state emitting a new Lyα
photon. This new photon will be emitted in a random direction. The net e�ect is that
the �ux of Lyα photons in the incident direction is reduced. The cross section area for
neutral hydrogen to interact with Lyα is relatively large, meaning that neutral hydrogen
is an e�cient absorber of Lyα. Even a small HI-abundance will leave absorption features
on incident Lyα radiation making the Lyα a powerful tracer of neutral hydrogen in the
Universe.

2.2 Quasi-Stellar Objects1

The two terms 'quasar' (Quasi-Stellar Radio Source) and 'QSO' (Quasi-Stellar Object) are
today used without distinction. Historically, the two terms categorized the same type of

1The following section is based on Mo et al. (2010, p. 618-624)
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Figure 1: An illustration of the Lyman series - the �rst series of hydrogen emission lines. From
https://commons.wikimedia.org/wiki/File:LymanSeries.svg

object into a radio-loud and a radio-quiet class with the latter being the far most numerous.
I will mainly use the term 'QSO' for the remainder of this paper.

QSOs belong to the broader class 'Active Galaxy Nuclei' (AGN). AGN are de�ned to
have one or more of the following properties:

� A compact nucleus which is much brighter than a similar region in a normal galaxy

� A non-thermal emission continuum with the full wavelength range from radio to
X-ray

� Strong emission lines

� Variability on relatively short time scales

Being the most luminous types of AGN, QSOs normally completely outshine their host
galaxies. They are di�erentiated from the similar, but less luminous, AGN-class 'Seyfert 1
galaxies' by the magnitude limitMB . −21.5+5 log h. QSOs are con�ned to very compact
regions, which are normally optically unresolved at θ ∼ 1′′. Having unusually blue colors,
QSOs are mainly detected in optical using a color-selection technique. This has resulted
in the detection of a majority of intrinsically bright and highly redshifted objects. Figure
2 shows a composite 2D spectrum of QSOs, which clearly shows strong emission lines and
a continuum that extends blueward of 1000 Å.

The most widely accepted paradigm for explaining the large energy output generated
within the compact regions of QSOs is based on the hypothesized existence of supermassive
black holes (SMBHs) in the cores of galaxies. The energy is produced as a result of matter
accreting onto the black hole. A simple spherical model (Mo et al., 2010, p. 624) will
yield that a ∼ 108 M� black hole can power a L ∼ 1046 erg s−1 AGN. The corresponding
mass accretion rate is Ṁ ∼ 2 M� yr−1. Although successful as a theoretical explanation,
the SMBH-paradigm is still just at hypothesis since such an accretion process has never
been observed. However, strong evidence for the presence of a supermassive object in the
center of the Milky Way has been provided by measuring the kinematics of individual
stars in the inner region. An object with a density of > 3 × 1019 M� pc−3, centered on
the radio source Sgr A*, has been proven to exist. No other astrophysical objects with
such extreme physical conditions are known, and the theoretical supermassive black hole
is the best candidate. Similar objects have been observed in nearby galaxies, but not with
such impressive certainty as within our own galaxy. Unless the Milky Way is a very special
place, many ellipticals should harbor a similar SMBH-like object that could possibly serve
as engine for a QSO. It has been theorized that all galaxies go through one or several

3
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Figure 2: A composite 2D spectrum of a QSO. The continuum extends bluewards of the thermal regime
as is typical of AGN. Strong emission lines are clearly present. Figure from Mo et al. (2010, p. 620)

AGN-phases. In this line of thought, AGN form a natural part of the evolution of normal
galaxies.

2.3 QSO absorbers

The term 'QSO absorber' generally refers to any absorbing cloud of gas that lies along the
sightline towards a QSO. Assuming that the gas is mostly hydrogen, the most prominent
absorption line will be Lyα. Since the absorbing system will lie at a lower redshift than
the background QSO, the Lyman absorption lines will be shifted bluewards of the Lyman
lines in the QSO spectrum. The light from one distant source may likely travel through
multiple gas clouds with di�erent z-values, all of them leaving di�erent imprints along the
source spectrum. The spectrum becomes a probe of the gas density along the sightline,
and can be used for mapping hydrogen clouds in the early Universe.2

QSO absorption systems are classi�ed according to their hydrogen column densities. I
will devote a few sections on presenting the main classes of QSO absorption systems along
with a brief history of their prediction and discovery.

2.3.1 The Gunn-Peterson trough

In 1965, several independent studies predicted that in an expanding Universe, homoge-
neously �lled with gas, the continuous redshifting of the Lyman-α line would produce an
absorption trough bluewards of the Lyα emission line of any distant QSO (Gunn and Pe-
terson, 1965; Scheuer, 1965; Shklovskii, 1965). As described previously, neutral hydrogen
is a very e�cient absorber of Lyman radiation. We know from classic cosmology and from
observing the Cosmic Microwave Background (CMB), that the gas content of the Uni-
verse shifted phase from ionized to neutral roughly 380.000 years after the Big Bang in
the cosmological epoch referred to as 'Recombination'. The astronomers in 1965 there-
fore expected the majority of the intergalactic hydrogen to be neutral. Light travelling
from distant sources would traverse vast amounts of neutral hydrogen e�ectively absorbing

2Gamma-Ray Bursts are also used as illuminating sources for probing the gas content of the Universe.
The physical mechanisms and spectrographic methods are essentially the same as with QSO absorbers.
However, since this paper is devoted to a QSO absorber I will not discuss Gamma-Ray Bursts any further.

4
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wavelengths smaller than the Lyα. This feature is known as the Gunn-Peterson trough. In
high-z spectra the Gunn-Peterson trough should appear bluewards of the Lyman regime
since the absorbing clouds lies at lower redshifts than the source. However, going towards
smaller and smaller redshifts the Gunn-Peterson trough should work its way redwards to-
wards the Lyα, and eventually 'eating' it up. Gunn and Peterson studied the spectrum of
a QSO with redshift z = 2.01 catalogued as 3C 93C, and found such a spectral region with
reduced �ux. The authors used this �nding to calculate an upper limit for the density of
intergalactic neutral hydrogen. To their surprise, this limit turned out to be much lower
than expected. Gunn and Peterson solved this problem by suggesting the - at that time
rather radical idea - that the major part of the intergalactic hydrogen is ionized. Today,
we know this to be true. The �rst perfect Gunn-Peterson trough was observed as late
as 2001 by Becker et al. (2001) who observed the feature in a z = 6.28 QSO. The ab-
sence of Gunn-Peterson-troughs in spectra of QSOs for z < 6 is a strong indicator that
the intergalactic medium of the Universe shifted from being neutral to ionized at z & 6.
This epoch is called 'Reionization'. An enormous source of energy is required to drive this
phase shift. The source of this is not known today, but the most likely candidate is massive
stars. Reionization is a far less understood cosmological epoch than its much older cousin
Recombination.

2.3.2 Lyman-α forest absorbers3

Bahcall and Salpeter (1965) predicted that a set of discrete absorption lines could also be
found in the spectra of high-redshift QSOs. These lines are not connected with intergalactic
gas, but to the presence of a distribution of inhomogeneous clumpy gas �laments belonging
to galaxies intersecting the line of sight towards the QSO. Since these neutral gas clouds
are small, their absorption lines are thin. But owing to the great Lyα absorption cross
section of neutral hydrogen, the lines are often deep. Since these small absorbing structures
are predicted to be numerous, a large amount of distinct absorption lines should be found
bluewards of the Lyα line of the QSO each of them corresponding to a di�erent redshift.
This phenomenon was later observed and the term 'Lyman-α forest' was introduced. The
small absorbing �laments are strongest by numbers shortly after the reionization, and
becomes fewer as the Universe expands further. A small-z Lyman-α forest will have fewer
and shallower lines than one seen in a high-z spectrum. An example spectrum is plotted in
�gure 3. Besides the Lyman absorption, a minor part of the lines belong to various other
ultraviolet transitions from C, O, Mg, Si, Fe, Al and other heavy elements. By de�nition,
Lyman-α absorbers have neutral hydrogen densities of N(HI) < 1017 cm−2. However,
the total hydrogen content is much greater with the rest of it being ionized. The neutral
component is only a tiny fraction of the ionized, and it is often less than 0.1% of the total
(Sparke and Gallagher, 2007, 395).

2.3.3 Lyman limit systems4

Lyman limit systems are de�ned to have 1017 < N(HI) < 2× 1020 cm−2. At these densi-
ties, the clouds will e�ectively absorb light with energies high enough to ionize hydrogen.
Equivalently, the clouds will absorb light with wavelengths that are equal to or greater
than the Lyman limit (hence the name) of 912 Å. The �ux of the QSO will drop nearly to
zero at the wavelengths immediately bluewards of 912(z + 1). As with the Lyman forest
absorbers, the main hydrogen content is in the ionized component.

Of all the di�erent types of QSO absorption systems, the Lyman limit systems (LLSs)
are both the least studied and least understood. High resolution spectroscopy have revealed

3The following section is based on Rauch (1998)
4The following section is partly based on Sparke and Gallagher (2007, p. 390)
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Figure 3: High resolution spectrum of QSO1442+ 23 found at zem = 3.62. The �gure is clearly showing
the Lyα forest. Figure from Rauch (1998) based on data from Womble et al. (1996, p. 137).

that some LLS are chemically evolved with [Fe/H] = −0.5 ± 0.1, which resembles the
metallicities of the DLAs (to be discussed below) (Prochaska, 1999). This could suggest
that LLSs are the photoionized counterparts of the damped systems. However, other LLSs
are found to be metal-poor and not easily associated with the DLAs (see Levshakov et al.
(2003) for an extreme example). Simulations point towards LLSs being located within
viral radii of galaxies with a wide range of masses, which suggests that the systems are
somehow evolutionarily connected to them (Kohler and Gnedin, 2007).

2.3.4 Damped Lyman-α absorption systems

Like other classes of QSO absorbers, DLA systems are selected on the basis of high HI
column densities. The criterion for the density is N(HI) ≥ 2 × 1020 cm−2, for which the
Lyα is optically thick even in the absorption wings (Wolfe et al., 1986). The line will
show the prominent damping wings that have given rise to the name 'Damped Lyman-α
absorber'. In fact, the damping wings appear even for N(HI) > 1019 cm−2 (Petitjean,
1998), but the �rst surveys of damped system were performed at low resolution, and the
high density limit was introduced to avoid blending errors. Another motivation for the
choice of this limit is the assumption that these lines should be characteristic of galaxies
at high redshifts. The limit is thus an association of DLAs with early galaxy structures.
Of course, this classi�cation is arti�cial and potentially might introduce misconceptions in
our understanding of the nature of DLAs. It is worth stressing that the classi�cation is
just a way of introducing a nomenclature for the di�erent observations in the spectra of
QSOs. The actual physical systems are most likely less sharply distinguished.

The DLA systems di�er from the other classes of QSO absorbers by more than just
the somewhat arbitrary selection criterion; contrary to Lyman limit absorbers and Lyα
forest absorbers, the gas content of the DLA systems is mainly neutral. This motivates
the before mentioned hypothesis that DLA systems are the birthplace of stars and thus
galaxies in the early Universe (Wolfe et al., 2005).

Figure 4 shows the column density distribution of HI clouds for z ∼ 2.8. The distribu-
tion is well-�tted over two orders of magnitude with a power-law:

d2n

dNdz
∝ N−1.5 (1)

Because of the shape of the distribution, most of the mass of the neutral gas will belong
to the densest systems even though the di�use clouds are by far the most numerous. In
other words, the DLA systems represented in the �gure by only four markers beyond
N(HI) = 1020 account for much more neutral gas than the remaining majority of systems,
which all belong to the class of Lyα forest absorbers. This notion further strengthens the

6
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Figure 4: Plot of the column density distribution of HI clouds for z ∼ 2.8. Figure from Petitjean
(1998). The �gure was printed without units on the y-axis in the original paper. The y-axis shows the
di�erential column distribution f(N,X) introduced in Petitjean et al. (1993), where it is de�ned such that
f(N,X)dNdX is the number of absorption systems with column density between N and N + dN and
radial coordinate between X and X + dX with X = 0.5[(1+ z)2 − 1] for q0 = 0. It is assumed that it does
not depend on X in the redshift range.

hypothesis that DLA systems is where we should look for early galaxy structures and star
formation.

Besides hydrogen, DLAs are also observed to contain many di�erent metals. These are
in the form of ions, and are seen by emission from their various transitions. The strongest
lines belong to low-ionization species such as MgII, SiII and OI. Higher ionization lines such
as CIV and SiIV are also seen (Sparke and Gallagher, 2007, p. 393). The metallicities of
DLAs have a large scatter at all redshifts, and for z ∼ 2−3 the mean metallicity is∼ 5−10%
of the solar value (Kulkarni and Fall, 2002). In accordance with the cosmological chemical
evolution of the Universe, the mean metallicity is expected to increase with decreasing z.
Kulkarni et al. (2005) showed that the abundance of zinc relative to hydrogen is slowly
increasing with decreasing redshift con�rming the expected relation.

The presence of metals is a strong indicator of active star formation and another link
between DLAs and early galaxy structures. It is, of course, very interesting to ask whether
or not the associated young stellar populations are actually visible themselves. A deeper
understanding of the physical nature of the DLAs requires direct observation of the galaxy
counterparts from emission and not just by their absorption of background sources.

2.4 Galaxy counterparts

The �rst paper to present a sample of DLAs was Wolfe et al. (1986). Already that same
year, Foltz et al. (1986) suggested that it should be possible to directly detect Lyα emission
from the absorbing structures. The emission should be seen as a sharp spike in the middle
of the damped Lyα line trough. The �rst successful detection of Lyα emission from a DLA
was done by Møller and Warren (1993). They used long slit spectroscopy and achieved
a 4.2σ detection of Lyα emission from an object at an angular separation of 1′′.32 seen
towards a QSO catalogued as PKS0528-250 at redshift z = 2.77. A frame of the 2D-
spectrum showing the Lyα trough is shown in �gure 5. The expected spectroscopic features
suggested by Foltz et al. (1986) is clearly seen. The dark spot in the continuum gap is
the Lyα emission, which the authors associated with the absorber on the basis that the

7
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Figure 5: Two dimensional spectrum of the z = 2.77-QSO, PKS0528-250. The dark band is the QSO-
continuum. The gap is the damped Lyα line. The dark spot in the middle of the trough is Lyα emission
associated with the absorber. Figure from Møller and Warren (1993).

velocity di�erence between absorber and emitter was only 50 ± 100 km s−1. The authors
were aware that the emission could be the result of photoionization from the QSO, and
not from star formation. However, based on the morphology of the features, the authors
argumented in favor of the latter explanation.

The detections of emission from DLA galaxy counterparts were sparse in the following
years. Fynbo et al. (1999) detected unusually high emission from a DLA at z = 1.93. The
anomaly was explained as a result of the DLA being photoionized by another QSO, which
didn't show any damping features. The article also proposed the idea that the galaxy
counterparts of DLAs could be connected to Lyman break galaxies.

2.4.1 Lyman break galaxies

Lyman Break Galaxies (LBGs) are a class of high-redshift (3.0 . z . 3.5) galaxies, which
are simply de�ned by two spectral features: a roughly �at spectrum in the far-UV and
a spectral break at the Lyman limit (912 Å). They were �rst detected and described
by Steidel et al. (1996) who were searching for high-redshift star forming galaxies. The
authors assumed that these galaxies would show the before mentioned spectral features.
The assumption was made for the following reasons: young massive stars should dominate
the far-UV, hereby producing the �at spectrum and the Lyman break should be produced
by intrinsic stellar energy distributions, the inherent opacity of galaxies to Lyman photons,
and the e�ect of intervening absorbers. Using a color selection technique based on a
custom suite of broadband �lters, a population of the anticipated LBGs was discovered.
Their spectral features were remarkably similar to present day star forming galaxies: �at
continuum, weak Lyα emission, prominent high-ionization stellar lines of He II, C IV, Si
IV, and N V, and strong interstellar absorption lines due to low-ionization stages of C,
O, Si, and Al. It was hereby concluded that LBGs are the high-z counterparts of todays
luminous star forming galaxies.

The suggestion by Fynbo et al. (1999) that DLAs should be associated with LBGs was
partly motivated by models by Pei and Fall (1995). Based on an analysis of the cosmic
decline of HI, Pei and Fall (1995) concluded that the star formation rates in DLAs match
the star formation rates in LBGs. Fynbo et al. (1999) considered a scenario where every
Lyman break galaxy is surrounded by a damped Lyα disk. In this model, DLAs are the gas
reservoirs from which the stars in LBGs are formed. Møller et al. (2002) investigated this
conjecture by comparing spectral properties of 3 DLAs with those of a larger catalogue of
LBGs. The authors found that for half-light radius, radial pro�le, optical-to-near-infrared

8
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color, morphology, Lyα emission equivalent width, and Lyα velocity structure there was
no con�ict with the prediction.

However plausible, the connection between DLAs and LBGs are far from �rmly estab-
lished. Even though both classes have been known for decades, very little observational
overlap exists between the two; only very few DLAs have been observed from emission.
Fynbo et al. (2008) o�ers a possible explanation for the missing link: where the detection
of LBGs is limited by �ux only, DLA detection is limited by the probability of a sightline
towards a QSO passing through it, which scales with the cross section of the cloud. In the
local Universe, this cross section scales with the luminosity to a given power. Assuming
this relation holds for high z, it is found that DLAs are selected towards the faint end of the
luminosity function. In this line of thought, LBGs and DLAs are respectively drawn from
the bright and faint end of the luminosity function of the same population. To thoroughly
unite DLAs and LBGs, it is necessary to observe more DLAs in emission. A method for
selecting the most luminous DLAs would be valuable.

2.4.2 Metallicity-luminosity relations

In the local Universe, galaxies have well-known correlations between metallicity and star
formation rate (SFR) in the sense that there is a tendency for high-mass galaxies to also
have high SFRs and metalliticites. It would be tempting to assume that a similar con-
nection could be found for high-z galaxies. In order to test this hypothesis, Møller et al.
(2004) looked at a NICMOS5 sample of 17 DLAs with known metallicities. Lyα emission
have been observed for a subsample of 4 of these DLAs. Figure 6 shows a histogram of the
metallicities of the sample. The population with observed Lyα emission is marked with
blue markers whereas the population without is marked with red ones. There is a clear
trend for the blue population to have higher metallicities. In the right plot, sub-DLAs
(HI-column density smaller than the normal limit) have been removed. The general trend
is unchanged. As previously described, Lyα emission is generally linked to star formation
and hence the general trend in �gure 6 is an indicator of a positive correlation between
metallicity and star formation for high-z DLAs. The samples are too small to provide a
proof of the relation, but the �gure gives a good motivation for using high metallicity as a
selection criterion when searching for luminous DLAs.

Fynbo et al. (2010) did just that. Using the, at that time newly commissioned, X-
Shooter spectrograph on VLT (Very Large Telescope) they targeted high-metallicity DLAs.
Noterdaeme et al. (2009) had developed a catalogue of 1426 DLAs in the redshift-range
2.15 < z < 5.2, which were identi�ed in the SSDS6 Data Release 7 with a fully auto-
mated procedure. Redshift, HI column density, and equivalent width of associated metal
absorption lines were determined for each DLA. Using this catalogue, Fynbo et al. (2010)
selected DLAs with rest-frame equivalent width of the SiII line larger than 1 Å under the
well-justi�ed assumption that this is a good indicator of high-Z (> 0.1 Z�). The X-Shooter
is a multi-wavelength three-arm echelle spectrograph covering 3000 to 25000 Å. The three
arms provide a big �eld of view with a predicted less than 10% of galaxy counterparts
uncovered by the slits (Fynbo et al., 2008). The authors only choose DLAs with redshifts
close to 2.4. The spectral range covered by the X-Shooter at these redshifts extends from
the Lyman limit to Hα. The Hβ, [OII], [OIII] and Hα wavelengths are in the near infrared.
The method proved to be successful; from the �rst target, the QSO Q2222-0946, a DLA
was observed in Lyα, [OIII] and Hα emission. A metallicity of [Zn/H] = −0.46± 0.07 was
inferred corresponding to 2/5 of the solar value. From the emission properties, a lower
limit on the star formation rate was set as high as 10 M� yr−1.

5The Near Infrared Camera and Multi-Object Spectrometer onboard the Hubble Space Telescope
6Sloan Sky Digital Survey II. A major multi-�lter imaging and spectroscopic survey based on data

collected with the Apache Point Observatory in New Mexico, United States.
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Figure 6: Histogram of metallicities for 17 DLAs. The blue markers corresponds to DLAs where Lyα-
emission have been directly observed. These are generally found towards higher [M/H]-values. In the right
plot, sub-DLAs (HI-column density smaller than the normal limit) have been removed. The general trend
is unchanged. Figure from Møller et al. (2004).

2.4.3 Dust attenuation

Fynbo et al. (2011) continued the method and observed a z = 2.58 DLA in the spectrum
of Q0918+1636. The metallicity-luminosity conjecture was once again con�rmed since
the DLA had a very high metallicity. In fact, the metallicity was exceptionally high;
possibly even higher than the solar value. This time the DLA was observed in [OII] and
[OIII] emission, but no Lyα emission was detected. Based on a derived upper limit of
the Lyα �ux, an upper limit on the star formation rate7 was found, SFR < 0.3 M� yr−1.
At the same time, the [OII] and [OIII] �uxes yielded much higher star formation rates:
SFR ∼ 20 M� yr−1. This contradiction led the authors to the conclusion that the Lyman
emission was lost in dust obscuration. Given the high metallicity, the presence of dust
was very likely. To test this hypothesis, the overall spectrum of the QSO was compared
with a composite QSO spectrum. It was evident from the comparison that Q0918+1636
was much redder than a "normal" QSO. It had a rest-frame extinction of AV = 0.2 mag,
which was most likely due to dust attenuation from the observed DLA. The extinction had
moved Q0918+1636 to the boundary color of QSOs included in the SDSS data collection.
On these grounds, Fynbo et al. (2011) argued that many high-metallicity DLAs might
possibly be systematically omitted from current catalogues. This could be another reason
why so few DLAs have shown emission so far.

The possible dust bias of DLAs have been discussed in the literature for more than
30 years. Wolfe et al. (2005) presents a review. Several studies have been devoted to the
subject, but their results do generally not agree. Fynbo et al. (2013) selected QSOs from
a combination of optical and near-infrared imaging. This proved to be an e�cient method
for targeting reddened QSOs. The approach was further revised by Krogager et al. (2015)
with a modi�cation of the selection criteria that rejected contamination from cool stars
and evolved galaxies, which had been present in the before mentioned survey. The survey
identi�ed almost 150 dust-reddened QSOs that was not present in the SDSS catalogue,
and had "fallen out" as a result of the colour selection technique. Most of these QSO
turned out to be reddened by dust in their host galaxy and not by intervening absorbers.
However, the survey did identify one clear example of a QSO reddened by a DLA in the

7See appendix B for a review of the formalism for calculating star formation rates from Hα and Lyα
�uxes.
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sightline. The QSO does not appear in samples based on the SDSS-catalogue and is an
example of a dusty QSO omitted as a result of previous color selection techniques. The
QSO is catalogued as Q2225+0527. The corresponding DLA is presented in Krogager et al.
(2016).

2.5 DLA2225+0527

DLA2225+0527 lies at redshift z = 2.13 in the sightline of the QSO (with the same
catalogue number) at z = 2.32. Krogager et al. (2016) �tted various dust-templates to the
spectrum of the QSO. Models including a term of dust in the DLA gave equally good �t
as models with dust in the QSO only. However, a very low very ratio of iron to zinc was
measured, [Fe/Zn] = −1.22. This ratio is a measure of depletion on dust (De Cia et al.,
2013)). The abundance of the two metals is assumed to be intrinsically equal, but iron
depletes on dust whereas zinc rarely depletes. A small number for the ratio of the two is
thus a tracer of dust, and in this case favors dust in the DLA over dust in the QSO. Also,
Krogager et al. (2016) detected strong H2 absorption lines. This also indicates dust in the
DLA since molecular hydrogen form most e�ectively on the surface of dust grains (e.g.,
�gure 8 of Noterdaeme et al. (2008)).

It has so far not been possible to observe the DLA in Lyα emission, which is not
surprising since this is to be expected of a very dusty DLA as described earlier. More
surprising is it that emission from [OIII] is also not present. Given the very high metallicity,
the galaxy counterpart is expected to be very massive and luminous. An upper limit for
the star formation rate has been calculated by Krogager et al. (2016) to SFR < 6 M� yr−1.
Again, this is a very low level considering the high metallicity. The authors notice that
some emission might have been lost outside the slits and outside the imaging. Another
explanation could be that the dust is not evenly distributed, and that the star forming
regions are encapsulated by a region of even higher dust obscuration, which is not probed
by the line-of-sight.

A detection of the galaxy counterpart of DLA2225+0527 is very desirable for various
reasons: it would be another con�rmation of the relation between high metallicity and
luminosity, it would be the �rst solar-metallicity DLA to be directly detected, and it would
con�rm that some emitting DLAs are indeed lost by the SDSS color selection technique.
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3 Observations and data reduction

The data used for this project is a compilation of data from di�erent programs - both
imaging and spectroscopy. The following is a presentation of the data, starting out with
a description of the instrumentation and observational conditions. This is followed by a
review of the performed data processing and some of the underlying theoretical aspects. I
will treat imaging and spectroscopy separately in two sections.

DLA2225+0527 was initially observed and indenti�ed in the High Av Quasar Survey
described in Krogager et al. (2015). This survey selected red candidate QSOs based on
photometric data from the SDSS and UKIRT Infrared Deep Sky Survey (UKIDSS). The
photometry data were supplemented with mid-infrared photometry from the Wide-Field
Infrared Survey Explorer (WISE). 159 candidates were selected and observed with low
resolution spectroscopy using the Andalucia Faint Object Spectrograph and Camera (AL-
FOSC) at Nordic Optical Telescope (NOT) on La Palma during observations runs in 2012,
2013 and 2014. The DLA was observed on the night of August 27, 2014. The following
nights it was observed at high resolution. The metallicity was estimated by observing the
ZnIIλ2026 transition with the high resolution grism 17 covering 6500 Å.

3.1 Imaging

Imaging was done using the ALFOSC in imaging mode. Only one �lter was used: the
r' -�lter centered on 618 nm. The resolution of the CCD is 0′′.19/pixel. The observations
were made using a �ve-point dither with sub-integrations of 330 seconds. A total of 42
integrations were made. Krogager et al. (2016) chose the 21 frames with the best seeing.
Out of these, I discarded 5 frames that had a di�erent size-format which would complicate
the combining of the frames. The �nal 16 frames give a total integration time of 5280
seconds.

The following subsections are a step-by-step presentation of the data reduction that I
have performed - �rst the basic imaging processing followed by the actual data analysis.

3.1.1 Basic data processing

The theoretical background is partly based on chapter 4 of Howell (2006). I refer to this
book for a more thorough introduction on the subject. I perform the reduction using various
tasks in IRAF8. These will be presented and explained along with relevant parameters and
results. For displaying and examining the images I use the programs GAIA9 and SAOImage
DS910

8Image Reduction and Analysis Facility - A collection of software written at the National Optical
Astronomy Observatory.

9Graphical Astronomy and Image Analysis Tool. A derivative of the Skycat catalogue developed for
the VLT project at ESO

10Astronomical imaging and data visualization application developed at the Smithsonian Astrophysical
Observatory.



3 Observations and data reduction

The purpose of the basic data processing is to remove various instrumental sources
of error in order to recover the original true signal. Each step will introduce some noise
and uncertainty, which of course should be minimized as much as possible. The main
technical corrections are bias subtraction and �at �elding. Bias is an electronically added
positive o�set value that is added to each pixel of the CCD in order to avoid negative
pixel values. Negative pixel values are the result of unexposed pixels. The value for zero
received photons will result in di�erent values with a small distribution about zero in the
�nal image after read-out and A/D-conversion (Howell, 2006, p. 52). The bias is generally
not spatially constant over the CCD, and bias frames should be extracted and used for
correction. A bias frame is a zero seconds exposure with closed shutter. Bias is an additive
e�ect, which means that bias frames should be subtracted from the science frames.

Flat �elding is a correction for response gradients across the CCD. The pixels of the
CCD are generally not equally responsive. This e�ect depends both on their position on
the CCD and the spectral properties of the incoming light. Flat �elds are exposures of
an evenly illuminated surface. An evenly illuminated surface can be achieved either by
observing the sky at twilight or the inside of the closed telescope illuminated by a lamp.
The correction is a multiplicative error, and the science frames should be divided by the
�at �eld. The �nal �ats should be normalised before division.

Written in an equational form, the reduction process looks like this:

Final science frame =
Raw frame− Bias frame

Flat �eld frame
(2)

Besides �at �elding and bias subtraction a number of other operations are sometimes
performed e.g. correction for dark current. That won't be necessary for this data set.
For both �ats and bias frames many exposures are combined to get better signal-to-noise
ratios. Combining exposures is also done when processing science frames. For each type
of frames it is necessary to decide which combination technique should be used and how
many frames. For each combination I use the IRAF command IMCOMBINE with di�erent
chosen parameters.

Figure 7 shows an unprocessed science image. I notice that there is ∼ 50 pixels of
overscan along all edges except the bottom. Overscan regions are additional pseudo-pixels
that are added to the frame during read-out. They do not correspond to any physical
CCD-pixels. Before performing operations on any of the images, I crop these regions away
using IMCOPY and specifying a new smaller area of [60 : 2008, 1 : 2030].

3.1.2 Bias frames

The bias-frames show no clear gradients and no cosmic ray hits are seen. With the IRAF
command IMSTAT, the bias-frames are found to have mean values of 10006 - 10015 ADU11

and standard deviations of 12.03-12.7 ADU. According to Howell (2006, p. 73):

RON =
gain · σB1−B2√

2
(3)

where B1−B2 is the di�erence-frame produced by subtracting two di�erent BIAS-frames.
σ refers to the standard deviation of this frame. The gain is found in the FITS12-header
of the images: gain = 0.33 e−1/ADU. However, this factor only serves the purpose of
conversion between e−1/pixel and ADU/pixel. Since I want to keep the units in ADU, I

11Analog-to-Digial unit
12Flexible Image Transport System. A digital �le format for scienti�c images which can contain a large

amount of metadata stored in the 'header'.
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3 Observations and data reduction

Figure 7: An unprocessed science frame. The overscan is visible towards the edges. The brighter glow
towards the center is not an actual astrophysical signal, but it is the e�ect of pixel-to-pixel response
variations that will be corrected for in the �at �elding.

will omit the gain in the above formula. I produce the di�erence-frame with the IRAF-
command IMARITH, and �nd the standard deviation with IMSTAT: σB1−B2 = 17.2 ADU.
Putting the values in the formula above, I get RON = 12.1 ADU. This method should be
more precise than just calculating the RON from the standard deviations mentioned above
since any gradient in the frame is removed by producing the di�erence picture.

To produce the master-bias-frame, I use the IRAF-function IMCOMBINE with the com-
bining algorithm set to average. This setting produces a weighted average for all pixels.
I also use a clipping algorithm for rejecting extreme pixels values e.g. hot pixels or cosmic
ray hits. I choose the algorithm ccdclip, which is using the noise-parameters from the
FITS-header for rejecting bad pixels. I �nd that these choices for the IMCOMBINE-function
produces the lowest standard deviation in the master-bias frame, which is σmasterbias =
3.651 ADU - much lower than the standard deviation in any of the uncombined bias-frames.

3.1.3 Flat �elds

All �ats are automated sky-�ats. Before combining them into one frame, I correct them
for bias by subtracting the above produced master-bias-frame from each of the 3 frames.
Again, I use IMARITH for subtraction. I combine the �ats using IMCOMBINE, but this time
I set the scale parameter to MODE. This setting multiplies each frame with a factor close
to one, which makes the mode (most common value) of each frame the same. I use the
combining algorithm MEDIAN. This algorithm will choose the median value for each pixel
when combining. Having produced the combined �at-frame, I normalise it by dividing the
whole frame with the mode (which I �nd with IMSTAT). The division is also performed
with IMARITH. Afterwards, I check the normalisation with IMSTAT. The mean is 1.024 ADU
with a standard deviation of 0.04666 ADU. The quality of the �at �eld is checked by �at
�elding a �at �eld - that is dividing one of the �at �elds by the normalized master �at
�eld. The result is an almost completely blank frame con�rming the quality of the �at
�eld frame.

The �nal combined �at �eld is shown in �gure 8. There are clear gradients seen in
the frame. The �eld also reveals two dead rows and some round structures that are the
result of dust specks on the window or �lter. All of these e�ects will be removed when �at
�elding the science images.
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Figure 8: The �nal combined master �at image. There are clear gradients in the image. Also present
are two dead rows and some dust specks on the window or �lter, which are seen as round structures.

3.1.4 Processing science frames

I perform the basic operations on the science frames: cropping the overscan, correcting
for bias, and �at �elding. The resulting images have standard deviations spanning from
2447 to 3363 ADU.

The science frames should be combined to achieve better signal-to-noise ratios. All of
them have the same exposure time texp = 330 s. Before combining the frames, I have to
align them to adjust for small o�sets in the x,y-directions due to imperfect tracking. This
can be done with IMALIGN. The program needs a list of coordinates on bright stars in
the �eld and estimates of the shifts. These two lists can be produced with DAOFIND and
IMCENTROID. These tasks are found in the aperture photometry package APPHOT. Before
this can run correctly, several parameters must be set in DATAPARS. These are seeing,
airmass, sky background, RON, gain, and a maximum and minimum value for good pixel
data. Not all these parameters are strictly important for running the operations and
analysis that I perform in this research, but since they form part of a routine IRAF-run, I
have included them here for the sake of completeness:

� Seeing is blurring caused by turbulence in the atmosphere. It causes point sources to
appear as "fuzzy blobs". Seeing can be measured as the full-width-at-half-maximum
of the point spread function (PSF)13, and is actually a measure of the true resolution
that the atmospheric conditions allows for. I choose to measure the FWHM of the
PSF of Q2225+0527 in the middle of the frame, and I �nd it to be 3.95 pixels.
Converted to arc seconds, this corresponds to 0′′.75.

� In order to correct for extinction in the atmosphere (primarily Rayleigh-scattering),
IRAF needs to know the optical path length of the atmosphere above the telescope.
This number is causally referred to as the "airmass". The airmass is given in the
FITS-header = 1.31689. It is given relative to the path length at sea level, which per
de�nition is 1.

� The standard deviation parameter is important for IRAF in order to determine which
imaging features should be considered as true objects, or which are just �uctuations

13The point spread function describes an imaging system's response to point sources.
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of the background. The standard deviation of the sky background is found by running
IMSTAT on a small region (60× 60 pixel) containing no objects or cosmic ray hits. I
get σ = 83.9 ADU.

� IRAF uses the read-out noise and gain level for calculating errors. I have previously
found both the read-out noise, RON = 12.1 ADU and gain = 0.33 e−1/ADU.

� It is necessary to set a maximum and minimum level for the values that IRAF should
take under consideration when performing the various operations. This prevents
IRAF from including e. g. saturated stars in the calculation. For the maximum
good pixel value I choose 295000 ADU, which is safely below the saturation level:
300000 ADU. I set the minimum value to 2043 ADU, which is more than 5 sigmas
below the mean sky background: 2463 ADU.

Having set all the values, I can now run DAOFIND on the �rst science frame. I choose 70
sigmas for the detection threshold in FINDPARS. This very high value is chosen because
the purpose of this mapping is only to �nd strong sources, which I can use for calculating
o�sets between the frames (not mapping every object in the frame). The DAOFIND task
produces a list of coordinates of all the objects found in the image. With TVMARK I overplot
the science images with all the found sources in DS9. Afterwards, I manually remove the
coordinates of a few wrong markers from the list. IMCENTROID can be used for calculating
the x,y-o�sets between the frames using the �rst science frame as a reference. Setting the
parameters BOXSIZE and BIGBOX correctly is very important; they approximate values for
�ne centering and coarse centering. I manually check for approximate maximum o�sets in
the frames and afterwards choose BOXSIZE = 25 and BIGBOX = 60. IMCENTROID produces
a list of o�ets. Finally, IMALIGN can align all frames when given the lists of coordinates
and o�ets and the same parameters for BOXSIZE and BIGBOX. The program also trims the
frames to the matching areas, which means that ∼ 30 pixels are cut o� along each edge.
I combine all the aligned science frames with IMCOMBINE using the algorithm MEDIAN and
the rejection mechanism AVSIGCLIP, which rejects extreme pixel values based on average
pixel values in the frames.

The �nal combined science image is shown in �gure 9. Using IMSTAT, I �nd that the
pixel values range from 377.1 to 614562 ADU with a standard deviation of σ = 2965 ADU.
The FWHM is 3.43 pixels or 0′′.65, which is 0′′.10 lower than in the single frames. No cosmic
ray hits are seen con�rming that the various rejection mechanisms have been e�ective.
Comparing with �gure 7, it is obvious that the combined science frame shows much more
detail than the single science frame. This can serve as a qualitative con�rmation of a higher
signal-to-noise ratio for the combined and processed science image.

3.1.5 PSF-subtraction

To reveal any faint structures close to the QSO, it is necessary to 'remove' the bright QSO
from the image. This can be done by modelling the point spread function of the image. I
re-run DAOFIND on the �nal science image with new chosen parameters in DATAPARS. The
FWHM is now measured to 3.43 pixels, the background mean is 2425 ADU, and sigma is
24.1 ADU. I notice that these values have been improved from the single science frames.
I run the task with a threshold of 10, and by choosing this much lower value I ensure that
all signi�cant features of the images get marked. I check the resulting coordinates with
TVMARK. The task is now much more precise and e�cient in �nding features in the image
- a result of the better statistics of the �nal image.

The task PHOT can be used to calculate instrumental magnitudes for all objects in the
list. The magnitudes for each object is calculated as
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Figure 9: The �nal combined science image. The frame shows more detail than a single science exposure.
This can be seen by comparison with �gure 7. The colormap has been inverted in this �gure. No apparent
cosmic ray hits are seen in the image. Some pixels have been "stretched" along the edges. This is an
unwanted side-e�ect of the alignment and combining of the frames. However, the edges contain no objects
of interest, and the stretching does not constitute a problem for the further processing.

m = mzero − 2.5 logF + 2.5 log t (4)

where t is the integration time, mzero is a chosen constant which is 25 by default. F is the
�ux of the object as calculated by

F = Σ−A×msky (5)

where Σ is the sum of all pixels in an aperture with area A centered on the object. msky is
an estimate of the sky value per pixel. The aperture radius should be speci�ed. I choose
10 pixels based on a qualitative analysis of the average object diameter in the �eld. The
estimate of the pixel sky value is calculated by IRAF by �tting a function on the sky within
an annulus centered on the star. The inner and outer radius of this annulus should be set.
In a rather uncrowded �eld as the relevant, these values can safely be set as large as 30
and 60 pixels for the inner and outer respectively. After having plotted a few histograms
of sky-only regions, I choose a Gauss-function for the sky-�tting.

The next step is to produce the PSF-model, which can be done with the task PSF. This
task produces a two-component model based on a selection of suitable stars in the �eld.
The �rst component is an analytic function that approximates the light distribution in a
speci�ed central region of the stars. The radius of this region is set within DAOPARS. A
good choice for this parameter is the seeing, which I earlier measured as the FWHM. In
DAOPARS is also chosen a function for the analytic �t. I choose a Mo�at14 function since it
is more precise in the wings of the PSF than the Gaussian.

The second component of the model is a lookup table with all the residuals of the
individual �ts. The sampling rate of this table is twice that of the original image. The

14The Mo�at function is a continuous probability distribution based upon the Lorentzian dis-
tribution. In terms of a vector r it has the functional form f(r) = a[1 + (r/α)2]−β (from
https://www.gnu.org/software/gnuastro/manual/html_node/PSF.html)
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brightness of any arbitrary pixel is calculated by integrating the analytic function over the
area of the pixel. An additive correction is then determined by interpolating within the
lookup table. The parameter PSFRAD de�nes the region that IRAF subtracts from each
star. This should be set equal to the radius for which the biggest star of interest fades into
noise. I qualitatively determine this value to be 25 pixels for the science image.

Having all parameters set, PSF can run. The task is run either automatically or inter-
actively. Choosing the latter possibility allows the user to manually select stars to built
the PSF from by clicking on them in DS9. When a star is clicked, a 3D-model is shown
along with the calculated magnitude, coordinates, and other data. Hereafter, the star can
either be accepted for the model or rejected. I proceed in this manner, and build a list of
10 stars with magnitudes in the range of the QSO that all have well-de�ned round shapes.
Having set the max limit for good data values below the saturation level, all saturated
objects are automatically pre-rejected by the program. After the PSF is built, the task
ALLSTAR can be run with the PSF-model. The task subtracts all stars in the �eld, so the
quality of the model can be checked. With the parameters chosen above and the selected
list of PSF-stars, the subtraction is robust and e�cient and the immediate surroundings of
the QSO can now be searched for faint objects that might constitute as DLA-candidates.
Images of the quasar before and after PSF-subtraction is presented under 'Results'. This
concludes the basic imaging data reduction.

3.2 Spectroscopy

Following the initial selection and iden�cation, the DLA was observed with the X-Shooter
spectrograph at the VLT on October 30, 2014 and November 23, 24, and 25, 2014. The
X-Shooter is presented in Vernet et al. (2011). The spectrograph splits the light into three
so-called arms: ultra-violet (3000 - 5500 Å), visible (5500 - 10000 Å) and near-infrared
(10000 - 25000 Å). In this way, the X-Shooter covers the wavelength range from 3000 Å to
2.5 µm simultaneously.

The X-Shooter is equipped with an atmospheric dispersion corrector (ADC) consisting
of two counter-rotating double prisms. This device prevents the light from being dispersed
in the vertical direction as a result of terrestrial atmospheric refraction. The dispersion
would cause some wavelengths to fall outside the slit. The ADC was malfunctioning on the
nights of observation, and in order to prevent slit loss the observations had to be performed
at parallactic slit angle, i.e. the angle at which the slit is aligned with the direction from
the target to the zenith. For this reason, only two di�erent angles were obtained: one from
the night in October, PA = −4° east of north (hereafter referred to as A) and three almost
identical angles from the November nights, PA ∼ 39° east of north (hereafter referred to
as BCD). See �gure 15 for a plot of the angles.

All observations were carried out at same slit-width hereby making the spatial direction
of a 2D-spectrum correspond to the actual physical distance from the QSO. The wavelength
resolution of the X-Shooter for this survey was 0.06 nm/pixel and the spatial 0′′.15/pixel.
The basic data reduction was done by Krogager et. al using the o�ciel X-Shooter pipeline
ESOREX. Besides the �ux data, each FITS-image also contain an error image and a so-called
quality image where erroneous or bad pixels are marked.

The main purpose of the spectroscopic analysis is to look for DLA emission at wave-
lengths corresponding to nebular emissions lines at the DLA redshift. The redshift is
determined in Krogager et al. (2015). The lines of interest are [OIIIa], λOIIIa = 5007 Å
and Hα, λHα = 6562.8 Å. These are strong emission lines, and their redshifted wavelengths
can be calculated with the general formula:

λobs = λemit(z + 1) (6)
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At zDLA = 2.132487 the lines are found to have the following observed redshifts: λOIIIa =
15683.86 Å and λHα = 20557.89 Å. These wavelengths are well-covered by the wavelength
range of the X-Shooter.

The following subsections are a review of the various data reduction and analysis that
I have performed on the spectroscopic data. The reduction is done with a program that I
have written for the project. The code is inspired by di�erent routines written by Krogager,
J.-K. and Fynbo, J. P. U. The programming language is Python, and the full pipeline can
be found in appendix A.

3.2.1 Initial setup

I use the package PYFITS for loading the FITS-data. For each image three arrays are
produced: the spectroscopic data (image), the error image (sig), and the FITS-header
(header). The spectra can now be subject to regular array manipulations. The combined
B + C + D spectra have had cropped away the 4 �rst and last pixels in spatial direction,
because the edges of the spectra are very noisy and erroneous (see �gure 10). Before
proceeding further, I crop the A-spectra in the same way. For simplifying later calculations,
the error data from standard deviation is converted into variance by squaring the sig-array.

Header data of interest can be extracted from the header array by calling it with the
relevant keywords. I extract the radial velocity of the QSO, and calculate the Doppler shift
of the quasar lines using the usual formula

∆λ = (1 +
vrad
c

) (7)

where vrad is the radial velocity of the QSO. I also extract the value of the smallest
wavelength and the wavelength resolution. Combining these values with the Dopplershift, I
produce an array wl_obs that contains the value of the observed wavelength corresponding
to each column in the image-array

λobs = (1 +
vrad
c

)× res(”/pixel) + λmin (8)

where λmin is the smallest wavelength of the spectrum and res is the resolution.

3.2.2 SPSF-subtraction

As with the imaging data, it is necessary to subtract the QSO emission from the spectrum
to look for nearby DLA emission. To do this, I model the QSO spectral point-spread-
function and subtract this from the image. For each line of interest I have by eye found
two nearby small sections of wavelength-width 15 − 30 pixels (∼ 15 Å) left and right of
the expected location of the emission line. These sections will be used for calculating the
basic properties of the SPSF-model. They are chosen where the QSO line is continuous
and no skylines are seen. Also, they must be fairly far away from any line of interest in
order not to include an emission line in the SPSF-model. See �gure 10 for an example. I
manually declare the beginnings and ends of these sections with their pixel coordinates. I
also declare the approximate line wavelength and a cut-out region of 402 pixels somewhat
centered on the line.

The code proceeds by looping over all columns in the spectra cut-out. For each column,
I �t a normal Gauss-function in the spatial direction around the QSO line. Before �tting,
I calculate a standard deviation. If this is larger than a selected threshold, I skip the
column to avoid eventual divergence. For each �tted Gauss, I store the amplitude, center,
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Figure 10: 2D-spectrum in the A-direction showing the cut-out around the OIIIa line at the DLA
absorption redshift. The thick line marks the approximate expected location of the emission line. The
thinner lines mark the two sections chosen for building the model SPSF. Also visible in the �gure are
the noisy edges in the spatial direction found in the A-spectra. These will be cropped o� before further
processing.

Figure 11: The gauss-parameters for the 402 columns cut out around the OIIIa-line in the spectrum of
angle A. All three parameters have been �tted with a linear function along the wavelength-direction.

and width parameter in three new arrays. All three parameters can be �tted with a linear
function as is seen in �gure 11.

The SPSF is then built by Gauss-�tting each column across the spatial direction in
the two chosen SPSF-regions. Each �tted function is normalised by dividing all pixels
with the amplitude parameter from the �t. Afterwards, all the �ts are summed and then
divided by the total number of columns contributing to the model. The SPSF is subtracted
from the image by looping along the columns in a region of ±100 pixels around the line
center. For each column the loop subtracts SPSF× (b+ a×wl) where SPSF is the column
array built above, a and b are the two parameters from the linear �t of the amplitudes
produced above, and wl is a wavelength-index array. Plots with the QSO line before and
after SPSF-subtraction, for each line and angle, is shown in the results section.

3.2.3 Flux limits

Having subtracted the QSO continuum from the images, the next step is to produce 1D-
spectra and compare �uxes with noise. For each image, I place 3 apertures along the spatial
direction. Each aperture measures 3′′.3 in the spatial direction. The �uxes of each column
are summed together and an 1D-spectra is then plotted for each aperture. I overplot each
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3 Observations and data reduction

spectrum with a with a 3σ detection limit by plotting the square root of the sig-array
multiplied with 3 for each wavelength-index. The plots are shown and evaluated in the
following section. In (Krogager et al., 2016) a velocity spread is calculated for the DLA by
�tting the broadening of the di�erent absorption lines. The result is ∆V = 331±30 km s−1.
From this result I set the aperture limits in the wavelengths direction as

λmaxmin = λobs ±
165 km s−1λobs
c(1 + zdla)

(9)

where λobs is the expected observed wavelength of the line in question. For each aperture
all values of the sig-array are summed. The square root of this is multiplied with 3 and
outputted as a 3σ total �ux limit for the given aperture. This concludes the primary part
of the spectroscopic data analysis.
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4 Results

In following section the results of my study are presented. The primary results are further
analyzed and discussed. As with the preceding chapter, imaging and spectroscopy are
treated in two separate subsections. However, some overlaps naturally occur.

4.1 Imaging

Figure 12 shows the primary results of the imaging data processing. The �rst panel is
the �nal processed science frame zoomed on the QSO. Up is north and left is east in this
plot and all the following images if nothing else is stated. The second panel is the same
zoom after having subtracted the PSF of the QSO. The central part of the QSO is still
not accessible after the PSF-subtraction due to strong residuals. No clear DLA emission
candidates are seen in the image. However, ∼ 3′′ South-West of the quasar is seen a
faint patch that partly overlaps the QSO, and was invisible before PSF-subtraction. To
further investigate this structure, I have smoothed the PSF-subtracted image with a gauss
smoothing of 4 × 4 pixel2 and σ = 1.8. I have used the IRAF-task IMSMOOTH to perform
the smoothing. The result is shown in the third panel of �gure 12. A red arrow is inserted
to mark the location. The patches are clearly seen in the smoothed image, and I �nd it
unlikely that they should be the result of pure noise.

The "fuzzy blob" is also described by Krogager et al. (2016). Here it is compared
with a Lyα nebula from the QSO host galaxy, which was observed in radio emission as
presented in Barthel et al. (1988). In this article, the quasar is catalogued as 2222+051.
The radio contour plot from Barthel is shown in the left panel of �gure 13. The shape of
the radio emission is somewhat reminiscent of the structures seen in the gauss smoothed
�gure. To test this further, I've scaled the radio contour plot with the smoothed �gure
and overplotted the two. The result is seen in the right panel of �gure 13. The color scale

Figure 12: The primary results of the imaging data procesessing. The �rst panel is the �nal science
frame zoomed on the QSO. The second panel is the image after PSF-subtraction of the QSO. The third
panel shows the image after being processed with a 4× 4 pixel2, σ = 1.8 gauss-smoothing. The red arrow
marks the location of the patch described in the text. Up is north and left is east for these images and for
all othee if nothing else is stated.
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Figure 13: Left panel: The radio contour plot of the Lyα nebula as presented in Barthel et al. (1988).
In this article the QSO is catalogued as 2222+051. Right panel: The gauss smoothed image with the
South-West emission patch overplotted with the radio contour plot. The two structures do not show the
same physical size.

of the QSO �gure have been changed from the preceding �gures, to make the overplot
more clearly visible. It is evident from the �gure that the emission patches and the radio
contours have very di�erent physical sizes. For this reason, I highly doubt that they should
emerge from the same physical object.

To study this new object further, I´ve gotten hold of high resolution imaging data
from the Deimos instrument at the Keck II observatory. The data set was collected by
Stockton et al. (2008) who were studying two nearby massive z = 2.5 galaxies containing old
stellar populations. QSO2225+0527 is by coincident in the �eld. The adaptive optics and
0′′.105/pixel resolution of the Deimos allows for studying the emission patches in greater
detail. Figure 14 shows an I-band image of the QSO. The Keck-images are rotated ∼ 90°
clockwise compared to the NOT-data. In the right panel, the QSO have been subtracted.
The subtraction has been based on a spherical model. The QSO is saturated in the Keck-
images, and for this reason a true PSF-model cannot be produced. The subtraction has
been done by J. P. U. Fynbo. Even without smoothing the images, the faint patches are
clearly visible. In this deeper image, the shape of the structure is somewhat reminiscent
of a 'T'. A very plausible guess would be that the feature is two antiparallel-aligned disk
galaxies seen edge-on.

To further study these objects, I calculate their apparent magnitudes. I use IRAF to
calculate instrumental magnitude for the entire object choosing an aperture of radius of
20 pixels. I convert from instrumental to apparent magnitudes by conversion with a bright
galaxy in the �eld that is also found in the SDSS-catalogue (RA: 336.317, DEC: 5.456). I
use the following standard formula: m1 −M1 = m2 −M2 where m and M correspond to
the instrumental and apparent magnitudes respectively. The apparent magnitude of the
disks combined in the I -band is: mI = 23.56 mag. By assuming that the disks are found
at the absorption redshift, a corresponding absolute magnitude can be calculated:

Mabs = M − µ+ 2.5 log(1 + z) (10)

where the last term corrects for the fact that we're considering a �ux density for a given
�lter and not a true bolometric magnitude. µ is the distance modulus, which can be
calculated as
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Figure 14: The Deimos I-band images, centered on the QSO. In the right panel, the QSO have been
subtracted with a spherical model. The images are rotated ∼ 90° clockwise compared to the previous
images; Up is east and right is north.

µ = 5 log dL − 5 (11)

dL is the luminosity distance, which can be found from the redshift by assuming that the
disks are found at the absorption redshift, zdla = 2.13. For a �at universe, the luminosity
distance as a function of redshift is

dL(z) = (1 + z)dC(z) (12)

where dC is the comoving distance. According to Ryden (2003, p. 106), this can approxi-
mated as

dC =
c

H0
z

[
1− 1 + q0

2
z

]
(13)

I assume a standard ΛCDM-cosmology with H0 = 67.8 km s−1Mpc−1, ΩΛ = 0.693 and
ΩM = 0.307. This gives the deceleration parameter q0 = (1/2)ΩM−ΩΛ = −0.54. Inserting
all values, I �nd that the absolute magnitude of the disks in the I-band at the absorption
redshift is Mabs = −21.38.

I apply the angular distance relation to estimate the diameter of the disks. For a small
angle:

dA =
l

δφ
(14)

where l is the actual physical extent of the object, δφ is the angular extent in radians, and
dA is the cosmological angular-diameter distance. According to Ryden (2003, p. 112), the
latter can be given by

dA =
dL

(1 + z)2
(15)
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Figure 15: The gauss smoothed image overplotted with the location of two X-Shooter slit-angles: A:
PA = −4° east of north and BCD: PA ∼ 39° east of north. It is seen that the disks are covered by the
−3′′.00-aperture of the BCD-angle.

The diameter of the disk measures approximately 33 pixels in �gure 14. The resolution is
0′′.105/pixel. Converting this to radians and using equation 15 and 14 yields l = 25.7 kpc.
This value is approximately the same size as the Milky Way disk, DMW ∼ 30 kpc. If this
is truly the galaxy counterpart, then the physical scale suggest a highly evolved structure
resembling our own galaxy. This is in good agreement with what should be expected from
the Solar metallicity of the DLA.

4.2 Spectroscopy

In �gure 16 to 19 we see the plots produced with the Python code. The �gures show a cut-
out of the spectra centered on the OIIIa and Hα lines in both the A- and BCD-directions.
In the two upper panels of all plots, the 2D-spectrum is shown before and after the SPSF-
subtraction of the QSO continuum. The three lower panels shows 1D-spectra extracted for
three 3′′.3-apertures along the spatial direction. The 1D-spectra has been overplotted with
a 3σ-curve based on the corresponding error-images. The SPSF-subtraction has been less
successful around the Hα line due to irregularities in the QSO continuum. Unfortunately,
the Hα line is also coinciding with a skyline.

As seen from �gure 15, the disks are partly covered by the −3′′.00-aperture of the BCD-
angle. However, the �ux curves are everywhere below the error curve for both spectral lines
except for a few spots coinciding with skylines, cosmic rays, or otherwise erroneous pixels.
I've also qualitatively studied the remaining parts of the BCD-spectra for any emission
features, but I have not found anything of signi�cance. Even though they do not cover
the disks, I have included the �gures for the A-angle for the sake of possible detection of
emission features not visible in the imaging data. However, as with the BCD-plots these
are not showing any emission features.

I have extracted �ux limits for the −3′′.00-aperture of the BCD-angle: FOIII < 9.96×
10−17erg s−1cm−2 and FHα < 12.21 × 10−17erg s−1cm−2. From the value for Hα, I can
calculate an upper limit on the star formation rate of the disks based on the Kennicutt
(1983)-relation:
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Figure 16: The NIR-spectral data in the A-direction, centered on the OIIIa line at the absorption redshift.
The two upper panels show the 2D-spectra before and after subtraction of the QSO continuum. The three
lower panels show 1D-spectra with �uxes extracted in three apertures with spatial widths of 3′′.3. The
two thinner lines mark the spectral widths of the apertures. The spectra have been overplotted with a 3σ
detection curve based on the corresponding error images.

Figure 17: Same as �gure 16 but in the BCD-direction.
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Figure 18: Same as �gure 16 but centered on Hα in the A-direction.

Figure 19: same as �gure 18 but in the BCD-direction.
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SFR =
L(Hα)

1.12× 1041 erg s−1
M� yr−1 (16)

See appendix B for a derivation and review of the formula. I convert the �ux limits to
luminosity limits with the inverse-square relation:

L(Hα) = 4πd2
LFHα (17)

DL is the luminosity distance found with equation 12. Inserting all values and calculating,
I get an upper limit for the star formation rate of the disks, SFR < 38.55 M� yr−1. The
limit may be even higher since this calculation has not considered either galactic extinction,
nor corrected for dust in the DLA. Since the slit is only covering approximately half of the
area of the disks, the calculation is only an estimation of order of magnitude. It is also
worth stressing that the extracted �ux limits for the Hα line is probably in�uenced by the
sky line centered on the expected wavelength.
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5 Discussion

Based on a combination of imaging and spectroscopy from various programs, I have pre-
sented the discovery of a new object that might constitute as a candidate for the galaxy
counterpart of DLA2225+0527. The lack of spectroscopic data for the disks make it im-
possible to determine a redshift. An emission redshift matching the absorption redshift
would make the object a very plausible galaxy counterpart candidate. However, in the
lack of redshift I will discuss the physical properties derived under the assumption that
the disks lie at the absorption redshift. The derived magnitude of −21.38 mag is almost
one order of magnitude brighter than the Milky Way value of ∼ −20.5 whereas the de-
rived physical length l = 25.7 kpc is of the same order. The values thus suggest that the
structures are of the physical size of the Milky Way but brighter. Part of the explanation
for this is possibly that the structures appear to be two disk galaxies of Milky Way size.
The magnitude is a measure of the �ux of the two combined. Part of the explanation
can also be found by considering the rather high upper limits on the star formation rates.
SFR < 38.55 M� yr−1 is far above the value of the Milky Way, SFRmw ∼ 1.45 M� yr−1

(Robitaille and Whitney, 2010). This suggests that the disks consists of young bright stars
contributing to the magnitude. All in all, I conclude that the derived physical values are
not inconsistent with the hypothesis that the presented disks are the galaxy counterpart
of the DLA.

The morphology of the disks does not resemble the typical DLA emission counterpart,
which are most often found to be con�ned to single compact cores. In Møller et al. (2002)
three con�rmed DLA galaxy counterparts are presented and compared to Lyman break
galaxies. Out of these three, two of them show irregular structures that are extended or
elongated in ways, which can be compared to the morphology of the object presented in
this paper. I therefore �nd that the disks cannot be discarded as a galaxy counterpart
candidate based on the morphology only.

Krogager et al. (2016) present a di�erent candidate for the galaxy counterpart found
in imaging from Keck. After having subtracted the QSO with a model PSF based on the
QSO itself, one compact structure remained in both H and K' images. It lies at an impact
parameter of roughly 4 kpc (see �gure 20). The fact that the same structure was found in
both bands supports the hypothesis that the structure is a real physical object and not just
residual noise from the PSF-subtraction. On this ground, Krogager et al. (2016) regard
the object a 'tentative' detection of the galaxy counterpart. As with the above presented
disks, the object lacks a spectroscopically determined redshift to con�rm it as the emission
counterpart.

The question that constitutes the title of this project remains unanswered. More pre-
cise data is needed in order to �rmly detect the DLA emission counterpart. Part of the
problem is the extraordinary brightness of the QSO. This makes background subtraction
in the spectroscopic data complicated. An X-Shooter-survey with the slits centered on
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Figure 20: The Keck images of the QSO in H and K' bands, from Krogager et al. (2016). The left and
right panels show the image before and after PSF-subtraction. The red circle marks the tentative detection
of the emission counterpart of the DLA.

the disks should result in some direct spectroscopic emission when considering the fairly
bright apparent magnitude of the object. A redshift could possibly be determined from
such data making it easy to judge whether or not the object is a serious candidate. Also,
the disk spectrum could be compared with the metal lines of the QSO absorption spectrum
and a more precise Hα �ux limit could be established hereby narrowing down the limit on
the star formation rate. Should future surveys conclude that the disks are not a plausible
DLA counterpart, I argue that the object is still interesting in its own right since it is an
undescribed bright object in an interesting �eld.

The Krogager et al. (2016) tentative emission candidate could be further analyzed
be producing high resolution imaging data which are more suitable for performing PSF-
subtraction. Spectroscopic data on the object is still needed to verify it as a galaxy
candidate. Spectroscopic emission data is mostly likely di�cult to obtain considering
the small impact parameter and the bright QSO.

It is of course possible that a future survey will reveal the true DLA counterpart to be
a third so far unobserved object.
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Appendices

A Python code pipeline

import pyfits as pf
import numpy as np
from scipy.optimize import curve_fit
import matplotlib.pyplot as pl
import matplotlib.gridspec as gs
import copy

pl.close(’all’)

# define Gaussian fit function
def fit_gauss(x, a0, a1, a2):

return a0*np.exp(-(x - a1)**2/(2*a2**2))

# define linear function
def fit_lin(x, a0, a1):

return a0+a1*x

##### MAIN #####

#line = ’OIII’ # setting emission line
line = ’Halpha’

angle = ’A’ # setting angle
#angle = ’BCD’

if angle == ’A’:
fitsdata = ’flux2d_NIR_A.fits’
factor = 10

else:
fitsdata = ’BCD_combined_NIR.fits’
factor = 1

image = pf.getdata(fitsdata)*1.e17 # read fits image
header = pf.getheader(fitsdata) # read fits header
sig = pf.getdata(fitsdata,1)*1.e17 # read fits std. dev.
variance = sig**2 # std. dev. into variance

if angle == ’A’:
image = image[4:69,:]
sig = image[4:69,:]

else:
image = image[:,:]
sig = image[:,:]

z = 2.132487 # redshift of absorption lines
c = 299792. # speed of light in vacuum, km/s
vrad = header[’ESO QC VRAD HELICOR’] # radial velocity, from header
d_s = (1 + vrad/c) # dopplershift of absorption lines
wl_low = header[’CRVAL1’]*factor # lowest wavelength in Angstrom, from header
wl_bin = header[’CD1_1’]*factor # delta-wavelength pr. bin in Angstrom, from header
arcsec_bin = header[’CD2_2’] # delta-distance pr. bin in arcseconds, from header
xaxis = header[’NAXIS1’] # length of x-axis
yaxis = [’NAXIS2’] # length of y-axis

wl_obs = d_s*np.arange(image.shape[1])*wl_bin+wl_low # observed wavelengths in Angstrom
dist_obs = dist_bin*np.arange(image.shape[0]) # distance in arcsecs

velocity_span = 330/2 # velocity spread from Krogager article, +/- center in km/s

if line == ’OIII’:

xline = 9574 # approximate OIIIa line (in pixels)



x1psf1 = 9435 # start psf 1 (in pixels)
x2psf1 = 9465 # end psf 1 (in pixels)
x1psf2 = 9785 # start psf 2 (in pixels)
x2psf2 = 9800 # end psf 2 (in pixels)
colstart = 9400 # begin of data crop (in pixels)
ncols = 402 # length of data crop (in pixels)

else:
xline = 17697 # approximate Halpha line (in pixels)
x1psf1 = 17625 # start psf 1 (in pixels)
x2psf1 = 17640 # end psf 1 (in pixels)
x1psf2 = 17765 # start psf 2 (in pixels)
x2psf2 = 17780 # end psf 2 (in pixels)
colstart = 17580 # begin of data crop (in pixels)
ncols = 402 # length of data crop (in pixels)

wl_min = wl_obs[xline] - velocity_span*wl_obs[xline]/c*(1.+z) # defining wavelength limits of flux apertures
wl_max = wl_obs[xline] + velocity_span*wl_obs[xline]/c*(1.+z) # from velocity spread

amps = np.zeros(ncols) # zero-value arrays of length ncol
centers = np.zeros(ncols)
widths = np.zeros(ncols)

# beginning loop to fit gauss

for colnr in range(colstart, colstart+ncols-1):
pl.figure() #starting new plot
pix = np.arange(yaxis) #array with numbers 1 to heigth of column
pl.plot(pix, image[pix,colnr],’r+’) #plotting fluxes of column nr colnr
ii = np.where((pix > 20) & (pix < 45)) #approximate index of quasar line top and bottom
n = len(pix[ii])
mean = sum(pix[ii]*image[pix[ii],colnr])/n #calculating mean
sigma = sum(image[pix[ii],colnr]*(pix[ii]-mean)**2)/n #calculating standard deviation
print(sigma)
print(colnr)

if 0 < sigma < 200: #testing if standard deviation is too large for the function to converge
[fitpar, covar] = curve_fit(fit_gauss, pix[ii], image[pix[ii],colnr], p0=[max(image[pix[ii],colnr]),mean,sigma])
a = fit_gauss(pix[ii],*fitpar) #gauss fitting across the quasar line in the column
amps[colnr-colstart] = fitpar[0] #saving amplitude parameter
centers[colnr-colstart] = fitpar[1] #saving center parameter
widths[colnr-colstart] = abs(fitpar[2]) #saving width parameter
pl.plot(pix[ii],a,’k’) #overplotting gaussian function
pl.plot(pix[ii],image[pix[ii],colnr]-a,’b+’) #plotting residuals

else:
amps[colnr-colstart] = 1 #setting empty values
centers[colnr-colstart] = 1
widths[colnr-colstart] = 1
print(’Failed to converge’)

# calculating medians
amps_med = round(np.median(amps))
widths_med = round(np.median(widths))
centers_med = round(np.median(centers))

pl.figure() # starting new figure

wl = np.arange(ncols)+colstart # wavelength index array

# plotting gaussian center for each column
pl.subplot(311)
pl.plot(wl_obs[wl],centers,’k*’)
pl.ylim(25,40)
pl.xlim(wl_obs[xline-175],wl_obs[xline+200])
pl.ylabel(’Trace center’, fontsize="10")
pl.axvline(wl_obs[xline], ls=’--’, color=’gray’)
pl.yticks(fontsize="8")
pl.xticks(fontsize="8")
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# finding index of xvalues not too close to xline and centers not far off and amplitudes not too big or low
ii1 = list(np.where((wl < xline-15) & (centers > 30) & (centers < 40) & (amps > 0) & (amps < 4)))
ii2 = list(np.where((wl > xline+15) & (centers > 30) & (centers < 40) & (amps > 0) & (amps < 4)))

ii = list(ii1[0]) + list(ii2[0])

# linear fit through centers in the region choosen above
[fitpar_center, covar] = curve_fit(fit_lin, wl[ii], centers[ii])
a = fit_lin(wl,*fitpar_center)
pl.plot(wl_obs[wl],a,’r’, linewidth=3) #overplotting with linear fit

# plotting gaussian width for each column
pl.subplot(312)
pl.plot(wl_obs[wl],widths,’k*’)
pl.ylim(0,4)
pl.xlim(wl_obs[xline-175],wl_obs[xline+200])
pl.ylabel(’Trace width’, fontsize="10")
pl.axvline(wl_obs[xline], ls=’--’, color=’gray’)
pl.yticks(fontsize="8")
pl.xticks(fontsize="8")

# linear fit through width
[fitpar_width, covar] = curve_fit(fit_lin, wl[ii], widths[ii])
b = fit_lin(wl,*fitpar_width)
pl.plot(wl_obs[wl],b,’r’,linewidth=3) #overplotting with linear fit

# plotting gaussian amplitude for each column
pl.subplot(313)
pl.plot(wl_obs[wl],amps,’k*’)
pl.ylim(-5,5)
pl.xlim(wl_obs[xline-175],wl_obs[xline+200])
pl.ylabel(’Trace amplitude’, fontsize="10")
pl.xlabel(’Wavelength [$\\AA$]’, fontsize="10")
pl.axvline(wl_obs[xline], ls=’--’, color=’gray’)
pl.yticks(fontsize="8")
pl.xticks(fontsize="8")

# linear fit through amplitude
[fitpar_amp, covar] = curve_fit(fit_lin, wl[ii], amps[ii])
c = fit_lin(wl,*fitpar_amp)
pl.plot(wl_obs[wl],c, ’r’,linewidth=3) #overplotting with linear fit

pl.savefig(’plot0.png’, format=’png’, dpi=600, bbox_inches=’tight’)

# summing all flux of chosen psf-regions
ii1 = list(np.where((wl > x1psf1) & (wl < x2psf1)) ) #index of wavelengths of psf1
ii = ii1[0]
nsum = 0
countsum = 0

# summing total flux approximately around continuum, for each column in region of psf1
for n in range(0,len(ii)-1):

countsum = countsum + sum(image[30:45,ii[n]])
nsum=nsum+1.

print(countsum/nsum) # average column sum in region

# building PSF 1

PSF = np.zeros(yaxis)
nsum = 0
for ncol in range(x1psf1,x2psf1): #fitting gauss-function along column for each colum in region psf1

pix = np.arange(yaxis)
ii = np.where((pix > 20) & (pix < 45))
n = len(pix[ii])
mean = sum(pix[ii]*image[pix[ii],ncol])/n
sigma = sum(image[pix[ii],ncol]*(pix[ii]-mean)**2)/n
[fitpar, covar] = curve_fit(fit_gauss, pix[ii], image[pix[ii],ncol], p0=[max(image[pix[ii],ncol]),mean,sigma])
a = fit_gauss(pix[ii],*fitpar) # gauss fitting across the quasar line in the column
if fitpar[0] > 1: # test if amplitude is greater than 1
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PSF = PSF+image[:,ncol]/fitpar[0] # if so, pixel values are divided by column-amplitude and added to total psf
nsum=nsum+1

# building PSF 2

for ncol in range(x1psf2,x2psf2):
pix = np.arange(yaxis)
ii = np.where((pix > 20) & (pix < 45))
n = len(pix[ii])
mean = sum(pix[ii]*image[pix[ii],ncol])/n
sigma = sum(image[pix[ii],ncol]*(pix[ii]-mean)**2)/n
[fitpar, covar] = curve_fit(fit_gauss, pix[ii], image[pix[ii],ncol], p0=[max(image[pix[ii],ncol]),mean,sigma])
a = fit_gauss(pix[ii],*fitpar)
if fitpar[0] > 1:
PSF = PSF+image[:,ncol]/fitpar[0]
nsum=nsum+1

PSF = PSF/nsum # dividng total psf with number of coloumns to get average column-psf

pl.figure() # previewing the model PSF
pl.plot(PSF)
pl.title(’Average PSF’)

image_res = copy.copy(image) # copying image data

# for each column substract psf times amplitude function to get residual image
for colnr in range(xline-100,xline+100): # looping around xline-100 to xline+100

image_res[:,colnr] = image[:,colnr]-1.00*PSF*(fitpar_amp[0]+fitpar_amp[1]*wl[colnr-colstart])

pf.writeto(’testOIIIa.fits’, image_res) # write the resulting fits

# cropping images
image_crop = image[:,xline-100:xline+100]
image_res_crop = image_res[:,xline-100:xline+100]
variance_crop = variance[:,xline-100:xline+100]

# beginning to determine flux limits
n_aper = 3 # number af apertures
size_aper = np.round(yaxis/n_aper)
size_aper_arcsec = size_aper*header [’CD2_2’]

pl.figure()
gs1 = gs.GridSpec(n_aper + 2,1)
gs1.update(wspace=0.025, hspace=0.05) # set the spacing between axes.

ax1 = pl.subplot(gs1[0]) # plotting image with quasar
pl.imshow(image_crop, vmin=-0.2, vmax=0.2*amps_med,
cmap=pl.cm.gray_r, origin=’lower’, aspect=’auto’,
extent=[wl_obs[colstart],wl_obs[colstart+ncols],dist_obs[0]-dist_obs[centers_med],dist_obs[yaxis-1]-dist_obs[centers_med]])
pl.xticks([])
pl.yticks([-3,0,3])

ax1 = pl.subplot(gs1[1]) # plotting image with quasar substracted
pl.imshow(image_res_crop, vmin=-0.2, vmax=0.2*amps_med,
cmap=pl.cm.gray_r, origin=’lower’, aspect=’auto’,
extent=[wl_obs[colstart],wl_obs[colstart+ncols],dist_obs[0]-dist_obs[centers_med],dist_obs[yaxis-1]-dist_obs[centers_med]])
pl.xticks([])
pl.yticks([-3,0,3])
pl.ylabel(’Distance ["]’, fontsize="10")

i = 0
for i in range(n_aper): # looping around number of apertures

aperture_image = image_res_crop[(n_aper-i-1)*size_aper:size_aper*(n_aper-i)-1,:] # cropping image
aperture_variance = variance_crop[(n_aper-i-1)*size_aper:size_aper*(n_aper-i)-1,:] # cropping error image

mask = np.ones_like(aperture_image)

sum_image = np.sum(aperture_image*mask, axis=0) # summing columns
sum_variance = np.sum(aperture_variance*mask, axis=0) # summings columns of error image
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sum_sigma = 3*np.sqrt(sum_variance) # converting to sigma 3

ax1 = pl.subplot(gs1[i + 2]) # plotting
flux = pl.plot(wl_obs[xline-100:xline+100],sum_image,’k’)
stddev = pl.plot(wl_obs[xline-100:xline+100],sum_sigma,’r--’)
pl.axvline(wl_obs[xline], ls=’--’, color=’gray’)
pl.axvline(wl_min, ls=’:’, color=’gray’) # drawing aperture limits
pl.axvline(wl_max, ls=’:’, color=’gray’)
pl.xlim(wl_obs[xline-100],wl_obs[xline+100])
center_value = -(i*(size_aper)+(size_aper/2))*header[’CD2_2’]+centers_med*header[’CD2_2’]
pl.text(wl_obs[xline-35],20,"Aperture center: %.2f\"" %center_value, fontsize="8")
pl.yticks([0, 10, 20],fontsize="8")
pl.xticks(fontsize="8")
pl.ylim(-5,25)

if i == 1:
pl.ylabel(’Flux [$10^{-17}\,\,{\\rm erg\, s^{-1}\, cm^{-2}\, \\AA^{-1}}$]’,fontsize="10")

else:
pl.ylabel(’’)

# extracting flux from apertures
aperture_wavelength = (wl_obs[xline-100:xline+100]>wl_min)*(wl_obs[xline-100:xline+100]<wl_max)
line_variance = np.sum(sum_variance[aperture_wavelength])*header[’CD1_1’] # converting to flux units
total_sigma = np.sqrt(line_variance)
print("Flux < %.2f 10^-17 erg/s/cm^2/A (3 sigma)" %(total_sigma*3)) # printing out results

pl.xlabel(’Wavelength [$\\AA$]’,fontsize="10")
pl.savefig(’plot1.png’, format=’png’, dpi=600, bbox_inches=’tight’)
pl.show() # showing all plots
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B Star formation rates with Hα and Lyα

The �rst article to quantitatively estimate star formation rates for entire galaxies based
on the integrated emission of Hα was Kennicutt (1983). The author calculated Lyman
continuum �ux models for a range of stellar models. The models were integrated over the
entire lifetime of each star to yield the total output. These models were used to produce
a grid of galaxy models based on three di�erent assumed initial mass functions and an
exponentially declining star formation rate:

R(t) = R0e
−βt (0 ≤ β ≤ ∞) (18)

Hα equivalent widths were calculated from the lyman continuum �ux models using the
following expression:

EW (Hα) =
1.36× 10−12NLyman

fλ(6563 Å)
(19)

The author produced a plot of (B − V )-indices and Hα equivalent widths for the grid of
galaxies. This was overplotted with real data points from earlier work. The plot clearly
suggested that the most plausible IMF was the so-called 'extended' Miller-Scalo initial
mass function, which is constant above 1 solar mass:

ψ(m) ∝ m−1.4 (0.1 < m < 1 M�) (20)

ψ(m) ∝ m−2.5 (1 < m < 100 M�) (21)

By adopting this IMF, Kennicutt (1983) reduced the relationship between Hα luminosity
and total star formation rates to the following surprisingly simple relation:

SFR =
L(Hα)

1.12× 1041 erg s−1
M� yr−1 (22)

Kennicutt (1983) warns that the model doesn't take account of dust, which is the biggest
contribution to uncertainty. Also, the model relies on the assumption that the galaxies
are Lyman radiation-bounded. However, some ultraviolet radiation might escape meaning
that the calculated SFRs should only by interpreted as lower limits. The model assumes
that supermassive stars don't contribute signi�cantly to the ionization (see equation 21).
This assumption was justi�ed in the article. The last possible limitation of equation 22 is
the fact that it is strongly sensitive to variations in the IMF.

The luminosities of Lyα and Hα are related by a simple scaling law, which for example
can be seen from table 1 and 4 in Schaerer (2003) (noted by Pawlik et al. (2011)). Ap-
proximating this scaling as L(Lyα)/L(Hα) = 10 equation 22 can be rewritten in a form
including the luminosity of Lyα (Fynbo et al., 2000):

SFR =
L(Lyα)

1.12× 1042 erg s−1
M� yr−1 (23)
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