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Preface

An invitation

Dear reader, let this first chapter serve as
an invitation to a journey that began ages
ago — a journey that stretches from the
outermost reaches of human imagination, to
the innermost foundation of the Universe
itself. A journey of such magnitude, is not
to be taken lightly, and the tools needed are
not wielded with ease, but in the end the
gain might outweigh the burden, only time
will tell.

The dream of understanding what we see
around us, must be as old as mankind itself.
While the search for truth have taken many
detours through the millennia, we seem to
have arrived at a form of knowledge that
at least reflect the world around us with
less bias than ever before. Science, as we
call this tradition of gathering knowledge,
has evolved into a system where by limiting
our reach to measurable phenomena we can
predict how nature at its most fundamental
levels will act. With this limitation in mind,
one might say that the truly important ques-
tions in life can only go unasserted, but with
advances in modern science, we are today
taking bold steps towards answering ques-
tions, that the world’s religions have been
fighting over for millennia.

Our journey starts in what is now the
present. During the early winter of 2009, a
giant machine located deep below the ground
in the suburbs of Geneva, began its oper-
ation — creating cataclysmic collisions of

matter. The goal of this machine is to probe
the Universe at energies high enough to recre-
ate events similar to those that happened at
the time of the Big Bang.

The possible implications of the knowl-
edge resulting from this experiment is truly
profound, we might find that space have more
than three dimensions, or why matter is more
abundant than its counterpart; anti-matter
or perhaps that symmetries in the laws of
the Universe is more than just a coincidence
but the governing principle of all forces and
matter. The Large Hadron Collider, as this
machine is called is possibly the largest ma-
chine built by humanity, and certainly the
most complex. The branch of science deal-
ing with these subjects is called elementary
particle physics, it investigates energy, mat-
ter and forces – and how these relate to each
other.

The study of particle physics is the search
for the final answer, the final theory, a the-
oretical model that confines everything we
know about the Universe at its deepest level,
into one single idea. As of today, we are
still far away from this goal. The theories
in use are but approximations stitched to-
gether over the last century to try and give
a coherent glimpse of what might be out
there. Hopefully the Large Hadron Collider
will help shed light on the bigger picture in
years to come.

With the Large Hadron Collider as a
looking glass, this work aims to discover new

xi
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physics by searching for a type of long lived
particle, that perhaps could change the way
we understand the Universe and it’s cre-
ation. The search for this new type of par-
ticle requires special detection methods as
they behave in other ways than the known
particles, methods, some of which will be
developed in this thesis.

Elementary particle physics

Our understanding of what comprises the
material seen around us, have evolved rapidly
during the last hundred years. The discov-
ery of electrons in 1897 by J. J. Thomson
and the proton in 1919 by E. Rutherford was
followed by the discovery of the neutron and
few years later the Muon. During the 1960-
70 a whole ‘zoo’ of particles was discovered,
and the theories currently accepted where
developed.

To understand particle physics, one must
combine two great ideas of the twentieth
century; Einstein’s theory of Special Rela-
tivity and Quantum Mechanics pioneered by
many, among others Niels Bohr and Werner
Heisenberg.

The theory of Special Relativity concerns
objects moving at velocities close to light
speed and energies many times more than
that which is bound in the masses of these
objects. Quantum Mechanics on the other
hand describes the world at the atomic level.
When dimensions approach a certain size,
the physical description changes, objects can-
not be described in terms of precise loca-
tions or momenta, instead one must use a
statistical definition where probability de-
termines where a particle can be, or when.
This combined idea of Relativity and Quan-
tum Mechanics has come to be called Quan-
tum Field Theory and basically describes
the elements of the universe as fundamen-
tal fields that resonates to create the par-
ticles we see around us. With Quantum

Field Theory, as a mathematical framework,
the currently known particles and how they
interact with each other can be modelled.
The accepted description of particle physics
is called the ‘Standard Model’, it is com-
prised of 12 types of matter particles called
‘fermions’ and 13 kinds of force particles,
known as ‘bosons’. Of all these particles,
only one piece is missing; the ‘Higgs’ bo-
son, responsible for generating the masses
of the other particles. One crucial omission
from the known physics of our universe is
gravity. The gravitational interactions of
matter particles in large groupings, as we
find in on the macroscopic scale is simply
lacking from the Standard Model. As the
ultimate ambition of particle physics is the
total unification of all forces and matter into
one unified theory, the Standard Model sim-
ply fail. This limitation have induced an
enormous production of theoretical models,
squarely aimed at replacing the Standard
Model and its gravitational counter part,
the general theory of relativity.

Supersymmetry

Since the Standard Model cannot be the
final theory of everything, we seek evidence
of new theories, that might supplant it. One
of these theories is called ‘Supersymmetry’.
It proposes a symmetry between matter and
force particles in the sense that fermion mat-
ter particles and the force carrying bosons
each have a counter part of the opposite
type. For this theory to work, every par-
ticle in the Standard Model must have a
‘super partner’ - a sort of counter-particle; a
force carrying particle’s super partner must
be a matter particle and vice versa. The
super-symmetrical idea has certain ensnar-
ing beauties, but it has yet to be discovered.
If Supersymmetry exist it must be what is
called a broken symmetry, broken in such a
way that the masses of the supersymmetric
particles must be much higher than those
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Figure 1: The Universe seem governed by symmetry (Escher’s Magical Mirror).

of the Standard Model. The idea of super-
partners, enables the unification of the elec-
toweak and the strong nuclear forces, into
a super force. This kind of unification is a
major motivation for any kind of science as
it uncovers a deeper connection between two
previously thought disjunct areas of knowl-
edge. The drive for unification have also
led to even more ambitious ventures, namely
the search for a final ‘theory of everything’,
encompassing all forces of nature, including
gravity. Supersymmetry in its original form
does not automatically imply a connection
with gravity, but most of these all encom-
passing theories requires supersymmetry in
some form.

The new particles introduced by Super-
symmetry and other theories should be con-
fined by the current knowledge of their or-

dinary Standard Model partners. Certain
properties of the Standard Model particles,
such as lepton and baryon conservation would
unlikely change dramatically. If that was
not the case, protons would rapidly decay,
causing widespread panic for a very very
short while. A theoretical construction called
‘R-parity’ is introduced to stabilise the Stan-
dard Model particles, while allowing for su-
persymmetry. R-parity in turn lead to new
stable supersymmetric particles, or at least
one, the lightest supersymmetric partner of
any Standard Model particle. The ‘LSP’
could be the much sought after ‘Dark Mat-
ter’ particle, if only one exists, as it would be
massive and stable and potentially weakly
interacting.

The title of this thesis is the search for
long lived massive particles, and as such the
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lightest supersymmetric partner qualifies, but
while profoundly interesting, it is another
type of object related to R-parity that is
the main focus in this work, the ‘coloured’
R-Hadron.

R-Hadrons: a model for Long lived
massive particles

Some incarnations of Supersymmetry splits
the masses of the super-symmetric particles
into two groupings, a lighter set consisting of
the boson’s super partners and a heavier set
with the fermion’s super partners. In such a
model the decay of a light particle through
a heavy one is unlikely (but not impossi-
ble), the low probability of such an event to
occur leaves the light particle meta-stable.
If these meta-stable particles are affected
by the strong nuclear force and thus car-
ries colour, they would hadronise by bind-
ing with Standard Model quarks into colour
neutral composite particles. The quarks bound
with a supersymmetric particle would be sta-
ble as they are sustained ‘colour’ conserva-
tion with the supersymmetric particle. With
a stable quark system, and a long lived super-
partner, the composite itself could be long
lived. This construction is called an ‘R-
Hadron’. While inspired by supersymmet-
ric R-parity, this construction is necessarily
true for any new theory predicting long lived
coloured particles, not just Supersymmetry.
So while Supersymmetry is the motivating
model for this work, it should be considered
a general search for new heavy long lived
coloured objects.

The Large Hadron Collider

Experimental particle physics is ‘big science’,
not many single nations could afford to build
the needed machinery alone, and none pos-
sesses the human resources. Particle physics
is an international collaborative effort be-
tween many nations and thousands of scien-

tists and engineers. Currently the common
playground for particle physicists is CERN
with its enormous accelerator, the ‘Large
Hadron Collider’, being commissioned as I
write this. Hadron colliders are synonymous
with discovery machines, as they can achieve
peak collision energies much higher than lep-
ton colliders, but in general with a larger
uncertainty on the interaction energy, mak-
ing them unsuitable for precision measure-
ments. With the Large Hadron Collider there
is a great hope that we might discover new
physics, perhaps even supersymmetry. Dur-
ing the first year of data gathering L ∼
50 pb−1 of data have been accumulated. While
this is an insignificant amount compared to
the nominal L ∼ 100 (fb year)−1 it is still
an amazing achievement for the first year of
running. Even with the moderate amount of
data available, it is possible to impose lim-
its on the theoretical expectations of many
models. The result of this thesis is placing
such limitations on predictions of the masses
of long lived massive particles with some of
the recorded data.

The author’s contribution

Parts of the work represented in thesis is
used in a common search for R-Hadrons at
the ATLAS experiment. The overall thesis
work consists of the following points, whereas
the parts contributed to the main analysis
are listed in the conclusion in chapter 10.

1. Development of calorimeter based dE/dx
observables for R-Hadron searches in
the ATLAS software framework called
Athena (chapter 7).

2. Development of a mass estimation tech-
nique for dE/dx observables (chapter 8).

3. Application of the mass estimation tech-
nique on pixel and calorimeter dE/dx
measurements (chapter 8.2).
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4. R-Hadron analysis based on these and
other observables (chapter 9).

5. Placing an upper limit on R-Hadron
production at

√
s = 7 TeV with

15.3 pb−1 of data (chapter 9.6).
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The Standard Model

The Standard Model (SM) of particle physics is by all measures an eminently successful
theory. It has survived in its current form for nearly 40 years. Its ample predictions have
been verified, including the existence of the W± and the Z0 bosons, as well as the charm
and top quark. Indeed; the Standard Model does not fail due to wrong predictions, but
rather to the lack of phenomenological coverage. Neutrino oscillations discovered recently
are leading to the conclusion that neutrinos cannot be massless, as originally constructed
into the Standard Model. Of the major predictions in the Standard Model, only the
observation of the Higgs boson is truly lacking.

In section 1.4 I will describe the phenomena a more encompassing model should
include, currently missing from the Standard Model. In chapter 2 an introduction to
a candidate theory will be given, followed by section 2.3 where long lived massive particles
will be motivated, concluding with their common phenomenology.

1.1 Quantum Field Theory

The mathematical framework used in designing the Standard Model of particle physics,
is called Quantum Field Theory (QFT). It is the unification of the concepts of Quantum
Mechanics and the special theory of relativity. The phenomenological reach of such
theories is mostly very small length and time scales and interactions involving high
energies. QFT’s are modelled using Lagrangian density functions. I will give no attempt
at explaining the mathematical structure of the Standard Model as it is beyond the scope
of this thesis, and only motivate the basic concepts enabling a comparison between the
Standard Model itself and the new theories exemplified later in this chapter.

1.2 Symmetries

The concept of gauge invariance is of crucial importance in the description of forces in
Nature. For a given Lagrangian description of a system, gauge invariance implies that the
Lagrangian density is conserved under local symmetry transformations. This translates
into requiring no ‘preferred’ frame of reference, in which the theory is viable. Most
field theories (including the constituents of the SM) are from the onset constructed to
be Lorentz invariant, meaning that they remain true under Lorentzian transformations.

0Natural units are assumed throughout the thesis: ~ = c = kB = G = 1, implying: mass = momentum
= energy = GeV.

3
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Mass Electric Weak
(GeV) charge isospin, Iz Colour

Quarks

u 5× 10−3 +2
3 +1

2 3
d 10× 10−3 −1

3 −1
2 3

c 1.5 +2
3 +1

2 3
s 0.2 −1

3 −1
2 3

t 172 +2
3 +1

2 3
b 4.7 −1

3 −1
2 3

Leptons

νe < 2.2× 10−9 0 +1
2 —

e 5.11× 10−4 −1 −1
2 —

νµ < 1.7× 10−4 0 +1
2 —

µ 0.106 −1 −1
2 —

ντ < 0.0155 0 +1
2 —

τ 1.777 −1 −1
2 —

Table 1.1: The quarks and leptons of the Standard Model with quantum numbers. The
quoted neutrino masses indicates the the current upper limits [16].

These symmetries are said to be global, as they should be the same at any point in the
Universe. Any such symmetry corresponds to a conservation law1, for instance if we
require temporal translation (independence of time) invariance,

t→ t+ ∆t, (1.1)

we get conservation of energy, where spatial translation invariance implies conservation of
momentum.

In the Standard Model local gauge symmetries are imposed as well as the global
symmetries. These stricter requirements, essentially imply that certain local (position
dependent) transformations should leave all physical quantities conserved in the local
space, apart from the globally preserved ones.

In mathematical terms, we call space-time the base-space M. At every position in
M we have a disjunct space called a fibre V, all the fibres corresponding to the points
in M are combined called a fibre-bundle B. Symmetries defined on the base space M
are global, and symmetries defined on the fibres in the bundle B are called local. A local
symmetry is thus some operation done on a single instance in space-time that leaves the
internal structure of that instance unperturbed.

The gauge symmetries constituting the Standard Model can be formulated by the
symmetry group,

SU(3)× SU(2)×U(1) (1.2)

with each part outlined in the next section.

1Noether’s theorem In the Lagrangian formulation, we find that every symmetry in a system
corresponds to a conservation law, by applying Noether’s theorem, discovered by Emma Noether in 1915.
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Mass Electric
(GeV) spin charge Colour

Electroweak

γ 0 1 0 —
Z0 91.2 1 0 —
W+ 80.4 1 +1 —
W− 80.4 1 −1 —

QCD

g 0 1 0 8

Higgs (unobserved at the time of writing)

H ? 0 0 —

Table 1.2: The fundamental interactions in the Standard Model.

1.3 Particles and Forces

The general idea behind the Standard Model is greatly inspired by Quantum Electro-
dynamics (QED) in that it is a renormalisable field theory with local symmetries where
quantised gauge fields give rise to gauge bosons that mediates interactions between spin-
half fermions, and gauge invariance is extended to encompass a larger set of charges and
currents than just the electric case.

Two main classes of charges/symmetries exists, the eight strong charges, called ‘colour’
charges, and four electroweak charges, including the electric charge.

The first class is called Quantum Chromodynamics (QCD) and the latter is called
the ElectroWeak theory (EW). QCD and EW are generated independently, but quarks
possesses both colour and electroweak charges, and the theories are thus linked through
the hadrons. In equation (1.2) QCD is the first part: SU(3) with its 8 generators. The EW
part consists of the product of Quantum Electrodynamics U(1) with just one generator
and the Weak interaction theory SU(2) with three generators.

All matter is defined by spin-half fermionic fields, where quarks, the constituents of
protons, neutrons and other hadrons interacts both strongly and weakly, while the leptons
(electrons, muons, tauons and their associated neutrinos νe, νµ, ντ ) only interacts weakly.
The Standard Model fermions and their properties are listed in table 1.1. The fermions
comes in three families or generations with identical quantum numbers, but different
masses. In each family we find three weakly charged doublets of quarks, each doublet
with a unique colour charge. The family also contains a weakly charged but colourless
doublet with one neutrino and a corresponding lepton.

We currently have no understanding of why exactly three families exists, but by
measuring the Z0 boson decay-width at high precision, the LEP experiments determined
that a light fourth neutrino generation was excluded.

The force carriers mediating the interactions between the fermionic particles are rep-



6 CHAPTER 1. THE STANDARD MODEL

resented by spin-1 particles: The photon γ, the weak force gauge bosons W±, Z0 and the
eight gluons g, that mediates the strong force.

The photon and the gluons are all massless particles, due to complete conservation
of their internal symmetry. The weak bosons on the other hand are quite massive
(mW± = 80.4 GeV and mZ = 91.2 GeV), this is explained in the Standard Model by
spontaneous breaking of the weak gauge symmetry, due the the Higgs Mechanism. The
Higgs Mechanism predicts the existence of at least one spin-0 boson — yet to be observed.
The Higgs field is also responsible for giving mass to all the other massive particles,
including itself. The Standard Model bosons are listed in table 1.2.

1.4 Shortcomings of the Standard Model

So far no experimental data from particle accelerators have been able to refute the
Standard Model predictions, yet the model itself has proven unsatisfactory as a complete
theory of particle physics, and even more so as a Theory of Everything (TOE). Many of
the elements in the Standard Model are constructed ‘ad-hoc’ to account for observed phe-
nomena; the number of particles, their quantum numbers and deeper problems such as the
generation of charge quantisation and the generation of fermion masses. These problems
underlie the goal of the theory, it is not constructed to provide a deeper philosophical
description of particle physics, but rather to serve as a predictive phenomenological
framework with which the observed properties of particle interactions and decays can
be calculated. It can be discussed whether deeper reasoning should be pursued, but even
as a phenomenological framework, it lacks an integrated description of recent observations,
such as the aforementioned neutrino masses.

The unsatisfactory shortcomings of the Standard Model can be summarised into three
main categories:

Unification

1. The Hierarchy problem. Why do we see the large difference between the Planck mass
scale and the electroweak mass scale? The mass of the Higgs boson should be close to
the Planck mass2 due to radiative corrections, but also close to the W and Z masses.
As the Higgs boson is a scalar particle we would expect quadratic divergences in the
one-loop corrections, (rather than logarithmic divergences). Since we observe the Z
and the W masses at around 102 GeV, we are forced to conclude that something is
cancelling the radiative contributions at high energies to a very high precision. Given
the quadratic nature of these terms, small variations would lead to large fluctuations,
it seems unnatural that something at high energy is perfectly aligned in such a way
that it cancels such that we see the low Z and W masses. This is referred to as the
fine-tuning problem.

2. Unification. The three forces described by the Standard Model gauge group (eq.
1.2) each have a coupling constant αi. The size of each ‘constant’ is varying with
the energy scale (and are thus said to be ‘running’). The relative strength of these

2Planck mass: mp =
√

~c/G = 1019 GeV



1.4. SHORTCOMINGS OF THE STANDARD MODEL 7

constants seems to be converging at high energies (∼ 1015 GeV)3, but not quite (fig.
1.1).

3. A description of Gravity is lacking from the Standard Model. The ‘final’ theory of
everything should account for gravity as well as all the other forces.

4. Dark matter. Astronomical observations indicates that the matter flow in the
Universe is not fully accounted for by Gravity alone, it looks like there is more
matter in the Universe than directly observed. Currently no cosmological model
agrees with Standard Model particles alone.

Flavour

1. The problem of Flavour. Why are there exactly three generations of quarks and
leptons? As mentioned in section 1.3; LEP showed that the number of light neutrinos
could only be three.

2. The electric charge quanta. Why are quarks charges 1/3’s of the lepton charges?

Mass

1. The fermion masses are an ad-hoc addition to the Standard Model. The masses,
and the mass-hierarchy between each generation is not understood, a new theory
generating these masses from a fundamental condition would yield a more complete
model.

2. Neutrino masses. As mentioned previously; the existence of non-zero neutrino
masses is discovered recently, and was originally not added to the Standard Model.
Neutrino oscillations, responsible for the mass differences have been added to the
Standard Model, but at the cost of numerous new parameters and no new-won
predictive power.

These and other dysfunctions of the current model have prompted the development
of many new theories, where some (if not all) of the above problems have been remedied.
Currently no new theory have proven more correct than the Standard Model, and some of
the most promising (i.e. Superstring theory, Loop Quantum Gravity) are still untestable
at the energies currently available at the worlds particle accelerators. As this thesis focuses
on physics at the LHC, I will only be discussing theories testable at the low-TeV scale.

3Unification scale. The energies required for unification are equivalent to those at 10−39 seconds
after Big Bang, where the temperature was about 1028 K [38].
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Figure 5: Evolution of the inverse of the three coupling constants in the Standard Model (left)
and in the supersymmetric extension of the SM (MSSM) (right). Only in the latter case unifica-
tion is obtained. The SUSY particles are assumed to contribute only above the effective SUSY
scale MSUSY of about 1 TeV, which causes a change in the slope in the evolution of couplings.
The thickness of the lines represents the error in the coupling constants [15].

where αGUT = g2
5/4π. The first error originates from the uncertainty in the coupling constant,

while the second one is due to the uncertainty in the mass splittings between the SUSY particles.
The χ2 distributions of MSUSY and MGUT are shown in Fig.6 [15], where

χ2 =
3∑

i=1

(α−1
i − α−1

GUT )2

σ2
i

. (2.10)
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Figure 6: The χ2 distributions of MSUSY and MGUT

12

Figure 1.1: The running coupling constants. αi, (i = 1, 2, 3) represents EM, Weak and
Strong couplings respectively. The Standard model couplings (left) converges but do not
seem meet and unify at the same point. In supersymmetry (right, MSSM in this example,
see chapter 2.2) it is expected that the three couplings merge at some energy defining the
SUSY scale [26].

Relative
strength

Force Carrier (at 10−15m) Range

Strong force g 1 10−15m
Electromagnetic γ 10−2 long range
Weak force W±, Z0 10−13 < 10−18m
Gravitational Space time 10−38 infinite

geometry

Table 1.3: The relative strength of the fundamental forces.



2

Theories beyond the Standard Model

The popular description of high energy physics is that as the energy increases we move
closer to the starting point of the universe in terms of energy-density. An observation
in that regard is that physics seems to simplify as we get closer to t0. The electro-weak
unification is such a phenomenon, where at high energy electro-magnetism and the weak
force unifies into a single super-force. The complication is that in reality, we observe two
distinct forces, at the energy scale observed in our everyday life. So the overall symmetry
must be broken by some mechanism (leading to the construction of the Higgs mechanism
by spontaneous symmetry breaking).

Historically the physical understanding of the Universe have entered into a new ‘era’
at every unification of two major ideas (fig. 2.1); the earthly and the heavenly movements
[27, 37], the electric and the magnetic forces [35], space, time, matter and energy [14]
and the weak forces and electromagnetism [43]. Given these past successes, the next
step would be the unification of the strong and the weak forces intro a Grand Unified
Theory (GUT), and lastly the unification of all forces, including gravity, into a Theory of
Everything (TOE).

While no such unification is guaranteed to be possible, it is nevertheless an idea of
some ‘beauty’ in the mathematical sense, and it seems only reasonable to assume that if
we observe a system at an advanced evolutionary stage1, it should simplify asymptotically
the further back in time we observe. If the Universe would fold back into a simple state
with one ‘proto-force’ as the initial condition, the physical intuition of many theorists
would be well founded.

2.1 The Hierarchy problem revisited

In the quest for unification, the hierarchy problem constitutes a barrier on the Standard
Model description, it has therefore motivated many new theories, which can be divided
into three overall themes:

1. One solution to the hierarchy problem is found in supersymmetrical models, where
the Standard Model fermions receives a boson ‘super’-partner, and the bosons re-
ceives a fermionic partner. In such a model the quadratic fermion loops would cancel
the scalar loop divergences [26].

1The Universe have been ‘evolving’ over roughly 4.32× 1017 seconds, and the unification between the
electromagnetic and the weak force broke after only 10−12 seconds.

9
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Figure 2.1: Unifications in physics.

– 4–

Table 1: The fields of the MSSM and their
SU(3)×SU(2)×U(1) quantum numbers are listed.
Only one generation of quarks and leptons is ex-
hibited. For each lepton, quark, and Higgs super-
multiplet, there is a corresponding anti-particle
multiplet of charge-conjugated fermions and their
associated scalar partners.

Field Content of the MSSM

Super- Boson Fermionic

Multiplets Fields Partners SU(3) SU(2) U(1)

gluon/gluino g g̃ 8 1 0

gauge/ W± , W 0 W̃± , W̃ 0 1 3 0

gaugino B B̃ 1 1 0

slepton/ (ν̃, ẽ−)L (ν, e−)L 1 2 −1

lepton ẽ−
R e−

R 1 1 −2

squark/ (ũL, d̃L) (u, d)L 3 2 1/3

quark ũR uR 3 1 4/3

d̃R dR 3 1 −2/3

Higgs/ (H0
d , H−

d ) (H̃0
d , H̃−

d ) 1 2 −1

higgsino (H+
u , H0

u) (H̃+
u , H̃0

u) 1 2 1

sector of the MSSM constitutes the minimal structure needed to

guarantee the cancellation of anomalies from the introduction of

the higgsino superpartners. Moreover, without a second Higgs

doublet, one cannot generate mass for both “up”-type and

“down”-type quarks (and charged leptons) in a way consistent

with the supersymmetry [21–23].

A general supersymmetric Lagrangian is determined by

three functions of the superfields (composed of the fields of

the super-multiplets): the superpotential, the Kähler potential,

and the gauge kinetic-energy function [5]. For renormalizable

globally supersymmetric theories, minimal forms for the lat-

ter two functions are required in order to generate canonical

kinetic energy terms for all the fields. A renormalizable su-

perpotential, which is at most cubic in the superfields, yields

supersymmetric Yukawa couplings and mass terms. A combi-

nation of gauge invariance and supersymmetry produces cou-

plings of gaugino fields to matter (or Higgs) fields and their

July 30, 2010 14:34

Table 2.1: MSSM. All superpartners are marked by a tilde (source [16, p. 1293]).

2. Another solution could be to require a composite Higgs particle [20], where the
substructure is defined at a new mass scale Λ. Any virtual process coupling to the
Higgs boson would in that case be unable to have a virtual momentum above Λ. At
energies above Λ the Higgs particle would then be described by it constituents. If
Λ ≤ O(1 TeV) we would have agreement with the observed Z and W masses.

3. A recent development [2] solves the hierarchy problem by introducing extra spatial
dimensions. By allowing gravity to propagate in more than 3 + 1 dimensions, the
Planck scale would move down, and at the right number of extra (finite sized)
dimensions the Planck scale would approach the observed electro-weak scale.
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Figure 46: Higgs Candidate for 114 GeV/c2

where Vtree is given by eq.(5.16) and in the one-loop order

∆V1loop =
∑

k

1

64π2
(−1)Jk(2Jk + 1)ckm4

k

(
log

m2
k

Q2
− 3

2

)
. (7.7)

Here the sum is taken over all the particles in the loop, Jk is the spin and mk is the field
dependent mass of a particle at the scale Q.

The main contribution comes from the diagrams shown in Fig.47. These radiative corrections

Figure 47: Corrections to the Higgs boson self-energy from the top(stop) loops

65

Figure 2.2: Higgs boson self-energy cancelation by particle-sparticle loops (illustrated by
a top and stop loop).

2.2 Supersymmetry

A concept that promises to solve many of the problems mentioned in the previous section,
especially the hierarchy problem, is called supersymmetry (SUSY). In the Standard Model,
forces and matter particles are differentiated by their spin content. Forces carries integer
spin, and obey Bose-statistics, while matter carries half-integer spin obey fermi-statistics.
Supersymmetry breaks with this matter-force distinction by introducing a mirror-particle
of opposite spin to each boson and fermion in the Standard Model.

Supersymmetry is the only non-trivial expansion of the Poincaré symmetry group2,
it is realised by introducing fermionic generators rather than the bosonic generators of
the Standard Model [9]. A bosonic generator transforms a bosonic (fermionic) state into
another bosonic (fermionic) state. A fermionic generator is on the contrary capable of
changing the spin of a given state by 1/2, transforming a bosonic state into a fermionic
state and vice versa,

Q|boson〉 = |fermion〉
Q|fermion〉 = |boson〉

The consequences of the new supersymmetric algebra are quite profound, and well
beyond the scope of this work, except for one central feature, the new fauna of particles.

With SUSY, every particle in the Standard Model will gain a ‘super-partner’. The
quarks and leptons will have corresponding scalar partners; squarks and sleptons. The
gauge bosons will have fermionic partners, gaugeinos, and the Higgs boson(s) will get
fermionic higgsinos. The SUSY particles are summarised in table 2.1.

The masses and quantum numbers of the new ‘sparticles’ should be the same as their
Standard Model partners, but no evidence of sparticles at the known Standard Model
mass points have been found. Rather than abandoning SUSY, theorists have introduced
the concept of ‘broken symmetries’, arguing that the mass scale of the supersymmetrical
particles can be higher than their Standard Model counterparts, under certain circum-
stances.

As mentioned in section 2.1, SUSY is capable of cancelling the one-loop contributions
to the Higgs by countering the quadratic terms. This is done by the introduced super-
partner of a given particle as illustrated with the top quark in figure 2.2.

2Consisting of Lorentz transformations, translations and rotation.



12 CHAPTER 2. THEORIES BEYOND THE STANDARD MODEL

Supersymmetrical extensions to the Standard Model

Supersymmetrical extensions of the Standard Model have been constructed in a variety
of ways. One of the simpler schemes is called Minimal Supersymmetric Standard Model
(MSSM) as it is the supersymmetrical representation of the Standard Model with the least
amount of additional fields. More complicated models can be constructed, but MSSM is
in general a popular choice as it simplifies the phenomenology to a manageable size.

Many of the working models being considered are derivatives of the MSSM, with
various SUSY breaking schemes. The mechanisms behind the symmetry breaking can
vary and I will refrain from deeper explanation (instead see [9]), except note that if SUSY
is to solve the Hierarchy Problem, its breaking scale most be close to O(1TeV).

R-parity

The new set of ‘sparticles’ having Standard Model charges, will lead to both lepton and
baryon number violations. One consequence would be rapid proton decay. The current
lower life-time limit for the proton is 6.6 × 1033 years [16], a clear indication that it is
all but rapid if unstable at all. Many SUSY models construct a global symmetry called
‘R-parity’,

R = (−1)3B+L+2s (2.1)

where L is the lepton number, B is the baryon number and s is the particle spin. R will
then be +1 for SM particles and −1 for SUSY sparticles.

R-parity conservation leads to at least one stable sparticle, namely the lightest of them
all. In most SUSY scenarios the lightest super symmetric particle (LSP) is the lightest
neutralino. The neutralino would be (largely) non-interacting as it traverses the detector,
only detectable indirectly via momentum conservation.

2.3 Long Lived Coloured Massive Particles and
split-supersymmetry

Many ‘theories beyond the Standard Model’, predict the existence of new long-lived
massive particles (LLMP) beyond the LSP. Constructing full detector response models for3.1 Supersymmetry 21

q̃

g̃

q

q̄

χ0
1

Figure 3.3: An illustration of a gluino decaying to a χ0
1 through a virtual squark. In a model where the

squark is extremely heavy and this is the only decay channel open for the gluino this decay is suppressed to
the point where the gluino may acquire even very long lifetimes.

The lifetime of the gluino in this picture (expressed as cτ) is approximately given by [HLMR04]

cτg̃ ≈ 2.4 × 109 m ×
( mS

109 GeV

)4
×

(
1 TeV

mg̃

)5

, (3.5)

where mS # 1 TeV is the SUSY breaking scale that may vary from 107 GeV up to the GUT
scale with 1012−13 GeV favoured for cosmological reasons. It is seen that it is in the context of
SSUSY by no means unreasonable to look for gluinos with lifetimes far in excess of cτ g̃ ∼ 10 m.
Cosmological bounds on τg̃ indicate that τg̃ ! 100 s for mg̃ " 500 GeV/c2 and τg̃ ! 106 years
for mg̃ ! 500 GeV/c2 [ADG+05]. Direct searches for long-lived gluinos performed with
Tevatron data puts a limit of mg̃ " 170 GeV/c2 on the mass of a long-lived gluino for the
case where only neutral hadrons are formed and where they remain neutral throughout the
detector. This is a conservative estimate as hadronic interactions are probable to occur as
will be described in parts II and IV. The limit is expected to be raised to mg̃ ≈ 430 GeV/c2

during the Tevatron Run II barring the occurrence of a signal [HLMR04].

Split supersymmetry does not allow for long lived squarks. In fact the high scale of mS rules
out the production of these particles at any collider. Other models do accommodate this
phenomenology, though. GMSB scenarios exist in which the gravitino is the LSP and the t̃
is the NLSP. The lifetime of the t̃ becomes [GR99]

cτt̃ = 0.1 mm ×
(

100 GeV

mt̃

)5

×
( mG̃

2.4 eV

)
, (3.6)

where mG̃ is related to the SUSY breaking scale as shown in equation (3.4). Models have
also been proposed where SUSY breaking is obtained using a compactified extra dimension.
Extra-dimensional scenarios are treated in section 3.2 of this thesis. In the context of SUSY
we just observe that the t̃ turns out to be the LSP in large parts of the possible parameter
space.

From the above it is seen that supersymmetry in its various incarnations seem to supply the
possibility for the existence of very heavy coloured particles with long lifetimes. These may
be gluinos carrying colour octet charge or squarks carrying colour triplet charge as well as
electromagnetic charge.

3.1.5 Heavy Hadrons in SUSY

Whether the model containing long-lived heavy (s)partons is GMSB or SSUSY the point
remains that collider experiment events resulting in the creation of said partons will result in

Figure 2.3: Gluino decay to χ0
1 through a virtual squark.
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composition notation

R-mesons R = g̃qq̄, (q̃q̄) R+, R−, R0

R-baryons R = g̃qqq, (q̃qq) R++, R+, R−, R0

R-gluinoballs R = g̃g R0

Table 2.2: R-Hadrons. Gluino (squark) states. An exhaustive list of quark combinations
can be found in [28, p. 60].

each hypothesis would be unfeasible. Rather than attempting a model-complete LLMP
search, a representative ‘probe’ model have been chosen, the methodology described in
later chapters can be applied to other models predicting electrically charged (and possibly
coloured) long-lived massive particles with minor changes to the prior assumptions, but
any such attempt will not be discussed further.

Split-supersymmetry

The specific scenario investigated is called split-supersymmetry, as it split the supersym-
metry mass scale into a low and a high scale. The low scale containing gaugeinos and
higgsinos and a (very) high scale (mS � 10 TeV) supporting the scalar sfermion particles.

Because of the heavy sfermions, split-supersymmetry sacrifices MSSM’s ability to
cancel the quadratic corrections of the Higgs mass, and leaves the hierarchy problem
to some other fine-tuning effect.

In the split-SUSY scenario the gluino can only decay meditated by a virtual squark,
but given the large masses of the squarks, such a decay mode,

g̃ → q̃q → qq̄(q′) + χ0
i (χ
±
i ) (2.2)

is highly suppressed (see fig. 2.3). Even if the gluino is not the LSP, it will still be
long-lived due this suppression.

Because of the high mass scale mS in split-supersymmetry, the production of long-
lived squarks is not (currently) possible at accelerators, but other scenarios predict the
possibility of long-lived squarks, that could exhibit the same phenomenological features
as long lived gluinos, namely colour charge.

R-Hadrons

Given the colour charge of gluinos (colour-octet C8) and squarks (colour-triplet C3),
they will hadronise into bound states formed by the sparticle and a light quark system
(LQS). Such composite states can be either electrically charged or neutral, given the
quark composition [28]. These bound states are referred to as R-Hadrons, as the R-parity
prevents direct decay to quarks or gluons, and the high mass scale suppresses the decay to
squarks, keeping the bound state stabilised. The various bound states are noted in table
2.2. The term ‘R-Hadron’ is also commonly used to describe coloured massive particles
with similar behaviour in non-SUSY models.



14 CHAPTER 2. THEORIES BEYOND THE STANDARD MODEL

104 106 108 1010 1012 101410-20

10-13

10-6

10

108

1015

mS HGeV�c2L

Τ
g�

Hs
ec

L

mg� = 5 TeV�c2

mg� = 2 TeV�c2

mg� = 1 TeV�c2

mg� = 0.5 TeV�c2

mg� = 0.25 TeV�c2

Age of the Universe

Figure 2.4: Lifetime of gluinos in Split-SUSY as a function of the mass scale mS , described
by equation 2.3.

The light quark system in R-Hadrons give rise to a rich set of interactions within the
detector material, as both electromagnetic and nuclear interaction can occur, as will be
described in the next chapters.

Cosmological implications and current limits

The lifetime of these long lived particles have potential implications for cosmology, as they
would have been produced in the early universe. Depending on the lifetime, the relic long
lived particles produced in the beginning of the universe would affect the mass-energy
density, and hence the expansion of the universe as a whole. If the particles decayed
after some relatively short time, it might contribute to unobserved changes to the cosmic
microwave background.

The lifetime of gluinos in the split-supersymmetry model is largely dependent on the
difference between the two mass scales. The lifetime can be approximated by [24],

τg̃ ≈ 4×
( mS

109 GeV

)4
×
(

1 TeV

mg̃

)5

s. (2.3)

As illustrated in figure 2.4, the lifetime could be anything between picoseconds and the
age of the universe.

While other types of long lived massive particles could be dark matter candidates, it is
unlikely electrically or strongly charged objects such as R-Hadrons, based on cosmological
arguments [18]. Also values of mS > 1012 GeV are ruled out as the decay of the
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gluinos would cause unobserved distortions in the CMB. Gluinos with short lifetimes
will additionally cause nuclear synthesis of the light elements to be distorted. A rough
constraint based on these arguments have been found, if mg̃ < 300 GeV then the high
mass scale must be mS < 1012 GeV, and if mg̃ > 300 GeV then mS < 1010 GeV.





3

R-Hadron production at hadron colliders

The centre of mass energy at the LHC allow searches for LLMPs with masses in excess of
several TeV. As the LHC is a hadron collider, the coloured gluinos could be produced in
fair amounts (see fig. 3.4).

3.1 Parton distribution functions and physics at hadron
colliders

Hadrons colliders like the LHC are complicated environments, as the colliding objects
are nuclei rather than elementary particles, resembling more a bag of mixed objects than
point particles. Figure 3.2 illustrate the interaction between two protons. i and j are the
interacting partons, either gluons or quarks. fi,j(x1,2) are the Parton Density Functions
(PDF) and x is the fraction of the hadron momentum,

xi,j =
Ppartoni,j

Phadron
(3.1)

carried by the parton i, j. The effective energy available in a collision is then Ê = xixjs,
where s is the centre of mass energy. The effective energy available to form new processes
is thus always lower than the centre of mass energy in hadron colliders.

σ̂i,j is the partonic cross section of the process we are interested in studying. The
penetration into the nucleus requires the transverse momentum carried by the nuclei to
be larger than the binding energy (PT � ΛQCD) [22]. In the collision, the partons inside
the nuclei are considered ‘free’, in such a way that the cross section of interaction is defined
as the probability of some constituent of one proton hitting some constituent in the other
proton independently of the internal structure.

At the highly relativistic energies attainable at the LHC, the effective parton content
is no longer dominated by the valance quarks in the proton (p = u, u, d) but also sea
quarks and radiated gluons. The probability of observing a specific parton in the proton
is described by the probability density function fi(x) where i is the specific parton. Parton
density functions are parameterisations of experimental data, as QCD is not perturbatively
calculable at this mass scale.

Numerous PDF models exist. The predominantly used is called CTEQ (The Coor-
dinated Theoretical-Experimental Project on QCD) [36], in order to better understand
the implications of a given PDF implementation on the theoretical prediction, a compari-
son with another model called MSTW (Martin-Stirling-Thorne-Watt Parton Distribution

17
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Figure 3.1: MSTW 2008 Parton Distribution Function.

The basic picture of a pp̄, pp → X high energy process is . . .

X

f (x )

fj(x )2

p

p,p

i 1
i

j

!ij

where the short and long distance part of the QCD interactions can be

factorized and the cross section for pp, pp̄ → X can be calculated as:

dσ(pp, pp̄ → X) =
∑

ij

∫
dx1dx2fi

p(x1, µF )fj
p,p̄(x2, µF )dσ̂(ij → X, x1, x2, Q

2, µF )

−→ ij → quarks or gluons (partons)

−→ fi
p(x), fi

p,p̄(x): Parton Distributions Functions (PDF)

(x → fraction of hadron momentum carried by parton i)

−→ dσ̂(ij → X): partonic cross section

−→ µF : factorization scale.

−→ Q2: hard scattering scale.

Figure 3.2: Parton interaction in proton-proton collisions.

Functions) [34] has been done as well. Both are used at Next-to-Leading Order (NLO)
levels.

Because the constituent partons are free to interact during collisions, clean interactions
of just one set of partons are seldom seen. There is always a high probability of additional
interactions taking place, leading to Initial-State Radiation (ISR), polluting the event
topology.
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Figure 3.3: Gluino production at hadron colliders.

3.2 R-Hadron production

R-Hadrons will predominantly be produced in pairs at the LHC [18],

a+ b→ Xc +Xd (3.2)

where Xc and Xd could be a combination of new exotic states (i.e. gluinos and/or squarks).
The production rate of these particles can be ‘decoupled’ from their decay-rates, by some
suppression mechanism, like the split-SUSY example in section 2.3. This can lead to
higher production rates than assumed for the currently known conservation laws.

In scenarios without R-parity single particle production might not be ruled out, but
it must be extremely rare, as it production cross section is related to its decay width,

σ(a+ b→ X) ∝ Γ(X → a+ b) (3.3)

If the particle is to survive throughout the detector while having a large mass, its produc-
tion yield will be negligible.

At a hadron collider, the LO interactions leading to gluino states are,

qi + q̄i → g̃ + g̃ (3.4)

g + g → g̃ + g̃ (3.5)

With the corresponding Feynman diagrams shown in fig. 3.3.
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Figure 3.4: Cross sections for gluinos at various mass hypotheses between 100 GeV and
1000 GeV calculated with Prospino, utilising the MSTW 2008 and the CTEQ 6.6 PDFs.

3.3 Cross sections

A model-agnostic search for generic LLMPs is as mentioned in the preceding chapter the
main motivation behind this analysis. In such a scenario we cannot compare with theory,
only place an upper limit (or claim discovery of “something new”) based on comparison
between the expected background events, and the observed events. With a specific theory
we are able to place exclusion limits as well, by comparing the observed data to both
the expected background but also the expected signal. In the case of Split-SUSY, I have
calculated the production cross sections for gluinos at current LHC energies (

√
s = 7 TeV)

using Prospino [6]. The Prospino application is used to calculate NLO cross sections
of supersymmetric particles at hadron colliders. Figure 3.4 show the cross sections for
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gluinos at various mass hypotheses between 100 GeV and 1000 GeV, where the high mass
scale is set to mS = 10 TeV. The use of NLO calculations in this scenario as opposed to
leading order (LO), results in a slightly higher cross section estimate.

3.4 Event topologies

The basic assumption is that the event topology resembles two massive particles pro-
duced back-to-back. This is unlikely to be the full picture, as higher-order perturbative
calculations allows for the inclusion of further partons doing collision,

a+ b→ Xc +Xd + additional partons (3.6)

Figure 3.5 illustrates the creation of initial-state radiation and final-state radiation
(FSR). While both ISR and FSR is possible, FSR will be highly suppressed by the mass
of the Xc,d particles. ISR can pose a series of challenges to the analysis, as it allow
for further jets in the event. These ISR induced jets eliminate the assumption that the
transverse momenta of the two LLMPs is opposite. Another challenges arising from the
additional jets, is ‘noise’ in the calorimeter, potentially affecting particle identification by
the method described in later chapters.

Fig. 7. Top: examples of production of squarks (top left), gluinos (top center) and heavy
leptons (top right) in hadron-hadron colliders. Bottom: examples of production of squarks
(bottom left), gluinos (bottom center) and heavy leptons (bottom right) in e+e−-colliders.
Examples of ISR and FSR are displayed.

to light particles. Thus ISR dominates. The main experimental consequences of ISR
is that the XcXd pair is produced in association with a number of further jets, and
that Xc and Xd do not have opposite and compensating transverse momenta, as
they do in the LO picture. This p⊥ imbalance is in itself a revealing observable,
especially when the Xi are not directly detectable. On the other hand, the activity
of the additional jets, and of the underlying event, may be a nuisance for some
studies. Jets from FSR could be important, as will be discussed in the following
section.

The kinematics of heavy particles produced in collisions can be studied with the
help of several programs. The two general-purpose generators PYTHIA [208] and
HERWIG [209, 210] are traditionally used to study physics within and beyond the
Standard Model. They are mainly based on leading-order matrix elements, but in
a few cases also NLO matching is available. Their strength is that they provide
complete event topologies, such as they could be observed in a detector, includ-
ing descriptions of parton showers, underlying events, and hadronisation. Many
of these aspects are handled in different fashions in the two programs, e.g. with
respect to the choice of shower evolution variables or hadronisation schemes, but
they tend to give similar results. They have both been supplemented with routines
to handle hadronisation into SMPs, as will be described in the next subsection.
Other general-purpose generators, but currently without hadronisation into SMPs,
are ISAJET [44] and SHERPA [211].

Many other programs provide matrix elements to LO or NLO. A comprehensive
survey is given in the “Les Houches Guidebook” [212], while dedicated BSM tools
descriptions and an online repository can be found in [15, 16]. Examples of pro-
grams that can calculate arbitrary LO processes, once the Feynman rules have been
encoded, are MADGRAPH/SMADGRAPH [213–215] and COMPHEP/CALCHEP
[216,217]. Examples of programs that contain NLOmatrix elements are PROSPINO
[218] for SUSY particle production and SDECAY [219] for SUSY decays. In UED,
production cross sections for gluon and quark KK excitations at hadron colliders
have been calculated [66] and are available as an extension [75] of the PYTHIA

35

Figure 3.5: Initial and Final state radiation in gluino processes at hadron colliders.

3.5 Detection methods

The possibility of direct detection make searches for R-Hadrons distinct from other ‘new
physics’ searches. Detectors at LHC and other colliders have been designed to discriminate
standard model particles at the best possible resolution. Since R-Hadrons tend to be slow
moving due to kinematic constraints, they distinguish themselves from other particles by
not moving near light speed. Time of flight is thous an excellent method of observing R-
Hadrons. Because the amount of ionisation as charged particles traverses matter, increases
at low velocity, we also see a distinct energy deposition. Another characteristic effect is
penetration. Like muons, R-Hadrons, because of their large energies are not expected
to be stopped by the calorimeters, but propagate out of the detector. Lastly, nuclear
interactions with the detector material can change the electric charge of the light quark



22 CHAPTER 3. R-HADRON PRODUCTION AT HADRON COLLIDERS

system. Neutral R-Hadrons would cause a large amount of missing energy, but even R-
Hadrons charged in some sub detectors and neutral in others will cause a distinct signature
bot accounted for in the traditional detection scenario in ATLAS.

Environments like the LHC are built to sustain very high interaction rates, with
detectors roughly 10 m in radius, and millions of collisions per second, the trigger system
must be very fast. This is possible due to the assumption that particles always move very
close to light speed1. Slow moving particles can potentially be difficult to trigger on, if
they arrive out of time at the trigger stations, leaving the online reconstruction unable to
match the trigger signal to the correct event. This is specifically a problem if the muon
system is used for R-Hadron searches, as it is placed outermost and it takes 25 ns to
reach the trigger station.

1Secondly by allowing events to overlap.
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The Large Hadron Collider

The Large Hadron Collider (LHC) is a proton-proton collider located at CERN close
to Geneva (Switzerland). The collider is placed in the old LEP tunnel, 26.7 km in
circumference. The design energy of the LHC is 7 TeV per beam, and the nominal
instantaneous luminosity is on the order of 1034 cm−2 s−1. The LHC began operation in
2008, but due to an accident the first usable data where not delivered before november
2009, at 450 GeV beam energies. The proton run of 2010 ended in november, after
accumulating roughly 45 pb−1 of integrated luminosity at a beam energy of 3.5 TeV. The
search conducted in this thesis is based on a subset of the available 2010 data.

4.1 The CERN Facility

CERN is one of the largest laboratories dedicated to the study of fundamental science
on the planet. It was conceived by the ‘Conseil Européen pour la Recherche Nucléaire’
(CERN) in the early fifties. The science conducted at CERN centres around the accelera-
tor facilities that together forms an ‘energy-ladder’ delivering charged particles at energies
ranging from 1.4GeV to 7TeV.

The LHC is the last part in a long chain of gradually more energetic accelerators
(figure 4.1). During proton runs, hydrogen is ionised, than accelerated to 50 MeV by
a linear accelerator (Linac 21). The protons are then fed to the Proton Synchrotron
Booster (PSB) accelerating the particles to 1.4 GeV. The particles are then injected
into the Proton Synchrotron (PS) where they reach 25 GeV before ejection to the Super
Proton Synchrotron (SPS), the second largest accelerator at CERN with a circumference
of 6.9 km. The SPS accelerates the protons to 450 GeV before injection into the LHC. The
remaining elements presented in figure 4.1 are related to other experiments, and heavy
ion operation at the LHC.

4.2 The Large Hadron Collider

The LHC is a high energy, high luminosity collider, aimed at discovering new physics. The
principal ‘modus operandi’ is delivering as high a luminosity as possible, expanding the
statistical reach to very rare events, while delivering as high an energy as possible, enabling
the production of rare physics at higher probability. Protons are selected as collision
objects to enable both factors. The use of protons rather than electrons enables a higher

1Linac 4 is currently under construction and is planned to replace Linac 2 around 2013
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Figure 4.1: CERN Accelerator complex.

collision energy by avoiding large energy losses by synchrotron radiation. The choice of
proton-proton instead of proton-anti-proton collisions is due to the limited production
capability of anti-protons.

Architectural Overview

The LHC is built to fit into the preexisting LEP (Large Electron-Positron Collider) tunnel.
The dimensions of the previous accelerator have been the primary limiting factor in the
design of the LHC. The internal diameter of the LEP tunnel is 3.7 m, leaving little space
for two separate proton rings. Instead the LHC is designed as a two-in-one accelerator
where two beam pipes share a common cryostat.

The luminosity of a specific event type is given by,

Nevent = Lσevent, (4.1)

Where σevent is the cross section of the specific event type and L is the machine luminosity.
The luminosity is given by

L =
N2
b nbfrevγr
4πεnβ∗

F, (4.2)
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Nominal (late) 2010 Run

Bunch population Nb = 1.15× 1011 Nb ≥ 1.15× 1011

Colliding bunch pairs nbb = 2808 nbb = 348
Number of bunches per beam nb = 2808 nb = 368
Revolution frequency frev = 11245 Hz frev = 11245 Hz
Beam energy E = 7, 000 GeV 3, 500 GeV
Beta function at collision β∗ = 0.55 m β∗ = 3.5 m
Normalised transverse emittance εn = 3.75× 10−6 m εn = 3.75× 10−6 m
Full crossing angle α = 285 µrad α = 100 µrad
Lorentz factor γr = 7463 γr = 3731
Luminosity per bunch pair Lbb = 3.599× 1030 Hz/cm2 Lbb = 3.274× 1029 Hz/cm2

Average number of processes per crossing µ = 25.60 µ = 2.33
Luminosity (all bunches) L = 1.011× 1034 Hz/cm2 L = 1.139× 1032 Hz/cm2

Stored beam energy Estored = 361.7 MJ Estored = 23.5 MJ

Table 4.1: LHC parameters at nominal operation and during the commissioning in 2010.
(Ref. [17]).

where Nb is the number of particles per bunch, nb is the number of bunches per beam,
frev the revolution frequency, γr is the relativistic gamma factor, εn is the transverse beam
emittance, β∗ is the beta function at the collision point and F is is a geometrical reduction
factor due to the introduced crossing angle at the interaction points.

The luminosity goal is L = 1034cm−2 s−1, with nb = 2808 bunches of Nb = 1.15× 1011

protons. The particle energy is mainly limited by the magnetic field of the bending solenoid
keeping the beam in a circular orbit. The magnets can produce a magnetic dipole field
of 8.33 T, required at a beam energy of 7 TeV. The specific parameters for LHC at at
current and nominal operation is summarised in table 4.1.
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5

The ATLAS experiment

ATLAS or ‘A Toroidal LHC ApparatuS’, is the name of a general purpose particle detector,
constructed by a collaboration that currently numbers more than 3000 physicists from 38
countries to study a wide range of possible phenomena.

ATLAS together with its sister experiment CMS1 are built to search for new physics
at the energies available at the LHC. One of the driving design choices behind ATLAS is
the search for the Higgs boson.

The minimal energy resolution, is designed to detect a narrow width of a low mass
Higgs (mH < 2mZ). The LHC being a proton collider also puts specific requirements
on the calorimeter systems, and the high production energies requires a strong magnetic
field to bend the tracks of the resulting high-pT particles, for momentum and charge
measurements. The high luminosity of the LHC also puts strong bounds on the restitution
rate of the detectors. At nominal luminosity roughly 109 inelastic collisions take place per
second. Separating overlapping events, also requires good tracking. As mentioned in the
earlier chapters, a likely SUSY signature will be missing energy (Emiss

T
) from a weakly

interacting LSP. Extensive coverage of the calorimeter systems are thus needed in order
to provide a precise estimate of the missing energy from neutrinos or new types of particles
escaping the detector undetected. The physical dimensions of the detector is motivated by
the collision energies, as more material is required to stop highly energetic particles. The
choice of a denser detector is also possible, but in that case the magnetic field must be
correspondingly stronger if one is to acquire a momentum measurement as well. ATLAS
compared to CMS is constructed as a physically larger but lighter detector, but both
strategies are in use at the LHC.

Unless explicitly stated the source of the information in this chapter is [1].

5.1 Overview

The ATLAS experiment is divided into an onion-like structure of sub-detectors within
each other. The inner-most detectors are responsible for tracking and momentum recon-
struction. The intermediate calorimeters measures the total energy of all particles except
neutrinos and muons. The outermost layer is the muon spectrometer, discriminating
muons from other particles, while improving their momentum determination.

1The Compact Muon Solenoid detector (CMS).

29
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5.2 Geometry and definitions

ATLAS is cylindrical, weighs 7, 000 tonne and is 44 m long and 25 m high. It is positioned
at ‘Point 1’ the interaction point closest to the Meyrin site. In the following discussions, a
right-handed cartesian coordinate system is defined by placing the origin at the interaction
point (I.P.) in the middle of the detector. the z-axis is defined along the beam-pipe, the
y-axis points vertically upwards and the x−axis points towards the centre of the LHC
(roughy north from Point 1). Customarily a cylinder coordinate system is used as well,
where R is the radial vector from interaction point and out, with an azimuthal angle
−π < φ < π and a polar angle 0 < θ < π.

The initial momentum of the colliding partons in a hadron collision is effectively
unknown (see section 3.1), but the transverse component is on the other hand well
defined, consequently it is customary to express certain values in term of their transverse
component, such as transverse energy, momentum and missing energy:

pT =
√
p2
x + p2

y = p sin θ, (5.1)

ET =
√
m2 + p2

T cosh η, (5.2)

EmissT = −
∑

i

pT (i). (5.3)

The polar angle (θ) can be expressed in pseudo-rapidity, η, by:

η = − log

(
tan

θ

2

)
, (5.4)

Figure 5.1: The ATLAS experiment.
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Figure 5.2: Cut-away of the inner detector.

where η is an approximation of the rapidity y = 1
2 ln [(E + pz) / (E − pz)], for highly

relativistic particles. Rapidity transforms additively under boosts in the z direction.
Distances in the azimuthal - pseudo-rapidity plane are defined as,

∆R =

√
(∆η)2 + (∆φ)2. (5.5)

5.3 The Inner Detector

The inner detector is constructed to provide precise tracking capabilities: momentum
reconstruction and vertex measurements as well as patten recognition. The inner detector
is comprised of three independent systems that all provide excellent tracking, but using
different technologies. The first two systems are silicon based, with a pixel tracker closest
to the beam-pipe and a silicon-strip detector adjacent to the pixel tracker. The last system
is a straw-tube tracker, with transition radiation capability for electron identification. In
figure 5.2 the inner detector barrel and end-cap systems are visible.

The high collision rate expected at nominal LHC running causes the inner detector to
be subjected to large doses of radiation. Radiation has therefore been a major concern
in the design of the inner detector. The silicon detectors are cooled to around −10 ◦C to
minimise dark current noise as radiation builds up in the detection material. Even so, the
innermost layer of the pixel tracker is expected to be replaced after three years at nominal
luminosity. The straw-tube detector in intrinsically radiation resilient, as the cycling of
the gas mixture minimises charge build-up.

The material budget of the inner detector is kept as small as possible, to avoid excessive
energy deposition as particles traverses the trackers, causing miss reconstruction of the



32 CHAPTER 5. THE ATLAS EXPERIMENT

|η|
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

) 0
Ra

di
at

io
n 

le
ng

th
 (X

0

0.5

1

1.5

2

2.5

|η|
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

) 0
Ra

di
at

io
n 

le
ng

th
 (X

0

0.5

1

1.5

2

2.5
Services
TRT
SCT
Pixel
Beam-pipe

Figure 5.3: Inter detector material budget in radiation lengths X0.

track trajectory, momentum and overall energy content, as the energy is deposited outside
the calorimeters. Nevertheless photon conversion and energy loss from electrons due to
bremsstrahlung is still quite high. The material distribution in the inner detector is
illustrated in figure 5.3.

5.4 The Pixel detector

The inner most tracker is a silicon pixel detector, with high radiation resilience and
resolution. The detector consists of 1744 modules (fig. 5.4) each with a detection area of
63× 19 mm2 and a thickness of 250 µm. The sensors have 46080 active pixels each.

The modules are placed in three layers around the beam pipe in the barrel region
(|η| < 1.7), and three vertical disks at high pseudo-rapidity (1.7 < |η| < 2.5) on each side
of the barrel. The total number of channels are thus 80.4× 106.

Spatial resolution for a single module is 10(R− φ) 115(z) µm

dE/dx estimation in the pixel detector

Please refer to section 7.1, for a detailed introduction to energy loss dE/dx. When
triggered by an event, the pixel detector is requested an array of hits in the detector. This
vector contains the physical coordinates, and a Time-over-Threshold (ToT) value. The
ToT value is calculated by subtracting the trailing edge (TE) from the leading edge (LE).
The threshold itself is defined by a voltage discriminator, and the counting cycle must
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Figure 5.4: Pixel detector element.

occur within a time-frame set by the latency of the trigger system, figure 5.5 illustrates
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Figure 5.5: Time over Threshold definition.

The ToT value is calibrated in such a way that it respond with a value of 30 for a
Minimum Ionising Particle (MIP) traversing the sensor pixel perpendicularly. The ToT
is set to overflow at 255 limiting the maximum charge collected to 8.5 MIPs. Test beam
studies with controlled charge injection into the pixel detector show a good linear relation-
ship between charge deposition and Time-over-Threshold (ToT) response, as illustrated
in figure 5.6.

The charged deposited by a particle crossing the pixel detector is rarely confined to a
single pixel, and neighbouring pixels are clustered together based on the energy deposition
gradient around the track. The charge of a cluster is calculated by summing the pixel
charges after calibration corrections.

A series of quality cuts are applied to the clusters, to ensure a sensible dE/dx estimate.
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Figure 5.6: Time over Threshold vs collected charge in the Pixel tracker. Notice the linear
relationship.

Specifically the physical location in the detector is of importance, as including the edges
and gaps would lead to an unknown dx component, as the amount of material available for
charge collection would not correspond to the global mean material thickness in the pixel
detector. After quality cuts, the fraction of surviving clusters is ∼ 91% of the original
measured.

dE/dx

The pixel dE/dx is determined by dividing each cluster on the track with the path length,
estimated by the geometry and the track trajectory. For a given track multiple clusters
can be available, one in each detector layer. To reduce the Landau tails, coming from
charge collection fluctuations, the measured dE/dx values are combined by truncation of
the mean. The truncation scheme chosen removes the highest charged cluster for tracks
with 2,3 or 4 good clusters. In case of 5 clusters, the two clusters with the largest charges
are removed. Tracks with only one good cluster are discarded. The resulting dE/dx value
is calibrated2 such that a MIP deposits 1.24 MeVg−1cm2 as shown in figure 5.7.

The resulting dE/dx estimation tool have been validated on real data, for low momenta
Standard Model particles. Figure 5.8 show the different bands from pions, kaons, protons
and deuterons.

2By calibrated it is meant that the detector material properties are ‘back-propagated’ into the dE/dx
estimation tool, rather than derived from first principle.
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Figure 5.7: Pixel Tracker dE/dx after truncation.

The dE/dx variable is part of the Track Parameter information available at Analysis
Object Definition (AOD) level (sec. 5.10) for each track after reconstruction, and is thus
easy to use. The downside is that the hit information is being skimmed, making error
propagation impossible for this estimator.

5.5 The SCT

The Semiconductor Tracker is a silicon strip detector with two slightly rotated detector
surfaces per module. In total 4088 modules are used, creating a hermetic coverage of the
interaction point with at least four space-point measurements for each track. The strip
pitch of the barrel modules is 80 µm and the end-cap varies between 56.9 and 94.2 µm.

Spatial resolution for a single module is 17 µm in (R− φ) and 580 µm in (z).

5.6 The Transition Radiation Tracker

The Transition Radiation Tracker (TRT) consists of densely packed proportional chambers
in the form of straws, embedded in a a radiator material of fibres and foils that enhances
the probability of transition radiation as highly relativistic particles traverses the material.
The emitted transition radiation is mostly soft x-ray photons (∼ 5 keV). The straw
detectors are filled with a gas mixture optimised at absorbing these photons, leading to
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Figure 5.8: Pixel dE/dx vs. momentum. Bands from pions, kaons, protons and their
anti-particles are visible as well as deuterons. The cut-off at low momentum is due to the
tracking algorithm.

increased energy deposition. The transition radiation signature is a powerful PID tool for
pion-electron discrimination at typical particle momenta for the LHC.

Each straw is 2 mm in radius, and is made of mylar coated kapton. The inner surface of
the straws are coated with a 0.2 µm aluminium layer and serve as the cathode. The central
anode in each straw is a gold coated tungsten wire 31 µm thick. The straws are filled with
Xe (70%) CO2 (27%) O2 (3%), with Xenon instead of the cheaper Argon, customary used
in drift chambers as avalanche medium, to absorb the transition radiation.

The TRT totals 298, 304 (2 × 122880 end-cap, 52544 barrel) straws. A full ADC
readout of all channels has been deemed impractical. The larger charge deposition of a
transition radiating particle is instead recorded by introducing two thresholds, rather than
one during the digitalisation of the signal. The low threshold (LT) is set to trigger for
minimally ionising tracks (250 eV), and the high threshold (HT) is set at roughly 6 keV
(predominantly) triggering on transition radiating tracks [1].

The thresholds are readout in intervals of ∼ 3 ns, and the LT state is sampled 8 times
per bunch-crossing, and the HT once if the signal exceeds the HT within that time.

The resolution per straw is 140 µm (R− φ), and the average number of hits per track
is 35.
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Figure 5.9: The ATLAS calorimeter systems.

5.7 Calorimetry

ATLAS is equipped with an electromagnetic and a hadronic calorimeter system, located
between the inner detector and the muon spectrometer. The calorimeters cover a pseudo-
rapidity range of |η| < 5, and are constructed based on two types of sampling-calorimeter
technologies: Liquid Argon - lead (LAr-Pb) and scintillator - steel tiles (Tile).

The region with inner detector tracking (|η| < 2.5) is covered by a high precision
liquid argon electromagnetic calorimeter, constructed with a finely segmented accordion
geometry giving it good hermeticity, and high energy and position resolution, allowing
precise measurements of electrons, photons, as well as missing energy. The hadronic
calorimeter covering the barrel region (|η| < 1.7) is based on scintillator and steel tiles
interleaved, to allow the large area as much radiation depth as possible at low cost. In
pseudo-rapidity regions |η| > 1.5 the hadronic End-cap calorimeters extending to |η| < 3.2
uses Liquid argon like the electromagnetic barrel. Lastly a liquid argon based forward
calorimeter covers the pseudo-rapidity all the way out to |η| < 4.9.

The LAr-Pb technology has been chosen for its linearity and stability as well as its
radiation hardness, as the radiator material can be cycled without major interventions.
The LAr is operated at a temperature of 88 K and a pressure around 1.25 bar.

The required depth of the calorimeter stack is related to the typical energy available
in the collisions, to avoid particles escaping by punch-through the total depth of the
electromagnetic calorimeter in the barrel region is around 22 radiation lengths (X0) and
24 X0 in the end-caps. The hadronic calorimeter is 9.7 interaction lengths (λ) in the barrel
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Figure 5.10: Material budget of the ATLAS calorimeters.

region and 10 in the end-caps. The overall material budget can be found in figure 5.10.

The electromagnetic calorimeter

The EM calorimeter is comprised by a series of accordion shaped (fig. 5.12) lead absorbers,
with liquid argon in the crevices. A strong electric field is applied effectively turning the
detector into a drift chamber. By using a liquid rather than plastic scintillators, the
detector can be flushed when the detection medium is too ionised, making the detector
very radiation resilient.

The accordion geometry of the EM barrel (fig. 5.11) is chosen to provided full
coverage in φ without introducing artificial overlap or cracks for read-out electronics.
The design also result in a very uniform resolution as a function of φ. The calorimeter
cells are segmented in η to provide a uniform energy deposition as a function of pseudo-
rapidity. The EM barrel is further divided into four layers (including the Presampler),
with decreasing η resolution as a function of R. An exhaustive listing of coverage and
granularity can be found in table 5.1, last in this chapter.

The total calorimetric depth is roughly constant in η, with the barrel region (0 < |η| <
2.5) segmented into three layers in R, but two layers in the end-cap region (2.5 < |η| < 3.2),
as well as the overlap region between the end-caps and the barrel (1.375 < |η| < 1.475).

The energy resolution3, as determined by test-beam studies of the barrel calorimeter

3The energy resolution have been estimated by test beam studies for electrons and pions, before
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Fig. 1. Accordion structure of the barrel. The top figure is
the transverse view of a small sector of the barrel calorime-
ter. Honeycomb spacers, in the liquid argon gap, position the
electrodes between the lead absorber plates.

cordion geometry (see Figure 1) avoids readout cracks be-25

tween calorimeter modules, thus also providing good uni-26

formity.27

In order to equalize the gains of different calorime-28

ter channels, a calibration procedure involving electronic29

charge injection is used. This is however not sensitive to30

intrinsic characteristics of the ionization gaps in the liquid31

argon (LAr) system, such as variations in gap sizes and32

LAr temperature changes. Such non-uniformities can be33

measured from the ionization signals created by charged34

particles. The calorimeter energy response to this ioniza-35

tion is not the best quantity for this purpose, because it36

requires a knowledge of the energy of the incoming par-37

ticle. However the LAr drift time, which can be obtained38

from the signal pulse shape resulting from ionizing parti-39

cles that deposit sufficient energy above the intrinsic noise40

level in a calorimeter cell, is a powerful monitoring tool.41

The drift time is also about four times more sensitive to42

changes to the LAr gap size than is the energy response.43

Cosmic muons have been used to this end as part of the44

calorimeter commissioning before LHC start-up.45

The EM calorimeter installation in the ATLAS cavern46

was completed at the end of 2006. Before LHC start-up,47

the main challenge was to commission the associated elec-48

tronics and automate all of the calibration steps for the full49

173342 channels. Cosmic muon data have been taken reg-50

ularly for commissioning purposes since 2006. At the end51

of the summer and during autumn of 2008 stable cosmic52

data runs were taken with the detector fully operational53

and using various trigger menus. In normal data taking54

only 5 samples around the pulse peak at 25 ns intervals55

are taken, but in order to accurately measure the drift time56

32 samples are needed. The pulse height is also relevant,57

since larger pulses are less affected by electronic noise. A 58

summary of the detector performance obtained from cal- 59

ibration data, cosmic muons and beam splash events is 60

detailed in [5]. 61

Measurements of the drift time (Tdrift) in the ATLAS 62

EM calorimeter using cosmic muon data are presented in 63

this paper. These drift times, which are independent of 64

the amplitude of the pulses used for their determination, 65

can be compared from one calorimeter region to another, 66

and thus allow a measurement of the uniformity of the 67

calorimeter. 68

2 Ionization signal in the calorimeter 69

The current resulting from the passage of a charged parti- 70

cle through a liquid argon gap has the typical ionization- 71

chamber triangular shape, with a short rise time (smaller 72

than 1 ns) which is neglected in the rest of this note, fol- 73

lowed by a linear decay for the duration of the maximum 74

drift time Tdrift = wgap/Vdrift, where wgap is the LAr 75

gap width and Vdrift the electron drift velocity [6]. The 76

ionization current, I, is then modelled as: 77

I(t; I0, Tdrift) = I0

(
1 − t

Tdrift

)
for 0 < t < Tdrift (1)

where I0 is the current at t = 0. The peak current ampli- 78

tude I0 = ρ ·Vdrift is proportional to the drift velocity and 79

to the negative linear charge density ρ along the direction 80

perpendicular to the readout electrode, which varies with 81

the lead thickness 2. Since the determination of the energy 82

is based on the measurement of I0, it is crucial to be able 83

to precisely evaluate and monitor Vdrift. While the LAr 84

gap thickness is mechanically constrained, the drift veloc- 85

ity depends on the actual conditions of the detector: the 86

LAr temperature and density, and the local high voltage. 87

A uniform response of a calorimeter with constant lead 88

thickness requires uniform drift speed in the gaps. 89

At this point it is appropriate to recall that each liquid 90

argon electronic cell is built out of several gaps connected 91

in parallel: for layers 2 and 3, there are 4(3) double-gaps 92

in parallel in the barrel (endcap) respectively; there are 93

four times as many gaps per cell in layer 1, given the 94

coarser granularity of the readout in the azimuthal direc- 95

tion. The parameters measured represent an average of the 96

local gaps, both in depth along the cell, and in between 97

the gaps forming a cell. 98

At the end of the readout chain the triangular signal is 99

amplified, shaped and passed through a switch-capacitor 100

device which samples the signal every 25 ns. Upon Level 101

1 trigger decision, the samples are then digitized using a 102

fast-ADC and recorded [7,8]. Figure 2 shows two typical 103

digitized signal shapes, one for the barrel and the other for 104

the endcap. The data samples in each plot correspond to 105

2 If the LAr gap increases (as in the endcap) ρ increases
slightly in an average due to showering in LAr, this must be
accounted for using detector simulation.

Figure 5.11: The accordion structure in the barrel region. The top figure shows a
transverse view of a small section of the barrel module. The electrodes between the
lead absorbers are kept positioned by honeycomb spacers. (ref. [10]).

is:

σ(E)

E
=

10.1%√
E
⊕ 0.17%, (|η| < 3.2) (5.6)

where the first term is the sampling uncertainty and the second is due to mis-calibration
and non-uniformity in the detector.

installation. The measurements have been fitted to σ(E)/E = a/
√
E⊕ b% where a is a stocastic term and

b is a constant representing non-uniformities in the calorimeter response.
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Figure 5.12: Liquid Argon calorimeter radial segmentation.

The hadronic calorimeters

The hadronic calorimeter is technologically separated into the barrel tile calorimeter and
the end-cap LAr calorimeter.

The barrel covers |η| < 1.7 and is comprised of a central barrel system (|η| < 1.0) and
two extended barrels (0.8 < |η| < 1.7). The tile calorimeter (TileCal) is made by stacks
of absorber material (iron) and plastic scintillators. The barrel is placed directly after the
electromagnetic calorimeter, and is 5.8 m long. The extensions are each 2.6 m in length.

The central barrel is separated into three layers, of 1.5, 4.1 and 1.8 λ in interaction
lengths, and 1.5, 2.6 and 3.3 λ for the extend barrel. The inner radius is 2.28 m and the
outer 4.25 m.

Between the central and the extended barrels a 60 cm gap is constructed to carry cables
from systems placed before the hadronic calorimeter. This gap is covered by scintillating
tiles and is called the Intermediate Tile Calorimeter.

The barrels each consist of 64 modules illustrated in figure 5.13. The modules are
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Figure 5.14: R− z view of the tile calorimeter.

bundled into readout layers, denoted A, BC and D, as indicated in figure 5.14. The
readout groupings are constructed in such a way as to provide a projective geometry in
pseudo-rapidity. The scintillators are connected to two photomultiplier tubes (PMT) by
wavelength shifting fibres. The two PMTs differs in gain by a factor of 64, to correct for
signals produced in different regions of the module.

The hadronic end-cap calorimeter (HEC) is a copper plate - liquid argon calorimeter.
It covers hadronic showers in 1.5 < |η| < 3.2, and is positioned directly behind the
electromagnetic end-caps. The HEC is organised into four layers in depth.

The energy resolution for hadronic jets are,

σ(E)

E
=

50%√
E
⊕ 3%, (|η| < 3.2) (5.7)
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in the barrel and end-cap, and

σ(E)

E
=

100%√
E
⊕ 10%, (3.1 < |η| < 4.9) (5.8)

in the forward region [1, p. 5].

The forward calorimeter

The forward calorimeter (FCal) is both utilised for electromagnetic and hadronic energy
measurements in the pseudo rapidity region 3.10 < |η| < 4.9. Its main purpose is to
increase the hermeticity, for the best possible missing transverse energy determination.
The FCal has to be extremely radiation resilient to suvive in the environment close to
the beam-pipe. The radiation requirement have dictated the use of liquid argon radiator
material, but with copper absorbers in the first layer and tungsten in the last two. The
total depth is roughly 10 interaction lengths.

5.8 The Muon Spectrometer

The muon spectrometer is constructed to measure muons deflected by large air-core toroid
magnets, with a magnetic bending power in the barrel region of

∫
~B · d~̀= 1.5 to 5.5 Tm

and between 1.0 and 7.5 Tm in the end-cap toroids.

The momentum resolution of a muon at 1 TeV/c is roughly,

σpT
pT

= 10% at pT = 1TeV, (|η| < 2.7). (5.9)

The detection stations utilised in the muon system comprises a near-complete study
in detector physics. Monitored Drift Tubes (MDT), Multi-wire proportional chambers
in the form of Cathode Strip Chambers (CSC) and two trigger systems: Resistive Plate
Chambers (RPC) and Thin Gab Chambers (TGC) are in use.

Figure 5.15: The ATLAS Muon system.
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Monitored Drift Tubes

The MDTs are tube drift chambers, like the TRT, but with aluminium tubes rather than
plastic and an argon gas mixture. The use tubes rather than larger arrays of wires in a
single chamber enables flexible designs, and maximises redundancy, if one tube fails it will
have little consequence to the overall efficiency, and the same design can be used for the
end-caps and the barrel alike.

The MDTs provide a high spatial resolution, but the restitution time is close to 750
ns, making it unfit for high occupancy areas, such as the regions with |η| > 2.

Cathode Strip Chambers

In areas with a high counting rate, the MDTs are limited by their read out time. Instead
CSCs are used. CSCs are multiwire proportional chambers, but with the cathode subdi-
vided to enable charge interpolation as well as position information. the CSCs are used
as the first layer of the muon system at |η| > 2, as they are able to sustain counting rates
approaching 1000Hz/cm2.

Resistive Plate Chambers and Thin Gap Chambers

Two types of fast triggering systems are applied in the muon system. Resistive Plate
Chambers (RPCs) in the barrel region and Thin Gap Chambers (TGCs) in the end-caps.
In order to separate tracks from different bunch crossings, the time resolution is on the
order of a few nanoseconds.

5.9 Trigger system and data acquisition

At nominal intensity the LHC is expected to produce around 600× 106 inelastic collisions
per second at Point 1, with its 40 MHz bunch-crossings. The maximal read-out frequency
of all the channels in ATLAS is around 75 kHz, and the storage system is only capable
of handling around 200 events per second. Due to the large differences in data storage
capability and collision rate, an efficient trigger system is needed to ensure that interesting
events are kept while everything else is discarded. The trigger system in ATLAS is divided
into three levels. The first level (LVL1) is implemented in hardware, and is connected
directly to the muon trigger chambers and a reduced granularity calorimeter readout,
supplying it with a rough picture of the event topology. The second level (LVL2) and the
third called the Event Filter (EF) are combined known as the High-Level Trigger (HLT),
and implemented in software running on a server farm situated directly adjacent to the
detector cavern in a service area. At each level the trigger applies gradually more complete
reconstruction to the events triggered by the previous level.

The trigger decision from level 1 must be propagated to the front-end electronics within
2.5 µs, and its based on signatures like high-pT muons, jets and missing energy. Based on
the trigger region found at level 1, called the ‘Region of Interest’ (ROI) the level 2 trigger
analyses the ROI at full resolution, typically reducing the data rate to 3.5 kHz. The Event
Filter is then seeded by the level 2 trigger, but have access to the entire event topology,
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Figure 5.16: Trigger system.

and uses the same algorithms as the offline reconstruction. The event filter reduces the
event rate to 200 Hz or around 300 MB/s.

5.10 The ATLAS software framework

The complicated machinery of the ATLAS detector is reflected in its software infras-
tructure. A general framework called Athena is used for simulation, reconstruction,
calibration and physics analysis. The framework is ordered into components that can be
exchanged without recompiling the entire framework, allowing people to independently
add and modify the software, without affecting others.

The framework is written in C++ with run-time configuration scripts called jobOptions
in Python. The underlying principles are basic object-oriented traditions such as:

• Abstraction

• Encapsulation

• Separation between data and algorithms

• Intelligent data handling. Based on the lifetime of a data object it is either stored
in memory or on disk.
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A clear distinction between different components are made to ensure reusability of
code, especially the concepts of Algorithms and Tools have specific meanings that is
important for this work:

• Service: Common software available to the whole framework. For instance his-
togram services or data access services.

• Algorithm: User application controlled by the framework (i.e. Analysis code or
ntuple makers).

• Tool: A standalone program that can be shared between algorithms and executed
by algorithms and services one or more times per event.

• Data object: An object-oriented representation of physics or detector information,
for instance jets, calorimeter cells or electrons.

Computing and data formats

It is estimated that ATLAS will produce around O(10 PB) of data yearly. Due to the
large amount, a tiered computing model is used, where processing and storage is spread
between multiple physics sites. These sites are connected in a network structure called
Worldwide LHC Computing Grid or just ‘The Grid’, supplying a software and hardware
fabric that allows for uniform execution of software over many heterogeneous clusters.

The tiered structure is divided into four main categories:

• Tier 0 (CERN): First pass calibration, alignment and reconstruction. Archival of
RAW data. Distribution of reconstructed output to Tier-1 sites.

• Tier 1 (10 sites): Long term archival of a subset of the RAW data at each site.
Precision calibration and alignment runs. Optimised reconstruction. Distribution
of physics data to Tier-2 sites.

• Tier 2 ( 35 sites): Physics analysis and simulation tasks.

• Tier 3: Local computer farms with grid access for end-user data.

As the data is processed and distributed, it is gradually distilled into increasinly
abstract objects. The raw signal data from the detector is reconstructed into physics
objects, and the physics object can be distilled further into event meta-data that can be
used for skimming through large amounts of data fairly fast.

The following formats are available:

• RAW: ‘Bytestream’ data read out directly from the detector after triggering. (Event
size 1.6 MB).

• Event Summary Data (ESD): A combined format containing both reconstructed
physics objects and low-level detector information. Useful for detector development,
and low-level studies like the one presented in this thesis. (Event size 1.0 MB).



46 CHAPTER 5. THE ATLAS EXPERIMENT

• Analysis Object Data (AOD): Reconstructed objects, like tracks, particles and
jets. Contains only a skimmed amount of detector information for refitting of tracks
etc. (Event size 100 kB).

• Derived Physics Data (DPD): If the standard ESD and AOD formats are insuf-
ficient for specific analysis and performance groups, derivations can be constructed
with domain specific information.

• TAG: Meta information stored in a database, used for selected AODs and ESDs of
interest. (Event size 1 kB).

• NTuple: The native Athena data formats are fairly complex and can only be anal-
ysed within the Athena software itself. To allow easier analysis outside Athena,
flat ntuples can be made.
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Table 5.1: ATLAS Calorimeter properties (Ref. [1]).

2008 JINST 3 S08003

Table 1.3: Main parameters of the calorimeter system.
Barrel End-cap

EM calorimeter
Number of layers and |η | coverage

Presampler 1 |η | < 1.52 1 1.5 < |η | < 1.8
Calorimeter 3 |η | < 1.35 2 1.375 < |η | < 1.5

2 1.35 < |η | < 1.475 3 1.5 < |η | < 2.5
2 2.5 < |η | < 3.2

Granularity ∆η ×∆φ versus |η |
Presampler 0.025×0.1 |η | < 1.52 0.025×0.1 1.5 < |η | < 1.8

Calorimeter 1st layer 0.025/8×0.1 |η | < 1.40 0.050×0.1 1.375 < |η | < 1.425
0.025×0.025 1.40 < |η | < 1.475 0.025×0.1 1.425 < |η | < 1.5

0.025/8×0.1 1.5 < |η | < 1.8
0.025/6×0.1 1.8 < |η | < 2.0
0.025/4×0.1 2.0 < |η | < 2.4
0.025×0.1 2.4 < |η | < 2.5
0.1×0.1 2.5 < |η | < 3.2

Calorimeter 2nd layer 0.025×0.025 |η | < 1.40 0.050×0.025 1.375 < |η | < 1.425
0.075×0.025 1.40 < |η | < 1.475 0.025×0.025 1.425 < |η | < 2.5

0.1×0.1 2.5 < |η | < 3.2
Calorimeter 3rd layer 0.050×0.025 |η | < 1.35 0.050×0.025 1.5 < |η | < 2.5

Number of readout channels
Presampler 7808 1536 (both sides)
Calorimeter 101760 62208 (both sides)

LAr hadronic end-cap
|η | coverage 1.5 < |η | < 3.2

Number of layers 4
Granularity ∆η ×∆φ 0.1×0.1 1.5 < |η | < 2.5

0.2×0.2 2.5 < |η | < 3.2
Readout channels 5632 (both sides)

LAr forward calorimeter
|η | coverage 3.1 < |η | < 4.9

Number of layers 3
Granularity ∆x×∆y (cm) FCal1: 3.0×2.6 3.15 < |η | < 4.30

FCal1: ∼ four times finer 3.10 < |η | < 3.15,
4.30 < |η | < 4.83

FCal2: 3.3×4.2 3.24 < |η | < 4.50
FCal2: ∼ four times finer 3.20 < |η | < 3.24,

4.50 < |η | < 4.81
FCal3: 5.4×4.7 3.32 < |η | < 4.60
FCal3: ∼ four times finer 3.29 < |η | < 3.32,

4.60 < |η | < 4.75
Readout channels 3524 (both sides)

Scintillator tile calorimeter
Barrel Extended barrel

|η | coverage |η | < 1.0 0.8 < |η | < 1.7
Number of layers 3 3

Granularity ∆η ×∆φ 0.1×0.1 0.1×0.1
Last layer 0.2×0.1 0.2×0.1

Readout channels 5760 4092 (both sides)

lead thickness in the absorber plates has been optimised as a function of η in terms of EM calorime-
ter performance in energy resolution. Over the region devoted to precision physics (|η | < 2.5), the
EM calorimeter is segmented in three sections in depth. For the end-cap inner wheel, the calorime-
ter is segmented in two sections in depth and has a coarser lateral granularity than for the rest of
the acceptance.

– 9 –
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Event generation and Data retrieval

6.1 Event generation

R-Hadron event generation is done in the Pythia package [42]. Gluinos in this study
is assumed to be direct pair produced. Customised routines have been developed for
inclusion of final state R-Hadrons [18].

6.2 R-Hadron Interaction simulation

With event generation, a picture of the overall event geometry from the primary interaction
is available. Unfortunately the real-life detector reconstruction is not perfect enough for
direct comparison with the physics objects predicted by event generation alone. To com-
pare prediction with experiment, the prediction must be further processed, by simulating
how the event will look like after interaction with the detector material.

R-Hadrons are likely to behave differently than other particles, as they traverse mate-
rial. The gluino can be viewed as a kinetic energy reservoir propagating in some direction,
with the light quark system free to exchange constitutes by hadronic interaction when
passing material. At LHC energies the expected combined kinetic energy of the light
partons is roughly ∼ 1 GeV, giving raise to reaction cross sections not unlike those of
proton-proton and pion-proton interactions [8, 32]. Consequently the combined R-Hadron
object have a chance of changing its electric charge in flight, as the light parton content
fluctuates, but because the gluino remains unperturbed the momentum and the overall
stopping power is constant throughout the length of the detector.

Simulation of particles traversing the material in ATLAS is done with the Geant4
simulation toolkit [15]. The R-Hadron interaction model has been implemented in
Geant4 by Ref [28, 33].

6.3 Triggering

The trigger menu is selected to avoid obvious problems with out-of-time trigger signals
from e.g. observing a slow moving particle in the muon system, several bunch-crossing
too late. Instead, fundamental assumptions about the production mechanism (outlined in
chapter 3) and the energy depositions are used instead.

The primary production channel is expected to be gg fusion, causing additional jets
by initial-state radiation. The relatively modest energy deposition by the R-Hadrons in

49
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the detector system combined with the ISR jets causes missing transverse energy (MET)
signatures. We are only interested in unprescaled triggers for this search, and as most
low energy jet triggers are heavily prescaled, triggering on the ISR jets alone is not
possible. Combining the ISR jet deposition with the missing energy from the R-Hadrons,
it is possible to utilise unprescaled missing energy triggers, the trigger chosen is called
xe40 noMu, which is a high level trigger, seeded by the L1 XE25 trigger. The advantage
of using this trigger is that it is muon-system agnostic and have a higher trigger efficiency
than the nearest jet-trigger alternative: EF L1J95 NoAlg (ref. [8]).
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Figure 6.1: Turn on curves for 100 GeV R-Hadron. (from [8]).

6.4 Signal samples

Signal samples have been produced assuming
√
s = 7 TeV at ten mass points between 100

and 1000 GeV. The mass hypotheses are selected based on the foreseen available statistics
and the kinematical envelope allowed at

√
s = 7 TeV p-p collisions.

The cross section for each mass point is estimated by Prospino as described in
section 3.3. Every event is scaled by the cross section, to gauge the expected signal to
background yield doing the analysis, but is not considered when calculating upper limits,
where the absolute selection efficiency is used instead.

The scale factor for each event is calculated based on the observed 15.3 pb−1 integrated
luminosity, by applying:

wi =
15.3 pb−1

Nevt/σg̃
(6.1)

All data samples used in this analysis have been produced officially produced by
ATLAS central production.

The signal samples are listed in table 6.1 with their expected cross sections, and
corresponding integrated luminosity.
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Mass (GeV) σg̃ (pb) N Events Integrated lumi (pb−1)

100 21200.000 10528 0.497

200 625.000 10528 16.845

300 62.100 10528 169.533

400 10.400 10528 1012.308

500 2.340 10528 4499.145

600 0.634 10528 16605.678

700 0.194 10528 54268.041

800 0.065 10528 161720.430

900 0.023 10528 451845.493

1000 0.009 10528 1214302.190

Table 6.1: Signal samples, cross sections calculated at NLO by Prospino [6].

6.5 Background samples

The expected Standard Model background can be divided into QCD and EW processes.
In general QCD jets constitute a large background at the LHC, and especially low energy
jets are produced in abundance. The amount of events required to full simulate the
lowest energies are prohibitively resource consuming, and only a small fraction have been
produced. This can cause serious fluctuations in the analysis as a single simulated event
accounts for a massive number of scaled events. As R-Hadrons are produced with high
momenta, the key to avoid problems with underdetermined background samples, is to cut
on the momentum. Besides jets, top quarks are also produced as potential background
to R-Hadrons, as they are likely to decay into high-pT muons. The last background
considered is the electro weak decays producing muons, such as W and Z decays to µνµ
and µµ. Also Z and W to τ and further into µ contributes to the expected background.

The simulated background samples used in the analysis is listed in table 6.2.

6.6 Data samples

The data used in this analysis is collected in the 2010 run periods labeled E to H and
corresponds to an integrated luminosity of 15.3 pb−1. Data quality flags set based on
the status of the ATLAS subsystems is considered by filtering events by a “Good-Run
List” [5], the number of surviving events after the GRL is used for the analysis, and for
calculating the integrated luminosity quoted above.



52 CHAPTER 6. EVENT GENERATION AND DATA RETRIEVAL

Sample type σ (pb) N Events Integrated lumi (pb−1)

QCD (Pythia)

J0 (pT : 8− 17 GeV) 9856800000.000 1400000 0.0001
J1 (pT : 17− 35 GeV) 678080000.000 1400000 0.002
J2 (pT : 35− 70 GeV) 40994000.000 1400000 0.034
J3 (pT : 70− 140 GeV) 2196000.000 1400000 0.637
J4 (pT : 140− 280 GeV) 87848.700 1400000 15.936
J5 (pT : 280− 560 GeV) 2328.560 100000 42.945
J6 (pT : 560− 1120 GeV) 33.620 10000 297.486

Electro-weak (Pythia)

W → µν 8939.800 100000 11.185
W → τν 8936.600 100000 11.189
Z → µµ 855.740 50000 58.428
Z → ττ 854.020 50000 58.547

Top (MC@NLO Herwig)

tt̄ (semi-lep) 80.110 10000 124.833
t→ µν single-top t-chan 7.180 2000 278.679
t→ µν single-top s-chan 0.470 2000 4270.128
t→ τν single-top t-chan 7.130 1998 280.314
t→ τν single-tau s-chan 0.470 1998 4, 251.064
Wt→ inclusive 14.580 1999 137.096

Table 6.2: Background samples.

Good Run Lists

ATLAS is a complicated machine, and during collision runs the overall status of the
detector can change. If for instance parts of the inner detector is offline due to errors
or maintenance, the rest of the detector is still operational, but with diminished detector
availability. Likewise, the LHC could be in a ramp phase, with ‘unstable beams’, this
situation would be potentially dangerous for the inner detectors, but other systems might
be logging information for beam alignment. At any single point during operation the
status of the entire machine is saved into a condition database. This data is later used
to calculate Good Run Lists (GRL). These lists are useful when analysing data, as they
contain data quality flags run by run. So if for instance an analysis requires the muon
spectrometer and nothing else, a GRL can be produced masking the runs in a dataset
where the muon spectrometer was offline.

The production of GRLs can happen on a per user basis, but in collaborations the
group normally produces a common one, to enable direct comparison of results.

When calculating the integrated luminosity of a dataset the GRL must be supplied as
well, to correctly determine the amount of data based on the runs flagged for use.

For this analysis a GRL prepared by the ATLAS SUSY group has been applied.
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OTX Data Quality

When using the liquid argon calorimeters a problem has arisen with optical transmitters
relaying signals from the front-end electronics on the detector to the back-end system
outside the detector. These optical transmitters (OTx) causes erroneous energy responses
to be recorded. Currently the OTx problem is not handled by the standard data quality
system, so to avoid introducing false data into the analysis, the regions of the calorimeters
affected must be filtered manually. For this a set of 2D histograms containing a map of
the faulty regions is consulted for every track traversing the calorimeter.

Event overlap removal

The trigger system in ATLAS is separated into distinct data-streams. The streams are
optimised for minimum overlap, but avoiding double counting in rare event searches is
important. The data-stream corresponding to the selected trigger is called JetTauEt-
mis. The debug stream is used as well, to catch possible “problematic” but interesting
events, dropped by being out-of-time with the bunch-crossing windows. The events in the
two data-streams can in principle be overlapping, as the data-stream recording is non-
exclusive. To avoid double-counting, overlap removal is performed before the analysis, by
matching event and run numbers. Of the same event is present in both data streams, the
JetTauEtmis stream vetoes the other.

6.7 Ntuple generation

The analysis is done outside the ATLAS framework, by processing ROOT ntuples. Con-
version from ESD to ntuple files is accomplished by a Athena Tool called SYNTMaker
“Stockholm & Yale NTuple Maker”.The tool read ESD data objects and write them
to vectors, in such a way that for every event a new “page” is created in the ntuple
file, containing a vector for each variable attributed to a physics object. For instance
momentum, and the angles φ and η is stored for every track in every event inside a tuple.
The estimators developed in chapter 7 have been integrated into SYNTMaker.

Skimming

All data and background monte-carlo samples, are skimmed to reduce the size of the files,
and minimise the number of obvious uninteresting events. The skimming is done by:

• Require the event to pass any of a set of triggers outlined in section 6.3.

• Require the event to have at least one muon with a pT > 10 GeV.

Muons are not required to be detected in the muon spectrometer at this stage, muons
identified in the calorimeter during the reconstruction process are allowed as well.

6.8 Track matching

The ntuple files contains tracks reconstructed in the inner detector, muons reconstructed
with combined inner detector and muon spectrometer measurements, and information
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Figure 6.2: Truth matching correlation for a 100 GeV R-Hadron.
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Figure 6.3: True momentum vs Reconstructed momentum.

about the true values created by the event generator before the ATLAS reconstruction
chain. The three categories of information is not linked by default, if information about
the true momentum is needed for a reconstructed track, track matching must be applied.
The track matching scheme applied is implemented by minimising the distance between
the objects in the η − φ plane:

∆R =
√

(ηreco − ηtrue)2 + (φreco − φtrue)2 (6.2)

To match a track to its truth information, the algorithm iterates over all truth objects and
calculates the distance to each. If the distance is smaller than a threshold (i.e. dR < 0.1)
and no other track have been matched to the truth object previously, the match is made.

In figure 6.2 the correspondence between true and reconstructed track can be seen for
η and φ.
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Figure 6.4: Difference between true and reconstructed momentum for R-Hadrons at
various masses.

6.9 Momentum resolution

The momentum resolution cited in section 5.8 is not expected to related to R-Hadrons. At
high masses, R-Hadrons will move at velocities β � 1 causing problems for the track fitter.
Charge flipping could in principle also deteriorate the fit. Comparing the reconstructed
momentum with the true momentum, for all the signal samples, we find that indeed the
momentum resolution worsens as the mass increase. Figure 6.4 illustrates this comparison,
the σ values represent the relative error by the width of a gaussian fit of the distribution
for each mass point. In figure 6.3 the correlation in momentum from the match between
reconstructed and truth, illustrates the same effect.
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7

R-Hadron identification by dE/dx in calorimeters

Because of the timescales of particle physics, many of the processes of interest are not
observed directly, but by developing a picture of what happened based on decay products
measurable in the detector. This “reconstruction” of the original event is based on
assumptions such as lepton, baryon and charge conservation, as well as energy conservation
in terms of kinematics. A ‘Z’ particle can for instance be observed as two muons passing
the muon spectrometer carrying specific momenta corresponding to the mass differences
between the Z and the two muons. Most particle detectors including ATLAS are con-
structed to directly detect properties of known long lived Standard Model particles, such
as photons, electrons and pions. Discriminating between these directly observable particles
is done by assumptions based on their ionisation deposits and how far they can survive
in the detector before being stopped. R-Hadrons being long lived, represent a special
scenario where new physics can be directly observable like electrons and muons. Because
ATLAS is a general purpose detector it has no specific method of discriminating new types
of long lived particles, worst case is that the R-Hadrons will be treated like out-of-time
muons belonging to an earlier event, based on their penetrative powers but low velocity.

If R-Hadrons exist but we are unable to distinguish them from muons or any other
type of Standard Model particle, it would in effect, solely change the production cross
sections for the Standard Model particles very slightly. To discriminate between long lived
Standard Model particles and R-Hadrons, other estimators than just looking at the event
geometry under the assumption that R-Hadrons reconstructs as a muon is needed. Such
estimators should be based on specific observables optimally discriminating R-Hadrons
from other particles. This chapter focuses on the development of one such estimator,
based on the specific energy loss any charged particle suffers as it traverses some length
of material.

7.1 Particle identification by energy loss

When electrically charged heavy particles traverses material at moderate velocities v =
βc, they have a certain probability of interacting with electrons in the material. This
interaction can cause ionisation or excitation of the atoms, leading to energy transfer from
the projectile particle to the material. For particles moving at moderately relativistic
velocities, the mean energy loss per unit length dE/dx can be defined by the “Bethe”
equation [16],

59
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27.1. Notation

Table 27.1: Summary of variables used in this section.
The kinematic variables β and γ have their usual meanings.

Symbol Definition Units or Value

α Fine structure constant 1/137.035 999 11(46)
(e2/4πε0!c)

M Incident particle mass MeV/c2

E Incident part. energy γMc2 MeV
T Kinetic energy MeV

mec
2 Electron mass × c2 0.510 998 918(44) MeV

re Classical electron radius 2.817 940 325(28) fm
e2/4πε0mec

2

NA Avogadro’s number 6.022 1415(10) × 1023 mol−1

ze Charge of incident particle
Z Atomic number of absorber
A Atomic mass of absorber g mol−1

K/A 4πNAr2
emec

2/A 0.307 075 MeV g−1 cm2

for A = 1 g mol−1

I Mean excitation energy eV (Nota bene! )
δ(βγ) Density effect correction to ionization energy loss

!ωp Plasma energy
√

ρ 〈Z/A〉 × 28.816 eV

(
√

4πNer3
e mec

2/α) (ρ in g cm−3)

Ne Electron density (units of re)
−3

wj Weight fraction of the jth element in a compound or mixture

nj ∝ number of jth kind of atoms in a compound or mixture

— 4αr2
eNA/A (716.408 g cm−2)−1 for A = 1 g mol−1

X0 Radiation length g cm−2

Ec Critical energy for electrons MeV
Eµc Critical energy for muons GeV

Es Scale energy
√

4π/α mec
2 21.2052 MeV

RM Molière radius g cm−2

27.2. Electronic energy loss by heavy particles [1–32]

27.2.1. Moments and cross sections :

The electronic interactions of fast charged particles with speed
v = βc occur in single collisions with energy losses E [1], leading
to ionization, atomic, or collective excitation. Most frequently
the energy losses are small (for 90% of all collisions the energy
losses are less than 100 eV). In thin absorbers few collisions will
take place and the total energy loss will show a large variance [1];
also see Sec. 27.2.7 below. For particles with charge ze more
massive than electrons (“heavy” particles), scattering from free
electrons is adequately described by the Rutherford differential
cross section [2], *

dσR(E;β)

dE
=

2πr2
emec

2z2

β2

(1 − β2E/Tmax)

E2
, (27.1)

where Tmax is the maximum energy transfer possible in a single
collision. But in matter electrons are not free. E must be finite
and depends on atomic and bulk structure. For electrons bound
in atoms Bethe [3] used “Born Theorie” to obtain the differential
cross section

dσB(E;β)

dE
=

dσR(E, β)

dE
B(E) . (27.2)

Examples of B(E) and dσB/dE can be seen in Figs. 5 and 6 of
Ref. 1.

* For spin 0 particles. The β dependence in the parentheses is
different for spin 1/2 and spin 1 particles, but it is not important
except at energies far above atomic binding energies.

Table 7.1: Variables used in this section, (from ref. [16]). β = v/c is the velocity and γ
is the relativistic gamma factor, γ = 1√

1−β2
. Mean energy loss is commonly plotted as a

function of βγ = p
Mc , instead of momentum, as the energy loss is constant in βγ regardless

of particle mass.

−
〈
dE

dx

〉
= Kz2Z

A

1

β2
×
[

1

2
ln

2mec
2β2γ2Tmax
I2

− β2 − δ(βγ)

2

]
. (7.1)

The Bethe equation describes the mean rate of energy loss for most materials1 at projectile
velocities in the region 0.1 . βγ . 1000, for all charged particles heavier than the electron,
illustrated by a muon in copper in figure 7.1. The variables in eq. 7.1 can be found in
table 7.1. The energy loss is a specific material is in practice only dependent upon the
projectile velocity β.

dE

dx
∼ 1

β2
(7.3)

The velocity dependence can be explained by the observation that a slow moving particle
spend a longer time in the vicinity of atomic electrons than a fast moving one [21],
increasing its chance of elastic scattering.

1 In practice, when referring to ( 7.1), in relation to moderately thick detectors, it is more correct to
assume the most probable value (MPV) described by the Landau-Vavilov distribution [16],

∆p = ξ

[
ln

2mc2β2γ2

I
+ ln

ξ

I
+ 0.2− β2 − δ(βγ)

]
(7.2)

where ξ = (K/2)〈Z/A〉(x/β2) MeV. See table 7.1 for explanations.
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Figure 7.1: Stopping power for muons in copper as a function of βγ. The region discussed
in the text is labeled “Bethe”. Ref. [16].

Particles with different masses will at the same momentum move at different velocities
(p = Mv), hence plotting dE/dx as a function of momentum will show characteristic
rises in energy loss at specific momenta called depending on the particle type, depicted in
figure. 7.2.

In most of the interesting processes observed at the LHC, the momentum of the
Standard Model particles are many times higher than the region of the rise, and are
said to be minimum ionising particles (MIPs), except for the muons2 that can reach
momenta high enough to loose energy by radiative effects. In general it is expected that
all Standard Model particles produced ionises minimally, creating a widening band around
1 MIP (∼ 1.5 MeV g−1 cm2), rising at increasing momentum, due to relativistic effects.

R-Hadrons, if charged will show the same effect, but because of their high mass, the
rise will happen at high momentum. Large energy losses at high momenta thus serve as
a key signature for new long lived charged massive particles.

7.2 Specific energy loss in the ATLAS Calorimeters

The two calorimetric systems found in ATLAS (see general description in section 5.7) are
constructed to measure energy content in particles by stopping them in dense material.
The electromagnetic calorimeter predominantly causes electromagnetic interactions as
photons, positrons and electrons enters. These interactions are primarily pair-production
for photons and bremsstrahlung for the leptons, creating showers of leptonic particles

2Electrons are the exception in general, as they predominantly lose energy by bremsstrahlung.
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Figure 7.2: dE/dx as a function of momentum. At momenta less than 2 GeV characteristic
rises in energy loss is observed for muons, pions, kaons, protons and deuterons. The
horizontal band at 16 keV/cm is due to electrons. (Ref. [16]).

with gradually lower energy until the energy content of the incoming is absorbed in
the calorimeter material. The hadronic calorimeter also causes electromagnetic showers
in charged particles, but the denser material also give a high probability of hadronic
scattering, causing hadronic showers. Depending on the depth of the calorimeter stack,
only muons (and the ghostly neutrinos) have a high chance of escaping.

During commissioning of the ATLAS detector, cosmic muons have been used for in
situ calibration of the calorimeter systems [4, 41]. The calorimeter energy scale calibration
is outside the scope of this thesis, but calculations of dE/dx were performed as a study
of energy deposition as function of momentum. The Electromagnetic calorimeter group
found good correspondence to the theoretical expectation, see figure 7.3.

Figure 7.3: LAr Calorimeter momentum vs dE/dx for cosmic muons (run 2008).

Likewise the Hadronic calorimeter group have used cosmic muons for calibration
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studies, and have found a good linearity between energy deposition and path length in
the calorimeter, illustrated in figure 7.4.

Figure 7.4: Tile Calorimeter dx vs dE for cosmic muons.

R-Hadrons should prenetrate both calorimeters much like muons, but because of their
large mass, the ionisation should be closer to the low β rise found at 0.1 . βγ . 1, giving
it a significantly different signature from every other Standard Model particle, as they
either causes showers or ionises very little in case of the muon.

The prospect of measuring “Bethe”-like energy loss from R-Hadrons in the calorime-
ters, has motivated the development of a software tool establishing this observable in my
analysis.

7.3 Athena calorimeter dE/dx tool

Estimating dE/dx for a detector of some depth dx � 1 mm can be done by simply
combining the energy deposition and the track path length. In practice the geometry and
the energy deposition assumptions complicates matters greatly.

Considering the depth of the calorimeters dR and the angle in η one can estimate the
distance traversed in the electromagnetic and hadronic calorimeters as a straight line by,

dxEMB =
dR = 1970− 1400

sin {2 arctan [exp(−|η|)]} mm (7.4)

dxTile =
dR = 4230− 2280

sin {2 arctan [exp(−|η|)]} mm (7.5)

illustrated in figure 7.5a.
Without more precise geometry information it is difficult to get any results resembling

the expected dE/dx values, as variations in the detector material across sampling layers
smears the signal.
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η

dx

dR

(a) Initial dx method The first way used to
estimate dx, assumed that the entire calorimeter is
one layer, with a known depth dR. The pseudo-
rapidity η is utilised in calculating the effective
distance by using formulae 7.4 and 7.5.

dxlayer 2

dxlayer 1

layer entrance

layer exit

layer entrance

layer exitlayer exit

(b) Current method Use the ATLAS track ex-
trapolator to find the entry and exit points in
each calorimeter layer, and calculate the distance
between these points.

Instead a tool is constructed in Athena that can access the correct geometrical model of
ATLAS stored in the framework. This tool is a utilises official track extrapolation routines
by calling a tool called TrackExtrapolatorToCalo [29], extrapolating inner detector
track through the calorimeter, with correct handling of multiple scattering and other
material effects. By combining this tool with the information about which calorimeter
cells is crossed by the extrapolated track, it is possible to gain a precise estimate of dE/dx.
The tool developed for this thesis is on the TrackExtrapolatorToCalo tool with the
additional requirements relevant for the analysis, such as error propagation, and handling
of miss reconstructed and noisy calorimeter readings. The functionally of this Athena
tool called CaloSmpPidTool is to return estimates of dE/dx for each sub-calorimeter
system in ATLAS. Additionally it calculates a particle mass estimate based on the method
described in chapter 8. The sub-systems covered by the tool are listed in table 7.2.

CaloSmpPidTool implementation

For each track, the energy loss is calculated, as well as the extrapolated distance in each
layer of each calorimeter. The dE and dx values of each layer is then combined, and the
error on the dE/dx estimate is calculated.

The algorithmic flow of the Calorimeter dE/dx tool is described below.

Calculating energy loss (dE)

The method calculating the energy loss for each layer is illustrated by a flow-chart in
figure 7.16.

1. The calorimeter cells crossed by the track are returned by the TrackInCaloTool,
that extrapolate the track, through the calorimeters and look up the crossed cells in
each layer. A vector of CaloCell objects is returned.

2. Each CaloCell contains a sampling layer value, that is distinct from the Track
Extrapolator naming scheme. A map from the CaloCell naming to the Track
Extrapolation naming scheme is done.
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Estimator
name sub systems

Electromagnetic Calorimeter

Presampler PreSamplerB, PreSamplerE
Layer 1 EMB1, EME1
Layer 2 EMB2, EME2
Layer 3 EMB3, EME3

Hadronic Calorimeter

Tile 1 TileBar0, TileExt0
Tile 2 TileBar1, TileGap1, TileExt1
Tile 3 TileBar2, TileGap2, TileExt2

Hadronic Endcap calorimeter

HEC0 HEC0
HEC1 HEC1
HEC2 HEC2
HEC3 HEC3

Table 7.2: The 11 calorimeter dE/dx estimators, available in the CaloSmpPidTool, and
the technical names for the corresponding subsystems.

3. The noise level from the general detector calibration in each cell is retrieved using
the CaloNoiseTool. If the energy deposit in the cell is lower than the noise, the
entire layer is abandoned.

4. A quality check is done as well, checking for cells marked as ‘bad’ in the geometry.
If any cell crossed by the track in a layer is marked as bad, the entire layer is
abandoned. (the track extrapolator does not know about good and bad cells, so
even if we had a good cell in the same layer the dE value would not match the dx
value)

5. Every crossed cell in each layer is summed.

6. The error δdE on dE (returned by the CaloNoiseTool) are added in quadrature.

7. the dE and δdE values for each layer are returned as vectors.

Distance traversed in layers (dx)

The track traversal length in each calorimeter layer is estimated by calling the ATLAS
Track Extrapolator. By comparing the extrapolated track to the position of the calorime-
ter layers, an entry and exit position on each layer is found. The distance between these
points are estimated as a euclidian distance. For R-Hadrons and muons, the two principal
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Chapter 3. Calorimetric isolation and energy loss measurements for
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Figure 3.5: Segmentation of the calorimeter layers in the central region.

Using this information as a starting point, a new recipe for Ecore
T was defined

based on two quantities:

• The isolation performance, or the ability to separate muons coming from lep-

tonic decays of vector bosons (W and Z) from the ones produced by hadron

decays (heavy or light flavours).

Figure 7.5: Energy deposition by a muon traversing the calorimeter layers in ATLAS.
Ref. [30].

candidate particles for this tool, a straight line over the relatively short distances are not
expected to contribute significantly to the overall uncertainness.

The error on the dx estimate, is not computed due to complications with the track
extrapolator, but a small error on the order of a few percent is assumed.

A vector with dx and δdx are returned.

dE/dx

The final computation of dE/dx is done for every layers with a dE > 0 and a dx > 0. The
error on dE/dx is calculated using first order error propagation,

δ
dE

dx
=

√
δdE2

dx2 +
dE2δdx2

dx4 (7.6)

The Calorimeter dE/dx variables returned by the CaloSmpPidTool is stored in all the
ntuples produced as part of the official R-Hadron analysis, making them easily accessible
for use and verification by all members of the R-Hadron group.

Density normalisation

Traditionally dE/dx is presented as dE/(ρ̄ dx) where ρ̄ is the mean density of the detector
medium. This normalises the value making it comparable between detector types. The
mean density for the Liquid Argon calorimeters is estimated to be [4]:

ρ̄ = 4.01 g cm−3 (7.7)

The dE/dx estimate for the liquid argon based calorimeters is returned in units of MeV g−1 cm2

For the tile calorimeter no mean density have been estimated, and the value returned in
units of MeV mm−1.
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Figure 7.6: LAr layer 1. fig. 7.6a QCD Jets. The dE/dx spectrum is contaminated by
decorrelated measurements, but showing a rise at MIP energies from ‘punch throughs’.
fig. 7.6b Muons showing a clear MIP peak, and not much tail structure. fig. 7.6c R-Hadrons
show a wider Landau tail than muons.

7.4 Results

The expected response from the CaloSmpPidTool can be divided into three categories:
Muon-like, R-Hadron-like and thirdly the rest of SM.

• Muons should produced a MIP band with a gradual rise due to relativistic effects,
for high-pT muons.

• R-Hadrons should relative to the momenta show a signal corresponding to the
band structure in figure 7.2, with a raise at low βγ flattening around the minimum
ionisation valley. In semi-dense material such as the electromagnetic calorimeter,
charge flipping can occur, but at low enough rates to observe multiple ionisation
bands. As R-Hadrons traverse denser material, we expect a decoupling between
dE/dx and momentum especially in the deeper hadronic calorimeters, as the prob-
ability of charge flipping increases.

• Other Standard Model particles should in general not show much correlation
between momentum and dE/dx in the calorimeter layers. In the electromagnetic
calorimeter this is true because of the long sampling depth for dx relative to the
high energy losses by electromagnetic showers, decoupling the energy loss from the
distance extrapolated. In the hadronic calorimeter particles also exhibit nuclear
scattering, producing non-‘Bethe’ energy depositions.

Plotting the dE/dx distribution for the first layer of the electromagnetic calorimter
in the barrel region, for muons, QCD jets and R-hadrons, verify our expectations. In
figure 7.6a we find that QCD jets don’t exhibit any structure resembling the Landau
distribution expected from a ‘Bethe’ like energy loss, instead we see a long fat tail gradually
falling with decreasing production cross-section.

Muons in figure 7.6b show the expected peak at one MIP, with a steeply fall tail. In
figure 7.6c R-Hadrons, like the muons have a tight distribution, but with a wider Landau
tail, from the highly ionising particles at low β.

Looking at dE/dx vs momentum in the first layer of the electromagnetic barrel calorime-
ter, we get a clearer picture of the ionisation evolution as the velocity increases. In
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Figure 7.7: dE/dx as a function of momentum.

figure 7.7c we see a clear band structure with a rise at low momentum for R-Hadrons.
The gluon seeded jets show no correlation with momentum (fig. 7.7a).

The muon sample (fig. 7.7b) behaves as expected, we find a band structure around
1.5 MeVcm2g−1 at the expected MIP level. The limited statistics in the muon sample
makes it impossible to confirm the expected rise at high p, but the mean value is well
established at the expected MIP value, confirming the density normalisation of the dE/dx
value.

An important observation in figure 7.7c is the emergence of bands above the main
band. We expect from eq. 7.1 that double charged particles should ionise four times as
much as single charged particles. What we observed in the figure is indeed a band at
around 4 MIPs, but also a slightly dimmer band at double the ionisation of the main
band. The third band is a signal expected from an additional charged particle, ionising
in the same calorimeter cells as the R-Hadron. The additional ionisation can be caused
by remnants from hadronic interactions, in that case we would expect a gradual smearing
with the number of interactions in each layer, as the remnants would be produced with
varying momenta.

In figure 7.8 we see that for the same number of generated particles, at
√
s = 7 TeV

the heavy particles ionises more than the light. This is expected as the 1000 GeV particles
with be produced with a larger fraction of available energy bound in their masses, where
the 100 GeV particles can be created with a considerable amount of kinetic energy at the
LHC.

A complete table of figures for all signal masses can be found in appendix B.

Charge flow

Charge flipping is a well established part of R-Hadron phenomenology [33]. As an R-
Hadron interact with material, the change of it changing its charge increases until it
becomes an R-baryon [33, fig. 5.9]. Because of baryon conservation combined with a
general lack of anti-baryons and mesons in the detector material, R-baryon to R-meson
transitions are rare. If an R-Hadron is produced with charge 1 it will have probability
pflip of changing to one of the other possible states (see table 2.2) after some distance.
From the graphs in figure 7.11, we can see the single and double charge bands in the
first three layers in the electromagnetic calorimeter. For every particle it is possible
to calculate the transition probability by geometrically segment the dE/dx–p plane into
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Figure 7.8: LAr layer 1, 100, 500 and 1000 GeV R-Hadrons.

Figure 7.9: Transition probabilities, see figure 7.10 for definition of regions.

a charge 1 and a charge 2 region, and count how many times each particle is found
in the two regions. Because of the increased smearing because of coarser granularity
in the outer calorimeter layers, this technique becomes difficult in the tile calorimeter,
with the exception of the last layer, where the band structures can be rediscovered (see
figs. B.8 in appendix B). An attempt to quantify the transition probabilities have been
made, segmenting 2D histograms of dE/dx vs p into three regions. One dubbed 0 where
depositions outside of the charge 1 and char 2 regions. The separation is illustrated in
figure 7.10. the resulting probabilities are drawn in figure 7.9, for practical purposes no
attempt has been made to digitalise the visualisation.

Comparison with data

A comparison between Monte-Carlo and collision muons can be used to get a feeling for
the performance of the dE/dx estimators.

Muons in collision events can be created close to jets, to avoid contamination from
other particles, a few isolation cuts have been made before producing the following plots.

• Must pass trigger requirements defined in section 6.3.
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• Must be flagged as a muon object from any subsystem.

• Distance to nearest jet object: ∆Rjet > 0.7 (chapter 9.2).

• Must pass OTX requirements to avoid fake energy deposits from failing hardware in
the electromagnetic calorimeter (chapter 6.6).

• Must pass the good run list (chapter 6.6).

• dE/dx values shall be larger than 0.

Comparing the data with the monte carlo expectations, we overall see a good agree-
ment. The muon isolation is not as good in the real data as in the monte carlo where
information about truth have been applied to filter the muons from background. The
difference in statistics also affects the comparison, especially in the presampler and the
third layer of the electromagnetic calorimeter.

In the presampler (fig. 7.13, 7.12), the difference in statistics is pronounced, so it is
difficult to gauge wether the decorrelated dE/dx values at low momentum in the data
plot is due to isolation issues or the detector geometry, but it is most likely isolation if
we compare with figure 7.11a which show a good dE/dx vs p correlation for R-Hadrons
in the presampler.

The rest of the layers exhibit good agreement between monte carlo estimation and
data.
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Figure 7.11: R-Hadron (m = 900 GeV) in the first three layers of the electromagnetic
calorimeter: 7.11a presampler, 7.11b layer 1 and 7.11c layer 2.
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Figure 7.14: Muons data vs monte carlo in the Electromagnetic calorimeter.
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Figure 7.15: Muons data vs monte carlo in the Hadronic calorimeter.
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Figure 7.16: Calorimeter dE/dx dE method.
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Mass estimation

In a search for new massive particles, estimating the mass is of obvious importance. Mass
is fundamentally related to particle energy and momentum by m2 = E2−p2. By measuring
the energy and momentum it is possible to estimate the mass. R-Hadrons are expected
to pass through the detector, making the direct energy measurement impossible. Instead
other relationships can be utilised. One of these methods relies on the idea that dE/dx is
principally dependent on velocity. Velocity and momentum naturally is related to mass:
p = γ β m, so by using the inverse function of dE/dx to find β, it is possible to estimated
the mass of a slow moving particle.

To see this relationship we start by finding m in terms of (βγ)2,

p = γ β m

m2 =
p2

(γβ)2
(8.1)

The Bethe-equation (eq. 7.1) is effectively a function of projectile velocity β:

dE

dx
∼ 1

β2
. (8.2)

It is possible to combine eq. 8.1 and eq. 8.2 by simplifying 1/(βγ)2,

1

(βγ)2 =
1

(
β√

1−β2

)2 =
1− β2

β2
=

1

β2
− 1

for β � 1−−−−−−→ 1

β2

1

(βγ)2 ∼
1

β2
(8.3)

Using the similarity between eq. 8.3 and eq 8.2, we can express eq 8.1 in terms of dE/dx,

m2 ∼ p2 dE

dx
(8.4)

Equation 8.4 is only valid for β � 1, because of the approximation in eq. 8.3. This
approximation translates to high dE/dx values. For particle identification this is not a
limitation, as only slow moving particles can be discriminated, since most other particles
moving at β close to 1 are minimum ionising at the LHC.

77
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The full Bethe equation is not analytically invertible, and has to be either numerically
inverted or simplified. For particle identification, the region of interest lies between 0.01 .
βγ . 2.5, this region is well described by the following relation (ref. [12]),

dE

dx
∼ K m2

p2
+ C (8.5)

where K and C are constants specific to the detector material. From figure 8.2 the relative
difference between the Bethe function and equation 8.5 can be seen for the parameters
estimated later in figure 8.5. An overall systematic error from the choice of fit function
have been estimated to roughly 15%, in the βγ interval relevant for mass estimation.

The difference between the full Bethe function and eq. 8.5 is illustrated in figure 8.1,
where the two functions have been fitted to the same data sample, the relative difference
for these curves is shown in figure 8.2.
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Figure 8.1: Equation 8.5 compared to the full Bethe function (eq. 7.1).

Solving equation 8.5 for m, gives an expression for the particle mass given its ionisation
loss and momentum,

m ∼ p
√
dE/dx− C

K
. (8.6)
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Figure 8.2: The relative error between the full Bethe relation and the approximation
(eq. 8.5).

The following sections describe the calibration procedure used in determining the C
and K constants for the different detector systems.

8.1 Mass constant calibration method

Determining C and K is done by fitting the 2-dimensional dE/dx vs momentum distri-
bution. Fitting the 2D histogram directly is quite complicated, as most fitting routines
regress to a fairly simplistic minimisation due to the O(N2) input space. To circumvent
this problem, the 2D distribution can be sliced into 1D histograms, by histogramming
the values in a specific bin-range on one axis. This concept is illustrated in figure 8.3a
and 8.3b.

The 1D histograms resulting from these slices are then in the opposing units of the
axis where the slice has been place, see figures 8.3c and 8.3d.

In relation with particle identification by continuous energy loss, the rise on the Bethe-
curve is of principal importance, the better description of this rise, the tighter the mass
estimate. To capture the detail on both axes, the method used slices both the X and the Y
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axis. If we only sliced one axis, say along the momentum (X axis), then the region around
50GeV < p < 150GeV in figure 8.3b would be badly described, given a finite number of
slices, needed in view of the statistics available. When slicing along both axes, all ranges
will be accounted for in an optimal way.

The number of slices on each axis determines the resolution on the final description
of the Bethe-curve. In practice the amount of statistics available1 in the histogram limits
the number of slices to around 10 per axis. On each slice, a peak finder is used to find
the most likely place of the band, these peaks are marked by a red triangle on figures 8.3c
and 8.3d. The largest peak is then used as a seed mean value for the fit. The distribution
is fitted with either a gaussian or a crystal ball function [44]:

f(x;α, n, x̄, σ) = N ·
{

exp(− (x−x̄)2

2σ2 ), for x−x̄
σ > −α

A · (B − x−x̄
σ )−n, for x−x̄

σ 6 −α
(8.7)

A =
(
n
|α|

)n
· exp

(
− |α|

2

2

)
, B = n

|α| − |α|, N is a normalisation factor and α, n, x̄ and σ

are parameters which are fitted with the data.
If the fit fails to converge, or the width of the fitted distribution is larger than the

RMS of the whole slice, then the mean value is estimated based on bin counting, and the
error on the mean is taken to be RMS/

√
N where N is the number of entries in the slice.

If only one entry is present in the slice, the error is taken to be the standard deviation of
a single bin2 1/

√
12 [16].

The most probable values from each slice is then plotted on a graph, and fitted by
equation 8.5, as illustrated in figure 8.4a. The resulting fit K and C parameters are used
in equation 8.6 to estimate the mass, resulting in a mass distribution similar to the one
in figure 8.4b.

8.2 Calibration results

The mass estimators for pixel, LAr 1, LAr 2 and the presampler have been calibrated by
applying the method described in section 8.1 to the ten R-Hadron signal samples. The
choice of calibrating on monte carlo samples is in principle troublesome as badly described
real world effects can contribute to both the momentum and the dE/dx estimates. For
all but the pixel detector, this choice is simply dictated by the lack of any known particle
that can produce a low-β dE/dx raise. In all the detectors R-Hadrons can be double
charged. In the mass calibration a single band is required. To help the calibration tool, a
region of interest is defined around the main band, allowing only the entries within this
area to contribute to the calibration fits (indicated by the red band in figure 7.10). In
principle, this type of geometrical cut can introduce a bias, as the overall distributions
in the slices tend to be shifted in one direction, if the region contains slight asymmetries
from the definition of the region The bias is minimised by the fit selection requirements
in section 8.1, but particularly the case where the fit doesn’t converge, and more than 1
entry is present in a slice can be problematic in this case. An example of the distribution
after cleaning is found in figure 8.5. The overall mass bias is discussed later in this section.

1See section 6.4 for monte-carlo production details
2Assuming a uniform distribution
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(a) Momentum estimation by horizontal slices at
known dE/dx values. For this mass hypothesis, a
valid range would be from dE/dx & 4.0 MeVg−1cm2.

(b) dE/dx estimation by vertical slices at known
momenta. For this mass hypothesis, a valid range
would be from p & 300 GeV.
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Figure 8.3: 2D histogram fitting by slicing along both axes.

All the signal samples have been cleaned for other particles caused by initial state
radiation, by requiring them to be labeled as ‘R-Hadron’ by the event generator. True
momentum is used.

For each of the detector systems, the constants K and C have been found, for all the
signal samples, and is plotted in figure 8.10. The constants for the third layer and the
three tile layers in the hadronic calorimeter have been estimated as well, but they have
proved unsuitable for mass estimation, based on the calibration results.

For each calorimeter layer, the calibration pairs (K,C) from each mass hypothesis is
combined by calculating the weighted mean with the error on the constants as weight,

〈K〉 =

∑
i

(
Ki/σK2

i

)

∑
i

1
σ
K2

i

. (8.8)

The error of the weighted mean is,

1

σ2
K

=
∑

i

1

σK2
i

. (8.9)

The weighted means are listed in table 8.1.
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Figure 8.4: In (a) the coloured squares (pink and red), mark the most probable values
found by fitting slices. The fit of equation 8.5 to these points is marked by the black line.
Figure 8.4b: The mass estimate is found using equation 8.6.

〈C〉 〈K〉
Presampler 0.895± 0.067 0.204± 0.004

LAr 1 0.525± 0.045 0.288± 0.022

LAr 2 0.434± 0.058 0.278± 0.032

Pixel 1.464± 0.061 0.905± 0.031

Table 8.1: Calibration results for for the mass estimators.

Mass reconstruction performance

The calibration constants found, have been integrated into the NTuple software, enabling
mass estimation for all slow moving particles. To gauge the performance of the mass
estimators, the bias with respect to the true mass is calculated. The bias is found by
histogramming the reconstructed mass minus the true mass (figure 8.8). The histogram
is then fitted with a Breit-Wigner function [25], and the bias is estimated to be the mean
value found by this fit.

Bias and mass resolution

Looking at the relative mass resolutions listed in table 8.2, it is noticeable that the
momentum resolution (figure 6.3 in chapter 6.9) is dominating the mass resolution when
using reconstructed momentum. When using the true momentum, the mass resolution
becomes better at increasing masses, as we would expect since a larger part of the data
points lies on the low-β rise, compared to the lower masses, where a substantial amount
of the data lies close to the MIP region.



8.2. CALIBRATION RESULTS 83

p [GeV]

0 200 400 600 800 1000 1200 1400

]2
 c

m
-1

dE
/d

x 
[M

eV
 g

0

2

4

6

8

10

12

14

16

18

20

2

4

6

8

10

12

14

16

18

20
EM Calorimeter Layer 1

 0.008± = 0.261 1K

 0.014± = 0.574 
1

C

 0.009± = 0.137 2K

 406.328± = -1185.321 
2

C

  (m = 800.0 GeV) Pythia
g~
+R-Hadron R

Y projection slices (fit dE/dx vs known p)

X projection slices (fit p vs known dE/dx)

27
75.9 = 

ndf

2χ
,   1 + C2p

2m 1 = Kdx
dE

27
86.1 = 

ndf

2χ
),   2β| - 

 - 12β1/
2

C
 0.5 log(|2β

2K
 = 

dx
dE

Figure 8.5: Fit result from a cleaned R-Hadron sample with a mass of 800 GeV. The red
curve is the dE/dx fit employing eq. 8.5 and the green curve is the full Bethe function for
comparison.

The bias from the true mass is growing as masses increase, independently of momen-
tum. In figure 8.6 the absolute value of the bias for reconstructed momentum (red dots)
is plotted together with the bias assuming true momentum (green dots). The increased
rate of the rise in bias with reconstructed momentum could hint at a possible correlation
between the two errors, which could be expected from the choice of dE/dx function,
as figure 8.2 show a clear discrepancy between the theoretical predicted energy loss as
a function of momentum and the applied model. Furthermore, we would expect some
variation in the overall functional description with respect to mass, as the expression is
sensitive at the onset of the low-β rise due to the lack of a logarithmic term found in the
Bethe equation.

The bias have been calculated using mass estimates with true (figure 8.9) and re-
constructed momentum. The resulting shifts are listed in table 8.2 for the pixel mass
estimator and in table 8.3 for the first layer in the electromagnetic calorimeter.
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f1HxL = a x + b x2 + c

f2HxL = a expHb xL + c

| mass bias | for reconstructed momentum

mass bias with true momentum

a = 0.334

b = 4.670 ´ 10-3

c = 1.963

a = 0.003

b = 7.886 ´ 10-6

c = 0.114
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Figure 8.6: Evolution in bias as a function of R-Hadron mass.

Mass estimation in the pixel detector of low-pT Standard Model
particles.

The mass estimator has been tested against collision data from the minimum bias data
stream. This data is mainly dominated by low energy particles, making it suitable for
particle identification purposes with the dE/dx method. In figure 8.16 the inlayed 2D
histogram shows the dE/dx vs momentum distribution utilised for mass estimation. The
black line represents a cut on the dE/dx value, excluding minimum ionising particles. In

Bias [GeV] Bias [GeV] Mass resolution Mass resolution

Mass [GeV] mest −mtrue mesttruep −mtrue σm = mest−mtrue
mtrue

σm =
mesttruep

−mtrue

mtrue

100 −1.11 0.50 13.91 % 13.32 %
200 −2.98 0.96 13.49 % 11.65 %
300 −2.80 1.96 13.59 % 10.53 %
400 −5.19 1.65 14.12 % 9.56 %
500 −6.82 3.62 15.72 % 9.13 %
600 −6.13 4.56 16.09 % 8.48 %
700 −12.94 4.67 16.67 % 8.02 %
800 −14.84 9.14 17.47 % 8.02 %
900 −23.22 8.23 18.69 % 7.44 %
1000 −38.24 10.37 20.03 % 7.54 %

Table 8.2: Bias and mass resolution for the pixel detector. Errors on the mean can be
found in figures 8.9 8.8 8.11 8.12.
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Figure 8.7: Mass estimation based on pixel dE/dx. R-Hadron masses plotted assuming
true momentum.

Bias [GeV] Bias [GeV] Mass resolution Mass resolution

Mass [GeV] mest −mtrue mesttruep −mtrue σm = mest−mtrue
mtrue

σm =
mesttruep

−mtrue

mtrue

100 27.63 32.00 24.55 % 27.86 %
200 31.22 32.73 25.02 % 27.26 %
300 28.61 30.55 22.04 % 19.86 %
400 28.07 29.70 22.18 % 19.52 %
500 29.69 27.56 24.30 % 18.95 %
600 28.59 26.33 24.87 % 18.71 %
700 31.23 28.01 28.64 % 18.07 %
800 16.64 20.54 25.41 % 16.93 %
900 7.26 28.55 31.38 % 17.27 %
1000 −7.32 31.73 26.38 % 16.49%

Table 8.3: Bias and mass resolution for the electromagnetic calorimeter layer 1.

the mass plot, pions, kaons, protons and deuterons are visible. The asymmetry between
positive and negative charged deuterons are clearly visible in both plots. The vertical
lines on the mass plot represents the true masses of the particles. The offset from the
true masses are caused by two effects. The first is the fact that the mass estimator has
been calibrated on R-Hadrons with a simplified ionisation model. The second is a bit more
subtle. Particle tracks are by default assumed to be pions during the track reconstruction.
This affects the momentum measurement markedly at low pT , as energy loss, multiple
scattering and other material effects become important when m/p→ 1. Nevertheless, this
plot is a sanity check for the mass estimator.
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Figure 8.8: Bias in the pixel mass estimate.
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Figure 8.10: Mass estimator constants.
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Figure 8.11: Resolution of the pixel mass estimator (reconstructed momentum).
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Figure 8.13: Presampler mass reconstruction of signal samples (true momentum).
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Figure 8.14: Electromagnetic calorimeter layer 1 mass estimates (true momentum).
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Analysis

In order to postulate anything about the possible existence of R-Hadrons, a statistical
analysis is performed. The analysis can be described as a counting experiment. The
principle is simple, we define a region in parameter-space where we expect a specific
amount of counts from background processes, and a sizeable addition from a possible
R-Hadron signal. If, when comparing to data, there is a significant discrepancy between
expected background and the observed number of events, we can claim a discovery. If
instead, observation and expected background coincide with no significant deviation, a
limit can be placed on the R-Hadron production cross section.

Before the counting itself, the area of interest in the parameter space is defined. The
parameter space is comprised of every observable available after event reconstruction:
track momentum, direction, energy depositions, particle identification variables such as
mass and velocity among others.

For this search a subset of the available parameters is extracted based on signal
significance, ‘cuts’ defining the effective ranges of the parameters are found by optimising
the specific signal significance for each variable in turn, this process will be described in
section 9.3.

9.1 Preselection

Before the analysis a preselection is applied to ensure the quality of the reconstructed
tracks.

The preselection cuts are chosen based on advice from the muon combined performance
group, inner tracking Combined Performance Group and lastly by cut optimisation using
simulated annealing.

Event level requirements

• The event must pass the xe40 noMu trigger chain (sec. 6.3).

• Real data events must pass the SUSY working group good run list (sec. 6.6).

• Real data must pass the OTX data quality map (sec. 6.6). Correspondingly monte
carlo events are scaled by the efficiency loss to compensate.

• Real data from multiple data streams have overlapping events removed (sec. 6.6).

• Each event is required to have at least one vertex with three associated tracks.

93
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Track level requirements

• Require at least 3 hits in the pixel detector (minimum requirement for the pixel
dE/dx observable).

• At least 5 hits in the Semiconductor tracker.

• 0 pixel clusters shared with other tracks.

• 0 SCT hits shared with other tracks.

• Transverse impact parameter |d0| < 2.0 mm and Longitudinal impact parameter
z0 < 10 mm.

The overall preselection efficiencies are listed in table 9.3.

9.2 Selection variables

In part III of this thesis 7 independent dE/dx estimators where developed. In addition to
the Calorimeter dE/dx variables, it is also possible to measure dE/dx in the pixel detector.
Furthermore, a Time-of-Flight (ToF) observable utilising the hadronic calorimeter timing
has been constructed by other members of the ATLAS SMP group [23]. By combining
any of these variables with momentum, a mass estimate can be calculated. Beyond the
special purpose estimators, a selection of standard observables is included in the event
selection.

In all, the following variables are available for event selection:

Custom observables

• Calo dE/dx LAr layer 0

• Calo dE/dx LAr layer 1

• Calo dE/dx LAr layer 2

• Calo dE/dx LAr layer 3

• Calo dE/dx Tile layer 1

• Calo dE/dx Tile layer 2

• Calo dE/dx Tile layer 3

• Pixel dE/dx

• Calo ToF β Tile

• (Mass estimates from all of the above)

General observables

• Transverse momentum (pT )
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• Distance to nearest jet (∆Rjet)

• Missing transverse energy (Emiss
T )

Not all the available observables are needed in the analysis, selecting the optimum
combination is done by sorting them by significance, estimator efficiency and correlations.

Time of Flight

At readout level every cell in the hadronic calorimeter estimates the energy deposition by
fitting the pulse shape of the electronic signal. The pulse is sampled at seven points Si
each spaced by 25 ns. The time treco is defined as the point where the pulse peaks on
the time axis. A particle moving at light speed is defined to have t = 0. As particles are
assumed to travel at light speed in ATLAS, the fit function is optimised around that value.
In order to use the timing measurement for slow moving particles, alternative algorithms
have been implemented. [23].

Converting the time signal to β is done by,

βcell =
v

c
=

dcell
trecoc+ dcell

(9.1)

where dcell is the distance from the interaction point to the centre of the calorimeter cell.
For multiple cell hits a weighted mean is computed weighted by the cell energy.
The particle mass is then trivially computed by,

m =
p

βc
. (9.2)

The β measurements for signal, background and data is plotted in figure 9.1 before
any cuts have been applied.

Distance to nearest jet

R-Hadrons produced at the LHC are due to their high rest mass not likely to be created
together with high-ET jets. The distance between R-hadron candidate tracks and the
nearest jet is thus a powerful discriminator against QCD jets, produced in abundance at
the LHC. The distance is calculated by looping over every jet container in the event, while
calculating the distance. The distance is calculated in η–φ:

∆Rjet = min
i

√
(ηtrack − ηjeti)2 + (φtrack − φjeti)2. (9.3)

∆Rjet for each mass hypothesis as well as total background and data is shown in
figure 9.2. The correspondence between background and data is within expectations, as
fluctuations in the QCD samples are unavoidable due to low monte carlo statistics.

Transverse momentum

The transverse momentum depicted in figure 9.3 show a reasonable good agreement
between background and data at low pT . At high values the background estimate suffers
from low statistics.
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Figure 9.1: Tile of flight β estimated from tile.

dE/dx variables

The dE/dx variables all show good agreement between expected background and data.
The signal samples in figure 9.4a show a known discrepancy with both the background and
data. The MIP peak is shifted towards a slightly higher value. This shift has been found
to be caused by the ionisation model in Geant4. The signal samples have been produced
with a simplified model that ignores certain types of electromagnetic interactions. In later
work this problem have been corrected, but at the time of writing the new signal samples
where unavailable.

The consequence of the shifted dE/dx spectrum is increased acceptance, in this analysis
this is compensated by increasing the systematic uncertainty on the signal count.

Mass variables

The mass resolution is largely dependent upon the momentum resolution. In section 6.9
we found a gradual uncertainty on the reconstructed momentum approaching 20 % for
1000 GeV R-Hadrons. This uncertainty is reflected in the mass distributions, especially
comparing the pixel mass spectrum in figure 9.6a with the same masses, but with true
momentum, in figure 8.7.



9.2. SELECTION VARIABLES 97

jetR∆
0 1 2 3 4 5 6 7

T
ra

ck
s

-110

1

10

210

310

410

510

 = 7 TeV) sData (
 (m = 100 GeV, Pythia)g~

 (m = 200 GeV, Pythia)g~

 (m = 300 GeV, Pythia)g~

 (m = 400 GeV, Pythia)g~

 (m = 500 GeV, Pythia)g~

 (m = 600 GeV, Pythia)g~

 (m = 700 GeV, Pythia)g~

 (m = 800 GeV, Pythia)g~

 (m = 900 GeV, Pythia)g~

 (m = 1000 GeV, Pythia)g~

EW
QCD (J0-J6)
Top

, muonsjetR∆

-1 L dt = 15.30 pb∫

Figure 9.2: Distance to the nearest jet in η–φ of the R-hadron candidate track.

Correlations

To discriminate between signal and background, it is important to require the right
combination of discrimination power and signal efficiency. If any of the chosen variables
are strongly correlated in both signal and background they represent the same discrim-
ination power, but potentially decreasing the signal efficiency, by requiring two or more
measurements where only one is needed. In this analysis we expect all the observables to
be correlated for the signal in some way. A particle with a low β will also ionise more
leading to correspondingly higher dE/dx values. For the calorimeter dE/dx variables
the energy depositions should be strongly correlated between the calorimeter layers, but
uncorrelated for most of the background apart from muons. In figure 9.8 the correlations
between the chosen variables is visualised by colouring the correlation matrix according
to the correlation strength between each set of variables.

The variables are largely uncorrelated for the background samples, and moderately
correlated for the signal samples.

Estimator efficiencies

The custom estimators are not always available for any given R-hadron candidate track.
When choosing the estimators based on their significance it is important to realise that
a highly significant estimator can cause efficiency loss if its rarely available for the signal
candidate.
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Figure 9.3: pT

9.3 Choice of variable cuts

In terms of statistics, the goal of this analysis is to test if the R-Hadron hypothesis is
true. The basic statistical framework for hypothesis testing is described in appendix A.
In order to test the hypothesis a criteria defining what is R-Hadrons and what is not,
must be constructed. Assume we only have a 1 dimensional distribution describing all the
available information about the physics. The distribution must be based on an estimator
that maximises the difference between signal and background as much as possible, such
as the dE/dx estimators developed earlier. With such a distribution it is meaningful
to ask which values to expect from signal and which from background. By defining an
‘acceptance’ region where we expect the background hypothesis to be true and a critical
region where we expect the signal hypothesis to be true. Separating the distribution into
these two regions is done by creating a decision boundary or ‘cut’, where if an observation
falls on one side of the boundary it belongs to the signal hypothesis and if it falls to the
other side, it belongs to the background hypothesis.

The optimal decision boundary for a simple 1d distribution can be found by deciding
on a level of significance α (eq. 9.4) and then maximise the power 1 − β (eq. 9.5). The
significance is the probability that the background hypothesis falls within the critical
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Figure 9.4: dE/dx

region, and the power is the probability that the signal falls within the signal region,

α =

∫ ∞

cut
f(X|bg) dX (9.4)

1− β =

∫ ∞

cut
f(X|sig) dX (9.5)

These sizes are illustrated in figure A.1. The optimal way of creating a cut given these
criteria is by calculating likelihood ratio f(X|sig)/f(X|bg) ≥ cutα where cutα is chosen in
a way that satisfies the significance requirement (9.4). If the ratio is larger than cutα the
signal hypothesis is chosen and if its smaller or equal to cutα the background hypothesis
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Figure 9.5: dE/dx

is chosen. This construction is called the Neyman-Pearson Test [25], and produces the
best test in the simple case of two completely specified distributions.

In practice this construction is impossible. The parameter space available in this
analysis is 18 dimensional, and because of limited statistics it is not continuous and not
likely to be completely specified. This dimensionality poses a practical problem, because
of the ‘curse of dimensionality’. If we were to place a decision boundary in this 18d space
it would require a histogram containing the entire distribution. The required amount
of memory would assuming single precision floating points, and 200 bins per axis would
be around (4 × 200)18 bytes ∼ 1033 exabytes, slightly more than I have available in my
computer! The distributions are not well described either, so any analytical expression is
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Figure 9.6: Mass estimators

excluded.

Numerous alternative methods have been developed during the last century, these
multivariate methods are lossy optimisers based on heuristics inspired from a variety of
fields such as neuroscience (neural networks), thermodynamics (Simulated Annealing) and
genetics (Genetic Algorithms). While many of these methods have been tested as part of
this work1, the decision based on the availability of strong estimators is to approximate the
Neyman-Pearson test by constructing a method that is based on 1 dimensional projections
of the 20-space can estimate optimal decision boundaries.

1Simulated Annealing is used i the preselection, Boosted Decision Trees [7] have been investigated for
the analysis, but failed to produce any significant improvement over the method described here.
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Figure 9.7: Mass estimators

Cut optimisation method

The optimisation routine is constructed to maximise the signal purity on single variables,
the purity in this context can be defined by three distinct approximations, all of which
are applied in parallel to gauge the optimal choice for the final cuts.

The three functions are all defined by the number of signal S and background B
counts that passes the test statistic given a cut value, cuti. The first (9.6) is a poissonian
likelihood ratio construction,

psLR =

√
2(S +B) ln

(
1 +

S

B

)
− S (9.6)
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Figure 9.8: Linear correlations between observables. (Figures in percentage (%).

Mass [GeV] LAr 3 LAr 2 LAr 1 LAr 0 Tile 1 Tile 2 Tile 3 Pixel Tile β

100 32.8% 83.5% 69.9% 17.2% 51.3% 50.0% 28.1% 71.4% 97.7%
200 35.5% 83.0% 69.9% 22.5% 51.7% 48.5% 27.3% 70.3% 97.0%
300 37.0% 82.9% 72.9% 26.6% 54.7% 51.1% 28.4% 69.7% 97.5%
400 40.2% 84.2% 75.0% 30.3% 54.9% 51.1% 27.9% 69.4% 97.8%
500 40.3% 83.9% 74.6% 33.0% 54.7% 51.5% 28.3% 68.6% 97.6%
600 41.6% 84.1% 75.6% 34.2% 53.1% 51.4% 30.7% 69.8% 97.3%
700 41.8% 82.9% 75.6% 36.9% 54.1% 51.7% 29.4% 67.0% 97.3%
800 44.7% 84.4% 77.6% 41.8% 52.9% 50.0% 28.7% 66.9% 97.1%
900 46.5% 85.4% 78.6% 42.7% 54.9% 51.7% 29.8% 69.6% 97.1%
1000 45.9% 84.7% 78.6% 46.3% 54.4% 50.5% 28.7% 69.1% 96.8%

〈eff〉 40.6% 83.9% 74.8% 33.1% 53.7% 50.7% 28.7% 69.2% 97.3%

Table 9.1: Estimator efficiency. Observable availability per track in signal samples.

The second method (9.7) is the classic signal-to-noise ratio [25],

ps/
√
b =

S√
B

(9.7)

The third method (9.8) is in general the most commonly used [19] approximation of
purity,

ps/
√
s+b =

S√
S +B

. (9.8)

Of these three (9.8) is the method selected for the final analysis, based on comparing
the tests for all variables (fig. 9.9).
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Figure 9.9: Cut optimisation methods

The routine is divided into two parts, part one processes the signal and background
monte carlo data filling histograms for each of the observables. The second part calculates
the purity for each possible cuti point in every histogram. The new decision boundary
found by the second part is introduced into the analysis process in part one, and the
histograms are filled again based on the previous cuts. This approach incorporates
correlations among variables by penalising variables that are correlated with variables
already chosen earlier in the cut flow.

The procedure can be summarised by:

1. For every observable fill a histogram with signal and a histogram with background.

2. Normalise both histograms to the same area, this results in a shape comparison
rather than one based on statistics.

3. For every bin along the x axis calculate pi = S/
√
S +B by (9.9), the other purity

metrics are calculated in a similar fashion.

4. Find the optimal decision boundary for each observable: pdist = maxi pi.

5. Compare all observables and find maxdist pdistε where ε is the estimator efficiency
from table 9.1 for the relevant observable.

6. Refill all histograms while applying the previously found cut(s).

7. Repeat the above until maxdist pdist < ctermination is met.
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In equation 9.9 ‘dir’ is the direction, or the side of the cut value on which the critical
region is placed. In figure 9.9 the acceptance region is indicated by the hashed side of the
cut line.

S√
S +B

=

∫ b
a fN (X|sig) dX

∫ b
a fN (X|sig) dX +

∫ b
a fN (X|bg) dX

{
a = cuti, b =∞ if dir = −1
a =∞, b = cuti if dir = 1

(9.9)

An illustration of this principle is shown in figure 9.10 for two observables. Because
one cut is applied after another (boolean ‘AND’) the overall parameter space is gradually
decreased as exemplified by the shaded regions.

When scanning a distribution with an unknown parameter (the mass), one must be
careful not to overtrain or in this case tighten the critical region too much. For the
selection each of the 10 mass hypotheses are treated as independent analyses, each with
a unique set of cuts based on their specific momentum range and ionisation loss. Because
of the nature of this work is to search for a particle with the mass as a free parameter, the
above method will introduce a severe bias akin to the look-elsewhere effect [25]. Because
of this the final exclusion limit is not directly based on this method, but manual cuts
inspired by the output, with careful avoidance of narrow two sided cut windows.

9.4 Event selection

The cut method for the final selection is a combinatorial weighting scheme where if specific
observables pass a cut value, a point is assigned to a common sum. If the sum passes a
threshold value the track is selected as a R-Hadron candidate. Some of the stronger
observables such as Pixel dE/dx can cause subtraction of points if the value is strictly
outside the critical region. The calorimeter dE/dx values cannot count by themselves as
they only give sensible predictions of the energy deposit is consistent in multiple layers.
The argument is that Calorimeter dE/dx is uncorrelated for QCD jets but highly correlated
for R-Hadrons. Muons can pass as R-Hadrons in the Calorimeter dE/dx but since they
would be MIPs in the Pixel detector or high-β in the Tile, requiring the right amount of
points will discriminate against them as well.

The cut-flow is as follows:

• Pass preselection (sec. 9.1).

• pT > 50 GeV.

• Distance to nearest jet ∆Rjet > 0.5.

• More than 2 discriminator points from discriminators in table 9.2.

• (tight cut) Mass hypothesis based on either pixel EM Calo dE/dx or Hadronic Calo
β between ±2σm of the mass hypothesis.
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Figure 9.10: Cut optimisation process. With a parameter space spanned by Variable 1 and
2, the optimal cuts are found by calculating the S√

S+B
for each variable in 1 dimension. The

most significant cut for each variable is evaluated. The largest of the two is chosen as the
first cut. The parameter space is reconstructed requiring the cut. The signal significance
is calculated and the second cut is place. This cycle continues until the remaining possible
cuts becomes insignificant.

9.5 Systematic uncertainties

To place s realistic limit on the production cross section of R-Hadrons it is necessary to
consider sources of systematical uncertainties. The estimated uncertainties used in this
analysis is taken from our collaborative effort [8]. The systematic uncertainty on the
signal is estimated to be 20% and the background uncertainty is estimated to be 30%.
The background estimate is not strictly compatible with this analysis, as a data-driven
approach is used in our note, while monte-carlo samples is used in this analysis. From
comparison between the two methods and data in a side-band region, it is estimated that
monte-carlo provides a less accurate estimate of the background than the data-driven
method. Nevertheless it is beyond the scope of this work to implement the other method
and the uncertainty is taken as an optimistic estimate of the overall uncertainty.
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Estimator Cut λ

Pixel dE/dx > 1.8 +1

Pixel dE/dx < 1.8 −1

Tile β < 0.9 +1

N Tile Calo dE/dx with 0.0 < dE/dx < 10.0 > 1 +1

N LAr Calo dE/dx with 0.0 < dE/dx < 10.0 > 1 +1

if LAr N > 2 AND Tile N > 1 — +1

Table 9.2: Combinatorial discriminator. The maximum number of points possible is 5
with both LAr and Tile available.

Cutflow (
∫
Ldt = 15.30 pb)

Cut Data (
√
s = 7 TeV) Background g̃ 100 GeV g̃ 200 GeV g̃ 300 GeV g̃ 400 GeV g̃ 500 GeV g̃ 600 GeV g̃ 700 GeV g̃ 800 GeV g̃ 900 GeV g̃ 1000 GeV

Observed/Expected 219676 175678.0 322819.5(99.5%) 9562.5(100.0%) 945.6(99.5%) 159.1(100.0%) 35.8(100.0%) 8.8(90.5%) 3.0(100.0%) 1.0(99.8%) 0.4(100.0%) 0.1(99.8%)
Passed GRL (data) 158222 175678.0 322819.5(99.5%) 9562.5(100.0%) 945.6(99.5%) 159.1(100.0%) 35.8(100.0%) 8.8(90.5%) 3.0(100.0%) 1.0(99.8%) 0.4(100.0%) 0.1(99.8%)

Passed Overlap (data) 157682 175678.0 322819.5(99.5%) 9562.5(100.0%) 945.6(99.5%) 159.1(100.0%) 35.8(100.0%) 8.8(90.5%) 3.0(100.0%) 1.0(99.8%) 0.4(100.0%) 0.1(99.8%)
Passed Trigger 71084 63926.9 49818.6(15.4%) 2375.2(24.8%) 302.1(31.8%) 56.4(35.4%) 13.8(38.5%) 3.6(37.5%) 1.3(43.9%) 0.4(44.8%) 0.2(45.6%) 0.1(47.3%)

Passed Preselection 69220 63922.5 49510.5(15.3%) 2367.9(24.8%) 301.2(31.7%) 56.2(35.3%) 13.7(38.4%) 3.6(37.4%) 1.3(43.9%) 0.4(44.7%) 0.2(45.5%) 0.1(47.2%)
pT > 50GeV 48520 34464.8 38942.9(12.0%) 1931.9(20.2%) 254.0(26.7%) 47.8(30.0%) 11.8(33.0%) 3.1(32.4%) 1.1(38.0%) 0.4(38.7%) 0.1(39.1%) 0.1(41.1%)
∆Rjet > 0.5 39327 21871.4 36231.7(11.2%) 1810.2(18.9%) 236.7(24.9%) 44.2(27.8%) 10.9(30.3%) 2.9(29.7%) 1.0(34.8%) 0.4(35.2%) 0.1(35.4%) 0.0(37.5%)
disc > 1 206 291.1 15034.9(4.6%) 957.3(10.0%) 145.8(15.3%) 29.5(18.5%) 7.6(21.3%) 2.0(21.0%) 0.7(24.7%) 0.3(25.6%) 0.1(26.2%) 0.0(28.4%)
Mass σm 69 57.1 13956.6(4.3%) 911.0(9.5%) 138.9(14.6%) 28.2(17.8%) 7.3(20.3%) 1.9(19.8%) 0.7(23.4%) 0.2(23.5%) 0.1(24.0%) 0.0(25.4%)

Table 9.3: Cutflow. The last (mass) cut listed for the background estimate and data
is assuming the 2σmass window around the 100 GeV R-Hadron hypothesis. A similar
estimate for each mass hypothesis have been calculated and used in the counting process
for the final limit.

9.6 Limit

Considering the counting results from the previous section, no signal is expected in the
observation. Instead an upper limit on the R-Hadron production cross section by gluino-
gluino pairs is estimated.

The methodology behind the limit setting is explained in appendix A.2, but the specific
method applied is as follows.

The limit is calculated by counting the number of events that passes the selection in
section 9.4. For data the number is obviously an integer value, we either observe an event
or not. For the expected background the number of events is scaled to fit the integrated
luminosity of the observed data. If the observed number of data and background events
matches we naively conclude that the signal absent. This method is flawed for many
reasons, firstly we need to account for fluctuations in the background expectation, and
the systematical uncertainties have not been folded into the assumption.

To handle the possibility of background fluctuations we assume that the events are
poissonian distributed so if we expect to observe nb background events the probability of
observing n0 or more due to fluctuations is given by

α =
∞∑

i=n0

nibe
−nb

i!
, (9.10)

where α is the statistical significance. If α → 0 it would imply a significant deviation
from the background expectation. In particle physics this deviation is typically measured
in terms of the quantile of the normal distribution (A.7) and the misused tradition has
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it that 5σ deviations is a discovery of something new, while 3σ is said to be evidence of
something.

Returning to limits, the connection between the number of observations is related to
the process cross section by

σ =
N

εL (9.11)

Where N is the number of observations (or in this case the upper limit on the number of
counts), ε is the selection efficiency (ε = nobserved

nproduced
) and L is the integrated luminosity in

which the N observations have been made.
The limit is calculated by inverting the range in (9.10) and ask, how many signal

events (s) could be contained within the combined signal and background expectation (b)
given the observation of n events, with the significance less than some value. This exact
formulation calls for the maximisation of s in (9.12) with a fixed value of α,

CLs+b = 1− α =

n∑

i=0

e−(s+b) (s+ b)i

i!
(9.12)

The confidence level CL is traditionally fixed at either 95% or 90%, meaning that we
calculate the largest possible value of s possible while assuming that the probability of it
being due to a signal under fluctuation is less than α = 5%. [16].

Relying on (9.12) can be dangerous if we expect down-fluctuations in background
expectations, as it will inadvertently affect the signal expectations. Instead the method
used seek to neutralise the problem of background fluctuations by introducing a likelihood
ratio between the signal plus background hypothesis and a background only hypothesis.
This method is called the CLs method (9.13) [40],

CLs =
CLs+b
CLb

= 1− α =

∑n
i=0

(s+b)i

i! e−(s+b)

∑n
i=0

bi

i! e
−b . (9.13)

Including systematical uncertainties is done by smearing b and s by a gaussian with
the mean at the expected background and signal values and the width defined by the
uncertainties [3]. The signal is then maximised with some specific result from the smearing.
This is repeated a large number of times for difference samplings from the smearing
distribution. The final upper limit is then the mean of the result from each smearing-
maximisation cycle. Combining (9.10) with this smearing method, we end up with

CLs = 1− α =

∑n
i=0

(Lσg̃sigeffsmeared
+bsmeared)i

i! e−(Lσg̃sigeffsmeared
+bsmeared)

∑n
i=0

bismeared
i! e−bsmeared

. (9.14)

Which we maximise for σg̃ with the requirement that α = 0.05. The final result is plotted
along with the predicted gluino production cross section, calculated with Prospino in
figure 9.11.
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Figure 9.11: The final limit based on the method described in section 9.4.
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Conclusion

In this thesis I have developed a method for extracting dE/dx estimates from the AT-
LAS calorimeters. I have shown that the dE/dx measurements of R-Hadrons from the
calorimeters are similar to those of slow moving Standard Model particles in less dense
detectors, clearly discriminating them from Standard Model particles, as they would either
be stopped or minimum ionising in the same environment. This method have potential
applications in further searches for penetrating charged particles at other experiments.
I have developed a mass estimation method based on dE/dx measurements. The mass
estimation calibration can in principle be used to calibrate to other functions than the
one used in this analysis, as it simply provides a robust 2D fitting method. I have applied
the mass estimation method to collision data, showing recognisable mass peaks for low
momentum kaons, protons and deuterons. The calorimeter dE/dx estimators and the
mass estimates have been used in a search for stable gluinos, hadronising into R-Hadrons.
The search have placed an upper limit on gluino production at

√
s = 7 TeV with 15.3 pb−1

data. In comparison with the Split-SUSY scenario the limit corresponds to an exclusion
of stable gluinos with masses less than 450 GeV.

Perspectives

In parallel to the writing of my personal analysis, I have taken part in the official ATLAS
search for heavy long lived hadronising particles. In this forum I have contributed with a
pixel based mass estimator (chapter 8) currently serving as one of the two main estimators
in the analysis. I have been responsible for calculating the theoretical expectations with
the prospino application (chapter 3.3). Lastly I have performed the final limit setting
with the methods described in chapter 9.6.

With the 34 pb−1 data accumulated during 2010, we are preparing an article for
publication moving the upper limit on stable gluino, stop and sbottom production below
1 pb for masses in excess of 200 GeV. The preliminary limits from this analysis is presented
in figure 10.1.
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A

Statistical methods

Due to the methodology of particle physics, each measurement, or event is in itself an
experiment, with a probabilistic outcome. Given a theory, the goal is to either discover or
exclude it’s existence, based on statistical evidence arising from variations in distributions
of observables.

This chapter describes the statistical techniques used in our analysis, in relation to
preparing observables, selection and defining exclusion limits.

A.1 Basic definitions

The number of observed events N given a specific process with the cross-section σ and
the integrated luminosity L is defined as:

N = εLσ, (A.1)

where ε is the selection efficiency,

ε =
signal events surviving selection cuts

signal events created
(A.2)

Hypothesis testing

The baseline for all scientific studies is the “scientific method”, with which we compare a
theory with observation in order to falsify [39] the hypothesis. If the comparison stand, the
theory is said to be a valid description of the observed phenomenon. Statistically [13, p.
48], we can represent a theory as a multi-dimensional probability density function (p.d.f.),
if a sample of observations falls within the theoretically predicted p.d.f. the theory is said
to describe the observations.

In particle physics it is customary to compare observations with the standing theory;
“The Standard Model” as well as a competing model representing new physics. Let us
denote the standard model asH0 and refer to it as the “null hypothesis” and the alternative
modelH1 as the “signal hypothesis”, both described by some multi-dimensional p.d.f. f(x)
of random variables x.

In order to test which of these hypothesises best describes the observed phenomenon
specified by n measured values1 x = x1, ..., xn, we can construct a simplified representation

1these could correspond to a single measurement of n dimensions, or simply n repeated measurements
of the same variable, or some combination
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gHtÈH0L

gHtÈH1L

Β Α

tcut

accept H0 reject H0

t

gH
tL

Figure A.1: Hypothesis test, α region: probability of observing the null hypothesis
in the alternative hypothesis region (known as the significance and the type I error), β
region: probability of observing the signal in the null hypothesis region (type II error).

of the measured variables called a test statistic t(x). Each of the hypothesises is then
represented by a function of t: g(t|H0) and g(t|H1).

We could use all the measured variables as a test statistic rather than a subset, the
idea is lowering the dimensionally of the problem without loss of discrimination power.

If the test statistic is simply defined by a scalar function t(x) with the p.d.f. g(t|H0)
if the null hypothesis is true or g(t|H1) of the alternative hypothesis is true, we have a
situation as illustrated in fig. A.1.

In order to select between the two hypothesises we must be able to discriminate whether
the observed data best describes the null hypothesis or the alternative. This is done by
specifying a critical region, or “cut” tcut where if the measurements fall within the region
H0 is rejected otherwise it is accepted. The compliment to the critical region is called the
“acceptance region” for the null hypothesis.

The probability of observing H0 in the critical region is,

α =

∫ ∞

tcut

g(t|H0) dt (A.3)

called the significance of the test, and is known as the error of the first kind since it is the
probability of rejecting the H0 hypothesis if its true.

While the probability of observing the alternative hypothesis in the acceptance region
is,

β =

∫ tcut

−∞
g(t|H1) dt (A.4)
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where 1 − β is known as the error of the second kind as it is the probability of rejecting
the H1 hypothesis if its true it is also the power to discriminate against the alternative
hypothesis H1 of the test.

A.2 Counting experiments

The typical way of conducting a measurement in particle physics is by counting the number
of events collected in some region defined by a series of selection cuts. If the number of
events exceed the number of expected counts from known physics (i.e. background) by
some significant value a discovery can be claimed. If on the other hand, the observed
count is comparable to the expected background count (including statistical fluctuations
and systematical errors) one can place an upper limit on the expected but unobserved
signal process, i.e. lowering its observed cross-section. If the observed upper limit on a
given process falls below the theoretically predicted value, one can exclude the theory.

If the number of expected events in the acceptance region is large, the count follow a
Gaussian distribution. In the case of a small number of expected events, we should instead
expect a Poissonian distribution. As the subject of this thesis is a search for rare events,
we assume a Poissonian description.

Poisson statistics

If the number of expected counts is low, the probability of observing n counts given an
expected number of counts ν is described by a Poisson distribution

P (n|ν) =
νn

n!
e−ν . (A.5)

If nb background counts is expected, then due to possible fluctuations the probability
of observing n0 or more events with the statistical significance α is given by:

α =
∞∑

i=n0

nibe
−nb

i!
(A.6)

The statistical significance can be described as the probability of observing the number of
events n0 by background fluctuations alone. The smaller an α value the more certain one
can be that a statistically significant signal is observed.

Usually α is quoted in nσ or the quantile of the normal distribution,

α =

∫ ∞

nσ

1√
2π
e−x

2/2 dx = 1− 1

2
erf

(
n√
2

)
(A.7)

Where a value of 5σ corresponds to a “discovery” and 3σ is “evidence of”.

In searches for new physics, the likelihood of discovering a signal is on the whole
rather remote. If no significant deviation from the expected background can be found, an
exclusion limit on the hypothetical signal can be placed instead.
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Exclusion limits

Assume we want to investigate a signal process on top of a background process. After
applying event selection maximising the significance (S = nobs−nb√

nb
= ns√

nb
, see chapter 9.3)

we are left with two cases, signal and signal+background. In order to compare the two
scenarios with data, we scale them the to observed luminosity and count the number of
signal events ns and background events nb, along with the expected number of counts s
and b.

These counts should be poisson distributed, so we have the count probability given by:

p(ns|s) =
snse−s

ns!
, p(nb|b) =

bnbe−b

nb!
(A.8)

If we are unable to discriminate between signal and background counts we observe
n = ns + nb where the p.d.f. is given simply by the sum:

p(ns + nb|s, b) =
snse−s

ns!
+
bnbe−b

nb!
(A.9)

p(n|s, b) =
(b+ s)ne−(s+b)

n!
(A.10)

A.3 Combining correlated estimates

If a measurement of some quantity, the length of a table, the temperature of a fluid
etc. can be done in more than one way, one have the problem of estimating the best
value by the set of estimates available. If for instance we had three rulers of different
brands and measured the long side of a table with these, could we just take the geometric
average

(
ŷ = y1+y2+y3

3

)
and assume that would be the best value? If the three rulers had

zero in common (i.e. uncorrelated) and they used the same length-scale (unbiased) the
average would not be too bad an idea, but what if two of the rulers where made of the
same material, and the last one was made with the same machine as one of the first?
Correlations introduced between measurements can lead to less powerful estimates if not
handled correctly.

Weighted mean

For uncorrelated measurements the normal way of combining different estimates are by
weighting each of them by their variance:

The mean value is thus given by:

ŷ =
∑(

yi/σ
2
i

)
/
∑(

1/σ2
i

)
(A.11)

And its variance by:

1/σ2 =
∑(

1/σ2
i

)
(A.12)

This method accounts for the variations in measurement resolution, but assumes that one
measurement is strictly unaffected by the methodology of all the rest.
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Correlated mean

For correlated measurements we should account for the covariance between each estimator,
this is done by using the Error Matrix (also known as the Covariance Matrix) where the
off-diagonal elements correspond to the covariance between any two variables and the
diagonals are the single value variances.

E =




var(X1) cov(X1, X2) · · · cov(X1, Xn)
cov(X2, X1) var(X2) · · · cov(X2, Xn)

...
...

. . .
...

cov(Xn, X1) cov(Xn, X2) · · · var(Xn)


 (A.13)

By using the relationships between the different estimators described by the Error Matrix,
it is possible to calculate a set of coefficients αi that describe how much each estimator
should contribute to the best estimate in order to minimise variance based on correlations.

The best estimate can then be expressed as a simple linear sum:

ŷ =
∑

αi yi (A.14)

where we require the coefficients to be normalised,

∑
αi = 1. (A.15)

Using matrix notation the best estimate variance is given by:

σ2 = αT E α (A.16)

Calculating the coefficients can be done in many ways (Ref. [31]) but using Lagrange
Multipliers we get to a fairly simple expression:

α = E−1U/(UT E−1 U) (A.17)

Here E−1 is the inverse of the Error Matrix, and U is a vector with n unitary components,
where n is the number of estimators used.





B

Distributions

This chapter contains distributions for each signal sample, and background type as well
as data.

B.1 Signal Samples

121
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Figure B.1: Pixel, dE/dx for signal samples.
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Figure B.2: Electromagnetic calorimeter barrel, Presampler, dE/dx for signal samples.
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Figure B.3: Electromagnetic calorimeter barrel, layer 1, dE/dx for signal samples.
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Figure B.4: Electromagnetic calorimeter barrel, layer 2, dE/dx for signal samples.
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Figure B.5: Electromagnetic caloPlots barrel |η| < 3.x layer 3, dE/dx for signal samples.
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Figure B.6: Tile layer 1, dE/dx for signal samples.
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Figure B.7: Tile layer 2, dE/dx for signal samples.
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Figure B.8: Tile layer 3, dE/dx for signal samples.
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Figure B.9: Pixel, dE/dx for signal samples.
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Figure B.10: Electromagnetic calorimeter barrel, Presampler, dE/dx for signal samples.
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Figure B.11: Electromagnetic calorimeter barrel, layer 1, dE/dx for signal samples.
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Figure B.12: Electromagnetic calorimeter barrel, layer 2, dE/dx for signal samples.
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Figure B.13: Electromagnetic caloPlots barrel |η| < 3.x layer 3, dE/dx for signal samples.
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Figure B.14: Tile layer 1, dE/dx for signal samples.
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Figure B.15: Tile layer 2, dE/dx for signal samples.
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Figure B.16: Tile layer 3, dE/dx for signal samples.
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Figure B.17: True βγ
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Figure B.18: Electromagnetic Calorimeter dl vs η
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Figure B.19: Tile Calorimeter dl vs η
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Figure B.20: True β
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Figure B.21: True pT
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Figure B.22: True η



144 APPENDIX B. DISTRIBUTIONS

dR

0 1 2 3 4 5 6 7 8 9 10

tr
ac

ks

0

500

1000

1500

2000

2500 R-Hadron
 100 GeVg~

dR

0 1 2 3 4 5 6 7 8 9 10

tr
ac

ks

0

20

40

60

80

100 R-Hadron
 200 GeVg~

dR

0 1 2 3 4 5 6 7 8 9 10

tr
ac

ks

0

2

4

6

8

10

12 R-Hadron
 300 GeVg~

dR

0 1 2 3 4 5 6 7 8 9 10

tr
ac

ks

0

0.5

1

1.5

2

2.5
R-Hadron

 400 GeVg~

dR

0 1 2 3 4 5 6 7 8 9 10

tr
ac

ks

0

0.1

0.2

0.3

0.4

0.5
R-Hadron

 500 GeVg~

dR

0 1 2 3 4 5 6 7 8 9 10

tr
ac

ks

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14 R-Hadron
 600 GeVg~

dR

0 1 2 3 4 5 6 7 8 9 10

tr
ac

ks

0

0.01

0.02

0.03

0.04

0.05
R-Hadron

 700 GeVg~

dR

0 1 2 3 4 5 6 7 8 9 10

tr
ac

ks

0

0.002

0.004

0.006

0.008

0.01

0.012

0.014

0.016 R-Hadron
 800 GeVg~

dR

0 1 2 3 4 5 6 7 8 9 10

tr
ac

ks

0

0.001

0.002

0.003

0.004

0.005

0.006
R-Hadron

 900 GeVg~

dR

0 1 2 3 4 5 6 7 8 9 10

tr
ac

ks

0

0.0005

0.001

0.0015

0.002

0.0025
R-Hadron

 1000 GeVg~

Figure B.23: Distance to nearest jet ∆Rjet



C

ATLAS datasets

Production of data samples in the ATLAS framework involves many layers of software,
with frequent changes in versions. The data samples used in this analysis have been
centrally produced by the SMP group, with the following settings:

• Pythia version: 6.4

• ATLAS Release: 15.6.12.7

• ALTAS Geometry version: GEO-10-00-01

It is possible to do an analysis within the ATLAS framework, but due to the large
overhead involved, it is usually favourable to distil the data samples to a simple standalone
format readable outside the ALTAS framework. These files are called ntuples, as they
only contain simple data structures such as numbers and arrays of numbers, and no
abstract data structures. The SMP group have codeveloped a tool for making these
ntuples from ATLAS data formats, called SYNTMaker (Stockholm Yale Ntuple Maker).
The calorimeter dE/dx algorithms are part of this tool, as they require access to ATLAS
geometry data and track extrapolation mechanisms.
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C.1 Datasets

15.6.12.7.reco.SYNTr158_SMP_skimmed

Monte carlo signal samples

mc10.114760.Pythia_R-Hadron_generic_gluino_100GeV

mc10.114761.Pythia_R-Hadron_generic_gluino_200GeV

mc10.114762.Pythia_R-Hadron_generic_gluino_300GeV

mc10.114763.Pythia_R-Hadron_generic_gluino_400GeV

mc10.114764.Pythia_R-Hadron_generic_gluino_500GeV

mc10.114765.Pythia_R-Hadron_generic_gluino_600GeV

mc10.114766.Pythia_R-Hadron_generic_gluino_700GeV

mc10.114767.Pythia_R-Hadron_generic_gluino_800GeV

mc10.114768.Pythia_R-Hadron_generic_gluino_900GeV

mc10.114769.Pythia_R-Hadron_generic_gluino_1000GeV

Data samples (Period C - E)

data10_7TeV.periodC.debugrec_hltacc.PhysCont.ESD.t0pro04_v01

data10_7TeV.periodC.physics_L1Calo.PhysCont.ESD.t0pro04_v01

data10_7TeV.periodC.physics_MuonswBeam.PhysCont.ESD.t0pro04_v01

data10_7TeV.periodD.debugrec_hltacc.PhysCont.ESD.t0pro04_v01

data10_7TeV.periodD.physics_L1Calo.PhysCont.ESD.t0pro04_v01

data10_7TeV.periodD.physics_MuonswBeam.PhysCont.ESD.t0pro04_v01

data10_7TeV.periodE1.debugrec_hltacc.PhysCont.ESD.t0pro04_v01

data10_7TeV.periodE1.physics_JetTauEtmiss.PhysCont.ESD.t0pro04_v01

data10_7TeV.periodE1.physics_Muons.PhysCont.ESD.t0pro04_v01

data10_7TeV.periodE2.debugrec_hltacc.PhysCont.ESD.t0pro04_v01

data10_7TeV.periodE2.physics_JetTauEtmiss.PhysCont.ESD.t0pro04_v01

data10_7TeV.periodE2.physics_Muons.PhysCont.ESD.t0pro04_v01

data10_7TeV.periodE3.debugrec_hltacc.PhysCont.ESD.t0pro04_v01

data10_7TeV.periodE3.physics_JetTauEtmiss.PhysCont.ESD.t0pro04_v01

data10_7TeV.periodE3.physics_Muons.PhysCont.ESD.t0pro04_v01

data10_7TeV.periodE4.debugrec_hltacc.PhysCont.ESD.t0pro04_v01

data10_7TeV.periodE4.physics_JetTauEtmiss.PhysCont.ESD.t0pro04_v01

data10_7TeV.periodE4.physics_Muons.PhysCont.ESD.t0pro04_v01

data10_7TeV.periodE5.debugrec_hltacc.PhysCont.ESD.t0pro04_v01

data10_7TeV.periodE5.physics_JetTauEtmiss.PhysCont.ESD.t0pro04_v01

data10_7TeV.periodE5.physics_Muons.PhysCont.ESD.t0pro04_v01

data10_7TeV.periodE6.debugrec_hltacc.PhysCont.ESD.t0pro04_v01

data10_7TeV.periodE6.physics_JetTauEtmiss.PhysCont.ESD.t0pro04_v01

data10_7TeV.periodE6.physics_Muons.PhysCont.ESD.t0pro04_v01

data10_7TeV.periodE7.debugrec_hltacc.PhysCont.ESD.t0pro04_v01

data10_7TeV.periodE7.physics_JetTauEtmiss.PhysCont.ESD.t0pro04_v01

data10_7TeV.periodE7.physics_Muons.PhysCont.ESD.t0pro04_v01
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Background samples

mc09_7TeV.105009.J0_pythia_jetjet.recon.ESD.e468_s766_s767_r1303

mc09_7TeV.105010.J1_pythia_jetjet.recon.ESD.e468_s766_s767_r1303

mc09_7TeV.105011.J2_pythia_jetjet.recon.ESD.e468_s766_s767_r1303

mc09_7TeV.105012.J3_pythia_jetjet.recon.ESD.e468_s766_s767_r1303

mc09_7TeV.105013.J4_pythia_jetjet.recon.ESD.e468_s766_s767_r1303

mc09_7TeV.105014.J5_pythia_jetjet.recon.ESD.e468_s766_s767_r1303

mc09_7TeV.105015.J6_pythia_jetjet.recon.ESD.e468_s766_s767_r1303

mc09_7TeV.105200.T1_McAtNlo_Jimmy.recon.ESD.e510_s765_s767_r1302

mc09_7TeV.106022.PythiaWtaunu_1Lepton.recon.ESD.e468_s765_s767_r1302

mc09_7TeV.106044.PythiaWmunu_no_filter.recon.ESD.e468_s765_s767_r1302

mc09_7TeV.106047.PythiaZmumu_no_filter.recon.ESD.e468_s765_s767_r1302

mc09_7TeV.106052.PythiaZtautau.recon.ESD.e468_s765_s767_r1302

mc09_7TeV.106418.Pythia_R-Hadron1_gluino_300GeV.recon.ESD.e532_s810_s767_r1310

mc09_7TeV.106419.Pythia_R-Hadron2_gluino_600GeV.recon.ESD.e540_s815_s767_r1311

mc09_7TeV.108340.st_tchan_enu_McAtNlo_Jimmy.recon.ESD.e508_s765_s767_r1302

mc09_7TeV.108341.st_tchan_munu_McAtNlo_Jimmy.recon.ESD.e508_s765_s767_r1302

mc09_7TeV.108342.st_tchan_taunu_McAtNlo_Jimmy.recon.ESD.e508_s765_s767_r1302

mc09_7TeV.108343.st_schan_enu_McAtNlo_Jimmy.recon.ESD.e534_s765_s767_r1302

mc09_7TeV.108344.st_schan_munu_McAtNlo_Jimmy.recon.ESD.e534_s765_s767_r1302

mc09_7TeV.108345.st_schan_taunu_McAtNlo_Jimmy.recon.ESD.e534_s765_s767_r1302

mc09_7TeV.108346.st_Wt_McAtNlo_Jimmy.recon.ESD.e508_s765_s767_r1302

C.2 Pythia setup

# pT cut at 18 GeV

pysubs ckin 3 18.

# Old shower/multiple-interaction model

# (new model is not compatible with R-hadron fragmentation)

pypars mstp 81 1

# Set longitudinal fragmentation function to Pythia default

pydat1 mstj 11 4

# General MSSM simulation

pymssm imss 1 1

# Tell Pythia that rmss 3 below should be interpreted as the gluino pole mass

pymssm imss 3 1

# Set stop, sbottom and stau masses and mixing by hand (26-28 for mixing not set!)

pymssm imss 5 1

pymssm rmss 1 4000.0 # Photino mass

pymssm rmss 2 4000.0 # Wino/Zino mass

pymssm rmss 7 4000.0 # Right slepton mass

pymssm rmss 8 4000.0 # Left squark mass

pymssm rmss 9 4000.0 # Right squark mass

pymssm rmss 10 4000.0 # stop2 mass



148 APPENDIX C. ATLAS DATASETS

pymssm rmss 11 4000.0 # sbottom1 mass

pymssm rmss 12 4000.0 # stop1 mass

pymssm rmss 4 4000.0 # Higgsino mass parameter

# Turn off all processes

pysubs msel 0

# Turn off master switch for fragmentation and decay

pypars mstp 111 0

pyinit pylistf 3

pystat 2

pymssm rmss 3 "mass of gluino".0 # gluino pole mass

pysubs msub 244 1 # Turn on gg -> ~g~g
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