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Abstract

Detecting biosignatures in the spectra of exoplanet atmospheres might be one of our strongest
tools in the search for life elsewhere in the universe. To date, we have only been able to do very
few detailed spectroscopic observations of exoplanet atmospheres, but in the coming years, mis-
sions such as JWST, ELT and ARIEL have exactly this as one of their main goals. In order to be
able to analyse the observations from these missions, we need to have an in-dept understanding
of the atmospheres we are observing, and here atmosphere modelling plays a critical role.
Many atmosphere models calculate the atmospheric chemistry based on an assumption of chem-
ical equilibrium. This can be problematic since many atmospheres are expected to be out of
equilibrium, making them difficult to reproduce with equilibrium models. In addition to this
disequilibrium has been suggested as a potential biosignature, and might be used as a means to
study the physical structure of an atmosphere, solely based on its spectrum. It is therefore impor-
tant to allow for chemical disequilibrium in atmosphere models, which is not currently the case
for the models, MARCS and GGchem used by StarPlan.
The aim of this project has been to develop a chemistry model that can be coupled to MARCS,
and will allow for chemical disequilibrium in the atmosphere. This new model estimates the
concentration of atmospheric species based on the reaction rate of a specified set of reactions.
From the reaction rates, the changes in concentration are expressed as a set of chemical ordinary
differential equations (ODEs) and solved numerically. In this study I test the stability of two
different methods for solving ODEs for a simple and more complex set of reactions respectively.
I find that the explicit Forward Euler’s method remains stable with relatively few iterations for
the very simple set of reactions. For more complex reaction chains, with a larger diversity in the
reaction rates, Forward Euler’s method loses stability, and it might be necessary to use a semi-
implicit or implicit method. The implicit Backward Euler’s method remains stable for longer
periods of time, and for larger time steps for both the simplified and the complex reaction set.
However, problems with overflowing arise, that I have not been able to solve within the scope of
the project. The model is intended to be further developed, and throughout this thesis I explain
the choices I have made to make the model user friendly and easy to build upon, and I reflect on
some of the potential improvements that might be implemented in the future.
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1 Introduction

One of the most promising aspects of exoplanet research in the near future is the observations of

exoplanet atmospheres. Despite having observed exoplanets for almost 30 years, we have only just

started getting detailed observations of their atmospheres. One of the most exciting discoveries in

the field of exoplanets in recent years has been the detection of water in the atmosphere around

the exoplanet K2-18b, which was reported by two individual studies based on observations from

the Hubble Space Telescope done by Benneke et al. [2019] (also reported by Tsiaras et al. [2019]).

We can expect to get many more of these observations in the coming years, when missions such

as James Webb Space Telescope (JWST), the Extremely Large Telescope (ELT), and Atmospheric

Remote-sensing Infrared Exoplanet Large-survey (ARIEL) begin their observations [Beichman et al.,

2014, Greene et al., 2016, Tinetti et al., 2018, Udry et al., 2014]. The two space missions focus on

transmission spectroscopy of exoplanet atmospheres, while ELT will be able to obtain direct images

and spectra of exoplanets. All the facilities will have the search for biosignatures as one of their main

goals.

In order to be able to properly analyse these observations, it is critical that we have a thorough

understanding of exoplanet atmospheres, and an essential part of this understanding comes from

atmosphere models. Through atmosphere modelling we can simulate the evolution and final state

of an atmosphere. These simulations not only allow us to follow and study complex atmospheric

processes, but also to recreate spectra that can then be used to analyse actual observations.

As we become able to study exoplanet atmospheres it will also be possible to search for atmospheric

biosignatures on the distant planets. A very clear indication of the presence of life here on Earth, is

the chemical disequilibrium found in our atmosphere (e.g. Seager and Dotson [2010], Schwieterman

et al. [2018], Robinson and Reinhard [2019]). Atmospheric disequilibrium has long been suggested

as a potential biosignature [Lovelock, 1965], and since then a number of studies have supported

especially redox-disequilibrium as a promising biosignature (e.g. Krissansen-Totton et al. [2018],

Wogan and Catling [2020]).

The atmosphere models that are currently used at StarPlan are the stellar atmosphere model MARCS

[Gustafsson et al., 2008] in cooperation with the equilibrium chemistry model GGchem [Woitke

et al., 2018]. As an equilibrium model, GGchem is not designed to simulate atmospheres in disequi-

librium, and as such might not be suitable for the analysis of disequilibrium-biosignatures. The aim

of this project is to develop an atmospheric chemistry model that allows for chemical disequilibrium.

This model is meant to work in cooperation with the MARCS atmosphere model, by calculating the

molecular concentration of the atmospheric species of each iteration of the MARCS model.

Throughout this report I will present the work I have done in developing my atmospheric disequi-

librium model DISEQ. In Sec. 2 I will go through some of the basic theory regarding the physics

and chemistry that takes place in an atmosphere, and how this is treated numerically. In Sec. 3 I

will explain the basics of atmosphere modelling, and describe some of the models used by StarPlan

(MARCS and GGchem). In Sec. 4 I will go into detail with the structure of my new disequilibrium
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model, (DISEQ), as well as some of the choices I have made in the development of the model. In

Sec. 5 I show the results of several test runs of the model. Finally in Sec. 6 I summarize my findings,

and further reflect on the subject of atmospheric equilibrium models.

In addition to the main research of my Master’s thesis project I have been working on two different

projects, with the aim of expanding my knowledge in the field of exoplanet research. These projects

are presented shortly in Sec. 7.

2 Theory

In this section I will go through some of the basic theory behind atmosphere models. I will briefly

explain some of the defining characteristics of an atmosphere and the aspects of the physics and

chemistry that is incorporated in most atmosphere models. The chemistry of atmosphere models is

often treated through ordinary differential equations, and I will describe a few of the methods that

can be used to solve these equations numerically. Finally I will present some of the research that has

been made in chemical disequilibrium in atmospheres.

2.1 Atmospheres

An atmosphere is an outer gaseous layer at the boundary between an object such as a planet, a moon,

or a star, and its surroundings. On Earth, as well as on many other planets, the atmosphere only

constitute a minimal fraction of the entire planet. But despite its modest proportions, understanding

an atmosphere is essential for us to understand the object it belongs to for several reasons:

The atmosphere itself First of all, the atmosphere is in and of itself an interesting and very dy-

namical system. The entire energy balance of the planet is highly affected by the atmosphere, since

the energy exchange between a planet and its surroundings happens through energy transfer in the

atmosphere. In addition to this the planets main influx of energy from the host star is highly af-

fected by the planet’s albedo, which in turn depends on scattering and absorption due to different

atmospheric molecular species and cloud formation [Fortney, 2018]. Atmospheric research involves

studying how radiative transfer and convective dynamics drives wind systems and climate patterns.

These mechanisms are complex in themselves, and are further complicated by processes such as day-

and-night temperature differences caused by stellar radiation, the formation of clouds, atmospheric

escape, and interactions with the surface. Understanding atmospheric processes is both important for

understanding weather and climate patters here on Earth, but also for research on the other Solar Sys-

tem planets and exoplanets. When observing planets from afar our observations will often be highly

affected, and in some cases completely obscured, by the atmosphere, and as such understanding the

atmospheric system is critical for us to be able to interpret our observations.

Interactions with the surface The atmosphere itself can reveal a lot about the object it belongs to.

The presence of e.g. oceans or active volcanoes on the surface will affect the chemical composition

of the atmosphere, and these can therefore be indirectly studied through the atmosphere. The atmo-
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(a) Accretion of gas from protoplanetary disk (left), to form the primary atmosphere of a
gas giant (right).
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(b) Escape of primary atmosphere (left), followed by outgassing from the surface (middle),
to form secondary atmosphere of a terrestrial planet (right).

Figure 1: The formation of primary and secondary atmospheres.

sphere of Earth is also highly affected by its biosphere, and the presence of life on distant planets

might similarly be detected through biosignatures in the atmosphere.

Evolution of planet and planetary system Atmospheres are not closed systems, and they will

interact both with the surface of the planet and the surrounding space. For this reason an atmosphere

can reveal details about the evolution of the object it belongs to as well at the system it is found in,

depending on the type of atmosphere.

There are two mayor categories of atmospheres; Primary and secondary atmospheres [Seager and

Deming, 2010]. Primary atmospheres are atmospheres that were captured or accreted from the

protoplanetary disk during the late stages of planet formation, as illustrated in Fig. 1a. These atmo-

spheres are often dominated by H and He, and are the type of atmospheres found among e.g. the

gas giants of the Solar Systems. By studying the composition of these atmospheres we get an indica-

tion of the composition of the protoplanetary disk, and the early evolution of the planetary systems.

Secondary atmospheres are atmospheres that have been outgassed from the interior of the planet as

illustrated in Fig. 1b. These planets have often lost their primary atmospheres of H and He due to

atmospheric escape, and have later formed new atmospheres through an outgassing from the surface
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of heavier volatiles and in some cases silicates. These atmospheres can in some cases evolve further

due to the re-absorption of some of the atmospheric molecules into the surface or potential oceans.

The terrestrial planets of the Solar System all have secondary atmospheres, and by comparing the

outgassing and re-absorption that has taken place on e.g. Earth, Mars and Venus we can increase our

understand of planetary evolution [Fortney, 2018].

2.1.1 Observing exoplanet atmospheres

Atmospheres are found around all the planets of the Solar System, as well as some of the moons,

and within the past 20 years we have also started to observe atmospheres around exoplanets. In very

rare cases, with giant planets that are either very bright or located far from their host stars, exoplanet

atmospheres can be observed through direct imaging, but more often the atmospheres are observed in

relation to a transit. During transit observations the radiation from an exoplanet is observed together

with its host star, and as such the radiation from the host star must be subtracted to evaluate the spec-

trum coming from the atmosphere. Two different spectra can be retrieved for transiting exoplanets

[Kreidberg, 2017]: The transmission spectrum can be observed during the transit of the planet in

front of the host star, as illustrated at position a in Fig. 2. As the planet transits, some of the radiation

from the star moves through the planetary atmosphere, and absorption features from the atmosphere

can be observed in the combined spectrum. The flux spectrum can be observed when the planet

approaches the secondary transit, before it moves behind the star, as seen in position b in Fig. 2. At

this point the planets day-side faces the Earth, and the thermal emission can be observed together

with light from the star reflected from the planetary atmosphere.

Together these observations can give us information on the depth of the atmosphere, molecular com-

position, albedo, and temperature profile of the planet. In order to interpret the observation, however,

we need an thorough understanding of atmospheric structures and chemistry - an understanding we

largely get through atmosphere modelling. In the following I will go through some of the physical

and chemical theory behind these models, and describe how it has been used in previous models as

well as in the model that was developed as a part of this study.

2.2 Physics

The physical aspect of atmosphere models mainly deals with energy balance and transfer within the

atmosphere, in order to investigate the pressure-temperature profile.

The dependence of pressure (P ) on altitude (z) is described through the equation of hydrostatic

equilibrium that balances the pressure and density (ρ) of an atmosphere with gravity (g):

dP

dz
= −ρg

P (z) = P0 · e−
z−z0
H

(1)

Where P0 and z0 are the initial pressure and height, andH is the pressure scale height. Based on this,

the vertical position of an atmospheric layer can be directly expressed in terms of pressure rather than
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Figure 2: A transmission spectrum can be observed during primary transit (a), when radiation from the
star passes through the planet atmosphere. A flux spectrum can be observed prior to secondary transit
(b), when thermal radiation from the planet can be observed together with stellar radiation reflected
from the planetary atmosphere. Based on Fig. 2 from Robinson [2017] and Fig. 1 from Kreidberg
[2017].

Figure 3: Pressure-temperature profile for a modelled atmosphere of a Jupiter-like planet [Marley and
Robinson, 2015]. Black line indicates the temperature profile while the shaded areas indicate flux
distribution and dominating energy transportation mechanism. The total flux of the atmosphere will
be the sum of the internal energy flux (Fi), and the irradiation from the host star (F�). The energy
transport is dominated by thermal radiation (Ft) at the upper layers, and convection (Fc) below the
radiative-convective (RC) boundary.
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altitude, and as such the pressure-temperature profile will describe the vertical temperature profile in

the atmosphere.

The temperature of a planetary atmosphere is determined by energy from the radiation from its host

star (F�) as well as intrinsic sources of energy (Fi), such as secular cooling of the interior or radiative

decay. So the total energy flux (Ftotal) of the atmosphere can be described as:

Ftotal = Fi + F� (2)

For gas giants and young terrestrial planets the energy from the intrinsic sources can be significant,

but for older terrestrial planets, such as the Earth, the radiation from the host star dominates the

energy balance. The thermal structure of a gas giant similar to Jupiter can be seen in Fig. 3, as

modeled by the study of Marley and Robinson [2015]. Here we see the total temperature, expressed

as the energy flux, along the primary axis, with a decreasing pressure along the secondary axis to

indicate the altitude. As can be seen, a consistent energy flux due to intrinsic energy sources is found

throughout the atmospheric layers (dotted), while an increasing flux due to radiation from the star

(striped) can be seen in the upper layers.

The transfer of energy in the atmosphere occurs either through radiation or, if the temperature gradi-

ent becomes too large, through convection. Radiative energy transfer can be expressed through the

radiative transfer equation:
dIν
dz

= κνρ(Sν − Iν) (3)

Where Iν is the specific intensity at frequency ν, that travels along direction z, κ is the absorption

coefficient, ρ is the density, and Sν is the source function. The radiative transfer equation in short

terms states that the change in intensity along a distance, z, must be caused by either emission or

absorption by the medium, and it will be highly dependent on the atmospheric composition.

Whether radiation or convection dominates in a specific atmospheric layer depends on the density

and opacity of the gas [Fortney, 2018]. In Fig 3 it can be seen that the upper layers are dominated by

radiative or thermal energy transfer (Ft, orange) while the dense, opaque layers in the lower atmo-

spheres is dominated by convection (Fc, blue). In accordance with energy conservation, the energy

received by the atmosphere from the interior and stellar irradiation is transferred to, and re-emitted

from, the upper atmosphere, and the atmospheric system remains in thermal equilibrium [Fortney,

2018]. In this way each of the atmospheric layers will be in radiative-convective equilibrium such

that:

Ft + Fc − (Fi + F�) = 0 (4)

The temperature profile of the atmosphere will depend largely on the dominating mechanism of

energy transfer in the different layers. In convective layers the energy transfer is so efficient, that the

temperature gradient will start following, so called, convective adiabats, which is indicated by thick

black lines in Fig. 3. Atmosphere models dealing with radiative-convective energy transfer work by

finding a temperature profile that will satisfy the transfer of energy, both from intrinsic sources and

the host star, in each of the atmospheric layers. This is done by solving the three equations that were

introduced in this sections: the equation of hydrostatic equilibrium, radiative-convective equilibrium,
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and the radiative transfer equation.

2.3 Chemistry

In addition to the pressure and temperature, an atmosphere is also highly defined by its chemical

composition. Due to the chemical interaction between the surface and the atmosphere of the planet,

investigating the chemical composition of the atmosphere can tell us a lot about the surface and the

general climate of the planet, both present and, to some degree, past. Even if one is only interested

in the physical aspects of the atmosphere, the atmospheric composition is still very important. Since

different atoms and molecules absorb radiation at different wavelengths, the temperature of the atmo-

sphere will be highly dependent on the chemical composition. Furthermore, the formation of clouds

will alter the albedo of the atmosphere further affecting the temperature, and since cloud formation

is also highly dependent on the chemical composition, there is a high dependency of temperature on

the chemistry. In the following section I will explain some of the basic theory behind atmospheric

chemistry, and describe some of the methods used to describe chemical systems through differential

equations.

2.3.1 Chemical reactions and equilibrium

Most chemical reactions will have the following structure:

aA+ bB ⇀↽ cC + dD (5)

Where the reactants A and B react to form the products C and D. The number ratio at which they

react a, b, c and d are called the stoichiometric coefficients. The double arrow between the two sides

of the reaction indicates that the reaction can run both ways. Which direction the reaction will run

depends on the state of the system, such that the direction that will cause the greatest decrease of

the total energy of the system will dominate. As the energy of the system is minimized, the reaction

reaches an equilibrium at which the reaction will run equally fast in both directions.

The energy state of the system can be expressed though the free Gibbs energy, which is the energy

available to do work. For a closed system the Gibbs free energy will be the difference between the

enthalpi (H) and the product of the entropy and the temperature (ST ):

G = H − ST (6)

Where the enthalpy can be expressed through the internal energy of the system (Eint), the pressure

(P ), and the volume (V ).

G = Eint + PV − ST (7)

In a closed system, where the temperature and volume remains constant, the change in Gibbs free
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energy can be expressed as:

dG = dP · V = dP · nRT
P

= nRT · ln
(
P

P0

)
(8)

Where n is the number of moles of gas and R is the ideal gas constant and P0 is the initial pressure.

By defining the standard Gibbs free energy G	 at the standard state of P0 = 1atm, the Gibbs free

energy can be expressed as:

G = G	 + nRT · ln(P ) (9)

To look at the change in Gibbs free energy caused by the reaction in Eq. 5, one finds the difference

between the energy of the reactants and products.

∆G =
∑

(GProducts)−
∑

(GReactants) = ∆G	 +RT · ln
(
P cCP

d
D

P aAP
b
B

)
(10)

Where the pressure PA are the partial pressures of species A, and similarly with the other participat-

ing species. The expression in the parenthesis is the reaction quotient, Q =
P c
CP

d
D

Pa
AP

b
B

, and as the the

Gibbs free energy of the system is minimized, and ∆G → 0, the reaction quotient will become the

equilibrium constant K such that.

0 = ∆G	 +RT · ln(K) ⇒ (11a)

K = exp

(
−∆G	

RT

)
=
P cCP

d
D

P aAP
b
B

(11b)

Since the equilibrium constant, like the reaction quotient, states the ratio between the partial pres-

sures of the products and reactants, Eq. 11b describes the dependence between the temperature, the

change in standard Gibbs free energy and the partial pressures of the molecules when the system is at

equilibrium. This correlation is used by many atmosphere models to estimate the relative abundances

of the molecules in an atmosphere at equilibrium. I will elaborate on this in Sec. 3.3.

2.3.2 Reaction rates

Before the chemical system reaches equilibrium it should be described by its reaction rate rather than

the equilibrium constant. The reaction rate is the rate at which a reaction takes place, and describes

the change in concentration over time of any reactant. The reaction rate (r) of the reaction in Eq. 5

is defined as [McNaught and Wilkinson]:

r = −1

a

d[A]

dt
= −1

b

d[B]

dt
=

1

c

d[C]

dt
=

1

d

d[D]

dt
(12)

Where [A], [B], [C] and [D] are the concentrations of the reactants and products respectively, and a,

b, c and d are their stoichiometric coefficients.

The reaction rate can be expressed based on the concentration of the reactants, depending on the
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reaction order with respect to each of them.

r = k · [A]p[B]q (13)

Here [A] and [B] are again the concentrations of the reactants, k is the rate coefficient, and p and

q are the partial reaction orders of each reactant. The reaction orders depend on the exact steps the

reaction follows, and which temporary products, intermediates, occur along the way. For single-step

reactions, or so-called elementary reactions, where no reaction intermediates have been detected, the

reaction order for each of the reactants will be the same as their stoichiometric coefficients. In all

other cases the reaction orders must be determined experimentally, by looking at how the reaction

rate depends on the concentration of each reactant. The overall order of the reaction will be the sum

of the partial reaction orders for each of the reactants. An elementary reaction between two molecules

(a bimolecular reaction) will therefore be second order.

The rate coefficient, k, relates the reaction rate to the concentrations of the reactants, and is itself

independent of these concentrations. The rate coefficient is determined by the number of collisions

that leads to successful reactions, and it therefore depends on the temperature and pressure of the

medium. The temperature dependence of the rate coefficient has been expressed by the Arrhenius

Equation:

k = A · exp
(
−EA
RT

)
(14)

Where the activation energy, EA, is the energy necessary for a reaction to take place, andR is the gas

constant. A is often called the pre-exponential factor, or the frequency factor, and it is proportional

to the frequency of collisions where the molecules are oriented in a such way that the reaction is

possible. The activation energy and frequency factor are both determined experimentally by studying

how the reaction rate, and hence the reaction coefficient, depends on temperature.

2.3.3 Chemical differential equations

Both the physical and chemical processes in an atmosphere can often be expressed through differen-

tial equations. Looking at the expression for the reaction rate, the rate of change for any molecule

due to a specific reaction can be expressed as an ordinary differential equation (ODE):

−1

a

d[A]

dt
= r = k · [A]p[B]q

d[A]

dt
= −k · a · [A]p[B]q

(15)

Eq. 15 illustrates how the rate of change in the concentration of a molecule depends on the current

concentration of said molecular species. The dynamics of the entire chemistry of the atmosphere,

including all present molecules, can be expressed as a system of coupled ODEs, where the rate of

change for each molecule will depend not only on the present concentration of the molecular species

itself, but also on the concentration of other species it reacts with.

To illustrate a set of coupled ODEs, we can look at some of the reactions that participate in the
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oxidation of methane in the atmosphere (a more complete reaction chain can be seen in Table. 2 in

the results section, but will not be needed now):

CH4 +OH → CH3 +H2O (16a)

CH3OOH +OH → CH3O2 +H2O (16b)

CH3OOH → CH3O +OH (16c)

Since these reaction are all elementary reactions (i.e. single-step reactions, with no known inter-

mediates), the orders of the reactions are easily found from the stoichiometric coefficients of the

reactants: All reactions are first order in relation to each of their reactants, and whereas 16a and 16b

are both bimolecular elementary reactions with a total order of two, 16c is a unimolecular, first order

reaction.

The rates of the three reactions will therefore be:

rCH4+OH = k1 · [CH4]
1[OH]1 (17a)

rCH3OOH+OH = k2 · [CH3OOH]1[OH]1 (17b)

rCH3OOH = k3 · [CH3OOH]1 (17c)

From the reaction rates we can write up the ODEs to describe the change in concentration for each of

the molecules. The change in concentration for a specific species will be the difference between the

production and loss of that species, calculated from the reaction rates of reactions where the species

act as reactant and product respectively. Taking CH4 and OH as examples:

d[CH4]

dt
= −k1 · [CH4][OH] (18a)

d[OH]

dt
= −k1 · [CH4][OH]− k2 · [CH3OOH][OH] + ·k3 · [CH3OOH] (18b)

Since OH participate in all three reactions, either as a reactant or product, the rate of all three

reactions will affect the final change in concentration of OH . As such the final concentration of

OH will also depend on the concentration of all the reactants, and the complete set of differential

equations will be coupled to one another.

2.4 Solving chemical differential equations numerically

In order to study the evolution of the reactions shown in Eq. 16, one would need to solve the ODEs

listed in Eq. 18 as well as similar equations for all other molecules participating in the reactions.

Many individual ODEs can easily be solved analytically by integrating both sides of the expression.
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Looking at Eq. 18a as an example, the solution would be:∫
1

[CH4]
d[CH4] = −

∫
k1 · [OH]dt ⇒

ln([CH4]) = −k1 · [OH]t+ C ⇒
[CH4]t = [CH4]0 · e−k1[OH]tt

(19)

From this solution the concentration of CH4 at time t can be found from the rate coefficient k1, the

current concentration of OH , and the initial concentration of CH4.

Not all ODEs can be solved analytically, and as the number of reactions and molecules in a model

increase, the complexity of the set of coupled differential equations increases as well, and the system

must be solved numerically.

Solving a problem numerically is a way to approximate the analytical solution often by iterating over

smaller steps from an initial value [Jacobson, 2005]. There are five properties that must, especially,

be taken into account when choosing a method to solve a chemical ODE for an atmosphere model

[Cariolle et al., 2017, Jacobson, 2005]:

• Stability: The model must remain stable and produce reasonable results during the entire run.

• Mass-conservation: There should be no net production or loss of atoms and thereby mass.

• Accuracy: It is desirable for a model to be as accurate and close to a potential analytical

solution as possible, even though it will always be an approximation.

• Positivity: The model should never produce concentrations below zero.

• Speed: It is desirable for a model to run quickly and with as little computation as possible,

especially for models investigating complex processes over long periods of time.

Numerical methods can either be explicit, semiimplicit, or implicit, and any numerical solution will

always offer a compromise between the properties mentioned above. In the following sections I will

discuss a few different ODE solvers based on the properties above.

2.4.1 Explicit methods:

The simplest methods, and often the ones that require the least computation, are the explicit methods.

During each iteration explicit methods step closer to the true solution based on values, that are already

known from previous iterations, and as such the computation lies mainly in the iterations themselves,

often making explicit methods very quick.

Forward Euler’s method One of the most basic numerical ODE solvers is the explicit Euler’s

method, also known as the Forward Euler’s method (hereinafter referred to as FEM). Using a step

size of h, FEM estimates the function value, Nt, of the present time step, t, based on the value at
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the previous time step Nt−h. This method assumes that the function follows a linear trend within the

step, and that the slope of the trend is the first derivative at the previous time step dNt−h

dt , such that:

Nt = Nt−h +
dNt−h
dt

· h (20)

Taking CH4 from the reactions in Eq. 16 as an example and substituting 18a into the equation, FEM

solves the ODE as follows:

[CH4]t = [CH4]t−h +
[CH4]t−h

dt
· h

= [CH4]t−h − k1 · [CH4]t−h[OH]t−h · h
(21)

Where k1 is still the rate constant of the reaction in Eq. 16a and h is the time step. FEM is mass

conserving, and for small enough time steps it is both highly stable and accurate, in accordance with

the requirements on page 11. The weakness of this method, and other explicit methods, is that their

stability is dependent on the size of the time steps. Explicit methods can only be used if the time step

is significantly smaller than the smallest life time of the participating molecular species [Cariolle

et al., 2017]. If the time step is too big, the model will become unstable, and since it has no demand

of positivity, the concentrations can become negative. Most atmosphere models contain radicals with

life times of a few milliseconds, and the demand for time steps lower than this value makes explicit

methods unsuitable for atmospheric chemistry, due to the high number of required computations.

2.4.2 Implicit and semiimplicit methods:

Where the explicit methods base their calculations on values known from previous time steps, implicit

methods use values from the same time step as the value investigated, and semiimplicit methods use

both previous and ”current” values. Since the values needed are unknown at the beginning of the step,

they must be found simultaneously with the desired solution. This often requires more computation,

but in return the methods can have much larger time steps without loosing stability, and some implicit

methods are unconditionally stable for all step sizes.

Backward Euler’s method An example of a semiimplicit method is the implicit Euler’s method,

or Backward Euler’s method (hereinafter referred to as BEM). This method is similar to FEM, but

instead of evaluating the first derivative solely from the previous time step, dNt−h

dt , the derivative is

evaluated for the present time step, t, in regard to the molecule that is being investigated:

Nt = Nt−h +
dNt,t−h
dt

· h (22)
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Again taking CH4 from the reactions in Eq. 16 as an example, we get:

[CH4]t = [CH4]t−h − k1 · [CH4]t[OH]t−h · h ⇒

[CH4]t =
[CH4]t−h

1 + k1 · [OH]t−h · h
(23)

Backward Euler’s method has no time step instability, and it will not generate negative concentra-

tions. The weakness of the Backward Euler’s method is that it is not mass-conserving, due to the fact

that each reaction will get different rates, depending on which participating species we are observing.

The errors related to this uncertainty can accumulate significantly throughout the run.

Gear’s method One of the few ODE solvers that meets all the criteria listed on page 11 is the

semiimplicit Gear’s method, especially when combined with sparse-matrix and computer optimiza-

tion techniques, that increase the speed and allow the method to be used in 3D models [Jacobson,

2005]. The main strength of Gear’s method is that is has been specifically designed for so-called stiff

systems. Stiff systems are systems for which the time derivatives among the species differ greatly,

and therefore systems where the species have very varying demands for the time steps [Jacobson,

2005]. For stiff systems the entire stability of the model is therefore dependent on the step size,

whereas for other systems the step size will mostly just affect the accuracy of the model [Shampine

and Gear, 1979]. As mentioned previously, the chemical species in chemistry models often have very

different life times, and chemical systems are therefore, generally, stiff systems.

In order to account for this, Gear’s method adapts the time step, so that the model can remain stable

throughout the entire run. Gear’s method is a backward differentiation formula, and as such it uses

both values from the current and previous time steps. For a set of species N̂t, Gear’s method solves

the following ODE:

N̂t =

s∑
j=1

(as,jN̂t−jh) + hβs
dN̂t

dt
(24)

Where α and β are scalar multipliers, s is the order of approximation, and h is the time step. The

strength of Gear’s method is that the size of the time step can be adapted for each iteration and atmo-

spheric species, such that a minimum number of time steps are required. A weakness of the original

method is that for each iteration of the Gear’s method large matrices of partial derivatives must be

solved using decomposition and backsubstitution, which requires a lot of computation. However,

since many of the matrix entries will be zero, the matrix is sparse, and by using sparse-matrix tech-

niques together with computer optimization techniques the computation required for each iteration

can be drastically reduced. As a result, Gear’s method is an effective and highly accurate solver of

stiff chemical ODEs, but it is complicated to implement, and has not been in the scope of this project.
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2.5 Chemical disequilibrium

As mentioned in Sec. 2.3.1 a closed system will reach chemical equilibrium when the free Gibbs

energy is at a minimum, and as such the relative chemical abundances in an atmosphere can be

found by minimizing the Gibbs free energy of the system. However, planetary atmospheres are not

closed systems, and as such they are rarely in chemical equilibrium. For stellar atmospheres and

high-temperature gas giants (T ≥ 1200K, Woitke et al. [2018]) the temperatures are so high, and

the chemical timescales correspondingly short, that the atmosphere in many cases can be assumed

to be in local thermodynamic equilibrium. At lower temperatures and in secondary atmospheres

of terrestrial planets the chemistry in the atmosphere becomes more complicated. Secondary atmo-

spheres generally have a wider range of components, and lower temperatures allow for more complex

molecules to be present and for clouds to be formed. These atmospheres will generally be driven out

of thermodynamic equilibrium by mechanisms, such as UV photolysis and transport-induced quench-

ing [Moses, 2014]. UV photolysis is especially dominant in the upper atmosphere and is caused by

radiation from the host star. UV photolysis is one of the main causes of chemical disequilibrium

in many atmospheres [Venot and Agúndez, 2015]. Transport-induced quenching takes place when

the mass transport in the atmospheres due to e.g. convection and eddy diffusion, happens on shorter

timescales than the chemical reactions [Moses, 2014]. In these situations the gas will be mixed be-

fore a chemical equilibrium can be reached, which will lock the concentrations at disequilibrium.

Since the chemical reaction rate is highly dependent on temperature, transport-induced quenching is

especially seen at lower temperatures.

Terrestrial atmospheres can be brought further into disequilibrium by their interactions with the sur-

face, e.g. through chemical exchange with potential surface oceans and volcanic outgassing Wogan

and Catling [2020]. These interactions act like sources or sinks for specific molecular species, which

will prevent specific species from reaching a concentration appropriate for equilibrium.

When looking at the atmospheres found among the planets and moons of the Solar System, Earth

has one of the largest thermodynamic disequilibriums. A study by Krissansen-Totton et al. [2016]

quantified the chemical thermodynamic equilibrium of Solar System atmospheres by comparing the

Gibbs free energy of the observable atmosphere with the expected free energy of the same atmo-

sphere in equilibrium. The results of their study are shown in Fig. 4, where it can be seen that

Earth’s atmosphere has one of the highest amounts of free Gibbs energy, only surpassed by Mars

and possibly Titan. When the entire atmosphere-ocean system of Earth is included, rather than just

the atmosphere, the disequilibrium of Earth is orders of magnitudes higher than any other object in

the study. In order to account for how the irradiation from the Sun drives the thermodynamic dise-

quilibrium, Krissansen-Totton et al. [2016] has shown both the available Gibbs energy (a), and the

non-dimensional disequilibrium (b), where the latter has been calculated as the free Gibbs energy

divided by the temperature and gas constant. The effect of using the non-dimensional disequilibrium

can especially be seen when looking at Titan, that shows a significantly larger disequilibrium than

Earth atmosphere in (b) but slightly smaller in (a).

In their study, Krissansen-Totton et al. [2016] found that the excess of available Gibbs energy on

Earth was mainly due to a redox-disequilibrium between O2 and CH4. Oxygen is a highly oxidizing
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Figure 4: Fig. 8 from the study by Krissansen-Totton et al. [2016]. A comparison of the Gibbs free
energy (a) and dimensionless free energy (b) among Solar System atmospheres. The dimensionless
free energy is found as the Gibbs free energy divided by temperature and the gas constant. ”Earth”
refers to the entire atmosphere-ocean system of Earth, whereas ”Earth (atmo only)” only includes the
atmosphere.

species, whereas methane is reducing, and as such they should not be able to coexist over longer

periods of time [Seager and Deming, 2010, Schwieterman et al., 2018]. The O2 − CH4 redox

couple has an expected lifetime of ∼ 10yr, so in order for the concentration of both to remain high

longer than this, there must be a constant production of especially CH4. Krissansen-Totton et al.

[2016] found abiotic causes for the disequilibrium found among other planets and moons, but the

disequilibrium of Earth can not be explained solely by abiotic mechanisms, but must also have a

biological source.

For this reason the disequilibrium caused byO2−CH4 and similar redox couples has been suggested

as a potential biosignature. All life, as we know it, has a metabolism, and if the biomass or activity is

great enough, the by-products of this metabolism can accumulate in the atmosphere causing chemical

disequilibrium as observed on Earth. Especially redox chemistry is used in metabolism to produce

energy, and as such redox disequilibrium is thought to be especially relevant as a biosignature, since

abiotic processes rarely lead to redox disequilibrium [Seager and Deming, 2010].

A study by Wogan and Catling [2020] investigated the chemical disequilibrium through the evolu-
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tion of Earth, and found that disequilibrium might be able to work both as a biosignature and an

anti-biosignature, depending on the couples in disequilibrium. They concluded that the disequilib-

rium between H2, CO2, CO and H2O found in the prebiotic Earth’s atmosphere can work as a anti-

biosignature, since these species can participate in redox reactions with very low activation energies,

and as such easily could be utilized in metabolism if life is present on the planet. However, redox

couples with very high activation energies, such as the disequilibirum between O2, N2, H2O and

CH4 found on modern Earth, are biosignatures, since they show that all the redox couples suitable

for metabolism have been utilized.

A study by Krissansen-Totton et al. [2018] found the oxidation of methane as expressed through the

reaction:

CH4 + 2O2 ↔ 2H2O + CO2 (25)

to be one of the main reasons for the chemical disequilibrium on Earth, especially during the Pro-

terozoic era, where the concentration of methane in the atmosphere was higher. This reaction will

be used later in this study to test the disequilibrium model and will be discussed further in Sec.

5.1. Krissansen-Totton et al. [2018] have similarly suggested the disequilibrium of the redox couple

CH4−CO2 as potential biosignatures. They found that in anoxic atmospheres, mixing ratios of more

than 10−2 for CH4 must be expected to be biological, since it is unlikely for abiotic mechanisms to

maintain this concentration.

3 Models

3.1 Atmosphere modelling

An atmosphere model is meant to reproduce the evolution or final state of an atmosphere, based on

a series of numerical calculations of the known dynamics, physics and chemistry that takes place in

the atmosphere. The atmospheric processes are mostly expressed as ordinary and partial differential

equations, and are solved numerically though approximations such as finite-difference [Jacobson,

2005] or the numerical methods described in Sec. 2.4. One of the greatest strengths of atmosphere

models is the concept of forward modelling, where an atmosphere is simulated from the ground

up solely based on some input parameters and computations of atmospheric processes [Fortney,

2018], which allows the models to be self-consistent. By forward modelling an atmosphere we are

able to predict what observations of this atmosphere would look like and compare them to actual

observations. This not only gives us insight into atmospheric processes, but can also be used to

identify which processes takes place in observed exoplanet atmospheres, based on their spectrum.

Constructing an atmosphere model is a constant compromise between the accuracy of the model and

the required computer power, and as such the strength and limitations of a model often lies in the

approximations used during the computations.

One of the defining qualities of an atmosphere model is its dimensions. Atmosphere models are

generally divided into units or boxes, in which the conditions are assumed to be homogeneous, and
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these boxes exchange particles with their surroundings. A model consisting of one box is called a

zero-dimensional model or a box model. A line of vertically- or horizontally stacked boxes is a one-

dimensional model, whereas two- and three-dimensional models have these lines of boxes stacked

in one and two more directions respectively. Three-dimensional models that have both altitude-,

longitude-, and latitude-dimensions can naturally reproduce more accurate depictions of dynamics

and transport processes, as well as global variations from e.g. north to south or from the day to

the night side. However, 3D-models are also very demanding computationally, and are often better

suited for short term simulations of processes with timescales of months to years [Jacobson, 2005].

For the modelling of exoplanet atmospheres we are often interested in the long-term evolution of

the atmosphere, and as such a 3D-model is rarely suitable. In addition to this, all observable light

from an exoplanet will be combined into one pixel, and as such it is less important to model the

global variation, when we wish to compare our models to observations. For these reasons exoplanet

atmosphere models are often one-dimensional, and they model the variation among vertically stacked

atmospheric boxes or layers.

Many atmosphere models are separated into two individual sections, one responsible for the physical

mechanisms of the atmosphere and one responsible for the chemistry. In this section I will briefly

describe the idea behind these two types of models, and especially focus on the stellar-atmosphere

model MARCS and chemistry model GGchem, that are the main atmosphere models used at the

StarPlan group at the University of Copenhagen.

3.2 Physics models and MARCS

Physics models mainly reproduces the pressure-temperature profile of the atmosphere, by modelling

e.g. energy transfer and the absorption of radiation from the host star. In doing so they often account

for e.g. radiative transfer, convection, condensation and cloud formation, surface fluxes, scattering,

and absorption [Lincowski et al., 2018]. In order to model the pressure-temperature profile of an

atmosphere, three different equations need to be solved: The radiative transfer equation, the equa-

tion of hydrostatic equilibrium, and the equation of radiative-convective equilibrium describing the

conservation of energy [Seager and Deming, 2010].

The main atmosphere model used by StarPlan is a one-dimensional model called MARCS originally

developed to model both the physics and chemistry of stellar atmospheres. MARCS is self-consistent

and forward model the final equilibrium state of an atmosphere based on an initial guess of a pressure-

temperature profile as well as elemental abundances. By being self-consistent the result of the MARCS

model will always produce a reasonable solution in compliance with the known physical and chemi-

cal processes.

The first step of the MARCS model is to calculate the energy input of the atmosphere due to the ab-

sorption of radiation from the host star and the planetary surface/interior, based on the opacity of the

involved species and the assumption of local thermodynamic equilibrium. MARCS will then model

the effect on this energy input on the atmospheric state. As mentioned previously, the main physical

aspects an atmosphere model generally have to deal with are radiative transfer, hydrostatic equi-
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librium, and radiative- or radiative-convective equilibrium. The MARCS model deals with radiative

transfer by solving the radiative transfer equation, Eq. 3, with the source function described as:

Sν =
κν

κν + σν
Bν(T ) +

σν
κν + σν

Jν (26)

Where κν describes the absorption coefficient, σν is the scattering coefficient, Jν is the mean inten-

sity, and Bν is the Planck function describing black body radiation [Gustafsson et al., 2008].

Hydrostatic equilibrium is introduced by balancing the pressure with gravity (as explained in Eq.

1), where the total pressure, (∇Ptot), will be the sum of the pressure caused by radiation, gas, and

turbulence.

∇Ptot = −ρg
∇Ptot = ∇Prad +∇Pgas +∇Ptur

(27)

Finally the model is kept in radiative-convective equilibrium by balancing the incoming energy in

each box or layer of the atmosphere with the energy transported through radiation or convection, as

described in Eq. 4. MARCS introduces convection using mixing-length theory in which ”parcels” of

gas are moved as units before the contents mixes with the new surroundings. Several atmosphere

models approximates convection through mixing-length theory (e.g. VPL Climate, Lincowski et al.

[2018]), however, this approximation might introduce some uncertainty to the model, since it has

been found that the mixing-length scheme causes a much more rapid variation of the convective

velocity with depth, than what was found by more realistic simulations [Gustafsson et al., 2008]. The

calculations are generally made under the assumptions that the atmosphere is in local thermodynamic

equilibrium, and that the layers are plane-parallel or that there is spherical symmetry, depending on

the depth of the atmosphere in relation to the size of the planet. These approximations poses some

uncertainty to the MARCS model, but the main limitation of the model is that it is one-dimensional,

and that it has difficulties converging for low temperature atmospheres. It is yet uncertain why the

model does not converge at lower temperatures, but it might be related to the fact that the electron

pressure is used to adjust the structure of the iterations, and that for lower temperatures the electron

pressure could get low enough to cause numerical issues. The main strengths of the model is the fact

that it is self-consistent. Non-self-consistent models often base their calculations on fitting regression,

where the physical parameters are fitted to existing observations. These models will not necessarily

provide credible physical results, they might not be reproducible, and for this reason fitting regression

models are less trustworthy than self-consistent models. Another strength of MARCS is that it has

already been tested against the observations of numerous stars and brown dwarfs, and the paper

describing the current version of the model [Gustafsson et al., 2008] has been cited by more than

1500 studies. The fact that MARCS can model both stellar and planetary atmospheres might allow the

model to recreate entire self-consistent systems, of exoplanets and their host stars. This is currently

being done at StarPlan, where they are attempting to model the planetary- and stellar atmosphere

using the same code, such that the irradiation from the host star into the planetary atmosphere can be

modelled as accurately as possible.

In addition to the atmospheric processes treated by MARCS itself, the model can also be coupled
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to several other individual models. Doing this, MARCS can deal with diffusion, dust- and cloud

formation, through a coupling with the model DRIFT, and the processing of chemical reactions can

be improved through the coupling with one of several different chemistry models. One of these

chemistry models is the equilibrium model GGchem, that I will introduce next.

3.3 Chemistry models and GGchem

The chemistry taking place within each of the atmospheric boxes or layers is often modelled by

individual chemistry models. These models must account for all chemical reactions as well as the

photochemistry that takes place in the upper atmosphere due to the irradiation from the host star, and

in some cases aerosol condensation and cloud formation. Some models also allow for atmospheric

escape, an exchange of species between surface and atmosphere, and the chemistry of oceans in their

models [Wogan and Catling, 2020]. The chemical reactions of the atmosphere will always strive to

bring the atmosphere into chemical equilibrium, and many models are based on the assumption that

this equilibrium has already occurred, which allows the model to estimate the concentration of each

atmospheric species based on equilibrium constants.

The chemistry model GGchem, which can be coupled to MARCS, is one of these equilibrium models.

For each of the atmospheric layers MARCS calls GGchem to find the concentration of the atmospheric

species at equilibrium by minimizing the Gibbs free energy. As described in Sec. 2.3.1, a closed

system will be at equilibrium when the Gibbs free energy is at a minimum, such that ∆G = 0. At

this point, the equilibrium constant can be expressed as:

K = exp

(
−∆G	

RT

)
(11b, copy)

GGchem solves this equation for each of the chemical reactions, based on the pressure and temper-

ature of that specific atmospheric layer, by calculating the standardized Gibb’s free energy for each

reaction. This is done by also accounting for element and charge conservation, and together they

form a system of non-linear equations. For higher temperatures (T > 1000K) these systems can be

solved numerically using the Newton-Raphson method. However, as the temperature is lowered to

adapt the model to exoplanet atmospheres, the chemistry becomes more complex, as molecules can

become larger and the particles can begin to condensate. To account for this complexity Woitke et al.

[2018] have introduced several pre-iterations to find a better initial guess before the use of Newton-

Raphson, making the model stable down to 100K. GGchem now has more than 500 molecules and

excels compared to many other chemistry models by maintaining stability even at lower tempera-

tures.

The main limitation of the GGchem model is the assumption of chemical equilibrium. As mentioned

in Sec. 2.5, most planetary atmospheres, especially those of lower temperatures, have been brought

out of chemical equilibrium [Moses, 2014, Venot and Agúndez, 2015, Wogan and Catling, 2020], by

e.g. photolysis in the upper atmospheres or interactions with the surface. In addition to this, dise-

quilibrium might be an important biosignature, and as such it might be critical for us to be able to

understand and model atmospheres in chemical disequilibrium.
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3.4 Disequilibrium models

When modelling atmospheres out of chemical equilibrium it is not enough to look at the equilibrium

constants, the model also has to account for the processes bringing the atmosphere out of equilibrium

and allow the final state to be in disequilibrium.

One way to allow disequilibrium in a model atmosphere is by introducing ”quenching” into an equi-

librium chemistry model. As described in Sec. 2.5, transport induced quenching takes place when

an atmospheric species is transported to an area faster than it can be removed through chemical reac-

tions, in other words when the transportation timescale is shorter than the chemical timescale. This

will cause the concentration of the species to be locked (or quenched) at a non-equilibrium value.

This quench approximation can be applied by finding the quench point, where the transportation

timescale becomes shorter than the chemical timescale for specific molecules, and then locking the

concentration of these molecules at this point (as reviewed by Marley and Robinson [2015] and im-

plemented by Zahnle and Marley [2014], Miles et al. [2020], Fortney et al. [2020]). For all other

species and for layers where the chemical is shorter than the transportation timescale, the atmosphere

is assumed to be in chemical equilibrium, and the concentrations can be found e.g. by minimiz-

ing Gibbs free energy. The main strength of the quench approximation is that it can be introduced

to already existing chemical equilibrium models, without having to change the model drastically.

The main weakness is the assumption that transport induced quenching should be the main cause of

disequilibrium in the atmosphere. In addition to this the models are not necessarily self-consistent,

since the disequilibrium is often not accounted for when making the pressure-temperature profile, as

argued by Fortney et al. [2020].

A different approach to modelling an atmosphere in disequilibrium is to calculate the concentrations

of the atmospheric species using the reaction rates rather than the equilibrium constants, as described

in Sec. 2.3.2. The reaction rate for many atmospheric reactions have be determined experimentally

for specific temperature ranges, and the results are listed on databases such as NIST [2020]. Many

atmospheric chemistry models calculate the concentrations based on these rates, by passing the rates

as a function of temperature from the databases as an input to the model (e.g. Zahnle et al. [2009],

Zahnle and Marley [2014], Arney et al. [2016], Lincowski et al. [2018]). Sources of disequilibrium

can then be introduced as e.g. externally induced reactions, such as photolysis in the upper atmo-

sphere, or fixed abundances of species at the surface, and the evolution of the atmosphere can be

followed through time. An example of this, can be seen in a study by Arney et al. [2016], who set

a fixed abundance of CH4 at the surface layer (corresponding to a constant release of CH4 at the

surface), which caused disequilibrium throughout the atmospheric layers, as CH4 was transported

upward from the surface. The strength of using the reaction rates is that it will produce self-consistent

results, since it is a very direct way of forward modelling the chemistry. In addition to this, a time

dependency is introduced through the reaction rate, which allows the model to follow the evolution

of the atmosphere through time, and not just model the final equilibrium state. A limitation of this

method is, that the reaction rate and all values related to the rate must be determined experimen-

tally. As explained in Sec. 2.3.2 the reaction rate is found based on a temperature dependent rate

constant, and as such the constant for each reaction must either be determined experimentally at all
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relevant temperatures, or the temperature dependency must be known. These values have not been

determined for all reactions that take place in an atmosphere, and as such, estimations must be made

[Zahnle et al., 2009].

Most of the studies mentioned above have calculated their reaction rates based on temperature-

dependencies that were provided on NIST [2020]. In the development of my own model I have

taken a similar approach, as I will explain in Sec. 4, except that I have calculated the temperature

dependency myself. The calculations are done based on the activation energy and frequency factor

for each reaction using Arrhenius equation, as explained in Sec. 2.3.2. I believe that this provides

more flexibility to the model, and allows it to be easily updated, as future experiments will produce

more exact values for the activation energies and frequency factors.
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4 Methods

The main purpose of this study is to build a chemical model that allows the atmosphere to be in

chemical disequilibrium, and to test this model on different cases.

In order to allow for disequilibrium, the change in concentration for the atmospheric species is found

based on the reaction rate, rather than the equilibrium constants, based on the same arguments as

presented in 3.4. In this section I will describe the overall structure of DISEQ, how the reaction rates

are found using the Arrhenius equation, and how the chemical ordinary differential equations are

solved. I also explain some of the choices I have made in regard to layout, methods, user-friendliness,

and parameter values.

4.1 Structure of disequilibrium model (DISEQ)

The model currently consists of a single file with scripts for the main program and subroutines. This

file also contains a section specifying the species, reactions and parameters the user wish to use for

the model. The entire model file has been attached as appendix A. The only other file needed for

the model is a simple input file containing all the initial concentrations of the participating species.

The model is written in Fortran in order to stay consistent with the other atmosphere models used at

StarPlan (MARCS and GGchem), and to make it easier for a potential coupling to MARCS.

The main file has the following structure:

• Text introduction

• parameters module

• Main program

• Subroutines; calc conc euler and calc rates

After a text introduction explaining the structure of the script, the code is initiated by a module named

Parameters where all universal parameters used in both the main program and subroutines are

introduced and defined. The Parameters module is followed by the main program, that performs

the computations of the model by calling different subroutines.

4.1.1 Main program

Reactions: The first section of the main program lists the different species and reactions included

in the model. In this section the user can add reactions to the model by providing the stoichiometric

coefficients and exponents of each of the participating species, as well as frequency factor and acti-

vation energy for the reaction.

A reaction matrix is formed to indicate the participation of each species in each of the reactions. The

entries of the matrix are given as the stoichiometric coefficients of the species in each reaction, with
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the coefficient of the reactants being negative. As such the reaction matrix indicates the production

and loss of each species in the reactions. Taking the reactions from 16 on page 10 as an example:

CH4 +OH → CH3 +H2O

CH3OOH +OH → CH3O2 +H2O

CH3OOH → CH3O +OH

(16, copy)

The reaction matrix would be:


H2O CH4 CH3 OH CH3O CH3O2 CH3COOH

16a 1 −1 1 −1 0 0 0

16b 1 0 0 −1 0 1 −1

16c 0 0 0 1 1 0 −1

 (28)

In addition to the reaction matrix, this section also lists in the frequency factor, activation energy,

and exponents for each of the reactions, all values that are needed to calculate the reaction rates

using Arrhenius equation, as explained in Sec. 2.3.2. For elementary reactions the exponents equal

the stoichiometric coefficients, and are set automatically by the model, but for reactions that are not

elementary the exponents must be specified manually by the user.

Both the forward and the reverse reactions must be included in the model. In the current version

of the model the reaction matrix and exponents of the reverse reactions are set automatically for

all elementary reactions, whereas non-elementary reactions must be set manually. The frequency

factor and activation energy must be set individually for each direction of the reaction. Currently the

reactions are listed one at a time, in order to make it easy for users to add or remove reactions to suit

their investigations. Taking reaction 16a as an example the code would look as follows:

! REACTION 1 and 2 : CH4 + OH <−> CH3 + H2O
r e a c t i o n s ( : , 1 ) = ( /&

! H2O CH4 CH3 OH CH2O CH3O2 CH3OOH
& 1 , −1 , 1 , −1 , 0 , 0 , 0 &
& / )

r e a c t i o n s ( : , 2 ) = − r e a c t i o n s ( : , 1 )
! Both r e a c t i o n s a r e f i r s t o r d e r i n r e g a r d t o a l l r e a c t a n t s :
where ( r e a c t i o n s ( : , [ 1 , 2 ] ) <0) e x p o n e n t s ( : , [ 1 , 2 ] ) = 1 ! S e t t i n g e x p o n e n t s
a c t e n e r g y ( 1 ) = 10 .24 ! kJ / mol
f r e f a c t o r ( 1 ) = 4 . 1 6 E−13 ! cm ˆ 3 / ( m o l e c u l e s s )
a c t e n e r g y ( 2 ) = 6 . 2 2 E01 ! kJ / mol
f r e f a c t o r ( 2 ) = 1 . 2 0 E−14 ! cm ˆ 3 / ( m o l e c u l e s s )

Each participating reaction will have a section as the one above with the indices (1 and 2) changing

consecutively as more reactions are added. As can be seen from the code above, the coefficients for

each of the species are listed in the reaction matrix, and since the reaction is a elementary reaction,

the exponents for both directions are easily found from the reaction matrix. Comments are added to

make the code easier to follow, as will be further explained in Sec. 4.4
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Read Input Values The next section reads in the input variables, and has been intended to read

concentrations and temperature from e.g. MARCS output files. Currently it reads a simple input file

with initial concentrations given in units of molecules cm−3, and store these concentrations as the

variable concentrations. During a coupling with MARCS also the temperature of the specific

atmospheric layer must be passed to DISEQ, but for the isolated test runs performed in this project

the temperature is set at 300 K.

Calculate new concentrations The final part of the main program uses the reaction matrix and

input values to calculate the new concentrations. This is done by solving the ordinary differential

equation that describes the dependence between the reaction rates and the current concentrations of

the reactants, as explained in Sec. 2.3.3. Solving the ODE is done using subroutines in the model,

such that ODE solver can rather easily be changed, without having to adapt the rest of the code.

The basic version of the model calls the subroutine calc conc euler that calculates the new

concentrations using the forward Euler’s method (FEM), but a subroutine for the Backward Euler’s

method (BEM) has also been made, and will be explained later.

4.1.2 Subroutines

The main program is followed by several subroutines, and the transition is clearly marked with a

heading. I have chosen to use subroutines for all major calculations that are replaceable, such that it

is easy for the user to adjust or replace the calculations. Currently there are subroutines for the ODE

solvers FEM and BEM, and for the calculation of the reaction rates using Arrhenius equation.

calc conc euler The Forward Euler subroutine is given the time and time step for the run,

the reaction matrix and the current concentrations for all participating species, in addition to the

parameters needed to calculate the reaction rate using Arrhenius equation.

The model loops over the different time steps, and for each it solves the differential equation using

FEM as explained in Eq. 20 in Sec. 2.4.

Ni,t = Ni,t−h +
dNi,t−h
dt

· h (20, copy)

Where Ni,t and Ni,t−h are the concentration of species i, at time step t and (t− h) respectively, h is

the size of the time steps, and dNi,t−h

dt is the rate of change in concentration of species i at (t− h). In

order to find the change in concentration of species i, the reaction rates of the reactions it participates

in must be calculated, which is done using the subroutine calc rates, as will be explained further

down. As described in Sec. 2.4 FEM finds the total change in concentration of a species as the sum

of the rates of the reactions the species participates in, multiplied by the stoichiometric coefficient of

the species in those reactions. Since the stoichiometric coefficients are listed in the reaction matrix,
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(R), the total change in concentration per time can be found as:

dNi

dt
=
∑
j

Ri,j · rj (29)

Where Ri,j is the reaction matrix that indicates the stoichiometric coefficient of species i in reaction

j, and rj is the rate of reaction j. The change in concentration is multiplied by the size of the time

step and added to the concentration from the previous time step.

At each time step, new concentrations are found, before the model moves on to a new time step. The

iteration is continued until the desired time period is reached. The code for this part of the model can

be seen below.

do i i t i m e = 0 , n i n t ( t ime / t i m e s t e p )
! C a l c u l a t e r a t e f o r a l l r e a c t i o n s
c a l l c a l c r a t e s ( c o n c e n t r a t i o n s , f r e f a c t o r , a c t e n e r g y , exponen t s , r e a c t i o n s , r a t e

, k c o n s t )

! C a l c u l a t e change i n c o n c e n t r a t i o n f o r each s p e c i e s
do i i s p e c = 1 , n s p e c i e s

c o n c e n t r a t i o n s c h a n g e ( i i s p e c ) = sum ( r e a c t i o n s ( i i s p e c , : ) ∗ r a t e )
end do

! C a l c u l a t e new c o n c e n t r a t i o n s
c o n c e n t r a t i o n s = c o n c e n t r a t i o n s + c o n c e n t r a t i o n s c h a n g e ∗ i i t i m e ∗ t i m e s t e p

∗ s p e r y e a r
end do

calc rates As a part of the forward Euler’s model shown above the reaction rates must be cal-

culated, using the subroutine calc rates. This subroutine calculates the rates based on Arrhenius

equation using the frequency factors, activation energies, and exponents (indicating the order of the

reactions in regard to each reactant), as well as the temperature of the atmospheric layer being stud-

ied. Rewriting Eq. 13 and 14 to look at the rate, r of reaction j, we get:

rj = kj ·
∏

i ε reac

Npi
i (13, rewritten)

kj = Aj · exp
(
−EA,j
RT

)
(14, rewritten)

Where kj is the rate constant, Ni the current concentration of species i, reac is the set of indices for

reactants in reaction j, pi is the exponent or order of the reaction in regard to the reactant, Aj and

EA,j are the frequency factor and activation energy for reaction j, and R and T are the gas constant

and temperature.

The rate constants are easily found for all reactions from the listed constants and the temperature.

The model then finds the rate of each reaction, by looping over each species in the reaction matrix, to

see if the species acts as a reactant, i.e. has a negative entry in the reaction matrix. If that is the case,

the index of the species, i, is a part of the reactant set, reac, indicated in Eq. (13, rewritten) and the
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concentration of the species participates in the product. The code for the subroutine, calc rates

looks as follows:

! CALCULATE RATE CONSTANTS, k c o n s t
R i d e a l g a s = 8 . 3 1 ! I d e a l gas c o n s t a n t , i n J / ( mol K)
R i d e a l g a s = R i d e a l g a s / ( 6 . 0 2 2 E23 ) ! C o n v e r t i n g t o J / ( m o l e c u l e s K)
k c o n s t = f r e f a c t o r ∗exp(− a c t e n e r g y / ( R i d e a l g a s ∗ t e m p l a y e r ) ) ! Ra te c o n s t a n t

! CALCULATE RATE FOR EACH REACTION, r a t e
do i i r e a c = 1 , n r e a c t i o n s

c o n c p r o d u c t = 1

! Find which r e a c t a n t s p a r t i c i p a t e i n r e a c t i o n
! I f e n t r y i n r e a c t i o n m a t r i x i s n e g a t i v e , s p e c i e s i s a r e a c t a n t
do i i s p e c = 1 , n s p e c i e s

i f ( r e a c t i o n s ( i i s p e c , i i r e a c ) < 0) t h e n
! C a l c u l a t e p r o d u c t o f c o n c e n t r a t i o n s , w i th e x p o n e n t s
c o n c p r o d u c t = c o n c p r o d u c t ∗ c o n c e n t r a t i o n s ( i i s p e c ) ∗∗ e x p o n e n t s ( i i s p e c ,

i i r e a c )
end i f

end do

! C a l c u l a t e r a t e from r a t e c o n s t a n t and c o n c e n t r a t i o n p r o d u c t
r a t e ( i i r e a c ) = k c o n s t ( i i r e a c ) ∗ c o n c p r o d u c t

end do

The calc rates subroutine is kept as a individual subroutine, separated from calc conc euler,

in order to be able to change to a different ODE-solver, while still being able to use Arrhenius equa-

tion to calculate the reaction rates through calc rates.

4.2 Solving chemical ODEs

As mentioned in Sec. 2.4 the stability of a chemical model will depend highly on which numerical

method is used to solve the chemical ODEs, and the size of the time step. In order to test the stability

of the model, I have chosen to implement two different methods for solving ODEs; the explicit FEM

and the implicit BEM. I have already explained the subroutine implementing the FEM. This method

requires very little computation for each of the iterations, but as an explicit method the stability of the

model requires that the time step is significantly shorter than shortest life time among the atmospheric

species. When the time step of FEM becomes too big, the model will loose its positivity, which can

cause some issues as I will show you in the results section, Sec. 5.

4.2.1 Implementing Backward Euler’s method, calc conc euler back

The BEM, on the other hand, has guaranteed positivity, and as such the stability of the model is less

dependent of the size of the time step. In return, BEM is a bit more complex and it requires more
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computation for each of the iterations.

As shown in Sec. 2.4 BEM solves the following ODE:

Nt = Nt−h +
dNt,t−h
dt

· h (22, copy)

Where the derivative of the concentration is evaluated at the current time step, t, for the species that is

currently being studied, and at the previous time step, t−h, for all other species. Since the derivative

depends on unknown values for time t, I will rewrite the expression to isolate all concentrations

evaluated at t. The derivative can be expressed in terms of the loss rate (L) and the production rate

(P ).

Nt = Nt−h + (Pt−h − Lt,t−h) · h (30)

The production of a species, i, will depend on the rate of the reactions where the species, i, acts as a

product. The loss will depend on the rates of the reactions where the species, i, act as a reactant. Since

the reaction rates only depend on the concentrations of the reactants (see Eq. 13), the concentration

of species, i, will only influence the loss rate. The production rate can therefore evaluated at t − h,

whereas the loss must be evaluated at t. For all elementary reactions, the loss rate of a reactant will

be directly proportional to the reactant itself. For we can therefore define an implicit loss coefficient

for species i, ILi, that is the loss rate divided by the concentration of species, i.

ILi,t−h =
Li,t,t−h
Ni,t

(31)

Since all other species are evaluated at t − h, the implicit loss coefficient will also be evaluated at

t− h. By introducing this to the ODE, we get:

Ni,t = Ni,t−h + (Pi,t−h − ILi,t−h ·Ni,t) · h

Ni,t =
Ni,t−h + Pi,t−h · h

1 + ILi,t−h · h
(32)

We can now express the production rate and the implicit loss coefficient as:

Pi,t−h =
∑
j

Ri,j(+) · rj,t−h

ILi,t−h =
∑
j

Ri,j(−) · kj ·
∏

k ε reac, ∨ 6=i
Npk
k

(33)

Where j indicates the reactions, Ri,j(±) is the value for reaction matrix for species i in reaction j

only including the positive or negative entries (i.e. entries where the species is a product and reactant

respectively), rj,t−h is the reaction rates evaluated at t − h, kj is the rate constant, and the product

for the implicit loss coefficient is over the concentrations of all reactants (reac) for each reaction, not

including species i.

The code for the BEM subroutine can be seen as a part of the complete model in Appendix A.

The user can easily change between the desired ODE solvers by changing which solver is called in

the ”calculate new concentrations” part of the main program. Choosing FEM and BEM respectively
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would look as follows:

! C a l c u l a t e new c o n c e n t r a t i o n s , c a l l s o l v e r
c a l l c a l c c o n c e u l e r ( c o n c e n t r a t i o n s , r e a c t i o n s , f r e f a c t o r , &

& a c t e n e r g y , exponen t s , r a t e )

! C a l c u l a t e new c o n c e n t r a t i o n s , c a l l s o l v e r
c a l l c a l c c o n c e u l e r b a c k ( c o n c e n t r a t i o n s , r e a c t i o n s , f r e f a c t o r , &

& a c t e n e r g y , exponen t s , r a t e )

4.3 Setting parameter values

In order for the model to calculate the new molecular concentrations five input parameters are needed:

1) The temperature of the atmospheric layer. 2) The initial molecular concentrations. 3) The acti-

vation energy of each reaction. 4) The frequency factor of each reaction. 5) The exponents of each

reactant, decided by the order of each reaction in regard to that reactant.

Temperature The temperature of the atmospheric layer is decided before each run of the model,

and will remain constant throughout the run. When the model is coupled to the MARCS climate

model, the temperature for each atmospheric layer will be found by the climate model and read as

an input to the chemical disequilibrium model. For the test runs the temperature is set to 300K,

since most of the other parameter values used in the test run have been decided experimentally at this

temperature.

Initial molecular concentrations The initial concentration of each of the atmospheric species are

used in the first iteration of the ODE solver. During a coupling with the MARCS model, these con-

centrations should be read as outputs from MARCS. For the test runs done in this project the concen-

trations are set to values similar to those found in the modern Earth atmosphere. I have currently not

been able to find any universal database listing the average concentration of all atmospheric species

in Earth’s atmosphere, and as such the concentrations are found from a number of different studies.

All concentrations used in the test runs can be seen in Table 3. When looking at the more complex

reaction chains, e.g. in Sec. 5.2, short lived radicals such as OH and HO2 play important roles

as catalysts. These species have very low concentrations and are so short lived that it is extremely

difficult to measure their actual concentration in the atmosphere. For this reason most of the radicals

used in the model have been given initial concentrations similar to that of OH , which should pose no

great uncertainty to the model, since the radicals will quickly be used and reproduced. In general, it

is in no way necessary to know the exact concentration of each species in order to use the model, and

since the actual atmospheric concentrations varies significantly, we can still get a valuable insight

into the atmospheric chemistry even from rough initial estimates.

Activation energy, frequency factor and reaction order In order to find the reaction rate using

Arrhenius equation both the activation energy, frequency factor and the exponents indicating the
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reaction order of the reactants for each of the reactions must be known. These values are usually

determined experimentally at different temperatures, and results from many of the experiments have

been listed on the database NIST [2020]. For most of the reactions used in this study, NIST [2020]

has several different studies reporting their results regarding each specific reaction. In order to be

consistent in my choice of which reported values to use in this study, I generally pick the first study

on the list (preferably a review, and preferably of newer date), that report both a frequency factor

and an activation energy within a wide temperature range (generally from ∼ 300K to ∼ 2500K). In

doing so, I hope to get more reliable results from recent studies that have gone through peer review,

and values that are relevant within a temperature range suitable for a warm atmosphere. In cases

where the reactions are not listed in the database, I estimate the values from similar reactions, as will

be explained in the later sections.

4.4 Ease of use and coding etiquette

In order for others to be able to use and continue to develop the model, user-friendliness and coding

etiquette has been taken into consideration when building the model. The following points have been

taken into account.

• Text sections that explain the contents and structure of the following code are found at the be-

ginning of the entire model, and before each section of the main program and each subroutine,

to make it easier for the user to follow and potentially alter the process.

• Comments are added throughout the code to clarify the purpose of each command and to

specify e.g. units.

• The names of parameters, subroutines and files are mostly self-explanatory, and are fur-

ther introduced through comments at their first appearance in the code, where also units are

specified if relevant. The variable names are never shorter than three characters to make it

easier to search for them. Only letters and underscores are used in the names to make

it easier to separate from code, parameter values, and format specifications. Subroutines are

named such that their purpose should be clear from the name, e.g. calc conc euler that

calculates the new concentrations based on Euler’s method.

• Fortran is not case sensitive, but all code is written in lower case letters to ease the reading

and stay consistent. Comments are written in both capital and lower case letters, and headings

are written in all capital letters, to make them easy to identify.

• Indentations are used for all nested loops to clearly confine them.

• The unit numbers for in- and output files are listed in the text introducing the model at the

beginning.

• Subroutines are used for specific computational methods, e.g. ODE solvers, to make it easy

to replace without having to do major changes to the main program.
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5 Results

In the following section I will go through the results of a few test runs, for different sets of reactions

and species, and for different settings in regard to the method of solving the chemical ODEs. For

each test run I will describe the background for the run, the choice of specific parameter settings, and

finally present the results.

5.1 Simplified reaction for oxidation of methane, Forward Euler’s method

In order to test the model with a relatively simple, yet essential, reaction, I first look at the oxidation

of methane. The oxidation, of methane is the main reason methane and oxygen is not found together

in the atmosphere, and as such metabolism is needed in order for both to be present. The true reaction

chain for the oxidation of methane is described in Sec. 5.2, but to test the reaction I will look at this

simplified version:

CH4 + 2O2 ↔ 2H2O + CO2 (25, copy)

As explained in Sec. 2.5 the oxidation of methane is thought to be one of the main sources of

chemical disequilibrium on Earth, making it an interesting reaction to study.

To test the model with the reaction from Eq. 25, a REACTIONS section must be made in the model,

as explained in Sec. 4.1. The reaction matrix is easily made from the stoichiometric coefficients, but

because the reaction is not a primary reaction, the exponents can not be read from the coefficients.

Finding the exponents is further complicated, since they can not be decided experimentally, due to

the fact that the reaction is a simplified version of a larger reaction chain, and as such is not a ”real”

reaction at all. However, since the concentration of O2 is significantly higher than the concentration

ofCH4, we can to a first approximation assume that it is constant, especially during the small periods

of time relevant for each time step. This allows us to treat the reaction as a pseudo-first order reaction,

and thereby set the exponents to one. The reaction matrix and exponents will look as follows:

! REACTION 1 and 2 : CH4 + 2O2 <−> 2H2O + CO2
r e a c t i o n s ( : , 1 ) = ( /&

! O2 H2O CO2 CH4
& −2 , 2 , 1 , −1 &
& / )

r e a c t i o n s ( : , 2 ) = − r e a c t i o n s ( : , 1 )
! Pseudo− f i r s t o r d e r , so assuming f i r s t o r d e r i n r e g a r d t o a l l r e a c t a n t s :
where ( r e a c t i o n s ( : , [ 1 , 2 ] ) <0) e x p o n e n t s ( : , [ 1 , 2 ] ) = 1 ! S e t t i n g e x p o n e n t s

As can be seen above, I am only looking at the reaction from Eq. 25, and have only included the four

species that participates in the reaction, ignoring all others.
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Table 1: Input values for the model test run using the simplified reaction for oxidation of methane
shown in Eq. 25.

Reaction
A Ea Ea

[cm3molecules−1s−1] [kJ/mol] [kJ/molecules]

CH4 + 2O2 → 2H2O + CO2 ∼ 10−25 ∼ 10 ∼ 10−23

2H2O + CO2 → CH4 + 2O2 ∼ 10−24 ∼ 60 ∼ 10−22

(a) Values for the frequency factor and activation energy used to find the reaction rate for
each of the two directions of the reaction.

Molecule O2 H2O CO2 CH4

Concentration [molecules cm−3] 5.3 · 1018 1.0 · 1018 8.9 · 1015 4.3 · 1013

(b) Initial concentration for each of the participating atmospheric species.

5.1.1 Choosing parameter values

Finding the activation energy and frequency factor needed to calculate the reaction rate is also com-

plicated by the fact that the reaction is a simplification. Since the values cannot be decided experi-

mentally, I estimate them based on a reaction similar to the one in question, namely:

CH4 +OH ↔ H2O + CH3 (34)

If we assume that the change in concentration of CH4 is the same for the two reactions we know

that:
d[CH4]

dt
= kO2 [CH4][O2] = kOH [CH4][OH] (35)

Where the rate constant for the reaction in 34 would be:

kOH = AOH ·exp
(−Ea,OH

RT

)
= 4.16·10−13cm3molecules−1s−1 ·exp

(−10.24kJ/mol

RT

)
(36)

The frequency factor (AOH ) and activation energy (Ea,OH ) used above where listed in the database

NIST [2020]. As an approximation I assume that the activation energy is the same for the reactions

from Eq. 25 and 34, (Ea,OH = Ea,O2) and by inserting the rate constants into Eq. 35, and isolating

the frequency factor for Eq. 25, I get:

AO2 =
[OH]

[O2]
· 4.16 · 10−13cm3molecules−1s−1 = 7.85 · 10−26cm3molecules−1s−1 (37)

Where the above is based on the concentrations of OH and O2 respectively from Earths atmosphere,

as they are listed in Lodders et al. [1998]:

[OH] ≈ 106 molecules cm−3 [O2] ≈ 5.3 · 1018 molecules cm−3 (38)

I am doing the same for the reverse reaction, by using the values for the following reaction as a first

approximation:

H2O + CH3 ↔ CH4 +OH (39)
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The values for the activation energies and frequency factors for both directions of the reaction in

Eq. 25 can be seen in Table 1a. Since the concentration of the radical CH3 is very small, and its

lifetime is in general short, it is difficult to measure its concentration in the atmosphere, and I have

not been able to find a study reporting it. For the sake of this test, I will simply just assume that the

concentration of CH3 is similar to that of the OH radical.

ACO2 =
[CH3]

[CO2]
· 1.20 · 10−14cm3molecules−1s−1 = 1.35 · 10−24cm3molecules.−1s−1 (40)

In addition to the values used for the reaction rate calculations, Table 1 shows the initial concentra-

tions for each of the participating molecular species. These values are the approximate concentrations

found in the modern Earths atmosphere, as they are listed in Lodders et al. [1998].

5.1.2 Concentrations over time

The results from this initial model run, based on the inputs listed in Table 1, can be seen in Fig. 5.

Fig. 5 shows the change in concentration relative to the initial concentration of the four participating

species (O2, H2O, CO2 and CH4) as a function of time. These relative concentrations are found by

dividing the concentration at each time step with the initial concentration

Nt,relative =
Nt

N0
(41)

and hence have no unit. Since we are especially interested in CH4, and this species has the most

drastic relative change during the run, the concentration of CH4 has been isolated on the left ver-

tical axis and shown in red. whereas the other three species are shown in blue on the right ver-

tical axis. Notice that the time axis is logarithmic. From Fig. 5 we can see that almost all the

Figure 5: Relative change in concentration for test run of simplified reaction of the oxidation methane
as shown in Eq. 25. ODEs are solved using FEM.
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CH4 is exhausted early on, and an equilibrium is reached as the curve flattens, at a concentration of

[CH4] ≈ 6 · 106 molecules cm−3. During the same period of time there is a slight relative increase

in the concentration of CO2 (∼ 0.5%), whereas O2 and H2O remain largely the same.

(a) Concentration of all participating species over time.

(b) Concentration of CH4 over time for three different time steps. Notice that unlike 6a,
this figure has a linear secondary axis.

Figure 6: Concentrations of molecular species over time, for model runs with different time steps of
the simplified oxidation of methane. The different line types indicate different sizes of the time step
(h): Full line: h = 10−3yr. Dashed line: h = 10−2yr. Dot-dashed line: h = 10−1yr. And dotted
line: h = 100yr. ODEs are solved using FEM.
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The time step used for the model in Fig. 5 is 10−3yrs ≈ 8hr, and the model runs for a year in total.

The values for the time step and total time were chosen, such that the model could remain stable

and an equilibrium could be reached. As explained in Sec. 2.3.3 and 4.2 the stability of a model

can depend highly of the size of the time step, especially if the chemical ODEs are solved using an

explicit method.

Fig. 6a shows the concentration of the different species as a function of time for four different

time steps. Here we can see that the model becomes unstable at larger time steps, e.g. 1 year.

From Fig. 6a we can see that the time steps of 10−3, 10−2, and 10−1 all follow similar trends

of stable concentrations of CH4 with a gradual decrease until the concentration stabilizes at ∼ 6 ·
106moleculescm−3. For the time step of h = 1year, on the other hand, we see that the concentration

ofCH4 fluctuates rapidly between positive and negative values, indicating that the model is not stable

at this time step. This is caused by the fact that the stability of FEM for solving ODEs depend on the

size of the time step. Since FEM has no guarantee for positivity (which was one of the model demands

listed on page 11), the estimated concentration might become negative when the time steps are too

large, as explained in Sec. 2.4. For FEM to remain stable, the time steps should be significantly

smaller than the shortest lifetime among the species present. In the case of this model the shortest

lifetime is found for CH4, and from Fig. 5 we can estimate this to ∼ a few years, in accordance with

the model loosing stability for time steps of ∼ 1 year.

If we look a bit closer at the short time steps in Fig. 6b we can see that there is a slight difference

between the trends, mostly due to the data points, but that they are almost identical, indicating that

these three time steps all yield the same results. If the code should be run for long periods of time,

or if it should be coupled to MARCS and run for several iterations and atmospheric layers, it could

therefore be beneficial to use the time step of 10−1 to minimize the number of iterations, while still

keeping the model stable. This simplified model reaches equilibrium after t ≈ 17.5 years.

5.2 Reaction chain for oxidation of methane, Forward Euler’s method

To further test the model on a more complex network of reactions I will now look at the actual reaction

chain for the oxidation of methane. There are a great number of reactions that might participate and

dominate in this reaction chain, all depending on the exact conditions present during the reactions,

such as temperature, pressure and which other molecular species are present in addition to the ones

participating in the reaction chain. In this study, I will follow the reaction chain suggested in chapter

11 of Jacob [1999], which discusses the oxidizing power of the troposphere, to make sure that the

reaction chain is appropriate for atmospheric conditions. The reactions participating in the reaction

chain can be seen in Table 2. The first 13 reactions all participate directly in the conversion of CH4

andO2 toH2O and CO2, whereas the last three reactions are related to the production of the radicals

OH and HO2, both of which play critical roles in the main reaction chain.
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Table 2: Reaction chain for oxidation of methane according to Jacob [1999]. Values for the frequency factor (A)
and activation energy (Ea) for both directions of the reaction have been found on the database NIST [2020]. Some
reactions were not listed on the database, and have been given the values of similar reactions. These reactions are
marked by a superscript in the table, and the reaction their values are based on are listed below.

Reaction
Forward Reverse

Order
A Ea [kJ/mol] A Ea [kJ/mol]

CH4 +OH ↔ CH3 +H2O 4.16 E-13 10.24 1.2E-14 6.22E01 2
CH3 +O2 ↔ CH3O2 9.86E-09 22.37 2.03 139 2
CH3O2 +HO2 ↔ CH3OOH +O2 7.69E-13 -10.81 1.20E-12 1 -1.08 1 2
CH3O2 +NO ↔ CH3O +NO2 2.80E-12 -2.37 2.80E-14 2 23.7 2 2
CH3OOH +OH ↔ CH2O +OH +H2O 1.68E-12 -1.08 3 4.09E-15 4 429 4 2
CH3OOH +OH ↔ CH3O2 +H2O 1.20E-12 -1.08 4.00E-12 5 41.57 5 2
CH3OOH ↔ CH3O +OH 4.00E15 180 9.04E-16 6 7.89 6 1
CH3O +O2 ↔ CH2O +HO2 7.82E-14 9.56 5.63E-12 8.00E01 2
CH2O +OH ↔ HCO +H2O 8.20E-12 -0.33 8.54E-13 1.09E2 2
CH2O +O2 ↔ HCO +HO2 3.40E-11 163 3.21E-30 7 1.79 7 2
CH2O ↔ CO +H2 3.49E-09 146 2.20E-10 8 43.56 8 2
HCO +O2 ↔ CO +HO2 8.60E-12 2.04 3.60E-13 9 75.99 9 2
CO +OH ↔ CO2 +H 5.40E-14 -2.08 2.51E-10 1.11E02 2
H +O2 ↔ HO2 2.37E-33 -5.35 2.41E-08 2.03E02 3
2HO2 ↔ H2O2 +O2 2.20E-13 -4.99 9.00E-11 1.66E02 2
H2O2 ↔ 2OH 2.01E-07 1.90E02 6.71E-33 -1.79E01 2

1 CH3OOH +OH ↔ CH3O2 +H2O
2 Both A and Ea are rough estimates from the forward reaction.
3 Same as CH3OOH +OH ↔ CH3O2 +H2O.
4 CH2 +H2O ↔ CH3 +HO2
5 CH3O2 +H2O2 ↔ CH3OOH +HO2
6 CH3O +OH ↔ CH2O +H2O
7 HCO +H ↔ CH2O
8 CO +H2 ↔ HOCO
9 CO +HO2 → CO2 +OH

5.2.1 Choosing parameter values

The frequency factors and activation energies in Table 2 are found on the database NIST [2020],

and for the reactions not listed on the database, I have used values reported for similar reactions.

In the rightmost column the order of each of the reactions are listed, and as can be seen most of

them are second order reactions. This is caused by the fact that the reactions are mainly bi-molecular

elementary reactions, and as such the order of the reactions in relation to each of the two reactants

will equal the stoichiometric coefficient for that reactant. A few of the reactions had both listings

as second and third order reactions on the database, but for these I chose the values appropriate for

second order reactions, in order to keep it simple for the model. The only reaction that was solely

listed as a third order reaction isH+O2 → HO2, but since the concentration ofO2 must be expected

to be much higher that that of H , I will list this reaction as a psudo-first order in the model.

The concentrations for each of the species from Table 2 can be seen in Table 3. The middle column

shows the abundances as they have been listed in different sources, dominated by Lodders et al.

[1998]. Since N2 does not participate in the reaction chain, I have not included this species in the
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Species Abundances Concentrations [molecules cm−3]
O2 20.9 % 5.3 · 1018

H2O < 4 % 1.0 · 1018

CO2 350 ppm 8.9 · 1015

CH4 1.7 ppm 4.3 · 1013

CH3 1.0 · 106

OH 106 molecules per cm−3 1.0 · 106

HO2 10 ppt1 2.6 · 108

H2O2 1 ppb 2.6 · 1010

H 1.0 · 106

H2 0.6 ppm 2 1.5 · 1013

HCO 1.0 · 106

CO 125 ppb 3.2 · 1012

CH2O 0.5 µg m−3 3 1.0 · 1010

CH3O 1.0 · 106

CH3O2 ∼ 108 molecules per cm−3 4 1.0 · 108

CH3OOH 0.1 ppb 5 2.6 · 109

NO 100 ppt 2.6 · 109

NO2 100 ppt 2.6 · 109

Table 3: The abundances in this table are found in a Planetary Scientists Companion, with
a few exceptions marked by superscripts in the table and listed below. The concentrations
are found assuming an atmospheric density of 2.55 · 1019 molecules cm−3 [Jacobson,
2005]. I have not been able to find reports on the abundances for some trace species, and
the concentration of these are marked in grey and have been set to the lowest value among
the known species [OH] = 1.0 · 106molecules cm−3

1 Concentration estimated from Bianchi et al. [2019]
2 Concentration from Glueckauf and Kitt [1957]
3 Concentration from sec. 1.3.3 in for Research on Cancer et al. [1995]
4 Concentration from Onel et al. [2017]
5 Concentration from Zhang et al. [2012]

model. The abundances in the middle column will therefore not sum up to 100%. This should in

no way affect the model. The rightmost column shows the concentrations in molecules cm−3, as I

have listed them in the input file for the model. Some of the species that were not listed in Lodders

et al. [1998], have been found in various other papers, as indicated in the table footnotes. The few

trace elements that I have not been able to find references for, have been listed to have the same

initial concentrations as the radical OH , since this has the lowest documented concentration among

the species in the table.

5.2.2 Concentrations over time

In Fig. 7 we see how the concentration of the different molecules from Table 3 changes over time

for two different time steps. These models were difficult to stabilise, as I will explain later, and in

order for them to remain stable for any period of time, I had to introduce some measure of positivity.

This was done by fixing all concentrations below 10−2 molecules cm−3 at 10−2 for each time step.

Since it is not physically possible for an atmospheric concentration to be negative, I find this to be
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(a) Concentrations of all species over time, for h = 10−14 years

(b) Concentrations of all species over time, for h = 10−15 years

Figure 7: Concentrations of all species over time for the reaction chain of the oxidation of methane.
The four main species O2, H2O, CO2, and CH4, that were also studied in the simplified reaction are
plotted in blue and red respectively, in compliance with their color code in Fig. 5. The remaining
species are plotted in shades of grey with different line types. ODEs are solved using FEM.

a reasonable approximation, and it was introduced to all following models of the methane reaction

chain. The total time period observed is 3.0 · 10−6 years and the time steps are 10−14 and 10−15

years. The system in Fig. 7a does not reach an equilibrium before the model becomes unstable

at ∼ 10−7 years. The reason for this is, that the complexity of the reaction chain puts very high

demands on the size of the time step. In addition to the higher number of molecules and reactions

introduced in this model, the model also contains several radicals, that generally have very short

lifetimes. Since the stability of FEM is highly dependent on the lifetime of the most short-lived

species, and some radicals can have lifetimes of less than milliseconds (∼ 1010), the time step must

be significantly below this threshold [Cariolle et al., 2017].

Fig. 7b, on the other hand, does seem to reach a plateau, but this happens without any change in
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concentration of the four main species we are observing, O2, H2O, CO2, and CH4. The lack of

change in concentration of some species might be caused by the fact that some reactions have much

lower rates than others, and that the species participating in these reactions therefore need more time

for any significant change to occur. The combination of very short time scales for some species

(such as some of the radicals) and very long time time scales for others (such as O2) is what makes

chemical systems stiff, as explained in Sec. 2.4. Stiff systems are very difficult to treat using explicit

ODE solvers, like FEM, since the short lived species require very short time steps for the model to

remain stable, and the long lived species require a very long total time for the model to run. This

leads in a very high number of iterations and a proportionately great number of computations which

results in a very long run time, which is not suitable for a model we would like to follow for several

years.

5.3 Comparing stability of ODE solvers; Forward- and Backward Euler’s methods

In order to better process the stiff chemical systems I have tried to run the models using the implicit

Backward Euler’s method (BEM), rather than the explicit Forward Euler’s method, as described in

Sec. 4.2.

Running the model run for the simplified reaction studied in Sec. 5.1, where the BEM was used to

solve the ODEs, gave the results that can be seen in Fig. 8. Fig. 8a shows the relative change in

concentrations of CH4 and CO2 with different time steps for the Forward and Backward Euler’s

method respectively. The full lines illustrates the model runs for h = 10−3 years, for each of the

models, corresponding to the results in Fig. 5. Here we see that the concentrations for both CH4

and CO2 are identical for the two Euler’s methods, indicating that the models are equally accurate at

this time step size. At h = 100 years (the dotted lines), however, FEM becomes unstable, whereas

BEM maintains stability for both h = 100 years, h = 2.0 · 100 years, and even higher time steps.

The stability of BEM is even more visible in Fig. 8b, where we can see the concentrations of each of

the four species at time steps from 10−3 to 2 years. Here we can see that all models remain stable

and follow the same trend. Since the greatest change in concentration happens within the first year,

however, the time steps should be significantly shorter than this making both Euler’s methods viable.

To test the stability of BEM for the more complex reaction chain studied in Sec. 5.2, I have plotted the

change in concentration for all species for a model run of 10−12 years in Fig. 9. In Fig. 9 we see that

the concentrations vary a lot more than what we saw in Fig. 7. We also see a drastic decrease in the

concentration of methane before the curve mostly flattens at t ∼ 3 · 10−6 years. The concentrations

of some species keeps changing throughout the entire time period, and the model does not reach a

final equilibrium before it becomes unstable at ∼ 10−5 years. BEM has a requirement for positivity,

and as such the instability does not occur due to fluctuations between positive and negative values

(as was the case for h = 100 years in Fig. 6). Instead the instability occurs due to overflow and/or

possibly precision errors during the calculations. I have not yet been able to locate the exact source

of the errors and fix it. All relevant variables at the model run for Fig. 9 are at double precision in

order to minimize this effect slightly.
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(a) Comparing the stability of the Forward and Backward Euler’s method at different time
step sizes. The blue lines indicate the relative change in concentration for CO2, as is marked
by the right secondary axis. The red lines indicate the relative change in concentration for
CH4, as is marked by the left secondary axis.

(b) Concentration of the four participating species over time.

Figure 8: Results of the model runs for the simplified oxidation of methane, where the Backward
Euler’s method was used to solve the chemical ODEs. The different line types indicate model runs for
different sizes of the time step (h) as listed in the legends where the values have the unit [years].
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Figure 9: Concentrations plot for all species in the reaction chain for the oxidation of methane. The
set of chemical ODEs is solved using the Backward Euler’s method. The color code is consistent with
previous plots.

5.4 How does it fit with actual methane production

None of the results from the cases I have tested so far have any real scientific value, since the first

reaction was extremely simplified, and the reaction chain was both simplified never had the chance

to properly stabilize. To illustrate this, I will try comparing the results from my test runs with the

actual methane production of Earth.

According to my test runs the entire atmospheric abundance of methane was exhausted after 17.5

years for my simplified case and 3 · 10−6 years for the reaction chain using BEM. In order for the

concentration of methane to remain constant in the two cases, this corresponds to an annual release

of roughly 2.5 · 1012 and 1.4 · 1019 molecules CH4 per cm3 atmosphere per year, respectively.

If we assume that the atmosphere has a volume of ∼ 1012km3, and the molar mass of CH4 is

16.04gmol−1 = 2.7 ·10−23gmolecules−1, the total annual emission in the two test cases would be:

2.5 · 1012 molecules cm−3 · 1027cm3 · 2.7 · 10−23 g molecules−1 = 6.7 · 1016g = 6.7 · 1013kg

1.4 · 1019 molecules cm−3 · 1027cm3 · 2.7 · 10−23 g molecules−1 = 3.8 · 1023g = 3.8 · 1020kg
(42)

The actual global annual emission of CH4 into the atmosphere by both natural sources and human

activity is estimated to be 570Mt = 5.7 · 1011kg [IEA, 2020]. As can be seen the test results differ

from the actual emission with at least two to nine orders of magnitude, indicating that we are far

from being able to reproduce the reactions taking place in Earths atmosphere. It should be noted that

these calculations are very rough estimates and that the model result might vary significantly, if a

CH4 source was actually introduced to the model and implemented for each iteration. However, the

comparison does illustrate that the DISEQ model still needs a lot of work both in regard to stability

and reaction network complexity before we can expect to get trustworthy results.
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6 Discussion and conclusions

The next big step in exoplanet exploration is going to be the investigation of their atmospheres. Dur-

ing the next ten years missions such as JWST and ARIEL will make detailed observations of the

spectra of exoplanet atmospheres, and in order to be able to analyse these spectra, we need to under-

stand the mechanisms taking place in atmospheres. This understanding is gained through atmosphere

modelling, that can help us recreate not only the final state and spectrum of an atmosphere, but also

its evolution.

The models that are currently used at the research group StarPlan at the University of Copenhagen

are the atmosphere model MARCS and the equilibrium chemistry model GGchem. Basing an atmo-

spheric chemistry model on equilibrium constants, such as it has been done for GGchem, might be

problematic, since it prevents the model from simulating atmospheres in disequilibrium. It has been

found that low temperature atmospheres rarely are in equilibrium due to e.g. photolysis in the upper

atmosphere, interactions with the surface, and transport induced quenching [Moses, 2014, Venot and

Agúndez, 2015, Wogan and Catling, 2020]. Metabolism caused by the presence of life on a planet

might also be a great source of chemical disequilibrium, and as such atmospheric disequilibrium,

especially between redox-couples, has been suggested as a potential biosignature (e.g. Lovelock

[1965], Krissansen-Totton et al. [2016, 2018], Wogan and Catling [2020]). That it might not be easy

to interpret the upcoming exoplanet spectra is well illustrated by the fact of how difficult and yet

inconclusive it has been to understand the physics and potential biology behind the identified CH4

on Mars and PH3 on Venus [Greaves et al., 2020, Gloesener et al., 2020]. In this thesis I have intro-

duced the beginning of one necessary factor to facilitate these interpretations within the tools we are

working with at StarPlan.

During this project I have designed a chemistry disequilibrium model, DISEQ, that can calculate the

change in concentration of chosen atmospheric species based on the reaction rates of the reactions

they participate in. The reaction rates are calculated using the Arrhenius equation based on values

provided by the user for the frequency factor and activation energy for each of the reactions. The

change in concentration for each of the atmospheric species are expressed as a set of chemical ordi-

nary differential equations (ODEs) that are solved numerically. During test runs for DISEQ I tested

the stability of the model for two different ODE solvers for the oxidation of methane expressed as a

simplified reaction and through a reaction chain respectively.

The explicit Forward Euler’s method remained stable for the simplified reaction for time steps of

h = 10−1 years and smaller. The model ran for a total of 30 years and reached equilibrium after

∼ 17.5years. For the more extended reaction chain the time step had to be at 10−15years or smaller

for the model to remain stable for any period of time. Even then the model could not run for longer

than 10−5 years without loosing stability by getting negative concentrations.

The implicit Backward Euler’s method had guaranteed positivity and remained stable for all time step

sizes tested for the simplified model (10−3 ≤ h ≤ 2 · 100 years). For the reaction chain the model

remained stable and yielded results for time steps up to h = 10−11 years. However, for longer runs I

kept experiencing problems with overflowing and possibly rounding errors. I did not manage to find

the cause for these problems, but I believe they might be related to the combination of very large val-
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ues, e.g. for the molecular concentrations (1020), and very small values, e.g. for the frequency factor

(10−30). The issue might be solved by re-scaling to more manageable, possibly unit-less, variables.

In general the explicit method excels by having very little computation for each iteration, and as

such might be the best suited to very simple cases that require few iterations, such as the simplified

oxidation of methane. The implicit method takes more computation for each of the iterations, but

excels by remaining stable at lower time step sizes, and thereby require few iterations. This might be

advantageous for more complex reaction chains. A beneficial future prospect for DISEQ could be to

implement a semiimplicit ODE solver with adaptable time steps, such as Gear’s method [Shampine

and Gear, 1979, Jacobson, 2005]. This method is especially well suited to stiff systems, such as

chemical systems, where the reaction rates might vary significantly from reaction to reaction, as it

adapts the size of the time step to minimize the number of iterations while still remaining stable.

The model has been designed to be user friendly and flexible, and many decisions have been made

with this focus. All major calculations (such as the calculation of reaction rates using Arrhenius

equation and the two Euler’s method) are done through subroutines, such that they can easily be

changed or replaced if desired. Currently changing between methods has to be done in the script

itself, but a future prospect could be to add a ”switch” in the form of an input variable specifying

which method to use. At the moment all reactions have individual sections at the beginning of the

script, such that additional reactions can be added by the user. The plan was to have all reactions and

input parameters (i.e. time, time step, ODE solver setting, choice of input file, and output file name)

in a separate file, such that the user only had to deal with that file to change any of the inputs.

The model is written in Fortran, and meant to work in cooperation with MARCS, such that MARCS

can pass on the temperature and initial molecular abundances of a specific atmospheric layer, and

DISEQ can pass back new molecular concentrations. This coupling has not yet been done.

For this project I have chosen to calculate the concentrations using the reaction rates by solving

a series of chemical ODEs through iterations. I thereby avoid equilibrium chemistry, equilibrium

constants, and the equilibrium model GGchem completely in my calculations. In contrast, other

disequilibrium models base their calculation on equilibrium states, by e.g. adding measures of dis-

equilibrium to specific species in otherwise equilibrium systems [Miles et al., 2020]. One way to

do this could be to base the model on the quench approximation, where the atmosphere is assumed

to generally be in equilibrium, except for species in areas where the transport timescale exceeds the

chemical timescales, and where the concentration of that species is locked at a disequilibrium value

[Marley and Robinson, 2015, Zahnle and Marley, 2014, Fortney et al., 2020].

The main benefit of calculating the concentration based on the reaction rates is that it is a way of

forward modelling, and that it will result in self-consistent solutions. This is not necessarily the case

for the disequilibrium models based on equilibrium states [Fortney et al., 2020]. In addition to this a

time dependency is introduced through the reaction rate, and the evolution of the atmosphere model

can be followed in detail.

One of the benefits of basing the calculations on equilibrium states rather than calculating the con-

centrations directly from reaction rates, is that many of the values needed to calculate the reaction

rates must be determined experimentally. Values such as the activation energy and frequency factor
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must be determined experimentally for each of the reactions included in the model, and for many

atmospheric reactions this has not been done yet. During the test runs done in this project there were

several reactions for which the values had not been determined experimentally, and for these reac-

tions the values were estimated based on similar reactions. This will of course introduce a significant

uncertainty, since there is no guarantee that similar reaction will have similar activation energies and

frequency factors, and it should be avoided for non-test runs. For reactions where at least one direc-

tion has been investigated experimentally (which is the case for all in this study), this issue can be

solved by determining the rate for one direction based on the rate of the other, as done by Zahnle

et al. [2009], Zahnle and Marley [2014]. This can be done by determining the equilibrium constant

(K) through a minimization of Gibb’s free energy, and then utilizing that the equilibrium constant

will equal the rate between the two directions of the reaction K = r1
r2

. One can then find the rate

constant of the unknown reaction, and thereby avoid the need of knowing the frequency factor and

activation energy beforehand.

As mentioned previously atmospheric disequilibrium between redox-couples has been suggested as

a potential biosignature, or even as a potential anti-biosignature depending on the species in disequi-

librium [Wogan and Catling, 2020]. This could, however, be complicated by the fact that spectral

lines caused by redox-couples are often widely separated on the spectrum, and as such are difficult

to observe simultaneously [Seager and Deming, 2010]. Even then, it is still highly advantageous to

model disequilibrium, since it will both allow us to more accurately reproduce the atmospheres that

are out of equilibrium, and it can give us an increased insight into the structure of an atmosphere.

Since disequilibrium can change the overall structure of an atmosphere, studies have used disequi-

librium tracers to probe the pressure-temperature profiles of brown dwarfs Miles et al. [2020], which

has been suggested to not only help us understand the dynamics and chemistry taking place, but also

to some degree the history and evolution of the atmosphere [Fortney et al., 2020].

Chemical disequilibrium models are important tools for understanding atmospheres, and if we are

to be able to properly analyse the exoplanet atmosphere spectra we can soon expect to get from

telescopes such as JWST, ELT, and ARIEL, it is highly beneficial to include disequilibrium in our

atmospheric chemistry models.
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7 Additional Projects

In order to expand my general understanding of the field of exoplanets I have done a few additional

”projects” parallel to the main research of my Master’s thesis. In the following sections I will give a

short overview of these projects, and how I believe they have benefitted me professionally.

7.1 Article on the correlation between orbital eccentricity and multiplicity of exo-
planet systems

During the past few years I have been doing research on the dynamics of exoplanet systems under the

supervision of Uffe Gråe Jørgensen. When we look at our known sample of exoplanetary systems, we

can see that they are often very different from the Solar System, which could potentially be worrying

if we are searching for Earth-twins and biosignatures. Two of the characteristics that seem to be

unusual about the Solar System compared to most observed exoplanet systems, are the very circular

orbits of the planets in the Solar Systems and the high number of planets in the system. Previous

studies have found that there might be a correlation between the orbital eccentricity of exoplanets

and the number of planets in their systems (multiplicity). We wanted to test this correlation based on

observational data from the database exoplanet.eu, and to use our findings to estimate how unusual

a system such as the Solar System might be. Our study differed from previous studies by having a

much larger data sample, by focusing on minimising bias related to detection method and planet type,

and by expanding on our results to hopefully get an insight into the underlying planet population.

Similarly to previous reports, we found that the correlation between the eccentricity and multiplicity

could be described as a power law for multiplicities of two and above. One of the figures showing

the eccentricity-multiplicity correlation from my study can be seen in Fig. 10. Fig. 10 shows the

correlation for the full sample (red) as well as three subsamples consisting of systems with different

planet types. The figure indicates that the full sample follows a power law correlation (fitted as a

full, red line) almost perfectly for multiplicities above one. The Solar System also follows this trend

without having been included in the fit for the power law, indicating that the low eccentricities of our

orbits are not unusual, when the multiplicity of our system is taken into account. The power law for

the full sample can be described by: e(M) = 0.429 ·M−0.93

We can also see that the subsamples of systems with hot-Jupiters, cold-Jupiters, and super-Earths (i.e.

systems with no giant planets) all follow similar trends. This indicates that the power law correlation

is not dependent on the planet type, which is comforting since some planet types are very difficult to

observe, and are therefore highly underrepresented in our observation samples.

The only outliers from the power law correlations, for any of the subsamples, were the one-planet

systems. Other studies had suggested that many one-planet systems can be expected to contain ad-

ditional undiscovered planets, which could explain why they deviate from the power law correlation.

Based on this assumption we estimated how many planets each one-planet system should contain,

according to their eccentricities and the power law correlation written earlier. We redistribute the

systems based on the estimated multiplicities, to obtain a probability distribution that might more
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accurately reflect of the underlying multiplicity distribution of exoplanet systems. This distribution

can be seen in Fig. 11. Based on the new probability distribution we estimated that the probability

of a systems having eight planets or more, like the Solar System, was ∼ 1% which would mark the

Solar System as an unusual system but far from exclusive.

Parallel to the main research of my Master’s thesis project, this study was written up as a paper and

submitted to Monthly Notices of the Royal Astronomical Society in March with me as the main

author. The third revision has recently been handed in after only minor changes were requested

before the article would be ready to be reconsidered for publication. The (probably) final version of

the paper can be seen in appendix B.
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Figure 10: Eccentricity-multiplicity correlation plotted for the full sample and three subsamples sorted
for planet types. Dashed: Systems containing at least one hot-Jupiter planet (HJ). Dotted: Systems
containing at least one cold-Jupiter planet (CJ). Dot-dashed: Systems with super-Earths and no giant
planets. The Solar System (SS) is plotted as a black cross. Power law correlations have been fitted to
all samples and are referred to as PL in the legend.
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Figure 11: Probability distribution of the planet sample after planets that might have been circularized
through planet-star interactions have been excluded, and systems with potentially undiscovered planets
have been redistributed.
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7.2 Observations at La Silla Observatory

So far, all my research in physics has been based on either programming, data processing, or the-

oretical work. In order to get a better understanding of the observational aspects of astrophysics I

volunteered to act as the on-site observer at the Danish 1.54-metre telescope at La Silla Observatory

for two weeks at the beginning of my Master’s thesis project.

During this time I did observations as a part of the MiNDSTEp (Microlensing Network for the Detec-

tion of Small Terrestrial Exoplanets) collaboration. MiNDSTEp especially focuses on microlensing

observations of exoplanets towards the center of the galaxy, but also participates in smaller side

projects including instrument development, globular clusters, transits, and asteroid and comet obser-

vations. The Danish 1.54-metre telescope has two main instruments, Lucky Imaging (LI) and Danish

Faint Object Spectrograph and Camera (DFOSC). I spent most of my time operating and calibrating

LI to do microlensing observations and globular cluster observations, and had a few longer sessions

of transit observations using DFOSC. I was the only observer at the telescope during most of my

stay and did the observations alone or in cooperation with a remote observer. This has given me a

valuable experience in observational astronomy and the retrieval of data (and has additionally given

me a huge respect for observers).

I have not processed any of the data from the MiNDSTEp consortium myself, nor participated in

the analysis of the results, but MiNDSTEp data has recently been used for a study of cometary

activity by Kelley et al. [2020], in which I am a co-author due to my contribution to the MiNDSTEp

observations. Based partly on data taken by DFOSC Kelley et al. [2020] study mini-outbursts of the

comet 46P/Wirtanen by comparing their frequency and magnitude to those seen from other comets,

in order to analyse the nuclear surface of the comet and its evolution. They find that the surface of

46P/Wirtanen seem to be less rough (have fewer cliffs per area) than two out of the three comets it

is compared to, which is in agreement with a predicted correlation between mini-outbursts and the

collapse of surface features such as cliffs. The article by Kelley et al. [2020] is attached as appendix

C.
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A Disequilibrium model, DISEQ

The next 7 pages contain the model for the simplified reaction for the oxidation of methane, with

subroutines for both the Forward and Backward Euler’s method.

!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
! Th i s program w i l l c a l c u l a t e t h e new c o n c e n t r a t i o n s o f a t m o s p h e r i c
! s p e c i e s based on an i n p u t o f t e m p e r a t u r e , a c t i v a t i o n e n e r gy and
! p r e v i o u s c o n c e n t r a t i o n s
!
! The program i s b u i l d up by t h e f o l l o w i n g s t r u c t u r e :
!
! − Module ” p a r a m e t e r s ” :
! − D e f i n e s u n i v e r s a l p a r a m e t e r s .
! − USER must s p e c i f y number o f s p e c i e s and r e a c t i o n s
! − USER must s p e c i f y t o t a l t ime and t ime s t e p
!
! − Main program ” t e s t d i s e q b a c k n e t w o r k ” :
! − S e t up r e a c t i o n m a t r i x
! − C o e f f i c i e n t o f each p a r t i c i p a t i n g s p e c i e s i n t h e r e a c t i o n s
! − P a r a m e t e r s f o r r e a c t i o n s ( a c t i v a t i o n energy , f r e q u e n c y f a c t o r )
! − USER can add r e a c t i o n s and v a l u e s a t w i l l
! − Read i n p u t f i l e s
! (− Tempera tu r e from MARCS o u t p u t )
! − I n i t i a l abundances ( e . g . from MARCS o u t p u t )
! − C a l c u l a t e new c o n c e n t r a t i o n s u s i n g OD s o l v e r i n s u b r o u t i n e
! − S e t t ime and t ime s t e p
! − C a l l s u b r o u t i n e c a l c c o n c x x x , where xxx s p e c i f i e s ODE s o l v e r
! − USER must s p e c i f y ODE s o l v e r
!
! − S u b r o u t i n e s
!
! F i l e s i n use
! (100 − Outpu t from MARCS)
! 101 − I n i t i a l abundances
! 102 − Outpu t
!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

module p a r a m e t e r s
i m p l i c i t none

! D e f i n i n g p a r a m e t e r s
i n t e g e r ( k ind =8) : : i i s p e c , i i r e a c , i i t i m e ! Loop i n d i c i e s
i n t e g e r , p a r a m e t e r : : n s p e c i e s = 18 ! Number o f s p e c i e s
i n t e g e r , p a r a m e t e r : : n r e a c t i o n s = 32 ! Number o f r e a c t i o n s
r e a l , p a r a m e t e r : : t e m p l a y e r = 300 ! Tempera tu re , REDEFINE i f u s i n g MARCS i n p u t
r e a l , p a r a m e t e r : : t ime = 3E−5 ! T o t a l t ime p e r i o d , [ y r s ]
r e a l , p a r a m e t e r : : t i m e s t e p = 1E−12 ! Length o f each t ime s t e p [ y r s ]
r e a l , p a r a m e t e r : : s p e r y e a r = 3 . 1 5 e7 ! Seconds p e r y e a r
r e a l , p a r a m e t e r : : t i m e s t e p s = t i m e s t e p ∗ s p e r y e a r ! Time s t e p [ s ]
r e a l , p a r a m e t e r : : m o l s p e r m o l = 6 .022 e23 ! Molecu l e s p e r mole

end module p a r a m e t e r s

program t e s t d i s e q b a c k n e t w o r k
use p a r a m e t e r s
i m p l i c i t none

! D e f i n i n g i n t e g e r s and r e a l v a l u e s f o r use i n s c r i p t
r e a l : : a c t e n e r g y ( n r e a c t i o n s ) , f r e f a c t o r ( n r e a c t i o n s ) ! A c t i v a t i o n energy , f r e q u e n c y

f a c t o r
r e a l : : c o n c e n t r a t i o n s ( n s p e c i e s ) ! C o n c e n t r a t i o n s
i n t e g e r : : r e a c t i o n s ( n s p e c i e s , n r e a c t i o n s ) ! R e a c t i o n m a t r i x
i n t e g e r : : e x p o n e n t s ( n s p e c i e s , n r e a c t i o n s ) ! Exponen t s

!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
! REACTION MATRIX
! Ma t r i x l i s t i n g t h e a t m o s p h e r i c s p e c i e s and t h e i r p a r t i c i p a t i o n i n t h e chosen r e a c t i o n s .
! The r e a c t i o n s and a l o n g t h e columns , and t h e s p e c i e s a r e a l o n g t h e rows , b u t due t o
! F o r t r a n i t w i l l seem o p p o s i t e .
!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

! PARTICIPARTING SPECIES AND REACTIONS
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! Order o f s p e c i e s i n i n p u t :
! O2 , H2O, CO2 , CH4 , CH3 , OH, HO2, H2O2 , H, H2 , HCO, CO, CH2O, CH3O, CH3O2 , CH3OOH, NO,

NO2

! REACTION 1 and 2 : CH4 + OH <−> CH3 + H2O
r e a c t i o n s ( : , 1 ) = ( /&

! O2 H2O CO2 CH4 CH3 OH HO2 H2O2 H H2 HCO CO CH2O CH3O CH3O2 CH3OOH
NO NO2

& 0 , 1 , 0 , −1 , 1 , −1 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 ,
0 , 0 &

& / )
r e a c t i o n s ( : , 2 ) = − r e a c t i o n s ( : , 1 )
! Both r e a c t i o n s a r e f i r s t o r d e r i n r e g a r d t o a l l r e a c t a n t s :
where ( r e a c t i o n s ( : , [ 1 , 2 ] ) <0) e x p o n e n t s ( : , [ 1 , 2 ] ) = 1 ! S e t t i n g e x p o n e n t s

a c t e n e r g y ( 1 ) = 10 .24 ! kJ / mol
f r e f a c t o r ( 1 ) = 4 . 1 6 E−13 ! c m / ( m o l e c u l e s s )
a c t e n e r g y ( 2 ) = 6 . 2 2 E01 ! kJ / mol
f r e f a c t o r ( 2 ) = 1 . 2 0 E−14 ! c m / ( m o l e c u l e s s )

! REACTION 3 and 4 : CH3 + O2 <−> CH3O2
r e a c t i o n s ( : , 3 ) = ( /&

! O2 H2O CO2 CH4 CH3 OH HO2 H2O2 H H2 HCO CO CH2O CH3O CH3O2 CH3OOH
NO NO2

& −1 , 0 , 0 , 0 , −1 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 1 , 0 ,
0 , 0 &

& / )
r e a c t i o n s ( : , 4 ) = − r e a c t i o n s ( : , 3 )
! Both r e a c t i o n s a r e f i r s t o r d e r i n r e g a r d t o a l l r e a c t a n t s :
where ( r e a c t i o n s ( : , [ 3 , 4 ] ) <0) e x p o n e n t s ( : , [ 3 , 4 ] ) = 1 ! S e t t i n g e x p o n e n t s
a c t e n e r g y ( 3 ) = 22 .37 ! kJ / mol
f r e f a c t o r ( 3 ) = 9 . 8 6 E−09 ! c m / ( m o l e c u l e s s )
a c t e n e r g y ( 4 ) = 139 ! kJ / mol FROM SIMILAR REACTION
f r e f a c t o r ( 4 ) = 2 . 0 3 ! c m / ( m o l e c u l e s s ) FROM SIMILAR REACTION

! REACTION 5 and 6 : CH3O2 + HO2 <−> CH3OOH + O2
r e a c t i o n s ( : , 5 ) = ( /&

! O2 H2O CO2 CH4 CH3 OH HO2 H2O2 H H2 HCO CO CH2O CH3O CH3O2 CH3OOH
NO NO2

& 1 , 0 , 0 , 0 , 0 , 0 , −1 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , −1 , 1 ,
0 , 0 &

& / )
r e a c t i o n s ( : , 6 ) = − r e a c t i o n s ( : , 5 )
! Both r e a c t i o n s a r e f i r s t o r d e r i n r e g a r d t o a l l r e a c t a n t s :
where ( r e a c t i o n s ( : , [ 5 , 6 ] ) <0) e x p o n e n t s ( : , [ 5 , 6 ] ) = 1 ! S e t t i n g e x p o n e n t s
a c t e n e r g y ( 5 ) = −10.81 ! kJ / mol
f r e f a c t o r ( 5 ) = 7 . 6 9 E−13 ! c m / ( m o l e c u l e s s )
a c t e n e r g y ( 6 ) = −1.08 ! kJ / mol FROM SIMILAR REACTION
f r e f a c t o r ( 6 ) = 1 . 2 0 E−12 ! c m / ( m o l e c u l e s s ) FROM SIMILAR REACTION

! REACTION 7 and 8 : CH3O2 + NO <−> CH3O + NO2
r e a c t i o n s ( : , 7 ) = ( /&

! O2 H2O CO2 CH4 CH3 OH HO2 H2O2 H H2 HCO CO CH2O CH3O CH3O2 CH3OOH
NO NO2

& 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 1 , −1 , 0 ,
−1 , 1 &

& / )
r e a c t i o n s ( : , 8 ) = − r e a c t i o n s ( : , 7 )
! Both r e a c t i o n s a r e f i r s t o r d e r i n r e g a r d t o a l l r e a c t a n t s :
where ( r e a c t i o n s ( : , [ 7 , 8 ] ) <0) e x p o n e n t s ( : , [ 7 , 8 ] ) = 1 ! S e t t i n g e x p o n e n t s
a c t e n e r g y ( 7 ) = −2.37 ! kJ / mol
f r e f a c t o r ( 7 ) = 2 . 8 0 E−12 ! c m / ( m o l e c u l e s s )
a c t e n e r g y ( 8 ) = 2 3 . 7 ! kJ / mol FROM SIMILAR REACTION
f r e f a c t o r ( 8 ) = 2 . 8 0 E−14 ! c m / ( m o l e c u l e s s ) FROM SIMILAR REACTION

! REACTION 9 and 1 0 : CH3OOH <−> CH2O + H2O
r e a c t i o n s ( : , 9 ) = ( /&

! O2 H2O CO2 CH4 CH3 OH HO2 H2O2 H H2 HCO CO CH2O CH3O CH3O2 CH3OOH
NO NO2

& 0 , 1 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 1 , 0 , 0 , −1 ,
0 , 0 &

& / )
r e a c t i o n s ( : , 1 0 ) = − r e a c t i o n s ( : , 9 )
! Both r e a c t i o n s a r e f i r s t o r d e r i n r e g a r d t o a l l r e a c t a n t s :
where ( r e a c t i o n s ( : , [ 9 , 1 0 ] ) <0) e x p o n e n t s ( : , [ 9 , 1 0 ] ) = 1 ! S e t t i n g e x p o n e n t s
a c t e n e r g y ( 9 ) = −1.08 ! kJ / mol
f r e f a c t o r ( 9 ) = 1 . 6 8 E−12 ! c m / ( m o l e c u l e s s )
a c t e n e r g y ( 1 0 ) = 429 ! kJ / mol FROM SIMILAR REACTION
f r e f a c t o r ( 1 0 ) = 4 . 0 9 E−15 ! c m / ( m o l e c u l e s s ) FROM SIMILAR REACTION
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! REACTION 11 and 1 2 : CH3OOH + OH <−> CH3O2 + H2O
r e a c t i o n s ( : , 1 1 ) = ( /&

! O2 H2O CO2 CH4 CH3 OH HO2 H2O2 H H2 HCO CO CH2O CH3O CH3O2 CH3OOH
NO NO2

& 0 , 1 , 0 , 0 , 0 , −1 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 1 , −1 ,
0 , 0 &

& / )
r e a c t i o n s ( : , 1 2 ) = − r e a c t i o n s ( : , 1 1 )
! Both r e a c t i o n s a r e f i r s t o r d e r i n r e g a r d t o a l l r e a c t a n t s :
where ( r e a c t i o n s ( : , [ 1 1 , 1 2 ] )<0) e x p o n e n t s ( : , [ 1 1 , 1 2 ] ) = 1 ! S e t t i n g e x p o n e n t s
a c t e n e r g y ( 1 1 ) = −1.08 ! kJ / mol
f r e f a c t o r ( 1 1 ) = 1 . 2 0 E−12 ! c m / ( m o l e c u l e s s )
a c t e n e r g y ( 1 2 ) = 41 .57 ! kJ / mol FROM SIMILAR REACTION
f r e f a c t o r ( 1 2 ) = 4 . 0 0 E−12 ! c m / ( m o l e c u l e s s ) FROM SIMILAR REACTION

! REACTION 13 and 1 4 : CH3OOH <−> CH3O + OH
r e a c t i o n s ( : , 1 3 ) = ( /&

! O2 H2O CO2 CH4 CH3 OH HO2 H2O2 H H2 HCO CO CH2O CH3O CH3O2 CH3OOH
NO NO2

& 0 , 0 , 0 , 0 , 0 , 1 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 1 , 0 , −1 ,
0 , 0 &

& / )
r e a c t i o n s ( : , 1 4 ) = − r e a c t i o n s ( : , 1 3 )
! Both r e a c t i o n s a r e f i r s t o r d e r i n r e g a r d t o a l l r e a c t a n t s :
where ( r e a c t i o n s ( : , [ 1 3 , 1 4 ] )<0) e x p o n e n t s ( : , [ 1 3 , 1 4 ] ) = 1 ! S e t t i n g e x p o n e n t s
a c t e n e r g y ( 1 3 ) = 180 ! kJ / mol
f r e f a c t o r ( 1 3 ) = 4 . 0 0 E15 ! c m / ( m o l e c u l e s s )
a c t e n e r g y ( 1 4 ) = 7 . 8 9 ! kJ / mol FROM SIMILAR REACTION
f r e f a c t o r ( 1 4 ) = 9 . 0 4 E−16 ! c m / ( m o l e c u l e s s ) FROM SIMILAR REACTION

! REACTION 15 and 1 6 : CH3O + O2 <−> CH2O + HO2
r e a c t i o n s ( : , 1 5 ) = ( /&

! O2 H2O CO2 CH4 CH3 OH HO2 H2O2 H H2 HCO CO CH2O CH3O CH3O2 CH3OOH
NO NO2

& −1 , 0 , 0 , 0 , 0 , 0 , 1 , 0 , 0 , 0 , 0 , 0 , 1 , −1 , 0 , 0 ,
0 , 0 &

& / )
r e a c t i o n s ( : , 1 6 ) = − r e a c t i o n s ( : , 1 5 )
! Both r e a c t i o n s a r e f i r s t o r d e r i n r e g a r d t o a l l r e a c t a n t s :
where ( r e a c t i o n s ( : , [ 1 5 , 1 6 ] )<0) e x p o n e n t s ( : , [ 1 5 , 1 6 ] ) = 1 ! S e t t i n g e x p o n e n t s
a c t e n e r g y ( 1 5 ) = 9 . 5 6 ! kJ / mol
f r e f a c t o r ( 1 5 ) = 7 . 8 2 E−14 ! c m / ( m o l e c u l e s s )
a c t e n e r g y ( 1 6 ) = 8 . 0 0 E01 ! kJ / mol
f r e f a c t o r ( 1 6 ) = 5 . 6 3 E−12 ! c m / ( m o l e c u l e s s )

! REACTION 17 and 1 8 : CH2O + OH <−> HCO + H2O
r e a c t i o n s ( : , 1 7 ) = ( /&

! O2 H2O CO2 CH4 CH3 OH HO2 H2O2 H H2 HCO CO CH2O CH3O CH3O2 CH3OOH
NO NO2

& 0 , 1 , 0 , 0 , 0 , −1 , 0 , 0 , 0 , 0 , 1 , 0 , −1 , 0 , 0 , 0 ,
0 , 0 &

& / )
r e a c t i o n s ( : , 1 8 ) = − r e a c t i o n s ( : , 1 7 )
! Both r e a c t i o n s a r e f i r s t o r d e r i n r e g a r d t o a l l r e a c t a n t s :
where ( r e a c t i o n s ( : , [ 1 7 , 1 8 ] )<0) e x p o n e n t s ( : , [ 1 7 , 1 8 ] ) = 1 ! S e t t i n g e x p o n e n t s
a c t e n e r g y ( 1 7 ) = −0.33 ! kJ / mol
f r e f a c t o r ( 1 7 ) = 8 . 2 0 E−12 ! c m / ( m o l e c u l e s s )
a c t e n e r g y ( 1 8 ) = 1 . 0 9 E02 ! kJ / mol
f r e f a c t o r ( 1 8 ) = 8 . 5 4 E−13 ! c m / ( m o l e c u l e s s )

! REACTION 19 and 2 0 : CH2O + O2 <−> HCO + HO2
r e a c t i o n s ( : , 1 9 ) = ( /&

! O2 H2O CO2 CH4 CH3 OH HO2 H2O2 H H2 HCO CO CH2O CH3O CH3O2 CH3OOH
NO NO2

& −1 , 0 , 0 , 0 , 0 , 0 , 1 , 0 , 0 , 0 , 1 , 0 , −1 , 0 , 0 , 0 ,
0 , 0 &

& / )
r e a c t i o n s ( : , 2 0 ) = − r e a c t i o n s ( : , 1 9 )
! Both r e a c t i o n s a r e f i r s t o r d e r i n r e g a r d t o a l l r e a c t a n t s :
where ( r e a c t i o n s ( : , [ 1 9 , 2 0 ] )<0) e x p o n e n t s ( : , [ 1 9 , 2 0 ] ) = 1 ! S e t t i n g e x p o n e n t s
a c t e n e r g y ( 1 9 ) = 163 ! kJ / mol
f r e f a c t o r ( 1 9 ) = 3 . 4 0 E−11 ! c m / ( m o l e c u l e s s )
a c t e n e r g y ( 2 0 ) = 1 . 7 9 ! kJ / mol FROM SIMILAR REACTION
f r e f a c t o r ( 2 0 ) = 3 . 2 1 E−30 ! c m / ( m o l e c u l e s s ) FROM SIMILAR REACTION

! REACTION 21 and 2 2 : CH2O <−> CO + H2
r e a c t i o n s ( : , 2 1 ) = ( /&

! O2 H2O CO2 CH4 CH3 OH HO2 H2O2 H H2 HCO CO CH2O CH3O CH3O2 CH3OOH
NO NO2

& 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 1 , 0 , 1 , −1 , 0 , 0 , 0 ,
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0 , 0 &
& / )

r e a c t i o n s ( : , 2 2 ) = − r e a c t i o n s ( : , 2 1 )
! Both r e a c t i o n s a r e f i r s t o r d e r i n r e g a r d t o a l l r e a c t a n t s :
where ( r e a c t i o n s ( : , [ 2 1 , 2 2 ] )<0) e x p o n e n t s ( : , [ 2 1 , 2 2 ] ) = 1 ! S e t t i n g e x p o n e n t s
a c t e n e r g y ( 2 1 ) = 146 ! kJ / mol
f r e f a c t o r ( 2 1 ) = 3 . 4 9 E−09 ! c m / ( m o l e c u l e s s )
a c t e n e r g y ( 2 2 ) = 43 .56 ! kJ / mol FROM SIMILAR REACTION
f r e f a c t o r ( 2 2 ) = 2 . 2 0 E−10 ! c m / ( m o l e c u l e s s ) FROM SIMILAR REACTION

! REACTION 23 and 2 4 : HCO + O2 <−> CO + HO2
r e a c t i o n s ( : , 2 3 ) = ( /&

! O2 H2O CO2 CH4 CH3 OH HO2 H2O2 H H2 HCO CO CH2O CH3O CH3O2 CH3OOH
NO NO2

& −1 , 0 , 0 , 0 , 0 , 0 , 1 , 0 , 0 , 0 , −1 , 1 , 0 , 0 , 0 , 0 ,
0 , 0 &

& / )
r e a c t i o n s ( : , 2 4 ) = − r e a c t i o n s ( : , 2 3 )
! Both r e a c t i o n s a r e f i r s t o r d e r i n r e g a r d t o a l l r e a c t a n t s :
where ( r e a c t i o n s ( : , [ 2 3 , 2 4 ] )<0) e x p o n e n t s ( : , [ 2 3 , 2 4 ] ) = 1 ! S e t t i n g e x p o n e n t s
a c t e n e r g y ( 2 3 ) = 2 . 0 4 ! kJ / mol
f r e f a c t o r ( 2 3 ) = 8 . 6 0 E−12 ! c m / ( m o l e c u l e s s )
a c t e n e r g y ( 2 4 ) = 75 .99 ! kJ / mol FROM SIMILAR REACTION
f r e f a c t o r ( 2 4 ) = 3 . 6 0 E−13 ! c m / ( m o l e c u l e s s ) FROM SIMILAR REACTION

! REACTION 25 and 2 6 : CO + OH <−> CO2 + H
r e a c t i o n s ( : , 2 5 ) = ( /&

! O2 H2O CO2 CH4 CH3 OH HO2 H2O2 H H2 HCO CO CH2O CH3O CH3O2 CH3OOH
NO NO2

& 0 , 0 , 1 , 0 , 0 , −1 , 0 , 0 , 1 , 0 , 0 , −1 , 0 , 0 , 0 , 0 ,
0 , 0 &

& / )
r e a c t i o n s ( : , 2 6 ) = − r e a c t i o n s ( : , 2 5 )
! Both r e a c t i o n s a r e f i r s t o r d e r i n r e g a r d t o a l l r e a c t a n t s :
where ( r e a c t i o n s ( : , [ 2 5 , 2 6 ] )<0) e x p o n e n t s ( : , [ 2 5 , 2 6 ] ) = 1 ! S e t t i n g e x p o n e n t s
a c t e n e r g y ( 2 5 ) = −2.08 ! kJ / mol
f r e f a c t o r ( 2 5 ) = 5 . 4 0 E−14 ! c m / ( m o l e c u l e s s )
a c t e n e r g y ( 2 6 ) = 1 . 1 1 E02 ! kJ / mol
f r e f a c t o r ( 2 6 ) = 2 . 5 1 E−10 ! c m / ( m o l e c u l e s s )

! REACTION 27 and 2 8 : H + O2 <−> HO2
r e a c t i o n s ( : , 2 7 ) = ( /&

! O2 H2O CO2 CH4 CH3 OH HO2 H2O2 H H2 HCO CO CH2O CH3O CH3O2 CH3OOH
NO NO2

& −1 , 0 , 0 , 0 , 0 , 0 , 1 , 0 , −1 , 0 , 0 , 0 , 0 , 0 , 0 , 0 ,
0 , 0 &

& / )
r e a c t i o n s ( : , 2 8 ) = − r e a c t i o n s ( : , 2 7 )
! REACTION SHOULD ACTUALLY BE THIRD ORDER ( ? ? ? ) b u t h e r e I assume
! f i r s t o r d e r i n r e g a r d t o a l l r e a c t a n t s :
where ( r e a c t i o n s ( : , [ 2 7 , 2 8 ] )<0) e x p o n e n t s ( : , [ 2 7 , 2 8 ] ) = 1 ! S e t t i n g e x p o n e n t s
a c t e n e r g y ( 2 7 ) = −5.35 ! kJ / mol
f r e f a c t o r ( 2 7 ) = 2 . 3 7 E−33 ! c m / ( m o l e c u l e s s )
a c t e n e r g y ( 2 8 ) = 2 . 0 3 E02 ! kJ / mol
f r e f a c t o r ( 2 8 ) = 2 . 4 1 E−08 ! c m / ( m o l e c u l e s s )

! REACTION 29 and 3 0 : 2HO2 <−> H2O2 + O2
r e a c t i o n s ( : , 2 9 ) = ( /&

! O2 H2O CO2 CH4 CH3 OH HO2 H2O2 H H2 HCO CO CH2O CH3O CH3O2 CH3OOH
NO NO2

& 1 , 0 , 0 , 0 , 0 , 0 , −2 , 1 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 ,
0 , 0 &

& / )
r e a c t i o n s ( : , 3 0 ) = − r e a c t i o n s ( : , 2 9 )
! R e a c t i o n i s f i r s t o r d e r i n r e g a r d t o a l l r e a c t a n t s , b u t s i n c e c o e f f i c i e n t i s two :
e x p o n e n t s ( : , 2 9 ) = ( /&

& 0 , 0 , 0 , 0 , 0 , 0 , 2 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 ,
0 , 0 &

& / )
e x p o n e n t s ( : , 3 0 ) = ( /&

& 1 , 0 , 0 , 0 , 0 , 0 , 0 , 1 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 ,
0 , 0 &

& / )
a c t e n e r g y ( 2 9 ) = −4.99 ! kJ / mol
f r e f a c t o r ( 2 9 ) = 2 . 2 0 E−13 ! c m / ( m o l e c u l e s s )
a c t e n e r g y ( 3 0 ) = 1 . 6 6 E02 ! kJ / mol
f r e f a c t o r ( 3 0 ) = 9 . 0 0 E−11 ! c m / ( m o l e c u l e s s )

! REACTION 31 and 3 2 : H2O2 <−> 2OH
r e a c t i o n s ( : , 3 1 ) = ( /&
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! O2 H2O CO2 CH4 CH3 OH HO2 H2O2 H H2 HCO CO CH2O CH3O CH3O2 CH3OOH
NO NO2

& 0 , 0 , 0 , 0 , 0 , 2 , 0 , −1 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 ,
0 , 0 &

& / )
r e a c t i o n s ( : , 3 2 ) = − r e a c t i o n s ( : , 3 1 )
! ! R e a c t i o n i s second o r d e r i n t o t a l :
e x p o n e n t s ( : , 3 1 ) = ( /&

& 0 , 0 , 0 , 0 , 0 , 0 , 0 , 2 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 ,
0 , 0 &

& / )
e x p o n e n t s ( : , 3 2 ) = ( /&

& 0 , 0 , 0 , 0 , 0 , 2 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 ,
0 , 0 &

& / )
a c t e n e r g y ( 3 1 ) = 1 . 9 0 E02 ! kJ / mol
f r e f a c t o r ( 3 1 ) = 2 . 0 1 E−07 ! c m / ( m o l e c u l e s s )
a c t e n e r g y ( 3 2 ) = −1.79E01 ! kJ / mol
f r e f a c t o r ( 3 2 ) = 6 . 7 1 E−33 ! c m / ( m o l e c u l e s s )

!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
! READ PRESSURE , TEMPERATURE AND ABUNDANCES
!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

! Open f i l e wi th i n p u t t e m p e r a t u r e and save as t e m p l a y e r
! open ( u n i t =100 , f i l e = ’ . . . ’ )
! r e a d ( 1 0 0 ,∗ ) t e m p l a y e r

! Open f i l e s wi th abundances and save as c o n c e n t r a t i o n s
open ( u n i t =101 , f i l e = ’ . / n b m t e s t / t e s t a b u n n e t w o r k . d a t ’ )
r e a d ( 1 0 1 ,∗ ) c o n c e n t r a t i o n s

p r i n t ∗ , ” I n i t i a l c o n c e n t r a t i o n s ”
p r i n t ∗ , c o n c e n t r a t i o n s

!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
! CALCULATE NEW CONCENTRATIONS
! C a l c u l a t e new s p e c i e s c o n c e n t r a t i o n s , u s i n g d i f f e r e n t ODE−s o l v e r s
! − Change s e t t i n g s , e . g . t e m p e r a t u r e
! − C a l l s o l v e r
! − Wri te t o o u t p u t f i l e
!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

! C a l c u l a t e new c o n c e n t r a t i o n s , c a l l s o l v e r
c a l l c a l c c o n c e u l e r b a c k ( c o n c e n t r a t i o n s , r e a c t i o n s , f r e f a c t o r , &

& a c t e n e r g y , e x p o n e n t s )

end program t e s t d i s e q b a c k n e t w o r k

!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
! SUBROUTINES
!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
! CALC CONC EULER
! S o l v i n g c h e m i c a l ODE’ s u s i n g t h e Forward E u l e r method .
!
! [N] ( t ) = [N] ( t−d t ) + d t ∗ d [N] ( t−d t ) / d t
! d [N] ( t ) / d t = sum ( r ∗ r e a c )
!
! [N] ( t ) − The c o n c e n t r a t i o n o f a s p e c i f i c s p e c i e s a t t ime t
! d t − Time s t e p
! r − The r e a c t i o n r a t e found u s i n g A r r h e n i u s e q u a t i o n
! r e a c − The r e a c t i o n m a t r i x ( i n d i c a t i n g t h e p a r t i c i p a t i o n
! and r e a c t i o n c o e f f i e c i e n t o f each s p e c i e s i n each r e a c t i o n )
!
! S t e p s i n r e a c t i o n
! Loop ove r e n t i r e t ime p e r i o d ( t ime )
! 1 ) C a l c u l a t e r e a c t i o n r a t e s f o r a l l r e a c t i o n s u s i n g c a l c r a t e s
! 2 ) F ind change i n c o n c e n t r a t i o n f o r each s p e c i e s , d [N] ( t−d t ) / d t
! 3 ) C a l c u l a t e new c o n c e n t r a t i o n
! 4 ) Wr i t e c o n c e n t r a t i o n s a t t h i s s p e c i f i c t i m e s t e p t o f i l e
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!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

s u b r o u t i n e c a l c c o n c e u l e r ( c o n c e n t r a t i o n s , r e a c t i o n s , f r e f a c t o r ,&
& a c t e n e r g y , e x p o n e n t s )

use p a r a m e t e r s
i m p l i c i t none

! I n p u t v a r i a b l e s
r e a l : : f r e f a c t o r ( n r e a c t i o n s ) , a c t e n e r g y ( n r e a c t i o n s )
r e a l : : c o n c e n t r a t i o n s ( n s p e c i e s )
i n t e g e r : : r e a c t i o n s ( n s p e c i e s , n r e a c t i o n s ) , e x p o n e n t s ( n s p e c i e s , n r e a c t i o n s )
! C a l c u l a t e d v a r i a b l e s
r e a l : : r a t e ( n r e a c t i o n s ) , k c o n s t ( n r e a c t i o n s ) ! R e a c t i o n r a t e and r a t e c o n s t a n t
r e a l : : c o n c e n t r a t i o n s c h a n g e ( n s p e c i e s ) ! Change i n c o n c e n t r a t i o n

! Outpu t f i l e c o n t a i n i n g t h e c o n c e n t r a t i o n s a t each t ime s t e p
open ( u n i t =102 , f i l e = ’ . / n b m t e s t / new conc ne twork . d a t ’ )

do i i t i m e = 0 , n i n t ( t ime / t i m e s t e p , 8 )

! Wr i t e c o n c e n t r a t i o n s t o o u t p u t f i l e
i f ( mod ( i i t i m e , 1 0 0 0 ) ==0) w r i t e ( 1 0 2 ,∗ ) i i t i m e , i i t i m e ∗ t i m e s t e p , &

& c o n c e n t r a t i o n s

! C a l c u l a t e r a t e f o r a l l r e a c t i o n s
c a l l c a l c r a t e s ( c o n c e n t r a t i o n s , f r e f a c t o r , &

& a c t e n e r g y , exponen t s , r e a c t i o n s , r a t e , k c o n s t )

! C a l c u l a t e change i n c o n c e n t r a t i o n f o r each s p e c i e s
do i i s p e c = 1 , n s p e c i e s

c o n c e n t r a t i o n s c h a n g e ( i i s p e c ) = sum ( r e a c t i o n s ( i i s p e c , : ) ∗ r a t e )
end do

! C a l c u l a t e new c o n c e n t r a t i o n s
c o n c e n t r a t i o n s = c o n c e n t r a t i o n s + c o n c e n t r a t i o n s c h a n g e ∗ t i m e s t e p s

! Locking t r a c e e l e m e n t s t o s t a b i l i z e
where ( c o n c e n t r a t i o n s <= 1E−2) c o n c e n t r a t i o n s =1E−2

end do

301 f o r m a t ( i5 , f8 . 2 , 4 e21 . 6 )

end s u b r o u t i n e c a l c c o n c e u l e r

!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
! CALC CONC EULER BACK
! S o l v i n g c h e m i c a l ODE’ s u s i n g t h e Backward E u l e r method .
!
! [N] ( t ) = ( [N] ( t−d t ) + P ( t−d t ) ∗ d t ) / ( 1 + IL ( t−d t ) ∗ d t )
! P ( t−d t ) = sum ( r ∗ r e a c ( + ) )
! IL ( t−d t ) = sum ( r ( = /N) ∗ r e a c (−) )
!
! [N] ( t ) − The c o n c e n t r a t i o n o f a s p e c i f i c s p e c i e s a t t ime t
! d t − Time s t e p
! P ( t ) − I s t h e p r o d u c t i o n o f N d u r i n g t ime t
! IL ( t ) − I s t h e i m p l i c i t l o s s c o e f f i c i e n t o f n d u r i n g t ime t
! r − The r e a c t i o n r a t e found u s i n g A r r h e n i u s e q u a t i o n
! r e a c − The r e a c t i o n m a t r i x ( i n d i c a t i n g t h e p a r t i c i p a t i o n
! and r e a c t i o n c o e f f i e c i e n t o f each s p e c i e s i n each r e a c t i o n )
! ( + ) ,(−) − Only i n c l u d i n g e n t r i e s t h a t a r e p o s i t i v e , n e g a t i v e
! ( = /N) − E x c l u d i n g t h e c o n c e n t r a t i o n o f N i n t h e c a l c u l a t i o n o f t h e r e a c t i o n r a t e
!
! S t e p s i n r e a c t i o n
! Loop ove r e n t i r e t ime p e r i o d ( t ime )
! 1 ) S e t i n i t i a l c o n c e n t r a t i o n f o r t ime s t e p t o c u r r e n t c o n c e n t r a t i o n
! 2 ) C a l c u l a t e r a t e d based on i n i t i a l c o n c e n t r a t i o n
! 3 ) Loop ove r s p e c i e s
! − Find r e a c t i o n s where s p e c i e s i s r e a c t a n t , r e a c (−)
! − C a l c u l a t e i m p l i c i t l o s s c o e f f i c i e n t
! − Find r e a c t i o n s where s p e c i e s i s p r o d u c t , r e a c ( + )
! − C a l c u l a t e p r o d u c t i o n
! − C a l c u l a t e new c o n c e n t r a t i o n f o r s p e c i e s
! ( S t o r e d i n a r r a y s e p a r a t e from i n i t i a l c o n c e n t r a t i o n )
!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

s u b r o u t i n e c a l c c o n c e u l e r b a c k ( c o n c e n t r a t i o n s , r e a c t i o n s , f r e f a c t o r ,&
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& a c t e n e r g y , e x p o n e n t s )
use p a r a m e t e r s
i m p l i c i t none

! I n p u t v a r i a b l e s
r e a l : : f r e f a c t o r ( n r e a c t i o n s ) , a c t e n e r g y ( n r e a c t i o n s )
r e a l : : c o n c e n t r a t i o n s ( n s p e c i e s ) , c o n c e n t r a t i o n s i n i t ( n s p e c i e s )
i n t e g e r : : r e a c t i o n s ( n s p e c i e s , n r e a c t i o n s ) , e x p o n e n t s ( n s p e c i e s , n r e a c t i o n s )
! Temporary v a r i a b l e s used i n c a l c u l a t i o n s
i n t e g e r : : i i s p e c 2 ! Second s p e c i e s i n d e x
r e a l : : l o s s p r o d u c t ! Loss p r o d u c t used t o c a l c u l a t e i m l o s s
! C a l c u l a t e d v a r i a b l e s
r e a l : : i m l o s s , p rod ! I m p l i c i t l o s s c o e f f i c i e n t , P r o d u c t i o n ,
r e a l : : r a t e ( n r e a c t i o n s ) , k c o n s t ( n r e a c t i o n s )

! Outpu t f i l e c o n t a i n i n g t h e c o n c e n t r a t i o n s a t each t ime s t e p
open ( u n i t =102 , f i l e = ’ . / n b m t e s t / new conc backward ne twork . d a t ’ )

do i i t i m e = 0 , n i n t ( t ime / t i m e s t e p )

! Wr i t e p r e s s u r e s t o o u t p u t f i l e
! The i f s t a m e n t s p r o v i d e s e x t r a d e t a i l a t t h e t i m e s t e p s where t h e r e i s o v e r f l o w
i f ( any ( c o n c e n t r a t i o n s > huge ( c o n c e n t r a t i o n s ) ) ) t h e n

w r i t e ( 1 0 2 ,∗ ) i i t i m e −1, ( i i t i m e −1)∗ t i m e s t e p , c o n c e n t r a t i o n s i n i t
w r i t e ( 1 0 2 ,∗ ) i i t i m e , i i t i m e ∗ t i m e s t e p , c o n c e n t r a t i o n s

end i f
i f ( mod ( i i t i m e , 1 0 0 0 ) ==0) w r i t e ( 1 0 2 ,∗ ) i i t i m e , i i t i m e ∗ t i m e s t e p , c o n c e n t r a t i o n s

c o n c e n t r a t i o n s i n i t = c o n c e n t r a t i o n s ! S e t i n i t i a l c o n c e n t r a t i o n f o r t ime s t e p

! C a l c u l a t e r a t e f o r a l l r e a c t i o n s
c a l l c a l c r a t e s ( c o n c e n t r a t i o n s , f r e f a c t o r , &

& a c t e n e r g y , exponen t s , r e a c t i o n s , r a t e , k c o n s t )

! C a l c u l a t e new c o n c e n t r a t i o n f o r each s p e c i e s
do i i s p e c = 1 , n s p e c i e s

! R e s e t t i n g v a r i a b l e s
i m l o s s = 0 ! I m p l i c i t l o s s c o e f f i c i e n t
prod = 0 ! P r o d u c t i o n

! Loop ove r r e a c t i o n s
do i i r e a c = 1 , n r e a c t i o n s

l o s s p r o d u c t = 1 ! Used t o c a l c u l a t e i m l o s s

! I f s p e c i e s i s a r e a c t a n t , c a l c u l a t e l o s s
i f ( r e a c t i o n s ( i i s p e c , i i r e a c )<0) t h e n

do i i s p e c 2 = 1 , n s p e c i e s
i f ( i i s p e c 2 == i i s p e c ) c y c l e ! Exc lude s p e c i e s from i m l o s s
i f ( r e a c t i o n s ( i i s p e c 2 , i i r e a c )<0) t h e n ! F ind o t h e r r e a c t a n t s

l o s s p r o d u c t = l o s s p r o d u c t ∗ c o n c e n t r a t i o n s i n i t ( i i s p e c 2 ) &
& ∗∗ e x p o n e n t s ( i i s p e c 2 , i i r e a c )

end i f
end do
i m l o s s = i m l o s s + l o s s p r o d u c t ∗ k c o n s t ( i i r e a c ) &

& ∗ abs ( r e a c t i o n s ( i i s p e c , i i r e a c ) ) ! I m p l i c i t l o s s c o e f f i c i e n t

! I f s p e c i e s i s a p r o d u c t , c a l c u l a t e p r o d u c t i o n
e l s e i f ( r e a c t i o n s ( i i s p e c , i i r e a c )>0) t h e n

prod = prod + r a t e ( i i r e a c ) ∗ r e a c t i o n s ( i i s p e c , i i r e a c )
end i f

end do
c o n c e n t r a t i o n s ( i i s p e c ) = ( c o n c e n t r a t i o n s i n i t ( i i s p e c ) + prod∗ t i m e s t e p s ) &

& / ( 1 + i m l o s s ∗ t i m e s t e p s )
end do

! Locking t r a c e e l e m e n t s t o s t a b i l i z e
where ( c o n c e n t r a t i o n s <= 1E−2) c o n c e n t r a t i o n s =1E−2

end do

end s u b r o u t i n e c a l c c o n c e u l e r b a c k

!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
! CALC RATES
! C a l c u l a t i n g r e a c t i o n r a t e s based on c o n c e n t r a t i o n s ( [ ] ) , t e m p e r a t u r e ( T ) ,
! a c t i v a t i o n s e n e r g i e s ( E ) , and f r e q u e n c y f a c t o r s (A) , u s i n g A r r h e n i u s Law .
! r = k ∗ [A] ˆ n ∗ [B ] ˆm
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! k = A ∗ exp(−E / ( RT) )
!
! R − I d e a l gas c o n s t a n t = 8 .314 J / ( K∗mol ) = 1 . 3 8 e23 J / ( K∗m o l e c u l e s )
!
! 1 ) C a l c u l a t e t h e r a t e c o n s t a n t s f o r a l l r e a c t i o n s , k
! 2 ) C a l c u l a t e r a t e f o r each r e a c t i o n
! Loop ove r r e a c t i o n s
! − Find o u t which s p e c i e s p a r t i c i p a t e i n r e a c t i o n i i r e a c
! − C a l c u l a t e p r o d u c t o f c o n c e n t r a t i o n s , [A] ˆ n ∗ [B ] ˆm
! − C a l c u l a t e r a t e , r
!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

s u b r o u t i n e c a l c r a t e s ( c o n c e n t r a t i o n s , f r e f a c t o r ,&
& a c t e n e r g y , exponen t s , r e a c t i o n s , r a t e , k c o n s t )

use p a r a m e t e r s
i m p l i c i t none

! I n p u t v a r i a b l e s
r e a l : : R i d e a l g a s ! I d e a l gas c o n s t a n t
r e a l : : f r e f a c t o r ( n r e a c t i o n s ) , a c t e n e r g y ( n r e a c t i o n s )
r e a l : : c o n c e n t r a t i o n s ( n s p e c i e s )
i n t e g e r : : r e a c t i o n s ( n s p e c i e s , n r e a c t i o n s ) , e x p o n e n t s ( n s p e c i e s , n r e a c t i o n s )
! C a l c u l a t e d v a r i a b l e s
r e a l : : k c o n s t ( n r e a c t i o n s ) , c o n c p r o d u c t , r a t e ( n r e a c t i o n s )

! CALCULATE RATE CONSTANTS, k c o n s t
R i d e a l g a s = 8 . 3 1 E−3 ! I d e a l gas c o n s t a n t , i n kJ / ( mol K)
k c o n s t = f r e f a c t o r ∗exp(− a c t e n e r g y / ( R i d e a l g a s ∗ t e m p l a y e r ) ) ! Ra te c o n s t a n t

! CALCULATE RATE FOR EACH REACTION, r a t e

do i i r e a c = 1 , n r e a c t i o n s
c o n c p r o d u c t = 1

! Find which r e a c t a n t s p a r t i c i p a t e i n r e a c t i o n
! I f e n t r y i n r e a c t i o n m a t r i x i s n e g a t i v e , s p e c i e s i s a r e a c t a n t
do i i s p e c = 1 , n s p e c i e s

i f ( r e a c t i o n s ( i i s p e c , i i r e a c ) < 0) t h e n
! C a l c u l a t e p r o d u c t o f c o n c e n t r a t i o n s , w i th e x p o n e n t s
c o n c p r o d u c t = c o n c p r o d u c t ∗ c o n c e n t r a t i o n s ( i i s p e c ) ∗∗ e x p o n e n t s ( i i s p e c , i i r e a c )

end i f
end do

! C a l c u l a t e r a t e from r a t e c o n s t a n t and c o n c e n t r a t i o n p r o d u c t
! c u r r e n t l y wi th u n i t m o l e c u l e s / c m / s
r a t e ( i i r e a c ) = k c o n s t ( i i r e a c ) ∗ c o n c p r o d u c t

end do

end s u b r o u t i n e c a l c r a t e s
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ABSTRACT
The orbit eccentricities of the Solar System planets are unusually low compared to the average
of known exoplanetary systems.A power law correlation has previously been found between the
multiplicity of a planetary system and the orbital eccentricities of its components, for systems
with multiplicities above two. In this study we investigate the correlation for an expanded data
sample, by focusing on planetary systems as units (unlike previous studies that have focused
on individual planets). Our full data sample contains 1171 exoplanets, in 895 systems, and
the correlation between eccentricity and multiplicity is found to follow a clear power law for
all multiplicities above one. We discuss the correlation for several individual subsamples, and
find that all samples consistently follow the same basic trend regardless of e.g. planet types
and detection methods. We find that the eccentricities of the Solar System fit the general
trend and suggest that the Solar System might not show uncommonly low eccentricities (as
often speculated) but rather uncommonly many planets compared to a "standard" planetary
system. The only outlier from the power law correlation is, consistently in all the samples, the
one-planet systems. It has previously been suggested that this may be due to additional unseen
exoplanets in the observed one-planet systems. Based on this assumption and the power law
correlation, we estimate that the probability of a system having 8 planets or more is of the
order of 1%, in good agreement with recent predictions from analyses based on independent
arguments.

Key words: planetary systems – planets and satellites: general – planets and satellites:
fundamental parameters – methods: data analysis – astrobiology

1 INTRODUCTION

Extrasolar planets reveal orbital eccentricities much higher than
those found among the planets of the Solar System, a deviation that
in the beginning was considered so strange that it even lead some
people to doubt whether the radial velocity exoplanet measurements
actually showed real planets. In the present study we will show that
the eccentricity of the Solar System planets actually follow the same
trend as all other known planetary systems, but belong to the tail of a
continuous distribution. When searching for extraterrestrial life we
often focus on Earth-like planets and Solar System-like systems, and
so low eccentricities are included in our search criteria. But exactly
how the habitability of a planet might be affected by the eccentricity
of its orbit is yet unknown. A planet on a high-eccentricity orbit can
undergo drastic seasonal changes in surface temperature due to the
difference in stellar radiation from perihelion to aphelion. These
seasonal changes could lead to periods of time without liquid water
on the surface, which would greatly limit the habitability of the
planet (Bolmont et al. 2016). However, a series of studies (reviewed

★ E-mail: nanna@bachmoeller.dk

in Kopparapu et al. (2019)) have found that often the atmosphere
and oceans of a planet can act like a buffer to the temperature
variations, in which case the surface climate will be determined
by the average stellar radiation rather than the seasonal extremes.
In other cases large seasonal variability was found to expand the
habitable zone for the planet, by allowing water to remain liquid at
larger semi major axes (Linsenmeier et al. 2015). Since it is still
uncertain how orbit eccentricities affect the habitability of a planet,
it is critical for us to study and understand the eccentricities in the
existing exoplanet sample and how they might deviate from those
in the Solar System.

From previous investigations (Chatterjee et al. 2008; Ford &
Rasio 2008; Jurić & Tremaine 2008b,a; Carrera et al. 2019), planet-
planet interaction has been suggested as the dominating mecha-
nism determining orbital eccentricities of planets, either through
dynamical relaxation or planet-planet scattering. The dynamical in-
teractions of planetary systems is reviewed in Davies et al. (2014).
As a conclusion of this, a correlation between orbital eccentricity
and multiplicity (number of planets) is predicted. This prediction
has been tested empirically by Limbach & Turner (2015) based
on 403 exoplanets detected by the radial velocity method (RV)

© 2020 The Authors
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and listed in exoplanets.org. A strong anti-correlation between ec-
centricity (e) and multiplicity (M) was found, and for multiplici-
ties above two the correlation could be described by a power law:
4(") ≈ 0.584 · "−1.20. The eccentricity-multiplicity correlation
has later been investigated by Zinzi & Turrini (2017), who found
a similar correlation for multiplicities above one based on 258 se-
lected RV and transit planets from NASA Exoplanet Archive. Both
of the previous investigations have based their analyses on individ-
ual planets rather than treating the systems as units.

The main motivation for this article is to further the investi-
gations by Limbach & Turner (2015) and Zinzi & Turrini (2017)
using the expanded planet sample known to date, comparing search
methods, population groups, and databases, and aiming to set the
results in perspective to our own Solar System and habitability. Our
planet sample contains planets found by several detection methods
including RV, transiting planet (transit), microlensing (ML) and
others. By including all planets, regardless of detection method, we
will be able to comment on whether there is an observational bias
related to the specific methods, and the large dataset available today
makes it possible to exclude more planets that might potentially
introduce unwanted bias into the correlation. Unlike the previous
investigations we will treat each system as a unit by conducting the
analysis based on the average orbital eccentricities in the systems
rather than the eccentricity of each individual planet. This is done
since both the multiplicity and potential planet-planet interactions
are properties of the planetary system as a whole rather than the
individual planets.
From the resulting eccentricity-multiplicity correlation an estimate
of the mean multiplicity of a planetary system can be obtained
in addition to a probability distribution of the multiplicity of
planetary systems. From this we wish to set our Solar System in
perspective against a "standard" planetary system. We envision
that planetesimals are formed in relatively circular orbits, then
gravitationally scatter one another into higher eccentricity, before
they over longer timescales collide to build up solid planets or the
planetary cores of giants. After the evaporation of the gas disk,
planet-planet interaction would be the dominating mechanism
determining the final eccentricities, in such a way that the more
planets there end up being in the system the more circular the orbits
become. This is a logic scenario to provide an image of the physical
process behind the correlation we investigate in the present paper,
but we stress that this is only an image that helps us (and hopefully
the reader, too) to imagine the process. Our study is empirical, and
hence have no apriori assumption about which exact mechanisms
cause the correlation. In order to further the development of the
theoretical understanding, we take advantage of the large sample
now available to also analyze whether different populations of
exoplanets show different correlations.

A major concern when investigating extrasolar planets is
that we are highly constrained by limitations in our detection
methods. When using RV the detection probability of a planet is
biased towards large masses, and when using transit it is biased
towards ultra short periods. That leaves a large parameter space
where planets go mainly undetected, and thereby bias conclusions
about standard planetary systems drawn from the limited sample.
Today the two most abundant detection methods (RV and transit)
basically have shown us that exoplanetary systems very different
from our own Solar System are abundant. Direct observational
estimates of how abundant exoplanetary systems resembling our
own Solar System are, may most likely come from future extensive
microlensing surveys from space (perhaps from a dedicated mi-

crolensing satellite (Bennett & Rhie 2002) or fromWFIRST (Penny
et al. 2019)) or from the ground (perhaps from GravityCam-like
instruments (Mackay et al. 2018)), and they will give us the full set
of orbital parameters of solar-system-like exoplanets (Gaudi 2012;
Ryu et al. 2018), as opposed to today where orbital eccentricity has
been obtained for only one microlensing exoplanet (Gaudi et al.
2008). Until then it can be useful to look at indirect evidences for
what a standard exoplanetary system looks like. A motivation for
this article is to go beyond the data sample by finding a general
theory for all systems (including those with planets yet undetected),
and from this estimate the characteristics of standard planetary
systems. This may give us some insight into the standard formation
mechanism of planetary systems and how they develop into the
most common configurations of planets, give hints about what to
look for and thereby which instruments to develop, and maybe
contribute to give us a more realistic view on how abundant truly
Earth-like exoplanets might be. One such indirect method is the
study of the eccentricity distribution among known exoplanets, as
presented here.

In Sect. 2 the dataset is discussed. In Sect. 3 the correla-
tion between eccentricity and multiplicity is examined, both for
the full data samples from two different databases, for subsamples
sorted for detection methods and for population groups, and for a
high-eccentricity subsample in which we attempt to exclude most
systems containing undiscovered planets. Based on the correlation
a power law is found. In Sect. 4 some of the potential implications
of the power law correlation are explored. A probability distribution
of the multiplicity is found, and from this a mean multiplicity of
planetary systems is estimated. In Sect. 5 the results and theories
are discussed. Finally in Sect. 6 the conclusions are summarized.

2 THE DATASET

Our data from exoplanet.eu were retrieved in August 2019. All con-
firmed planets regardless of detection method are included. We are
aware that exoplanet.eu, like most other databases, might be subject
to errors in their data listing. For the sake of this study we mostly try
not to question the validity of the data found on the website. Plan-
ets without listed eccentricities or where the eccentricity is falsely
listed as zero (i.e. without listed uncertainties) are excluded from the
sample. Of the 4103 planets listed on exoplanet.eu a total of 1171
planets remain in the sample, 2932 are excluded due to unknown
eccentricities and 60 of these have eccentricities listed as zero with
unknown uncertainties. In Table 11 the number of planets sorted by
multiplicity can be seen for each of the included detection methods.

Because nomultiplicities are listed on exoplanet.eu each planet
has been given a multiplicity based on the number of confirmed
planets orbiting the same star listed in the database. Since some
of the systems might contain yet undiscovered planets the known
companions in these systems will initially be sorted into the wrong
multiplicity bins, and the actual distribution might differ from Table
1. Due to the small number of systems with high multiplicities, all
systems with more than 5 known planets have been combined in one
bin. Themultiplicity of this bin is calculated as themeanmultiplicity
of the included systems. Note that the number of planets in each
bin is not necessarily a multiple of the multipliciticy. This is caused

1 All planets and systemswith amultiplicity of Xwill henceforth be referred
to as MX-planets or MX-systems

MNRAS 000, 1–10 (2020)

B PAPER BY BACH-MØLLER AND JØRGENSEN, 2020 61 of 97 (Appendix)



Eccentricity - Multiplicity Correlation 3

Table 1. Planets included in data samples. Retrieved from 4G>?;0=4C.4D.
Planets are sorted for detection method. Rightmost column show the number
of systems present in each multiplicity bin, whereas columns 2-5 show
number of individual planets.

Multiplicity ) >C0; '+ ) A0=B8C $Cℎ4A (HBC4<B

M1 667 408 234 23 667
M2 274 215 52 5 151
M3 121 65 50 6 45
M4 63 43 17 3 20
≥M5 46 34 10 2 12

Total 1171 765 363 39 895
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Figure 1. Mean and median values of the eccentricity for each multiplicity.
The mean eccentricity of the Solar System is plotted with a black ×. The
multiplicity of the ≥"5 multiplicity-bin is plotted as " = 5.7.

by the fact that not all planets in each system are included, mainly
because their eccentricities are unknown. Our dataset is three to four
times larger than any of the previous analyses (1171 in this study,
compared to 403 in Limbach & Turner (2015) and 258 in Zinzi &
Turrini (2017)). We have not accounted for the uncertainties listed
for each of the eccentricities in the database in this analysis, which
will be discussed further in Sec. 5.

3 ECCENTRICITY AND MULTIPLICITY

Each system is assigned an eccentricity found as the mean ec-
centricity of the planets in the system. This differs from previous
studies, where the planets were not sorted into systems, and the
authors looked at the eccentricities of the individual planets. The
final results from the two methods do not differ greatly, but we find
that sorting the planets into systems is more meaningful, since the
effects we observe might be caused by planet-planet interactions
within the systems and will change the system as a whole. These as-
signed system eccentricities are then used to calculate overall mean
and median eccentricities within each multiplicity bin. In Fig. 1
mean and median values of the system eccentricities are plotted for
each of the multiplicity bins, together with our Solar System with a
multiplicity of eight.

The errors are calculated using the following methods: Mean;
As the standard deviation of system means found by the Bootstrap
method. Median; As the one-third and two-thirds quantiles from a
Cumulative Distribution Function divided by

√
# − 1, where # is

the number of systems in the multiplicity bin. Notice that the errors
indicate the uncertainties of the mean and median eccentricities
of each multiplicity bin, and not the spread of the eccentricities
among the individual planets, which is significantly larger than the
errors shown. Fig. 1 suggests a trend of decreasing eccentricity for
increasing multiplicity. As can be seen the Solar System too follows
this trend indicating that our system does not deviate from the norm.
An exception for this trend, is the M1 systems. Whereas the other
data points seems to approximately follow a power law (seemingly
linear because of the logarithmic axes), the eccentricities for M1
deviate from the trend by being too low to follow the power law.
This deviation will be discussed later.

3.1 Planet populations

A potential uncertainty related to the study of an eccentricity-
multiplicity correlation is the dependence of the correlation on
factors such as planet mass and semi major axis. Turrini et al.
(2020) and Laskar & Petit (2017) therefore looked at the correlation
of multiplicity and angular momentum deficit (AMD), rather
than multiplicity and eccentricity. The AMD does depend on
the eccentricity, but also on the semi major axis and the mass
of the planets, and Turrini et al. (2020) found an anticorrelation
between the normalized angular momentum deficit (NAMD) and
the multiplicity. Turrini et al. (2020) argues that the eccentricity-
multiplicity correlation found by other studies is a reflection of
the underlying NAMD-multiplicity correlation. The study of the
NAMD-multiplicity is complicated by the fact that few planets have
both their masses, eccentricity and semi-major axis well-known,
and as such the dataset is smaller. The larger sample in our data
set compared to previous data sets, allows us to study directly the
correlation of eccentricity and multiplicity for a number of different
subsamples, in order to test how the planet mass (<?) and semi
major axis (or period, %) might affect the eccentricity-multiplicity
correlation.

To test the impact of mass and period, we have divided the
systems into three different populations: 1) Systems containing a
hot-Jupiter (<? > 0.1"� and % < 100 days). 2) Systems con-
taining a cold-Jupiter (<? > 0.1"� and % > 100 days), and no
hot-Jupiters. 3) Systems dominated by super-Earths (<? < 0.1"� )
with no giant planets. In order to increase the data sample, plan-
ets with no listed mass in the database, have been sorted based on
their <0BB · B8=(8) value, when this is known, and a total of 849
systems are sorted into the population categories. The distribution
of systems in each population category can be seen in Table 2. It
should be noted, that the observed planet sample does not represent
the true planet population since some planet types are more easily
observed than others, but the differences between the populations,
as shown here, might still give us an insight into the uncertainties
of the eccentricity-multiplicity correlation. Research in the actual
occurrence rate of different planet types is reviewed in e.g. Winn &
Fabrycky (2015).

Table 2 shows that different multiplicities are dominated by
different populations of planets, such that most of the M1 systems
are giant-planet systems, whereas the larger multiplicity systems are
dominated by super-Earths. A priori one could expect that since the
cold-Jupiters dominate the M1 systems, we could seek the explana-
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Table 2. Distribution of the systems in Table. 1 where in addition to the
eccentricity, also the mass or <B8=(8) is known, such that they can be
divided into the groups: hot-Jupiters (HJ), cold-Jupiters (CJ), super-Earths
(SE), and plotted in Fig. 2. Last column shows the number of systems
(Number). A total of 849 systems are included.

Multiplicity �� �� (� #D<14A

M1 39.2% 51.3% 9.4% 637
M2 22.9% 57.6% 19.4% 144
M3 25.6% 20.5% 53.8% 39
M4 21.1% 26.3% 52.6% 19
≥M5 10.0% 30.0% 60.0% 10

tion for the deviation from the power law followed by the " > 1
systems in the cold-Jupiter population. However, we find that this is
not the case, when we look at the mean eccentricities plotted as a
function of multiplicity in Fig. 2.

Fig. 2 shows the mean eccentricities plotted for the full sample
(equivalent to the mean values from Fig. 1) together with the three
different populations introduced above. A power law has been fitted
to all samples for multiplicities above one, not including the Solar
System, i.e. 1 < " < 8. The power law has been fitted to the
overall mean eccentricities for all systems in each multiplicity bin,
corresponding to the data points seen in the figure. Due to the small
sample of Jupiter-systems with four or more planets, the "4 and
≥"5 bins have been combined for the hot-Jupiter and cold-Jupiter
systems. The multiplicity for these bins are the mean multiplicities
among the systems combined in the bins. The main conclusion
from Fig. 2 is that all three populations follow similar power law
trends to the one for the full sample (although of course with larger
scatter of the individual points due to the smaller data sample). We
notice that the cold-Jupiter population is not the cause of the low
eccentricities of the M1 systems, but on the contrary displays the
highest eccentricities of the M1 systems among all populations.

3.2 The undiscovered planets in the systems

To get further understanding of the uncertainties of the power
law correlation, Fig. 3 shows the mean eccentricities plotted
as a function of multiplicities for three additional subsamples:
Beside the full system sample from exoplanet.eu, are shown a
high-eccentricity subsample consisting of only the 75% systems
with highest eccentricities, a subsample consisting of RV planets
listed on exoplanets.org before 2014 (L&T) equivalent to the
sample used by Limbach & Turner (2015), and a full sample
of the 704 planets with known eccentricities from the database
exoplanets.org. Power laws have been fitted to all samples for
multiplicities above one.

The high-eccentricity subsample has been created to exclude
systems containing undiscovered planets. According to the trend
visible in Fig. 1 larger systems have lower eccentricities, and sys-
tems with additional, undiscovered, planets should therefore have
eccentricities below what is appropriate for their given multiplic-
ity. We might therefore expect, that the systems showing the lowest
orbital eccentricities, could have extra undiscovered planets. Re-
moving these systems from the fit does change the relation a bit
(obviously shifting the line to somewhat higher eccentricities), but
do keep the same trend of a fine linear fit to the systems with " > 1
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Figure 2. Mean values of eccentricities for each multiplicity for four sub-
samples. Full red line: The full sample from exoplanet.eu identical to the
mean values from Fig. 1. Dashed: Subsample of systems containing a hot-
Jupiter (HJ). Dotted: Subsample of systems containing a cold-Jupiter (CJ).
Dot-dashed: Subsample of systems only containing smaller planets. Mean
value of the Solar System (SS) is plotted in black. Power laws (PL) have
been fitted to all four samples for multiplicities above one; this is discussed
in Sect. 3.1.

and a substantially lower average eccentricity for the M1 systems
than expected from the power law.

Since both of the dominating detection methods (the radial
velocity method and the transit method) depend on the size of the
planets, smaller planets are more difficult to detect, and only few
planets with a size comparable to Mercury or Mars have been
found. Mars and Mercury represent one fourth of the (known)
planets in the Solar System, and following this line of argument a
first attempt of a qualified guess on a typical number of undetected
planets could be, that a minimum of 25% of the planets in exoplanet
systems remain undiscovered. By removing the 25% systems with
the lowest eccentricities in each multiplicity-bin we hope to lower
the bias in the correlations by "contamination" due to systems with
unknown planets. No systems are removed from the M8 bin, since
this only consist of the Solar System. We see from Fig. 3 that the
high-multiplicity systems are less affected than the low-multiplicity
systems when removing the 25% lowest eccentricity systems,
indicating that high-multiplicity systems could be more completely
surveyed.

The L&T subsample has been plotted to compare the power
law correlation found in this study with one found using a data
sample similar to the one used in the original study by Limbach &
Turner (2015). Notice that whereas the mean eccentricities for the
full, high-eccentricity, and exoplanets.org subsamples are found as
the mean of the system eccentricities for each multiplicity, the mean
eccentricities of the L&T subsample are found as the mean of all
planets in each multiplicity-bin (to stay consistent with the analysis
methods used byLimbach&Turner (2015) as explained previously).

In order to further constrain potential uncertainties related
to our data, we repeated the entire analysis using data from the
database exoplanets.org. It should be remembered that our main
database, exoplanet.eu, is more complete and up to date than
exoplanets.org, but that the planets listed on exoplanets.org have
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Figure 3. Mean values of eccentricities for each multiplicity for four sub-
samples. Full red line: The full sample from exoplanet.eu identical to the
mean values fromFig. 1. Dashed:High-eccentricity subsample consisting of
75% systems with highest eccentricities. Dotted: Subsample of RV planets
detected before 2014 equivalent to the sample used by Limbach & Turner
(2015). Dot-dashed: Full sample from exoplanets.org. Mean value of the
Solar System (SS) is plotted in black. Power laws (PL) have been fitted to
all samples for multiplicities above one; this will be discussed in Sect. 4.

undergone a more strict selection process in regard to peer-review
(Han et al. (2014); Schneider et al. (2011), and personal communi-
cation with Jason Wright and Françoise Roques). Although the two
databases therefore will not contain the exact same data sample,
comparison of the results based on both databases gives more clear
impression of the uncertainties.

Fig. 3 shows that all the subsamples, display the same gen-
eral tendency of a power law correlation between eccentricity and
multiplicity for " > 1 as the full sample, and a lower eccentricity
of the M1 systems not following the power law trend of the higher
multiplicity systems. The slopes, however, vary for the different
samples.

3.3 Detection methods

Whereas the L&T subsample consists only of RVplanets our sample
contains planets found by all detection methods. To test how this
difference might affect the eccentricity-multiplicity correlation, and
to better understand whether the behaviour of the correlation could
be dominated by a bias effect related to the detection method, a plot
for the transit and RV subsamples together with the full sample can
be seen in Fig. 4. It should be noted that the eccentricities listed
for planets discovered with the transit method are often determined
from followup RV observations, so the two populations are not
completely separated. Fig. 4 shows that both the transit and the
RV subsamples have eccentricity-multiplicity correlations similar
to that of the full sample, and the trend of the M1 systems falling
below the " > 1 relation is identical.

We also see that the transit systems show lower eccentricities at
all multiplicities compared to the RV systems. This bias, that transit
planets generally have lower eccentricities, is in correspondence
with a study by Van Eylen & Albrecht (2015) who found high-
multiplicity Kepler planets to generally have lower eccentricities
than the RV planet sample. This tendency might be caused by the

1 2 3 4 5 6 7 8

Multiplicity

0.05

0.1

0.5

E
c
c
e
n
tr

ic
it
y

Full sample

PL, full sample

Radial Velociy

PL, RV

Transit

PL, Transit

SS mean

Figure 4. Mean values of eccentricities for each multiplicity for three sub-
samples. Full red line: The full sample. Dashed: Subsample consisting of
planets discovered by the transit method. Dotted: Subsample consisting of
planets discovered by RV. Mean value of the Solar System (SS) is plotted
in black. Power laws (PL) have been fitted to all samples for multiplicities
above one.

bias, that there are more low-mass planets in the transit subsample
than in the RV sample, and that lower mass planets are more easily
circularised by planet-planet interaction (Kane et al. 2012). We
see a hint of the same tendency in Fig. 2 where the super-Earth
subsample shows lower eccentricities than the full sample, and the
important conclusion is that independent of the shift and its potential
explanation in an observational bias, the same tendencies discussed
above applies to both of the subsamples.

It is also possible that planet-planet scattering could cause a
spread in the orbital inclinations (Chatterjee et al. 2008) in addition
to lowering the multiplicity of the system. The spread in inclina-
tion could lead to a higher number of undiscovered planets in the
transit systems and thereby a higher number systems with eccen-
tricities too low to fit their assigned multiplicity. This trend would
be strongest for low-multiplicity systems, as seen in Fig. 4, if these
are formed due to severe planet-planet scattering. It can be seen
from the errorbars given in Fig. 4 that the listed eccentricities of the
transit planets have a greater variation than the RV planets, possibly
caused by a larger uncertainty in their determination (Kane et al.
2012; Van Eylen & Albrecht 2015).

3.4 Kolmogorov-Smirnov test

To statistically test the correlation between multiplicity and
eccentricity, a two-sample Kolmogorov-Smirnov is conducted on
the full system sample. The test compares the multiplicity-bins one
and one to test the difference in the eccentricity distributions of the
systems. The test results can be seen in Table 3. Notice that the
distribution of eccentricities for the individual planets is used for
the Solar System, whereas the distributions of the systems are used
for the rest.
It can be seen that the eccentricities of most of the multiplicity-
combinations show significant differences, on a 5% significance
level. This indicates that the difference in eccentricity for systems
of different multiplicity is caused by a connection between the
two factors and not by coincidence. The higher p-values seen for
high-multiplicity combinations might be caused by the small num-
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Table 3. Test result for Kolmogorov-Smirnov test.

"1 "2 "3 "4 ≥"5 "8((()
M1 1
M2 < 0.01 1
M3 0.04 0.01 1
M4 0.01 < 0.01 0.15 1
≥M5 0.04 < 0.01 0.06 0.31 1
M8 (SS) 0.01 < 0.01 0.05 0.38 0.65 1

ber of systems in these multiplicity-bins. Altogether the statistical
test supports, that there is a correlation between multiplicity and
eccentricity.

3.5 Quantification of the multiplicity-eccentricity correlation

In the standard core-accretion model for the formation of planetary
systems, the dust component of the disk relatively quickly clumps
together (via simple condensation or even faster via streaming in-
stability) to form many objects of planetesimal sizes (Johansen &
Lambrechts 2017). Over a longer timescale the planetesimals then
excite one another’s orbits by gravitational interaction, leading to
collisions and hence growth to planet size. After the dissipation
of the protoplanetary disk the orbits of the planets are largely de-
termined by planet-planet interactions, indicating a correlation be-
tween the orbital eccentricity and the number of interactions and
hence planets. The numerical simulations by Chatterjee et al. (2008)
and Jurić & Tremaine (2008a) confirms that this expectation is cor-
rect, by showing that the final architecture of a system is almost in-
dependent of the assumed starting conditions of planetesimals, and
suggesting that planet-planet interaction is the dominating mecha-
nism for changing the average orbital eccentricity. The simulations
do not in themselves predict a specific analytical correspondence
between eccentricity and multiplicity, which, however, can be done
by fitting the corresponding observational data. In Fig. 3 it was
indicated that the high-multiplicity systems seemed to have fewer
undiscovered planets, and in both Fig. 2, 3 and 4 we quantified the
relation by fitting the mean eccentricities for " > 1 to a power law.
Our best fit to the full set of data (as shown in red in the figures) can
be expressed as:

4(") = 0.429 · "−0.93 (1)

where 4 is the eccentricity and " is the multiplicity. Fig. 2-3
and 4 further demonstrates that this fit also agrees with the Solar
System despite the fact that the " = 8 was not included in the fit.
This adds extra confidence in believing that the quantification is
universal, and two fits, with and without the Solar System, showed
the following correlation coefficient; '2 = 0.98 for " = [2; 7] and
'2 = 0.99 for " = [2; 8].

Since the physical cause behind the relation is thought to be
planet-planet gravitational interaction, one should expect the de-
creasing tendency to range all the way from M1 systems to a
maximum number of planets, "max, for which the systems can
still remain stable, (Papaloizou & Terquem 2001; Jurić & Tremaine
2008b), with theM1 systems having the largest average eccentricity.
Observationally, theM1 planets, obviously, do not show the high ec-
centricity expected from the correlation, and therefore the observed

M1 systems must be affected differently from the multi-planet pop-
ulations. In the following section, Sect. 4, we will elaborate on one
potential explanation for the deviation of the M1 systems from the
trend, namely the idea that the low M1 eccentricity is caused by
a combination of mechanisms other than the general planet-planet
interaction, lowering the eccentricities, plus an observational bias.
When correcting for these two effects, the remaining M1 systems
are made to follow the same trend as the rest of the systems, and
potential implications for the trend are explored.

An alternative explanation for the discrepancy between theM1
and multi-planet systems could be that they are dominated by differ-
ent planet populations. To analyze if any specific population domi-
nates the lowering of the M1 eccentricities, we investigated, in Sect.
3.1, whether the population of large planets (which observationally
dominates the M1 and M2 systems) and the population of smaller
planets (that have a more dominating role in the higher multiplicity
systems), show different observational trends. We concluded that
all of the populations follow the same general trend between eccen-
tricity and multiplicity, indicating that the same general mechanism
is responsible for all the observed populations of exoplanets from
M1 to M8 (and is likely to be planet-planet interaction with some
correction for the M1 systems).

In all cases, it is obvious from Fig. 1-4 that the observed M1
systems do not follow the trend expressed in Eq. 1. If a reasonable
transformation from the observed abundance of M1 systems to in-
trinsic M1 system abundances can be obtained, it will be possible
from Eq. 1 to give an estimate of the true probability distribution of
multiplicities among the observed systems.

4 PERSPECTIVE AND IMPLICATIONS: CONVERSION
OF OBSERVED MULTIPLICITY DISTRIBUTION TO
ACTUAL DISTRIBUTION

Fig. 1-4 demonstrates that the observed average eccentricity of
one-planet systems (M1) falls below the relation for multi-planet
systems. The main assumption in this further analysis is that the
M1 systems intrinsically follow the same eccentricity correlation
as the other multiplicities. This assumption is supported by a series
of studies by He et al. (2019, 2020), who recreated the multiplicity
distribution of the Kepler observations, by forward-modelling
multi-planet systems at the AMD-stability limit (introduced in
Laskar & Petit (2017); Petit et al. (2017)). He et al. (2020),
found that all multiplicites from one to ten followed the same
eccentricity-multiplicity power law correlation, with the intrinsic
M1 systems having higher eccentricites than the multi-planet
systems, and they found that most observed M1 systems contain
yet undiscovered planets. In this section will will try to identify
these systems with undiscovered planets, and redistribute them to
the multiplicity bin appropriate to their multiplicities.

We will first investigate whether some of the low eccentricity
M1 planets can have got their low eccentricity due to other mech-
anisms than the general planet-planet interaction assumed to be
responsible for Eq. 1.
Exoplanets in ultra small orbits are often tidally locked to the host
star, which could lead to circularisation of the planetary orbit (Jack-
son et al. 2008). By looking at the eccentricity damping timescale
(Ogilvie 2014), the eccentricity damping from these planet-star in-
teractions can be approximated by:

¤4 ∝ <∗
<?

1
05 (2)
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where ¤4 is the change in eccentricity, 0 is the semi major axis of
the planet, and <? and <∗ are the masses of the planet and the star
respectively.

In order to distinguish systems that have low eccentricities
due to planet-star interactions from those that may have low
eccentricities for other reasons, all planets for which the value
from Eq. 2 exceeds a certain threshold are excluded. The threshold
was chosen to 6.77 × 105, and 191 M1 planets, and 100 planets
among the other multiplicities, were excluded on this basis. These
planets will be excluded in the following probability analysis,
but were not excluded in the making of Eq. 1 (which would
have very small effect as described below). The chosen threshold
is the value of Mercury, and even though Mercury is far from
being circularised (it holds the highest eccentricity in the Solar
System), it is "almost" tidally locked (in a 2/3 orbital/rotational
resonance), and is the planet in the Solar System that has the highest
potential for tidal circularisation. In an analysis of hot-Jupiters
with known obliquities, Hjort (2019) was able to divide the
planets into two distinct groups, with 15% of the planets having
extremely low obliquity (and hence low eccentricity) and 85%
having a continuous obliquity distribution. Hjort (2019) ascribed
the former group to planet migration in the disk and the latter to
migration due to planet-planet interaction (scattering). It is there-
fore likely that also a fraction of the M1 systems will have much
lower eccentricities than expected fromEq. 1 due to disk-migration.

Next, we pursue the idea that some of the remaining systems
may contain yet undiscovered planets, and that these systems will
lower the mean eccentricity of their multiplicity bins, since sys-
tems with more planets are expected to have lower eccentricities.
Those of the observed systems that have had their eccentricity de-
termined by planet-planet interactions (as opposed to the systems
excluded above due to a potential star-planet circularisation) are to
first approximation expected to follow the planet-planet eccentric-
ity relation expressed in Eq. 1. We align the mean eccentricities of
the multiplicity bins with the power law correlation, by moving the
lowest eccentricity systems of the multiplicity bins to an M corre-
sponding to their observed eccentricity (i.e. assuming undiscovered
planets in those systems). During this exercise it was found, that
the best alignment occurred when 55% of the M1 systems and all
of the " > 1 systems were assumed not to contain undiscovered
planets, and the rest had new multiplicities estimated based on their
eccentricity.

Of theM1 systems 50 (i.e. roughly 10% of the 667−191 = 476
M1 systems that remained after the exclusion of planets that might
have experienced planet-star circularisation) have such low eccen-
tricities that they should be moved to multiplicities that might ex-
ceed Mmax (in some cases more than 50 planets). It was therefore
assumed that these systems might not contain undiscovered planets,
but that other physical mechanisms were responsible for circular-
izing these 10%. For the proceeding estimates, have in mind that
the effect of keeping these 50 planets would be to slightly increase
the estimated abundance of M1 systems and decrease correspond-
ingly the abundance of high multiplicity systems like our own solar
system. Non-planet-planet interacting mechanisms that could be
responsible for circularization of a fraction of this amount of M1
systems could include migration of a single large planet to small
orbit while substantial amount of the protoplanetary disk was still
in place (Hjort (2019)).

For those of the remaining group of (667−191−50 = 426)M1
systems with eccentricities that potentially could be attributed to yet
undiscovered planets, we attempted a redistribution of the systems
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Figure 5. Percentage of systems with given multiplicity, corresponding to
values from Table 4. Probability function found as exponential fit. Mean
multiplicity estimated to ∼ 2.5.

by artificially counting them as belonging to higher values ofM. The
newmultiplicity,"new, was determined from the eccentricity of the
planet using Eq. 1. A total of 164 M1 systems were redistributed
and the new multiplicity distribution can be seen in Table. 4.

In addition to the number of systems within each multiplicity
bin, Table 4 also shows the percentage- and probability distributions
for the redistributed planets. The probability distribution is found
by fitting an exponential fit to the percentage distribution as shows
in Fig. 2 and explained later.

The redistribution of the M1 systems has been made such that
the mean eccentricity of the remaining 262 systems falls on the
same relation as the rest of the multiplicity systems described by
Eq. 1. For the sake of this experiment, we assume that these re-
maining M1 systems would be the intrinsic M1 population among
the observed systems, with no additional undiscovered planets and
whose eccentricity is determined by the same planet-planet interac-
tions as the multi-planet systems. In this sense one can think of the
relation given by Eq. 1 applied to all the systems from M1 to Mmax
as giving a minimum abundance of M1 systems and correspond-
ing maximum abundance of high multiplicity systems. We stress
this fact because it for many might seem intuitively (for example
based on the antropic principle) surprising that our solar system be-
longs to such a relatively rare type of planetary systems as predicted
from Eq. 1 and shown in Fig. 5; without the redistribution suggested
above, the Solar System would be predicted to be of an even more
rare type of planetary system.

We therefore suggest that the "new distribution in Table 3 is
a reasonable first qualified guess of the relative distribution of the
number of planets in planetary systems, whose average eccentricity
distribution is determined by planet-planet interactions. This prob-
ability distribution is shown in Fig. 5 and has been fitted to an
exponential function described as:

%(") = 0.72 · e−0.54" (3)

Where %(") indicates the probability of a system having" planets.
This relation has been found by normalizing the exponential fit seen
in Fig. 5, such that

∑10
"=1 %(") = 1.

The average number of planets in planetary systems, according
to the distribution in Table. 4, is 〈"〉 = 2.48, and is marked by a
diamond in the figure. Based on the discrete probability distribution
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Table 4. Redistribution of systems. Left; the observed multiplicity distribution of systems from 4G>?;0=4C.4D. Right; the multiplicity distribution of systems
after the M1 systems have been redistributed according to their eccentricities as described in the text. The rightmost column indicates the probability of a
system having a given multiplicity according to Eq. 3

"D;C8 ?;828C H $1B4A E43 38BCA81DC8>= '438BCA81DC8>=

#D<14A > 5 (HBC4<B %4A24=C064 #D<14A > 5 (HBC4<B %4A24=C064 %A>1018;8C H
"1 667 75% 262 41% 41%
"2 151 17% 149 24% 24%
"3 45 5% 90 14% 14%
"4 20 2% 53 8% 8%
"5 4 <1% 25 4% 5%
"6 6 <1% 21 3% 3%
"7 1 <1% 12 2% 2%
"8 1 <1% 7 1% 1%
"9 5 <1% <1%
"10 9 2% <1%

) >C0; 895 633

in Eq. 3 the probability of a system having eight planets is
%(8) ≈ 1%, indicating that systems the size of the Solar System are
rare but not exceptionally so. In this interpretation the Solar System
is in the tail of a distribution of multiplicity, and corresponding
orbital eccentricities, near the maximum possible from stability
considerations. We have in the above summation assumed that the
maximum cut off is near to "max = 10 planets, but we note that
the exact value of "max is unimportant for the conclusion, since
the integral of Eq. 3 from 8 to infinity is very small. Remark also
that the number 1% refers to the fraction of the systems that have
had their eccentricities determined by planet-planet interaction, or
a similar process that is responsible for Eq. 1 and Eq. 3. If one
is counting also the M1 planets that were excluded in deriving
Eq.3, then the probability of finding 8 planets would be slightly
lower. It should be noted that all results in this analysis rely on
the assumption that the power law in Eq. 1 describes the true
intrinsic correlation between eccentricity and multiplicity. The
redistribution was based on a correlation fitted to the observed
multi-planet systems. The fact that some of these multi-planet
systems might host yet undiscovered planets could therefore pose
a uncertainty to the analysis. However, theoretical studies have
found that the observed M1 population is the only one that differ
greatly from the theoretical predictions (Johansen et al. 2012).
As mentioned previously, some have suggested that this is caused
by the fact that the observed M1 systems are especially prone to
containing undiscovered planets (He et al. 2020). As such, the
analysis should not be affected greatly by undiscovered planets
in the multi-planet systems. As mentioned previously planet-star
interaction has not been taken into account when making Eq.
1. If the planets from the multi-planet systems that might have
experienced planet-star interaction had been excluded in Eq. 1, the
mean multiplicity would have been 2.6 rather than 2.5 planets per
system.
It is encouraging to note that Jurić & Tremaine (2008b) found
the average number of planets to be between 1.8 and 3.0 planets
per system from a series of individual simulations with dif-
ferent initial planetesimal conditions, and that Raymond et al.
(2018) found the probability of forming planetary systems with
a number of planets similar to our own to be ∼ 1% based
on dynamical arguments. Both results are very similar to our
result but based on completely different and independent arguments.

5 DISCUSSION

We find an anti-correlation between orbital eccentricity and multi-
plicity of known exoplanet systems similar to the reports by previ-
ous studies (Limbach & Turner 2015; Zinzi & Turrini 2017). Our
planet sample and method differ from the investigation by Limbach
& Turner (2015) by including planets discovered by all detection
methods, not just RV, and from both studies by including a much
larger dataset and by comparing the results obtained based on differ-
ent databases with different selection criteria. In addition we have
chosen to consider systems as units unlike the previous studies, that
treated each planet separately. When comparing our investigation
to the previous ones, it should be noted that we, of course, share
a great part of our data sample, and although the larger dataset in
our analysis has allowed for a more restrictive debias process, all
our analyses are biased by the basic limitation by the RV technique
(biased towards larger planets), and the transit technique (biased
towards ultra small orbits).

The fact that we include all planets regardless of detection
methods has shown us that similar eccentricity-multiplicity
correlations can be found for the full sample, and RV- and
transit subsamples respectively, though with slightly differ-
ent fits as discussed above. Explicitly, we also studied the
eccentricity-multiplicity correlation for subsamples of hot-Jupiters,
cold-Jupiters, and super-Earths separately, and found that also
these subsamples followed the same general tendency. This shows
that the correlation is not solely caused by the giant planets, that
currently dominate our observations, or by planets at very short
periods, but might also apply to the population of planets that have
yet to be observed, with smaller masses and at larger periods.

A correlation between orbit eccentricity and multiplicity is
supported by several other studies. Surveys conducted by Howard
(2013) and Wright et al. (2009) found lower orbit eccentricities
among planets in multi-planet systems compared to single plan-
ets. Howard (2013) suggests that the trend could be due to severe
planet-planet scattering in the existing single-planet systems where
giant planets have excited the eccentricities of its previous com-
panions before ejecting them. Multi-planet systems have had fewer
scattering events (otherwise they would no longer be multi-planet),
and have thereby been allowed to stay in stable low-eccentricity
orbits. Wright et al. (2009) argues that multi-planet systems will

MNRAS 000, 1–10 (2020)

B PAPER BY BACH-MØLLER AND JØRGENSEN, 2020 67 of 97 (Appendix)



Eccentricity - Multiplicity Correlation 9

naturally favour low-eccentricity orbits because of the need for high
orbital stability in the system. The stability of multi-planet systems
was studied further by Huang et al. (2017), who found that a single
outer high-eccentricity giant planet would greatly affect the stability
of an inner system, by reducing the multiplicity and exciting the ec-
centricities of the remaining planets. Both Wright et al. (2009) and
Chatterjee et al. (2008) support the theory of single high-eccentric
planets as a result of ejecting companions. The ejection of plan-
ets from planetary systems have been confirmed by Mróz et al.
(2017), who from analysis of short duration events in 6 years of
microlensing data have found free floating planets of both Jupiter-
and Earth-size, although they also conclude that the abundance of
free floating planets is small, and can therefore only account for
the eccentricity of a small fraction of the M1 systems. A study by
Xie et al. (2016) have also reported lower eccentricities in multi-
planet systems. This study measured the eccentricity distribution
of a sample of transit planets using transit duration statistics, and
found that single-planets in general show eccentricities of 4 ≈ 0.3,
whereas their multi-planet counterparts have average eccentricities
of 4 ≈ 0.04. Xie et al. (2016) found all planets from multi-planet
systems to follow similar eccentricity distributions, and so, found
no general correlation between eccentricity and multiplicity.
Several studies have suggested that the correlation between eccen-
tricity and multiplicity originate in an underlying correlation be-
tween multiplicity on the stability of the system, or the angular mo-
mentum deficit (AMD) (Laskar & Petit 2017; Turrini et al. 2020; He
et al. 2020). In their study, He et al. (2020) recreate the multiplicity
distribution observed at the Kepler data, using a forward model,
by looking at the AMD-stability limit. They find that the median
eccentricities as a function of multiplicity follow a power law cor-
relation for all multiplicites from one to ten. Their model predicts
that intrinsic single-planet systems have higher eccentricities than
multi-planet systems, whereas most observed single-planet systems
contain yet undiscovered planets, similar to our assumptions in Sec.
4. Like previous studies He et al. (2020) argued that the correlation
between intrinsic multiplicity and the eccentricity of the systems
was caused by the fact that the AMD-stability criteria puts strong
demands on the total system AMD and minimum system period
ratio, in order for no planet orbits to cross, and thereby destabilizing
the system.

The eccentricity-multiplicity anti-correlation is opposed by
Bryan et al. (2016) and Dong et al. (2014), who found lower ec-
centricities among single planets compared to planets with outer
companions. Both surveys mainly focus on jovian planets, Dong et.
al. solely on warm-Jupiters with jovian companions. Dong et al.
(2014) suggest that their results indicate that planet-planet interac-
tions are not the dominating mechanism for creating short-period
jovian planets, as opposed to the suggestions by several other studies
(Rasio & Ford 1996; Marzari & Weidenschilling 2002; Chatterjee
et al. 2008; Nagasawa et al. 2008).

As argued by Bryan et al. (2016) a significant uncertainty is
involved with the investigation by Limbach & Turner (2015) and
some of this apply to our study as well. Many planets included have
small semi major axes (the majority within 1 AU), and the low ec-
centricities found in high-multiplicity systems might reflect the fact
that systems this closely packed would not be able to remain stable
at higher eccentricities. With our larger data sample we have found
similar correlations between RV- and transit subsamples which low-
ers the probability that the correlation is caused by observational
biases. Bryan et al. (2016) further emphasize the uncertainty related
to the fact that Limbach & Turner (2015) do not account for the in-

dividual errors of each of the listed eccentricities, which could also
pose an uncertainty for this study.

Since we have not included the listed uncertainties to the ec-
centricities of each individual planet, we have not accounted for the
uncertainty involved with the estimation of orbit eccentricity of exo-
planets. In addition to this, previous studies have found thatmany ec-
centricities are systematically overestimated (Shen & Turner 2008),
and that some seemingly high-eccentricity single planets can turn
out to have an unknown outer companion that artificially increase
their estimated eccentricity (Fischer et al. 2001). The latter, fits our
eccentricity-multiplicity correlation, with a decrease in eccentric-
ity for an increasing number of known planets, it does however
represent an uncertainty to our calculated model.

Unlike this study, the study by Zinzi & Turrini (2017) did ac-
count for the uncertainties related to the eccentricity measurements.
When calculating the mean eccentricities, Zinzi & Turrini (2017)
weighted their data with one over the listed uncertainties, which
resulted in a steeper curve for the power law correlation compared
to unweighted data. Especially the M2 systems seemed to differ
between the weighted and unweighted data by having a signifi-
cantly higher mean eccentricity in the weighted sample. They did
not give an explanation as to why the low-eccentricity M2 planets
should have generally higher uncertainties. In this study we find that
the M2 systems have eccentricities that fit the general eccentricity
multiplicity correlation for " > 1 without correction for the un-
certainties. In our analysis only the M1 systems falls substantially
below the power law fit, but since no M1 systems were included in
the analysis by Zinzi & Turrini (2017) we are not able to compare
this trend to their results.

6 CONCLUSION

During this study we have investigated the correlation between or-
bital eccentricity and multiplicity for 1171 planets distributed in
895 systems listed in the database exoplanet.eu. We found a strong
correlation between average eccentricity and multiplicity for all
systems with two or more planets, which could be expressed as
4(") = 0.429 · "−0.93 (Eq. 1). The Solar System fits this trend,
without being included in the making of the power law, whereas
the average eccentricity of the observed M1 systems were markedly
lower than predicted from Eq. 1. It is not unexpected from standard
core accretion theory that theM2 toMmax systemsfit the samepower
law distribution, but it is surprising that the M1 systems fall sub-
stantially below the correlation. The eccentricity-multiplicity corre-
lation is investigated for at number of different subsamples, in order
to explore the stability of the power law correlation, and investigate
possible explanations for the deviating M1 average eccentricity. All
subsamples show the same general pattern, with all multiplicities
fitting a power law correlation well, except the M1 systems having
consistently lower eccentricities. The analyzed subsamples include:
different planet populations (divided into hot-Jupiter-, cold-Jupiter-
, and super-Earth systems), planets detected by the RV- or transit
method respectively, etc.

In order to investigate some of the implications of the power
law trend, we speculated on the potential consequences, if the trend
that was found for" > 1, in reality applies to all multiplicities. Fol-
lowing the idea that Eq. 1 describes the true eccentricity-multiplicity
correlation, we assumed that the seemingly low eccentricities of the
M1 systems were caused by a combination of some systems having
been circularized through planet-star interactions, and others con-
taining yet undiscovered planets. Correcting for these assumptions,
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a probability distribution over the different multiplicities was ex-
pressed by Eq. 3, and based on this the mean multiplicity among
the observed systems was estimated to 〈"〉 ≈ 2.5, while the prob-
ability of a system having eight planets was ∼ 1%.

It is not surprising that the probability of finding high-
multiplicity systems comes out this low, after all there are very
few known exoplanetary systems with more than 6 planets, but
it is assuring that the average number of planets in a "standard"
exoplanet system in our Galaxy comes out very close to the
number predicted independently from numerical simulations of
planetesimal collisions (Jurić & Tremaine (2008b)) and that the
probability of finding Solar System like multi-planet systems
comes out close to recent independent predictions from dynamical
simulations (Raymond et al. 2018). This indicates that the orbit
eccentricities of the Solar System planets are not unusually low,
when the multiplicity of the system is taking into account, but
rather that the number of planets in our Solar System is unusually
high.The rarity of the large number of planets in our Solar System,
and the corresponding low value of the orbital eccentricities,
raise the simple and central, but speculative, question “Is there a
connection between the high number of planets in our Solar System
and the fact that we are here?”.
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84084, Fisciano, Italy30

13Istituto Nazionale di Fisica Nucleare, Sezione di Napoli, Napoli, Italy31

14Universität Hamburg, Faculty of Mathematics, Informatics and Natural Sciences, Department of32

Earth Sciences, Meteorological Institute, Bundesstraße 55, 20146 Hamburg, Germany33

15SUPA, School of Science and Engineering, University of Dundee, Nethergate, Dundee DD1 4HN,34

UK35

16Max Planck Institute for Astronomy, Königstuhl 17, D-69117 Heidelberg, Germany36

17Institute for Advanced Research, Nagoya University, Furo-cho, Chikusa-ku, Nagoya, 464-8601,37

Japan38

msk@astro.umd.edu

C PAPER BY KELLEY ET AL, 2020 71 of 97 (Appendix)



2 Kelley et al.

18Department of Physics, Nagoya University, Furo-cho, Chikusa-ku, Nagoya, Aichi, 464-8602,39

Japan40

19Chungnam National University, Department of Astronomy & Space Science, 34134 Daejeon,41

South Korea42

20Centre of Excellence for Astrophysics and Astrochemistry, Nicolaus Copernicus University,43

Torun, Poland44

21Astronomisches Rechen-Institut, Zentrum für Astronomie der Universität Heidelberg (ZAH),45

69120 Heidelberg, Germany46

22Department of Physics, Sharif University of Technology, PO Box 11155-9161 Tehran, Iran47

23Centro de Astronomı́a (CITEVA), Universidad de Antofagasta, Av. Angamos 601, Antofagasta,48

Chile49

24Department of Physics, University of California, Santa Barbara, CA 93106-9530, USA50

25Las Cumbres Observatory Global Telescope, 6740 Cortona Dr., Suite 102, Goleta, CA 93111, USA51

26Department of Physics, Isfahan University of Technology, Isfahan 84156-83111, Iran52

27Astrophysics Group, Keele University, Staffordshire, ST5 5BG, UK53

(Received September 30, 2020)54

Submitted to The Planetary Science Journal55

ABSTRACT56

Cometary activity is a manifestation of sublimation-driven processes at the surface57

of nuclei. However, cometary outbursts may arise from other processes that are not58

necessarily driven by volatiles. In order to fully understand nuclear surface and their59

evolution, we must identify the causes of cometary outbursts. In that context, we60

present a study of mini-outbursts of comet 46P/Wirtanen. Five events are found in61

our long-term lightcurve of the comet around its perihelion passage in 2018. The62

apparent strengths range from −0.2 to −1.4 mag in a 5′′ radius aperture, and total63

cross sectional areas correspond to dust masses between ∼ 104 to 106 kg, but with64

large uncertainties due to the unknown grain size distributions. However, the nominal65

mass estimates are the same order of magnitude as the mini-outbursts at comet66

9P/Tempel 1 and 67P/Churyumov-Gerasimenko, events which were notably lacking67

at comet 103P/Hartley 2. We compare the frequency of outbursts at the four comets,68

and suggest that the surface of 46P has large-scale (∼10–100 m) roughness that is69

intermediate to that of 67P and 103P, if not similar to the latter. The strength of70

the outbursts appear to be correlated with time since the last event, but a physical71

interpretation with respect to solar insolation is lacking. We also examine Hubble72

Space Telescope images taken about 2 days following a near-perihelion outburst. No73

evidence for macroscopic ejecta was found in the image, with a limiting radius of74

about 2-m.75

1. INTRODUCTION76

Comet 46P/Wirtanen is a small Jupiter-family comet that has been considered77

as a potential spacecraft target. The effective radius is 0.6 km (Lamy et al. 1998;78

Boehnhardt et al. 2002), making it one of the smallest periodic comets (Snodgrass79

et al. 2011). The comet made an historic flyby of Earth in 2018, passing just 0.0775 au80
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(1.16×107 km) on 2018 December 16 (JPL Horizons orbital solution K181/21). The81

geometry with respect to the Earth and Sun was exceptionally favorable, with long82

observing opportunities and a total apparent magnitude peaking near V ∼ 5 mag83

(IAU Minor Planet Center Database).84

In many respects, comet Wirtanen is considered a near-twin of comet 103P/Hartley85

2. They have similar orbits, dust and gas production rates, and nuclear radii (A’Hearn86

et al. 1995, 2011). As a consequence, both comets are considered to be hyperactive,87

i.e., their water production rates require a sublimating surface area comparable to the88

total nuclear surface area, whereas most comets have a ratio . 10% (A’Hearn et al.89

1995). Comet Hartley 2 was a flyby target of the Deep Impact spacecraft (A’Hearn90

et al. 2011) and the subject of a large observational campaign in 2010 (Meech et al.91

2011). Thus, the 2018 perihelion passage of comet Wirtanen presented an opportunity92

to apply the knowledge gained from the studies of comet Hartley 2 to comet Wirtanen93

and the broader comet population.94

One important difference between Wirtanen and Hartley 2 is the lack of cometary95

outbursts in the latter (A’Hearn et al. 2011). Cometary outbursts are brief increases in96

mass loss (Hughes 1990), instigated by mechanical or thermophysical processes, such97

as cliff collapse (Pajola et al. 2017), avalanches (Steckloff & Melosh 2016), or nuclear98

fragmentation (Boehnhardt 2004), and potentially sub-surface pressure release of a99

gas reservoir (Agarwal et al. 2017) or gas dissolved in a liquid (Miles 2016). Outbursts100

of many comets have been observed, e.g., comets Kohoutek 1973f, Bowell 1980b,101

9P/Tempel 1, and 67P/Churyumov-Gerasimenko (A’Hearn & Cowan 1975; A’Hearn102

et al. 1984, 2005, 2016), but none have been confirmed for comet Hartley 2. This result103

is in spite of the 2010 observational campaign, and near-continuous photometry from104

the Deep Impact spacecraft. In contrast, clear outbursts of comet Wirtanen were105

observed in 1991, 2002, 2008, and 2018 (Yoshida 2013; Kidger 2004, 2008; Kronk106

et al. 2017; Combi et al. 2020; Farnham et al. 2019).107

Dense, long-term photometric and spectroscopic coverage of comets is needed to108

advance our understanding of cometary activity (A’Hearn 2017). Present-day wide-109

field time-domain surveys, such as the Zwicky Transient Facility (ZTF; Bellm et al.110

2019a; Graham et al. 2019) and the Asteroid Terrestrial-impact Last Alert System111

(ATLAS; Tonry et al. 2018a), can partially address this challenge with broad-band112

photometric imaging at a near-daily cadence. In this work, we present a long-term113

lightcurve of comet Wirtanen and examine it for evidence of outbursts in activity.114

This paper is a follow-up to the preliminary investigation by Kelley et al. (2019).115

2. OBSERVATIONS AND DATA116

Broad-band photometry of comet Wirtanen was obtained from four observatories117

in 2018 and 2019: Palomar Observatory, Lowell Observatory, the European Southern118

Observatory, and the Hubble Space Telescope. We first describe the ground-based119

data, which we use to form a long-term lightcurve of coma, then the HST data,120

C PAPER BY KELLEY ET AL, 2020 73 of 97 (Appendix)



4 Kelley et al.

which were taken as part of a Chandra X-Ray Observatory campaign to study charge121

exchange in the cometary coma (Bonamente et al. 2020).122

2.1. Ground-based Observatories123

2.1.1. Palomar Observatory124

Observations of comet Wirtanen were identified in the ZTF Data Release 3, Part-125

nership, and Caltech archives with the ZChecker program (Kelley et al. 2019). ZTF126

is a wide-field time-domain survey using the Samuel Oschin 1.2-m telescope at Palo-127

mar Mountain with a 16-CCD camera. Each 6144×6160 CCD has a 1.′′01 pixel scale,128

yielding a total camera field of view of 47 deg2 with an 86% fill factor (Bellm et al.129

2019a). The robotic system executes multiple simultaneous surveys, with a range of130

science goals (Graham et al. 2019). Comet Wirtanen data was found in 352 images131

in total (g, r, and i bands, 30-s exposure times), taken between 2018 July 13 and132

2019 June 06 UTC, observed in the Northern Sky, Galactic Plane, Asteroid Rota-133

tion, i-band, and One-Day Cadence surveys (Bellm et al. 2019b). Most nights have134

only one or two images, except during the Asteroid Rotation survey, which observed135

46P over 3- to 4-hour periods on 2019 January 24, 25, and 26 UTC with a 255-s136

cadence. All data were reduced with the ZTF data pipeline (Masci et al. 2019).137

The processing typically includes reference image subtraction, which removes smooth138

background and photometrically stable celestial objects, leaving image artifacts and139

transients (including solar system objects). We find no significant difference between140

small-aperture (< 10 pix) photometry measured with or without the reference sub-141

tracted data, except that the latter are less likely to be affected by background stars.142

Therefore, we use reference subtracted data whenever possible for photometry. When143

the comet is bright and the angular extent is large, the morphology is best studied144

without reference subtraction.145

2.1.2. Lowell Observatory146

Images of comet Wirtanen were taken with the Lowell Observatory 0.8-m robotic147

telescope located at Anderson Mesa (Buie 2010) through an R-band filter between148

2018 September 23 and 2019 February 08 UTC. The camera uses a 2048×2048 CCD149

with a pixel scale of 0.′′45, yielding a 15′ field of view. Standard image bias and flat-150

field corrections were applied. Typically 3 images were taken per night, with 12- to151

300-s exposure times and the telescope tracking at the rate of the comet.152

2.1.3. European Southern Observatory, La Silla153

After combining the ZTF and Lowell data sets, we identified a gap in temporal154

coverage in early August. Select images taken with the Danish 1.54-m telescope at155

La Silla Observatory were reduced and examined in order to fill this gap. Observations156

utilized the Danish Faint Object Spectrograph and Camera (DFOSC), which has a157

field of view of 13.′7×13.′7 and a pixel scale of 0.′′39, and taken on an approximately158

weekly cadence between 2018 June 18 and September 17 UTC, primarily in the R-159
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Table 1. Comet 46P/Wirtanen geometric, photometric, and derived data.

Column Name Unit or scale Description

(1) Source · · · Name of telescope

(2) Date UTC Mean time of observations

(3) T − TP days Time offset from periheliona

(4) rh au Comet heliocentric distance

(5) ∆ au Comet-observer distance

(6) θ deg Sun-comet-observer (phase) angle

(7) Filter · · · Filter name

(8) Exposure s Total exposure time

(9) Airmass · · · Mean airmass of observations

(10) Seeing arcsec FWHM of (potentially trailed) point sources

(11) m mag Apparent magnitude in 5′′ radius aperture (PS1 system)

(12) σm mag Uncertainty on m

(13) Trail mag Trailed-source correction applied to ZTF photometry

(14) A(θ)fρ cm Comet photometric quantity, based on m

(15) G km2 Geometric cross-section, based on m

(16) Trend mag r-band magnitude trend from piecewise fit.

aTP =2018 December 12.94146 UTC (Minor Planet Center 2019).

band. Additional images were taken in UBV I-bands later in this period but are not160

included in the work presented here.161

2.1.4. Photometry162

All ground-based data are calibrated to the PS1 photometric system using back-163

ground stars in each field. The calibration of the ZTF data are described by Masci164

et al. (2019). The remaining data were calibrated to the rP1-band (i.e., PS1 system)165

using the ATLAS Refcat2 photometric catalog (Tonry et al. 2018b) and Calviacat166

software (Kelley & Lister 2019). Uncertainties in the absolute calibrations are prop-167

agated into the final measurement errors, but a minimum uncertainty of 0.02 mag is168

assumed. All data are color corrected using the measured coma colors (Section 3)169

and photometric calibration solutions. Photometry within a constant angular aper-170

ture radius of 5′′ is given in Table 1, with 372 data points taken on 111 unique nights171

spanning 352 days.172

Although the comet is bright, it does not saturate the ZTF detectors. In 30-s173

exposures, the saturation limit for point sources is about 13 mag, depending on the174

filter. Since the comet is an extended source, and our photometry is in a 5′′ radius175

aperture (whereas seeing is typically around 2′′ FWHM), the comet data are not176

saturated despite the bright photometric values reported in this work (r & 11 mag).177

In contrast with the Lowell and Danish telescope observations, the ZTF survey data178

images are tracked in the Celestial reference frame, causing the comet to trail during179
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the 30-s exposures. With non-sidereal rates up to ∼600′′ hr−1, the comet tailed180

0.5–6′′ per exposure. Thus, photometry in a 5′′ radius aperture may be affected.181

We attempt to correct for those losses by generating an image of an idealized coma182

(surface brightness proportional to ρ−1, where ρ is the projected distance to the183

nucleus) and convolving it with a linear kernel. The length of the kernel is equal to184

the calculated trailed length per exposure, and the correction factor is the ratio of185

the brightness of the trailed coma to that of the ideal coma, measured in a 5′′ radius186

aperture. The corrections range from −0.01 to −0.11 mag (Table 1), and are applied187

to all ZTF photometry.188

2.2. Hubble Space Telescope189

Hubble Space Telescope (HST ) imaged comet Wirtanen with the Wide Field Camera190

3 (WFC3) UVIS channel at two epochs. Each epoch contained four HST orbits,191

organized into two two-orbit groups separated by one orbit, covering about 7 hours192

in duration. The data spanned 2018 December 13 09:15 to 16:18, and December 25193

10:30 to 17:33 UTC. The comet was observed through two mid-band filters F689M194

and F845M (11% wide bandpass) with the 2k×2k sub-frame, which has a field of view195

of 80′′×80′′ given the 0.′′04 pixel scale. Due to the non-linear non-sidereal movement of196

the comet and the high spatial resolution of the WFC3/UVIS camera, the comet was197

trailed by up to 4 pixels for all F689M images except one with an 8-pixel trail, and198

by various amounts up to 9 pixels in the F845M images, despite the short exposure199

times of 10 and 16 s used for F689M and F845M, respectively. On the other hand, all200

images are well exposed with the peak brightness up to 24% of the saturation level.201

Photometric measurements were based on the images reduced by the standard202

WFC3 calibration pipeline (Gennaro et al. 2018). To remove cosmic rays, we di-203

vided each image into a grid of 20×20-pixel boxes, then clipped and replaced 3σ204

outliers with the mean in each box. The center 40×40 pixel region was excluded205

from this cosmic ray removal process in order to preserve the inner coma. For the206

fragment search, we also removed cosmic rays with the LA Cosmic algorithm (van207

Dokkum 2001). Sky background was estimated by the mean of four 100×100 pixel208

boxes near the corners of the images. The pixel area map of the corresponding de-209

tector chip was applied to correct for pixel area change in the spatially distorted210

(FLT) images before photometric measurement. The total count was then measured211

in a 5′′-radius aperture and converted to flux and apparent magnitude following the212

photometric calibration constants (Gennaro et al. 2018). Our photometry is limited213

by the absolute photometric uncertainty for WFC3/UVIS images (2%). The effect of214

source trailing in our images is negligible for 5′′-radius aperture photometry.215

3. RESULTS216

3.1. Coma Color217

The g − r color of comet Wirtanen was previously measured from a limited set of218

ZTF photometry by Kelley et al. (2019) to be 0.45±0.02 mag. We compute g − r =219
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Figure 1. Color index versus time for comet 46P/Wirtanen measured with Zwicky Tran-
sient Facility photometry in the g, r, and i bands. The means and uncertainties are drawn
as horizontal lines and shaded areas, respectively.

0.49±0.01 mag and r−i = 0.13±0.03 mag from the weighted means of 36 and 4 nightly220

color measurements, respectively. Those colors appear to be consistent throughout221

the data set (Fig. 1), with the largest deviation at the 2.0σ level (reduced χ2 is 0.5222

for g− r, 0.1 for r− i). The mean color from HST is m689−m845 = 0.15± 0.02 mag.223

To convert the HST photometry into r-band data, we use the measured HST color,224

and extrapolate it to the PS1 r-band with a spectrum of the Sun. Throughout this225

work, we adopt the composite spectrum of the Sun from Haberreiter et al. (2017)226

and Willmer (2018) for filter calibrations (we estimate the apparent magnitude of the227

Sun in the F689M and F845M filters to be −27.01 and −27.07 mag, AB magnitude228

system). Based on the HST color, we calculate r − m689 = 0.04 mag. Using these229

colors, an effective r-band lightcurve versus time from perihelion is shown in Fig. 2.230

The colors of the coma correspond to spectral gradients (A’Hearn et al. 1984) of231

Sg,r = 6.8± 0.7% per 100 nm Sr,i = 0.7± 2.0% per 100 nm, and S689,845 = 5.2± 1.2%232

per 100 nm, where the subscripts denote the bandpasses used in the calculations.233

The Sr,i and S689,845 are consistent at the 2σ level. Note that these colors are not234

necessarily that of the dust coma, as there are gas emission bands present at these235

wavelengths, especially C2 in g, but also NH2 in r, R, and F689M, and CN in i.236

See Fink (2009) and Ponomarenko et al. (2018) for relevant optical spectra of comet237

Wirtanen.238

3.2. Quiescent Activity239

C PAPER BY KELLEY ET AL, 2020 77 of 97 (Appendix)



8 Kelley et al.

150 100 50 0 50 100 150
 (days)

10

12

14

16

18

20

22

 (m
ag

)

A

B

C

D

E

F

20 10 0 10 20

10.5

11.0

11.5

12.0

12.5 101

102

103

(
°)

 (c
m

)

ZTF
Lowell 0.8-m
Danish 1.54-m
HST
Piecewise fit

( °)

Figure 2. Lightcurve of comet 46P/Wirtanen measured within 5′′ radius apertures. Pho-
tometry from the g- and i-band have been scaled with the measured coma colors to make
an effective r-band data set. Also shown is the photometry converted to the A(0◦)fρ quan-
tity. A trend-line based on a piecewise fit to the photometry is shown as a dashed line (see
Section 3 for details). Six sets of anomalous data points are labeled A–F.

In order to identify outbursts, it helps to define the quiescent activity trend. We use240

the Afρ model of A’Hearn et al. (1984). This quantity is based on the brightness of241

the coma within a circular aperture. Formally, it is the product of grain albedo (A),242

filling factor within the photometric aperture (f), and aperture radius (ρ, projected243

length at the distance of the comet). Afρ carries the units of ρ, but is proportional244

to dust mass-loss rate under idealized assumptions, e.g., a coma in free expansion245

with a constant production rate, grain size distribution, and composition (i.e., 1/ρ246

surface brightness profile), and photometry free of gas contamination. (See Fink247

& Rubin (2012) for more discussion on the physical interpretation.) The albedo is248

commonly expressed as a function of phase angle, θ, in order to explicitly account for249

the phase effect from non-isotropic scattering of sunlight by coma dust. For the phase250

correction, we adopt the Schleicher-Marcus phase function, first used by Schleicher &251

Bair (2011). In Table 1, all photometry is converted to A(0◦)fρ. In Fig. 2, we plot252

the A(0◦)fρ values after accounting for the measured color differences.253

We fit the logA(0◦)fρ data with a polynomial as a function of either log rh or time.254

Candidate outbursts were excluded from the fit. The best fit to the entire lightcurve255

is (263± 1) rh
−4.01±0.01 cm (RMS 0.04 mag). However, we found this trend does not256

have sufficient precision for quantifying outbursts, with local deviations as strong as257

22%. Therefore, we split the lightcurve into three segments with break points based258

on time from perihelion, T − TP = −5 and +15 days. Each segment is fit with 3rd259

or 4th degree polynomials versus time. The RMS of the residuals are 0.07, 0.05, and260

0.04 mag (excluding possible outbursts).261

The piecewise approach handles the near-perihelion photometry separately from the262

rest of the data, and allows for short- and long-term asymmetries around perihelion.263
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Figure 3. Lightcurves of six anomalous sets of data points, labeled A–F, identified in
the lightcurve of 46P/Wirtanen (Fig. 2). For each set, the baseline photometric trend has
been removed, and an illustrative exponential function is shown as a dashed line. Events
A–C appear to be outbursts, characterized by a rapid brightening and exponential fading.
Event D is sparsely observed, but confirmed as an outburst by image morphology. Event E
appears to be a real deviation from the trend, but is not obviously an outburst. Event F
was not confirmed in the image morphology (Section 3.3).

Near perihelion, the geometrical circumstances vary rapidly. The comet moves 70◦264

on the sky and through opposition, which occurred 6 days after perihelion. Thus,265

the projection of the potentially non-isotropic coma onto the sky changes substan-266

tially, which affects the small aperture photometry. We find that the A(0◦)fρ is near267

constant from −3 to +9 days (Table 1), aside from an outburst at −1 day and a268

single-point outlier on day +3 (Fig. 2, inset). Moreover, the near-perihelion A(0◦)fρ269

values are elevated by about 20% with respect to the adjacent pre- and post-perihelion270

trends.271

Note that our best-fit trends depend on the idealized assumptions of the Afρ model272

(especially the assumption of a 1/ρ surface brightness profile), our adopted phase273

curve, and our photometric aperture size. The goal of our investigation is to identify274

and characterize outbursts in the comet’s activity, and the piecewise best-fit trend275

will serve this purpose, but may not be appropriate for other contexts. We plot the276

piecewise trend in Fig. 2 and report the trend values for each observation in Table 1.277

3.3. Outbursts278

From manual inspection of the lightcurve, we identify six sets of significant photo-279

metric outliers, labeled A–F in Fig. 2. Figure 3 shows each set of data, after removing280
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the photometric trends. All but event F appear to be brightening events (i.e., out-281

bursts). Event C is followed by a single-point outlier 4 days later on 2018 December282

16 UTC. The rapid changes about perihelion, and the fact that the photometry is283

sparse around this point (it is the only data between December 13 and 19), makes284

defining the quiescent activity at that time more challenging, therefore we do not285

interpret this point as an outburst. Event F is also difficult to interpret, due to the286

weak peak brightness (∼ −0.2 mag), and a possible change in the quiescent trend at287

the same time. Therefore, we only report F as a possible anomaly.288

We visually inspected the candidate outburst image sets for supporting morpholog-289

ical evidence. Because the unresolved nucleus is the ultimate source of any ejecta,290

the morphology of an outburst is initially that of a point-source, until the ejecta has291

moved far enough from the nucleus to be detectable as an extended source (as image292

sensitivity allows). For each event, we defined one or more pre-event images to be293

used as a baseline model that was scaled and subtracted from the post-event data.294

By inspection of the residuals, we can help identify the cause of the photometric295

anomalies. The data were processed with the IPAC Montage software to scale images296

to a common pixel scale, place the comet at the center of the field, and align the297

projected Sun direction along the +x-axis. The images are photometrically scaled to298

the post-event circumstances using the best-fit lightcurve trend, then median com-299

bined and subtracted from a post-event image to reveal the putative outburst ejecta.300

Events A, B, D, and E are shown in Fig. 4, and event C in Figs. 5 and 6. Details on301

all sets follow. Comments on the ejecta distributions are based on visual inspection302

of the images and radial profiles; position angles are measured eastward of Celestial303

north. Photometry of the residuals are reported in Table 2.304

(A) Seven ZTF images taken from 2018 July 22 to 2018 August 03 UTC were305

combined and subtracted from the three median combined Danish 1.54-m R-306

band images taken on August 09. The residuals are extended, but still centrally307

peaked at the nucleus, and wholly contained within a 7.′′1-radius aperture.308

(B) Six ZTF images taken from 2018 September 22 to 25 UTC were combined309

and subtracted from the ZTF i-band image taken September 26. The ejecta is310

nearly point-source like, but slightly extended towards PA∼270◦. This direction311

is inconsistent with the proper motion trailing, which is 0.′′4 along PA=295◦. A312

nearby star limits any photometric aperture to ≤ 7.′′1, however, this aperture313

appears to encompass all of the ejecta.314

(C) Scaling and subtracting the 2018 December 10 g-band image from the Decem-315

ber 12 UTC g-band image resulted in a halo of negative residuals around the316

outburst ejecta, perhaps because our photometric scaling is designed for small317

apertures yet the extended coma at this time is more affected by gas (i.e., C2).318

We instead examine the r-band data from December 04 and 12. Based on these319

images, the outburst appears to have three components at position angles 36,320
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72, and 296◦. The interpretation of the morphology is affected by the sub-321

traction, which leaves strong negative residuals towards PA∼180◦, and more322

subtle residuals towards 55◦. We enhanced the r-band images by normalizing323

them with an azimuthally averaged coma (Fig. 5). This confirms that the two324

components at 36 and 72◦ are not an artifact caused by over-subtraction of the325

coma along PA∼55◦.326

The residual emission is distributed as far as 400′′ (23,700 km) from the comet.327

Aside from an ion tail, it is difficult to ascertain how much of this emission328

beyond 400′′ is from the outburst or from residual background. Therefore we329

only report photometry within this radius.330

We also inspected the Lowell 0.8-m data taken on 2018 December 05 and on331

December 12 at 02:07 and 08:46 UTC. Examination of these data reveals ejecta332

motion over this 6.65-hr period (Fig. 6).333

(D) One ZTF g-band image taken 2019 January 24 was subtracted from the g-334

band image taken on January 28 UTC. A small extended source remains in the335

difference. It has a v-shaped morphology, reminiscent of event C. There is a336

near linear feature, 27′′ long and pointing towards position angle 188◦, and a337

shorter, 21′′ long, but broader feature pointing towards 240◦. Faint arcminute-338

scale extended emission is present in the residual image, possibly from C2 gas.339

(E) After scaling and subtracting three images (1 g, 2 r) taken on 2019 February 20340

from the r-band image on 2019 February 24 UTC, a clear residual is detected,341

no larger than 5.′′1 in radius. However, there is possible extended ejecta towards342

position angles 180 to 270◦ in the smoothed contours of the residuals, out to343

∼ 30′′.344

(F) After scaling and subtracting 8 and 11 ZTF images from the data taken on 2019345

April 14 and 18 UTC, respectively, we are unable to identify any source in the346

residuals.347

Two of the outbursts have color measurements on the night of the outburst dis-348

covery: C and E. The g − r colors of these events are within 1σ of the mean coma349

color.350

3.4. Search for fragments351

We used the HST images of comet Wirtanen obtained on December 13 to look352

for evidence of any fragments that might have been ejected in the December 11/12353

outburst. The close proximity of the comet (0.08 au) and pixel scale of the HST354

WFC3 images (0.04 arcsec/pix) allowed us to investigate the region within a pro-355

jected distance of around 2300 km of the nucleus for any lingering material. Our356

observations consist of sequences obtained between 11:32 and 16:18 UTC on Decem-357

ber 13 (approximately 35 to 40 hours after the onset of the outburst). Our search358
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Figure 4. (Left and center) Baseline and outburst images for events A, B, D, and E
based on ZTF and Danish 1.54-m data. (Right) Difference between outburst and the scaled
baseline data. All images are 1.7′×1.7′, and scaled with respect to the peak of the comet in
the outburst image. Smoothed contours are spaced at factors of two intervals, the brightest
of which is at 6.25% of the peak. The projected comet-Sun (�), comet velocity (v), and
Celestial north (N) vectors are shown for the outburst image. For outburst B, the comet is
the right-most of the two central sources; the other is a background object.

utilized four images obtained with the F689M filter and five images with the F845M359

filter, each with exposures short enough for the comet to be untrailed. We used the360

drizzle-processed (DRZ) images, registered on the comet optocenter and rotated so361

that North was up and East to the left.362

The biggest complication of the search is the large number of cosmic rays that impact363

the HST observations, mimicking the types of features that we are looking for. Thus,364

we used cosmic ray cleaned data in addition to using the DRZ images. Although this365

improved the situation somewhat, a significant number of cosmic rays still remained.366
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Figure 5. Same as Fig. 4 but for event C. (Top) 44′×44′ field of view with smoothed
contours spaced at factors of two intervals, the brightest of which is at 0.20% of the peak.
(Center) 3.′4×3.′4 field of view, the brightest contour is 12.5% of the peak. (Bottom) Same as
the center, but enhanced by normalizing the data with the azimuthal average, and displayed
on a linear scale from the coma minimum to maximum. Note the change in morphology
after the outburst with the addition of a v-shaped pattern in the anti-sunward direction.
Projected vectors are provided for the baseline and outburst images.

Ultimately, we investigated both versions, in case the cosmic ray removal was also367

removing fragments. We also enhanced the images with two different techniques,368

applying an azimuthal average and a (Gaussian) unsharp mask that removes the369

bright central peak of the comet and improves the contrast of any fragments.370

In order to constrain our search, we assumed that any fragments must be moving371

slowly enough to remain in the field of view for 40 hours (the time from the onset372

of the outburst to the last HST observation), setting an upper limit on the proper373

motion of 25 pix hr−1 (a projected velocity of 16 m s−1 at the comet). We also374

assumed that particles large enough to be detected will not accelerate significantly375

during the 5-hr window of the HST images, and thus any candidates will move along376

a line with spacing proportional to the intervals in the observation times.377

For each combination of filter/enhancement, we blinked the sequence of images to378

look for candidate particles with acceptable motions. In another approach, we co-379

added the sequences from each filter (and processed as needed), allowing us to look380
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Figure 6. Lowell 0.8-m images taken (a) 2018 December 05, (b) 2018 December 12 at
02:07, and (c) 2018 December 12 at 08:46 UTC. (Top) Unprocessed images and smoothed
contours. (Center) Image residuals after subtracting image (a), photometrically scaled
according to our baseline photometric trend. (Bottom) Images normalized by the scaled
image (a). Arrows indicate two prominent ejecta features in image (c).

for linear strings of particles that would represent a moving fragment. In all of our381

searches, we found no convincing evidence for fragments in the HST images.382

Using the cosmic rays as a guide, we estimate that we should have detected any point383

source or central condensation that produces a signal of at least 2×10−18 W m−2 µm−1384

(F689M, 0.5 electrons s−1). If we assume an inactive spherical shape with 4% albedo,385

then our detection limit suggests that we should see any fragment larger than ∼2 m in386

radius, or a mini-comet with a dust cross sectional area of ∼12 m2. (These estimates387

ignore issues such as phase effects, but these are small relative to other uncertainties.)388

4. ANALYSIS389

4.1. Ejecta expansion, grain size390

Our general assumption is that all outbursts are brief events, lasting � 1 day, and391

that the ejecta can continue to be observed well after the outburst is over. This392

assumption is consistent with the analysis of 30-min cadence observations of out-393

burst B with the Transiting Exoplanet Survey Spacecraft (TESS ) by Farnham et al.394

(2019), who found coma brightening ceased after 8 hr. Short outburst timescales,395
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Table 2. Summary of outburst circumstances and properties.

Label Date (T − TP )0 (T − TP )1 ∆t log10H ρ ∆m5 Filter me G M

(UTC) (days) (days) (days) (J m−2) (′′) (mag) (mag) (km2) (kg)

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)

A 2018-08-09 −131.456 −125.683 · · · · · · 7 −0.93 r 17.49± 0.04 26.9 3.6×105

Ba 2018-09-26 −77.83 −77.81 51± 3 9.34 7 −1.4 i 14.17± 0.04 73.6 9.8×105

C 2018-12-12 −2.682 −0.700 76± 1 9.80 475 −0.51 r 9.06± 0.02 117.9 1.6×106

D 2019-01-28 44.436 46.234 47± 2 9.66 32 −0.15 g 14.26± 0.03 16.5 2.2×105

E 2019-02-24 69.403 73.297 26± 3 9.26 5 −0.21 r 17.80± 0.07 2.5 3.3×104

Note—Columns: (1) Event label from Fig. 2; (2) Date of first detection; (3) Time of event with respect to perihelion,
lower-limit; (4) Time upper-limit; (5) Time since last event and full-range uncertainty; (6) Solar radiant exposure since
last event; (7) Photometric aperture radius; (8) Observed peak change in brightness as r-band magnitude in 5′′ radius
aperture; (9) Filter; (10) Total brightness of ejecta in the given filter and 1σ absolute uncertainty; (11) Total geometric
cross section; (12) Total mass, assuming dn/da ∝ a−3.5 (see Section 4.2 for details).

aOutburst timing from Farnham et al. (2019).

. 1 hr, are also consistent with the high spatial resolution observations of outbursts396

at 9P/Tempel 1 by Deep Impact (Farnham et al. 2007) and at 67P/Churyumov-397

Gerasimenko by Rosetta (Knollenberg et al. 2016; Vincent et al. 2016; Agarwal et al.398

2017; Bockelée-Morvan et al. 2017; Rinaldi et al. 2018). Therefore, most outbursts399

sampled with a 1 to 3 day cadence and a small aperture will have an observation near400

the peak.401

The fact that event E does not have a distinct photometric peak suggests it occurred402

within the 3.9-day gap in data, and that ejecta has moved outside our nominal (5′′)403

photometric aperture. In Section 3, we identified faint extended emission in the404

outburst residuals, up to ∼30′′ from the nucleus, consistent with this possibility.405

An expansion speed of 50 m s−1 and a projected distance of 30′′ corresponds to an406

outburst time 2.6 days before the first observation of event E, comfortably within the407

3.9-day gap in photometry.408

For outburst C, we identified motion in the ejecta over a 6.65-hr period. Of the409

two features identified in Fig. 6, the anti-sunward feature is brighter and easier to410

measure. In Fig. 7, we plot the surface brightness of the ejecta measured in a 5-411

pixel-wide box along the anti-sunward direction in the Lowell and ZTF r-band data.412

Each profile is nearly linear in log-log space closest to the nucleus, then falls with413

respect to this line at farther distances. We use the break point (manually estimated414

in profiles multiplied by ρ, Fig. 7, right) to measure the motion of the material. For415

break points at 6.′′8, 19.′′7, and 29.′′5, and assuming 1-pix uncertainties, the expansion416

speed based on a linear fit is 55.1±3.1 m s−1, and an outburst age of 21.3±0.9 hr417

in our first image. This places an approximate outburst onset at December 11 04:49418

UTC (+1.9
−1.6 hr). The reduced-χ2 statistic is 3.8, but with only 1 degree of freedom419
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Figure 7. (Left) Outburst C ejecta surface brightness based on Lowell 0.8-m and ZTF
images. The images are sampled with a 5-pix wide line along the anti-sunward direction,
i.e., along the horizontal feature in Fig. 6. (Right) Surface brightness profiles multiplied by
distance to the nucleus (ρ). Vertical lines mark our estimates of the leading edge.

there is a 5% probability of having reduced-χ2 ≥ 3.8 (Bevington & Robinson 1992).420

Thus, we conclude a non-linear expansion is possible, but not strongly supported by421

our data.422

An upper limit on the outburst C ejecta speed can be estimated from the extent of423

the residuals in the ZTF image (400′′) and the estimate start time of the outburst.424

Together, they yield an expansion speed of 250 m s−1.425

The lack of outburst ejecta in the HST images suggests a lower limit to the expansion426

speed, assuming any slowly moving material is not too diffuse to identify. Given the427

26-hr gap between the last Lowell 0.8-m image and the first HST image, and that the428

comet is about 40′′ from the image edge in the anti-sunward direction, the slowest429

ejecta moved faster than ∼23 m s−1 in projection on the sky.430

For the anti-sunward material in outburst C, we can consider the effects of radiation

pressure and estimate a lower limit on the grain size assuming the material is in linear

expansion. Burns et al. (1979) present the acceleration due to solar radiation pressure,

arad on a dust grain as

arad =
QprL�G

4πrh2cm
, (1)

where Qpr is the grain radiation pressure efficiency averaged over the solar spectrum,431

L� is the Sun’s total luminosity (nominal value 3.828×1026 W; Prša et al. 2016), G432

is the grain geometric cross sectional area, c is the speed of light, and m is the mass433

of the grain. For simplicity, we take Qpr = 1. The projected acceleration on the434

sky is arad attenuated by sin(θ), where θ is the Sun-target-observer angle. Grains435

are accelerated (5.3a−1) m s−1 hr−1 in the anti-sunward direction, projected onto the436

plane of the sky, where a is the grain radius in µm. This acceleration corresponds437

to a total displacement of (144a−1) km between the ZTF and second Lowell 0.8-m438

epoch (06:35 and 08:46 UT), or at about the level of the seeing (59 km arcsec−1) for439

1 µm grains. Therefore, the optically dominant grains in this feature are likely at440

least 1 µm in radius.441
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4.2. Total geometric cross-sectional area and outburst mass442

Converting the observational data into physical quantities allows us to make mean-

ingful comparisons between each outburst and the ambient coma. However, this

conversion relies upon several unknown quantities, and therefore will be dependent

on our adopted parameters and assumptions. First, we assume a dust V -band ge-

ometric albedo of Ap(V ) = 4.00%. Given our measured colors, the corresponding

albedos are 3.82, 4.19, and 4.22% at g, r, and i, respectively. Ignoring the depen-

dence of scattering efficiency on grain size, the total geometric cross-sectional area,

G, within a photometric aperture is

G =
πrh

2∆2

ApΦ(θ)
10−0.4(m−m�), (2)

where ∆ is the observer-comet distance in units of length, Φ(θ) is the coma phase443

function evaluated at phase angle θ, m is the apparent magnitude of the dust, and m�444

is the apparent magnitude of the Sun at 1 au in the same bandpass and magnitude445

system. For rh expressed in units of au, G will carry the units of ∆2. The coma and446

outburst photometry are converted to G and listed in Tables 1 and 2, respectively.447

Converting cross-sectional area to dust mass is more uncertain. Here, we require448

assumptions on the grain density and grain size distribution. For density, we take449

1000 kg m−3, which allows for some porosity in the grains. Power-law size distribu-450

tions roughly approximate the grain size distributions observed in situ by spacecraft451

dust instruments and impacts on the Stardust collector (McDonnell et al. 1987; Green452

et al. 2004; Price et al. 2010; Fulle et al. 2016; Merouane et al. 2017). We assume453

a differential size distribution, dn/da, with a power-law slope of k = −3.5, which is454

within the estimated time-averaged value of −3.3± 0.3 derived by Fulle (2000) from455

coma morphology. It is also the cross-over point for mass estimates based on observed456

brightness, i.e., for values < −3.0 the largest particles dominate the estimated mass,457

whereas for > −4.0 the smallest particles dominate the mass. Finally, we assume the458

dust grain radii span from 0.1 µm to 1 mm. For these parameters, we convert the459

outburst geometric cross-sectional area estimates to total mass and provide them in460

Table 2. The masses range from 3×104 to 2×106 kg. For k = −3, increase the mass461

estimate by a factor of 10, for k = −4, decrease the estimate by a factor of 10 (e.g.,462

see Tubiana et al. 2015).463

4.3. Outburst Frequency464

The five outbursts are nearly evenly distributed throughout the observed period.465

Neglecting the significant gaps in the lightcurve where small events may have taken466

place (especially near −40, +80, and +160 days), we list the time elapsed between467

each outburst, ∆t, in Table 2 and plot ejecta mass versus ∆t in Fig. 8. There is468

an intriguing correlation between ∆t and the amount of material ejected. Pearson’s469

correlation coefficient calculated for ∆t and log10M is 0.92, indicating a strong sig-470

nificance.471
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In an attempt to better understand the cause of the apparent correlation, we esti-472

mate the solar radiant exposure, H, based on the comet-Sun distance over the time473

periods between outbursts, and list them in Table 2 (assuming a solar luminosity of474

3.828×1026 W; Prša et al. 2016). The correlation is not as good (0.62), as seen in475

Fig. 8. The main outlier appears to be outburst B, which is unusually strong for the476

amount of energy received. Our radiant exposure calculation does not consider the477

source location and pole orientation, nor local topography.478

With a pole solution and the assumption of a spherical nucleus, we can explore479

if a single source illuminated by the Sun could be responsible for all 5 outbursts.480

The best pole solutions of Knight et al. (in preparation) indicate a high obliquity,481

with equinox near perihelion. Thus, a near equatorial source could be illuminated482

during each outburst. For their best pole solution, RA, Dec = 139◦, +2◦ (obliquity of483

110◦), we find that planetocentric latitudes from –30◦ to +20◦ are illuminated during484

outbursts A through E (5◦ steps were tested).485

We re-calculated the solar radiant energy, this time considering a single source re-486

gion on a rotating spherical nucleus with the pole orientation of 46P from Knight et487

al. and latitudes from –30◦ to +20◦. We searched for solutions that would improve488

the mass-energy correlation. More northern latitudes greatly reduced the amount of489

energy received before outburst E occurred. We show a latitude of +20◦ in Fig. 8 as490

an example. Due to the change in energy for event E, the correlation coefficient be-491

tween log10M and log10H increased from 0.59 to 0.89. However, the scatter between492

events B, C, and D could not be improved. This exercise does not demonstrate that493

these events are all physically connected, but assuming that they are, it does suggest494

insolation could be partially responsible for the correlation between ejecta mass and495

time since the last event.496

5. DISCUSSION497

5.1. Other Observations of Wirtanen’s Outbursts498

Farnham et al. (2019) analyzed TESS observations of outburst B. They found dust499

expansion speeds of a few tens of m s−1, based on the size of their photometric500

aperture (25,000 km radius) and the centrally condensed appearance in the images501

(7900 km pix−1) that lasted up to 20 days. Farnham et al. (2020) observed outbursts502

C and D with a near 1-hr cadence, allowing them to estimate dust expansion speeds of503

68±5 and 162±15 m s−1, respectively. Our temporal resolution is coarser than that of504

Farnham et al. (2020), but our estimated expansion speed for the anti-sunward ejecta505

in outburst C, 55±3 m s−1, is in agreement. The fast moving material in outburst506

C (250 m s−1) is less than a factor of two faster than the Farnham et al. (2020)507

measurement of outburst D.508

5.2. Mini-outbursts of Wirtanen and Other Comets509

In terms of mass, the outbursts of comet Wirtanen are similar to the mini-outbursts510

of comet 9P/Tempel 1 and 67P/Churyumov-Gerasimenko. At comet 67P, the ejecta511
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Figure 8. Estimated outburst mass (nominal grain parameters) versus time elapsed since
last outburst. (Inset) Mass versus solar radiant exposure since last outburst. The exposure
is calculated for the sub-solar point and for a source at +20◦ latitude.

mass estimates are of order 104 to 105 kg, based on the analysis of 34 outbursts by512

Vincent et al. (2016). They also re-analyzed the 2005 July 02 outburst of comet513

9P, and, with the same assumptions and techniques, estimated a mass of 5×105 kg.514

Other mini-outbursts of 9P are the same order of magnitude or smaller (Farnham515

et al. 2007). With the grain parameters of Vincent et al. (2016), dn/da = a−2.6 for 1–516

10 to 1–50 µm in radius, we recalculated the ejecta masses of the Wirtanen outbursts:517

5.9×104 to 2.8×106 kg (events E and C, respectively). Thus the Wirtanen outbursts518

are the same order of magnitude to one order larger than the events at 9P and 67P.519

Vincent et al. (2016) estimated the source locations for the 67P mini-outbursts, and520

found they were correlated with regional boundaries, especially near steep scarps or521

cliffs. Indeed, Grün et al. (2016) correlated an outburst to sunrise on a cliff, Pajola522

et al. (2017) directly connected an outburst to an observed cliff collapse, and Agarwal523

et al. (2017) associated an outburst with the collapse of an overhanging wall.524

At comet 9P, a correlation with areas of high topographical relief or pits has been525

suggested by Belton et al. (2008). The relationship is intriguing but uncertain. Belton526

et al. (2008) analyzed broad ejecta patterns back to planetocentric coordinates of an527

unresolved nucleus, whereas Vincent et al. (2016) worked with nucleus-resolved data,528

and in some circumstances could visually pinpoint the outburst source to the pixel529

level. The techniques of Belton et al. (2008) inherently assume the nucleus is spherical530

and the outburst ejected normal to the surface. However, 9P is faceted, and many531
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of these facets face the same direction. Therefore, the projection of planetocentric532

coordinates to the shape model is multi-valued, and the source regions for the 9P533

mini-outbursts are uncertain.534

No outburst equivalent to those seen at 67P, 9P, and 46P was observed at535

103P/Hartley 2. Meech et al. (2011) note an outburst of 103P on 2010 Septem-536

ber 16 based on water production rates but without additional details and the event537

was not seen in SOHO observations of the Hα coma (Combi et al. 2011). Lin et al.538

(2013) tentatively associate a relative change in jet brightness in processed data with539

an outburst, but also consider changes in grain properties as a possibility. We note540

that the comet’s lightcurve, as observed by Deep Impact, has three-peak pattern dur-541

ing this period (A’Hearn et al. 2011; Bodewits et al. 2018), and that the time of the542

change observed by Lin et al. (2013) corresponds to the brightest of the three peaks.543

We take the analyses of the 67P mini-outbursts as a guide, and assume most or all544

mini-outbursts are related to steep scarps, cliffs, and other features of high topogra-545

phy. If true, then the differences in outburst frequency between 67P, 9P, and 103P546

are related to differences in terrain. That is, the paucity of cliffs, etc. on the nucleus547

of 103P results in a lack of mini-outbursts by that comet.548

We compare the observed frequency of mini-outbursts at comets 67P, 9P, 46P, and549

103P. For 67P and 9P, the frequency is about 0.8 and 1.2 day−1, respectively (Belton550

et al. 2008; Vincent et al. 2016). Based on their measured surface areas, 46.9 and551

108 km2, respectively (Thomas et al. 2013a; Jorda et al. 2016), the surface area nor-552

malized rates are 0.017 and 0.011 day−1 km−2. Comet 46P has an effective radius of553

0.56 km (Boehnhardt et al. 2002) and an outburst frequency of 5 in 352 days. Normal-554

ized to surface area, this is 0.0036 day−1 km−2, or an order of magnitude smaller than555

67P and 9P. Finally, comet 103P has an estimated surface area of 5.24 km2 (Thomas556

et al. 2013b) but no outbursts observed over the 180-day lightcurve of Meech et al.557

(2011). If 103P had the same rate of mini-outbursts as 46P, 2 to 3 events could558

have been seen, but the details on whether or not they would have been detected559

depend on observing circumstances and cadence. Perhaps the most sensitive moni-560

toring was executed with the Deep Impact spacecraft over a period of approximately561

3 months (A’Hearn et al. 2011), but without any reported events (1 to 2 expected).562

Thus, we estimate 103P’s mini-outburst rate to be no more than that of 46P, or563

.0.004 day−1 km−2.564

Vincent et al. (2017) identified a correlation between nuclear surface topography and565

insolation at comet 67P. Based on an analysis of cliff heights (∼10–100-m scale), they566

found that regions exposed to more sunlight have fewer large cliffs, and proposed that567

the erosion of surfaces relaxes their topographies. They continued by analyzing the568

surfaces of other comets visited by spacecraft, and suggested an evolutionary sequence569

from comets 81P/Wild 2 and 67P (roughest), to 9P (intermediate), and finally to 103P570

(smoothest). Kokotanekova et al. (2018) hypothesized a similar sequence, based on a571

correlation between nuclear phase function and albedo. We build upon these results,572
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adding the correlation between outbursts and cliffs and steep scarps at 67P, and573

propose that the frequency of mini-outbursts is also correlated with topography. With574

respect to surface topography and erosion, comet 46P appears to be in a evolutionary575

state intermediate to 103P and 9P, if not similar to 103P.576

What remains to be addressed is the difference between the circumstances of dis-

covery for the mini-outbursts. Comet 67P’s and 9P’s mini-outbursts were primarily

observed by spacecraft. However, two events were observed from the Earth: the 2005

June 14 outburst of 9P observed by Lara et al. (2006) and Feldman et al. (2007) (see

also the summary by Meech et al. 2005), and a tentative outburst on 2015 August

23 at comet 67P identified by Boehnhardt et al. (2016). The lack of events observed

at 67P from the Earth, despite the intensive photometric monitoring of that comet

(Snodgrass et al. 2017), can be explained by observing geometry and quiescent activ-

ity levels. Setting aside the dependence on observation cadence, the discoverability of

an outburst, D, is inversely proportional to the scattering cross sectional area of dust

in an aperture, i.e., the Af term in Afρ. Outbursts are also more readily discovered

at high spatial resolution, which reduces the amount of ambient coma in favor of the

point-source like outburst ejecta. We let ρ be inversely proportional to observer-comet

distance ∆ (i.e., fixed angular size). The discoverability of outbursts is

D ∝ ρ

Afρ
∝ 1

∆Afρ
. (3)

For the observational parameters of both comets near perihelion, 1.8 au and 1000 cm577

for 67P (Snodgrass et al. 2017), and 0.08 au and 300 cm for 46P (this work), the578

ratio is D(46P)/D(67P) = 75. A −1-mag outburst of 46P at perihelion in 2018579

(i.e., outburst C) would correspond to a −0.03-mag outburst of 67P in 2015 at its580

perihelion, assuming the same dust physical parameters and photometric aperture581

angular radius.582

5.3. Potential for Future Mini-Outburst Studies583

The hypothesis that mini-outburst frequency is correlated with surface topography584

could be tested with comet 81P/Wild 2, which has many cliffs, pits, and rough sur-585

face features and a surface area similar to 67P (Brownlee et al. 2004; Vincent et al.586

2017). Therefore, this comet may have a mini-outburst every few days. However,587

comet 46P/Wirtanen in 2018/2019 provided favorable circumstances for the study of588

cometary mini-outbursts, and we expect that outbursts of 81P at perihelion in 2022589

would be ∼50 to ∼70 times more difficult to detect (based on the Afρ measurements590

of 81P by Farnham & Schleicher 2005), which may require creative solutions in or-591

der to execute such a study. Close approaches to Earth are great opportunities for592

mini-outburst discovery, but 81P will be no closer than 0.65 au from the Earth in the593

next 100 years (JPL Horizons orbit solution K162/9). The next expected cometary594

close approach to Earth with a distance similar to 46P will be 364P/PanSTARRS in595
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April 2023 (0.12 au, via the Center for Near-Earth Object Studies1), but low solar596

elongations (minimum 45◦) will affect the post-approach observability.597

Outbursts are common events with a wide range of strengths (Ishiguro et al. 2016).598

Discoveries of outbursts are becoming more prevalent in recent years due to our in-599

creased ability to monitor comets (both in the professional and amateur communities),600

and with the increased efficiencies of survey telescopes and precise all-sky photometric601

catalogs (e.g., PS1 and SkyMapper; Tonry et al. 2018b; Wolf et al. 2018). Together,602

these advances increase our discovery efficiencies, and allow us to identify fainter603

events. We expect that current and future cometary outburst surveys will continue604

to reveal information about cometary behavior and the evolution of cometary surfaces.605

6. SUMMARY606

We identified five outbursts in a year-long lightcurve of comet 46P/Wirtanen, with607

brightnesses ranging from −0.2 to −1.4 mag with respect to the quiescent trend of608

the coma, as measured in 5′′ radius apertures. The total geometric cross sectional609

area of dust in the ejecta ranged from 3 to 120 km2, assuming sunlight scattered610

according to the Schleicher-Marcus phase function. These areas correspond to 104
611

to 106 kg of dust, but with a factor of 10 uncertainty due to the unknown grain size612

distribution. The mass estimates are similar to one order of magnitude larger than the613

mini-outbursts observed at comets 9P/Tempel 1 and 67P/Churyumov-Gerasimenko.614

The expansion speed of material ejected by an outburst near perihelion was at615

least 55 ± 3 m s−1 and up to 250 m s−1, projected to the plane of the sky. Hubble616

Space Telescope images taken <2 days after the start of this outburst lack any sign617

of macroscopic fragments (∼2-m lower limit radius), or any ejecta at all, indicating618

a minimum ejection speed of 23 m s−1.619

The time difference between outbursts ranged from 26 to 75 days, and there appears620

to be a correlation between the time elapsed and ejecta mass (or cross sectional621

area). We attempted to account for the correlation with the amount of insolation622

received at the surface, but could only conclude that this was a potential factor. More623

information about the geological or topographic circumstances, and the mechanism(s)624

of the outbursts may be needed to further consider this correlation.625

The mini-outbursts of comet 67P are correlated with steep scarps and cliffs, and626

in some circumstances can be directly connected to the collapse of such features627

(Vincent et al. 2019, and references therein). Extending this relationship to comets628

9P/Tempel 1, 103P/Hartley 2, and 46P, suggests that 46P has fewer cliffs per area629

than 67P and 9P, and is more similar to 103P. This comparison is in agreement with630

the evolutionary sequence of Vincent et al. (2017), which is based on a correlation631

between low topographical relief and insolation on the surface of 67P.632

Future studies of mini-outbursts and their relationship to topography would help633

us understand cometary behavior and nuclear surface evolution. Comet 81P/Wild 2634

1 https://cneos.jpl.nasa.gov/ca/
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potentially has frequent mini-outbursts, but observational circumstances from the635

Earth are less favorable for discovery than 46P at this time of our study. However,636

comet 364P/PanSTARRS may present an opportunity to study mini-outbursts in637

2023 (∆ ≥ 0.12 au).638
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Pajola, M., Höfner, S., Vincent, J. B.,897

et al. 2017, Nature Astronomy, 1, 0092,898

doi: 10.1038/s41550-017-0092 3, 19899

Ponomarenko, V., Chiuryumov, K., &900

Sergeev, O. 2018, Bulletin of Taras901

Shevchenko National University of Kyiv902

Astronomy, 58, 6 7903

Price, M. C., Kearsley, A. T., Burchell,904

M. J., et al. 2010, Meteoritics and905

Planetary Science, 45, 1409,906

doi: 10.1111/j.1945-5100.2010.01104.x907

17908
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