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## Abstract

I present $\mathrm{CO}(2-1)$ and $\mathrm{CO}(3-2)$ global emission line observations of 17 nearby active galactic nuclei (AGN), carried out with the 230 GHz APEX-1 and 345 GHz APEX-2 receivers on the Atacama Pathfinder EXperiment (APEX) telescope. The main goal of this project is to probe the molecular gas content of galaxies with an actively accreting supermassive black hole in the center, to determine the physical properties and the kinematics of the molecular gas. I further corrected these results, for potential CO emission falling outside the primary APEX telescope beam, thereby allowing me to estimate the molecular gas mass of the entire galaxy, even though the beam in many cases only covers the circumnuclear central few kpc. I report a final $\mathrm{CO}(2-1)$ detection rate of $37.5 \%(6 / 16)$, and a $\mathrm{CO}(3-2)$ detection rate of $50 \%$ (4/8). For the detections, I determined their total velocity-integrated flux densities, CO line luminosities and the equivalent $\mathrm{H}_{2}$ gas masses. I find an average CO luminosity of $L_{\mathrm{CO}}^{\prime}=4.35 \pm 1.09 \times 10^{8} \mathrm{~K} \mathrm{~km} \mathrm{~s}^{-1} \mathrm{pc}^{2}$ with a standard deviation of $2.99 \times 10^{8} \mathrm{~K} \mathrm{~km} \mathrm{~s}^{-1} \mathrm{pc}^{2}$ across the sample of $6 \mathrm{CO}(2-1)$ detections. Additionally, I infer a mean molecular gas mass of $\mathrm{M}\left(\mathrm{H}_{2}\right)=11.35 \pm 9.53 \times 10^{8} \mathrm{M}_{\odot}$ with a standard deivation of $2.19 \times 10^{8} \mathrm{M}_{\odot}$ by using a very conservative CO-to-H2 conversion factor of solar metallicity, as well as a line ratio $r_{21}=L_{\mathrm{CO}(2-1)}^{\prime} / L_{\mathrm{CO}(1-0)}^{\prime}$ found in the literature. For the non-detections I estimate informative $3 \sigma$-upper limits on the line flux, CO luminosities and $\mathrm{H}_{2}$ gas masses. I compare with different studies that have also measured the CO luminosities and $\mathrm{H}_{2}$ gas masses, as well as the Milky Way and our nearest neighbor, M31. I find that M31 has an overall lower molecular gas mass than the average value for my sample of AGN, and that the Milky Way contains roughly five times more molecular gas in the form of $\mathrm{H}_{2}$ than the average molecular gas mass of my sample.

Despite the lack of spatial resolution in the single-dish observations, I investigate how much of this spatial information can be recovered (if at all), by developing a forward-model of the gas structure and kinematics of a typical spiral galaxy. The model effectively mimics a single-dish radio telescope observation of a mock galaxy, with a beam large enough to include all the gas. This has allowed me to simulate the distribution of gas in coordinate and velocity phase space and compare it with the observed data. I am able to partially extract some spatial kinematics that is folded into the global profile data from this model. I evaluate the performance of the model using the Affine Invariant Markov Chain Monte Carlo (MCMC) Ensemble sampler emcee. From my analysis of the gas motions using MCMC, I find that a simple model such as this is capable of producing emission line profiles similar to that we see in the data, and expect to see from theoretical considerations of the kinematics of rotating gas in disk galaxies.
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## 1. Introduction

Galaxies are massive collections of stars, gas, dust and dark matter held together by gravity in single cohesive structures. They can harbor anywhere from a million to hundreds of trillions of stars. As of 2021, NASAs New Horizons space probe estimates the number of galaxies in the observable universe to be around 200 billion (Lauer et al. 2021). Nearly all large galaxies are thought to also contain supermassive black holes (SMBH) at their centers (Kormendy and Richstone 1995; Kormendy and Ho 2013). There are many different types of galaxies, with a wide range of morphologies and characteristics. According to the Galaxy Zoo project ${ }^{1}$, spiral galaxies make up about two thirds of all massive galaxies, whilst around one third are ellipticals, and a few percent merging galaxies.

The galaxies in my sample (described in more detail in Section 2.1), all contain an AGN. AGNs are the most luminous persistent sources of radiation in the Universe, and are powered by accretion onto a SMBH. The central AGN component consists of a SMBH surrounded by an accretion disk of material, and is typically highly variable and very bright compared to the rest of the galaxy (Peterson 1997). In the same plane as the accretion disk, there is a torus of dense gas and dust. This torus is opaque to most forms of radiation, and only the most energetic X-rays are able to penetrate the torus (Sparke and Gallagher 2007). It is believed that most galaxies have gone through an AGN phase, which has played a crucial role in their formation and evolution (Kormendy and Ho 2013). Before we go on, let us review (in the context of this project) the relevant basics of galaxies, and how to observe the gas in them.

Spiral galaxies take their name from the extended spiral arms that wind around in a thin disk. Spiral galaxies comprise a central bulge or spheroidal component and a very flattened disk that extends to a large distance from the centre (Sparke and Gallagher 2007). The Andromeda Galaxy shown in the center panel of Fig. 1.1 is an example of a typical spiral galaxy.


Fig. 1.1: Left: Distribution of cold gas (CO) in the Andromeda Galaxy (M31). Source: Nieten et al. (2006). Center: Optical image of M31. The bright center, prominent bulge and tightly wrapped spiral arms in the disk are clearly visible. Source: Tautenburg Observatory. Right: Radial velocity contours of atomic hydrogen in M31. Source: Argyle (1965). In all images: north is up, east is left.

[^0]Most of the gas of a spiral galaxy is found in the disk. This gas consists of both cool atomic (HI) and molecular $\left(\mathrm{H}_{2}\right)$ hydrogen. The left panel of Fig. 1.1 shows the emission of Carbon Monoxide (CO) tracing dense molecular gas in M31. The gas is located in the disk, and congregates in the vicinity of the spiral arms. This reservoir of gas in a galaxy is directly linked to the process of star formation, as it makes up the raw material out of which new stars are born. The cold molecular gas component of spiral galaxies is of special interest in this project. In particular, the two main properties that describe the cold molecular gas in the disk, which are relevant to know about in the context of this project are (1) the surface brightness profile of the disk, and (2) the kinematics of the gas in the disk:


Fig. 1.2: Spitzer $3.6 \mu \mathrm{~m}$ surface brightness profile of M31 with decomposition into bulge and disk components. The bulge has been fitted with a Sérsic model (dashed line), and the disk has been fitted with an exponential model (long dashed line). Source: Seigar et al. (2008).

Surface photometry and the examination of surface brightness profiles is an important step in the identification of the various components of a galaxy and determining their masses. In fact, because a mass-luminosity relation $M / L$ exists, it is possible to infer the mass of a galaxy from its luminosity alone. Because this luminosity varies from the centre to the edge of galaxies, and to a lesser extent from one galaxy to another, kinematic observations are required to determine the true mass distribution of galaxies. The surface brightness is a measure for the flux coming from each square arcsecond of the galaxy, expressed as an apparent magnitude ( $\mathrm{mag} \operatorname{arcsec}^{-2}$ ). The surface brightness of a disk depends on the angle $i$ (defined as the angle between the normal of the disk and our line of sight) at which we see it. Assuming optically thick emission (which is often the case for CO (Sparke and Gallagher 2007) ), if the disk is seen edge-on (i.e., $i=90^{\circ}$ ), a given surface area will emit less strongly as more matter is tilted into view, causing the front layer to act as an opaque barrier preventing radiation to escape from behind it (self-shielding). In practice, we can correct to what we would observe if M31 had been face-on, and then find the average surface brightness $I(R)$ at distance $R$ from the center.

Theoretically, the surface brightness profile of a disk galaxy is a combination of the
central bulge and the extended disk. In the stellar disk, when averaged over features like spiral arms, the surface brightness $I(R)$ often follows an exponential of the form (e.g., Sparke and Gallagher (2007))

$$
\begin{equation*}
I(R)=I_{0} \exp \left(-R / h_{R}\right) \tag{1.1}
\end{equation*}
$$

where $I_{0}$ is the intensity at the center (where $R=0$ ) and $h_{R}$ is the so-called scale length, a characteristic length that tells us at what radius the intensity of light has decreased by a factor $e$. The surface brightness of the bulge is often approximated by Sérsic's formula

$$
\begin{equation*}
I(R)=I_{0} \exp \left[-\left(R / h_{r}\right)^{1 / n}\right] \tag{1.2}
\end{equation*}
$$

which in the case where the so-called Sérsic index $n=1$, will tend toward the disk-model in Eq. (1.1). If $n=4$, it is the "de Vaucoleurs formula", which describes the distribution of light in elliptical galaxies. In fact, the properties of bulges in disk galaxies closely resemble elliptical galaxies (Sparke and Gallagher 2007). Fig. 1.2 shows the surface brightness profile of M31, which has been fit with both a Sérsic model, and an exponential model, for the bulge and disk, respectively.

The dynamics of spiral galaxies appears to be well understood; nevertheless away from their centers their rotation velocity does not decrease as one would expect, whereas the light of the stars does. This has been attributed to the presence of dark matter: particles that barely interact with ordinary baryonic matter and radiation, except through gravity. Close to $80 \%$ of the mass of the universe is hidden from view if this is the case (Sparke and Gallagher 2007). Fig. 1.3 shows the rotation curve of M31. Without the contribution of a dark matter halo (shown by the dotted line), this curve would not be as flat as observations suggest.


Fig. 1.3: Rotation Curve and mass model for M31. The solid line is the best fit to the data (diamonds). Between 20 and 35 kpc , the rotation curve is nearly flat at a velocity of $\sim 226 \mathrm{~km} \mathrm{~s}^{-1}$. Source: Carignan et al. (2006).

While motion of gas in a spiral galaxy does have a smaller random component (from local gravitational perturbations), the predominant energy of motion is by far ordered rotation
around the center. Observationally, all we can detect from this motion is the radial velocity $V_{r}$ toward or away from us (using the Doppler effect). Because the random velocity component is negligible, it is safe to assume that at radius $R$ from the center, a gas cloud follows a circular path with speed $V(R)$. Let us look at a flat disk of gas rotating around an axis $z$, tilted at an angle $i$, as shown in figure 1.4. The position of any gas cloud in the disk can be specified by its radial distance from the center $R$ and azimuth $\phi$, measured in the disk from the kinematic major axis $A B$ lying perpendicular to our line of sight. The radial velocity $V_{r}$ of such a cloud of gas is

$$
\begin{equation*}
V_{r}(R, i)=V_{\mathrm{sys}}+V(R) \sin i \cos \phi \tag{1.3}
\end{equation*}
$$

where $V_{\text {sys }}$ is the systemic velocity, or the velocity of the galaxy as a single system moving relative to us (Sparke and Gallagher 2007).


Fig. 1.4: A rotating disk with its normal tilted at an angle $i$ relative to the line of sight of an observer. The inclination is defined such that a galaxy seen face-on has an inclination $i=0^{\circ}$ and a galaxy seen edge-on has $i=90^{\circ}$. The position of a gas cloud in the disk plane is specified by its radius from the center $R$ and azimuth $\phi$.

For a galaxy seen at inclination $i=0^{\circ}$ (i.e., face-on), we would not be able to measure any radial motion at all, since the gas would be moving in a plane perpendicular to our line of sight. On the other hand, a galaxy seen edge-on allows us to measure the true peak of the rotation curve, since all of the gas is moving in a plane parallel to our line of sight. If you connect points with the same value of $V(R) \cos \phi$ in contours of constant $V_{r}$, you can make a so-called "spider diagram" like that of M31 in the right panel of Fig. 1.1. The kinematic major axis $A B$ in Fig. 1.4 shown by the central contour line perpendicular to the $V=0$ velocity contour, is the azimuth where $V_{r}$ deviates the most from $V_{\text {sys }}$. The minor axis (perpendicular to $A B$ ), has to be joined with the isovelocity $V=V_{\text {sys }}$, the axis of symmetry of the spider diagram. In the central regions of the galaxy, the contours are thus parallel to the minor axis. Further out, where the rotation speed is nearly constant at $\sim 226 \mathrm{~km} \mathrm{~s}^{-1}$ (Fig. 1.3), the contours run radially away from the center. If $V(R)$ begins to decrease, the contours close in on themselves. This is roughly what we see in the spider diagram of M31.

If you integrate all the flux from the gas across a galaxy, and measure how much there is at each velocity, you can construct a so-called global profile of the gas. Fig. 1.5 shows the integrated global profile of atomic gas (HI) for M31. Because a large portion of the gas
lies at radii where $V(R)$ is nearly constant at $\sim 226 \mathrm{~km} \mathrm{~s}^{-1}$ (Fig. 1.3), most of the emission is crowded into two peaks near the extreme velocities. If you imagine shifting the $x$-axis such that it is centered at $V=0$, the peaks are roughly located at $\pm 220-230 \mathrm{~km} \mathrm{~s}^{-1}$. The separation of the peaks $W$ represents the observed range of the smallest and largest velocities relative to the systemic velocity, and is (Sparke and Gallagher 2007)

$$
\begin{equation*}
W \approx 2 V_{\max } \sin i \tag{1.4}
\end{equation*}
$$

where $V_{\max }$ is the peak rotation speed of the galaxy (i.e., the highest point of the rotation curve). So by measuring the width of the profile, you can estimate the peak rotation velocity of the galaxy, without the need for detailed high-resolution observations of the gas. As the observations that comprise my sample of AGN are global profiles of the CO gas, being able to measure the peak velocity of a rotation curve that I have no knowledge of a priori, is quite useful. How exactly I intend to make use of these observations is described in more detail in Section 1.1 .


Fig. 1.5: HI integrated profile of M31. The absolute difference between the systemic velocity $V_{\text {sys }}$ and the extreme velocities roughly equals the constant velocity of $226 \mathrm{~km} \mathrm{~s}^{-1}$ in the rotation curve between 20 and 35 kpc (Fig. 1.3) Source: Chemin et al. (2009).

### 1.1 Scientific focus

Molecular gas is a crucial component in the interstellar medium (ISM) as the formation of stars occur exclusively within molecular clouds. Therefore, it is essential to understand the properties of molecular gas to investigate galaxies and their evolution. Carbon monoxide $\left({ }^{12} \mathrm{CO}\right.$, hereafter CO$)$ is the most abundant molecule after molecular hydrogen, and is the most commonly employed tracer of interstellar molecular gas, thanks to its low- $J$ transitions
at millimetre wavelengths that are easily excited down to gas temperatures of $T \sim 10 \mathrm{~K}$ (Carilli and Walter 2013). Previous studies of CO have been done for local interacting (ultra)luminous infrared galaxies ((U)LIRGS; Solomon et al. (1997); Lu et al. (2017); Mashian et al. (2015) ), local high- $M_{*}$ (Leroy et al. 2009) and low- $M_{*}$ (Cicone et al. 2017) star-forming galaxies. Recently, Ramakrishnan et al. (2019) did a study of the morphology and kinematics of molecular gas in seven nearby AGN using ALMA to detect the CO(2-1) transition.

My project is highly motivated by the opportunity to use data from the ESO/APEX-Sub-mm-telescope to study the molecular gas in nearby galaxies with an actively accreting black hole. This data are in the form of global $\mathrm{CO}(2-1)$ and $\mathrm{CO}(3-2)$ profiles. Because these observations are single-dish observations, none of the gas is spatially resolved (as all of it is integrated across the beam). Despite this, it may be interesting to investigate how much of this spatial information can be recovered (if at all), by developing a forward-model of the gas structure and kinematics of a typical spiral galaxy. Such a model effectively mimics a singledish radio telescope observation of a mock galaxy, with a beam large enough to include all the gas. This would allow me to simulate the distribution of gas in coordinate and velocity phase space and compare it with the data. I may be able to partially extract some of the original spatial information that is folded into the global profile data. The results of this analysis may further allow me to investigate potential differences between active galaxies and galaxies with a quiescent black hole.

## 2. Observations

### 2.1 Source sample

The source sample consists of 17 nearby galaxies with an actively accreting black hole. These objects have APEX observations of the $\mathrm{CO}(2-1)$ or $\mathrm{CO}(3-2)$ rotational transitions. Table 2.1 provides an overview of the source sample and some basic information.

The APEX telescope is ideal for high sensitivity observations, as a result of the typically low amounts of precipitable water vapour at Llano de Chajnantor, where the telescope is located. With its 12 meter diameter dish, APEX can cover a large fraction of a galaxy in a single pointing. The 17 sources were observed over four observation programs: E-097.B0604A, E-097.B-0757A, E-098.B-0152A and E-099.B-0049A (PI Vestergaard ${ }^{11}$. The APEX observation $\log$ is shown in table 2.2 .

Table 2.1: Overview of the AGN sample and their basic properties.

| Galaxy name | $\mathrm{RA}^{(\mathrm{a})}$ <br> $(\mathrm{h}: \mathrm{m}: \mathrm{s})$ | $\mathrm{DEC}^{(\mathrm{b})}$ <br> $\left({ }^{\circ}::^{\prime \prime}:\right.$ | $z^{(\mathrm{c})}$ | $D_{L}^{(\mathrm{d})}$ <br> $(\mathrm{Mpc})$ | $i^{(\mathrm{e})}$ <br> $(\mathrm{deg})$ | $d 25^{(\mathrm{f})}$ <br> $(\mathrm{arcsec})$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| 3C 120 | $04: 33: 11.1$ | $+05: 21: 15.6$ | 0.03301 | 149.6 | 65.1 | $45.51 \pm 5.24$ |
| Ark 120 | $05: 16: 11.4$ | $-00: 08: 59.4$ | 0.03271 | 148.2 | 51.8 | $62.83 \pm 7.23$ |
| Fairall 9 | $01: 23: 45.7$ | $-58: 48: 20.8$ | 0.04702 | 215.3 | 64.1 | $61.40 \pm 5.65$ |
| IC 4329A | $13: 49: 19.2$ | $-30: 18: 33.9$ | 0.01605 | 71.8 | 65.5 | $95.09 \pm 6.57$ |
| Mrk 50 | $12: 23: 24.1$ | $+02: 40: 44.8$ | 0.02343 | 105.5 | 51.7 | $37.00 \pm 5.96$ |
| Mrk 335 | $00: 06: 19.5$ | $+20: 12: 10.5$ | 0.02578 | 116.2 | 0.0 | $26.19 \pm 18.70$ |
| Mrk 509 | $20: 44: 09.7$ | $-10: 43: 24.5$ | 0.03440 | 156.1 | 36.4 | $35.33 \pm 9.76$ |
| Mrk 590 | $02: 14: 33.5$ | $-00: 46: 00.0$ | 0.02638 | 119.0 | 26.0 | $75.54 \pm 6.96$ |
| NGC 2617 | $08: 35: 38.7$ | $-04: 05: 17.6$ | 0.01421 | 63.5 | 39.2 | $84.75 \pm 23.42$ |
| NGC 3227 | $10: 23: 30.5$ | $+19: 51: 54.1$ | 0.00386 | 17.1 | 68.3 | $238.86 \pm 16.50$ |
| NGC 3783 | $11: 39: 01.7$ | $-37: 44: 19.2$ | 0.00973 | 43.3 | 26.6 | $128.28 \pm 8.86$ |
| NGC 4593 | $12: 39: 39.4$ | $-05: 20: 39.3$ | 0.00900 | 40.1 | 34.0 | $143.93 \pm 9.94$ |
| NGC 5548 | $14: 17: 59.5$ | $+25: 08: 12.4$ | 0.01717 | 76.9 | 41.4 | $79.10 \pm 7.28$ |
| NGC 6814 | $19: 42: 40.6$ | $-10: 19: 24.5$ | 0.00052 | 2.3 | 85.6 | $185.42 \pm 8.54$ |
| PG 0844+349 | $08: 47: 42.4$ | $+34: 45: 04.3$ | 0.06400 | 296.6 | - | - |
| PG 1229+204 | $12: 32: 03.6$ | $+20: 09: 29.9$ | 0.06301 | 291.8 | 36.2 | $20.80 \pm 4.31$ |
| PG 2130+099 | $21: 32: 27.8$ | $+10: 08: 19.2$ | 0.06298 | 281.7 | 62.1 | $30.77 \pm 4.96$ |

${ }^{(a)}$ Right ascension in the J2000.0 epoch extracted from the NASA/IPAC Extragalactic Database (NED). ${ }^{2}$
${ }^{(b)}$ Declination in the J2000.0 epoch extracted from NED.
(c) Redshift extracted from NED.
${ }^{\text {(d) }}$ Luminosity distance according to the Cosmology $\left(H_{0}=67.8 \mathrm{~km} \mathrm{~s}^{-1} \mathrm{Mpc}^{-1}, \Omega_{\mathrm{M}}=0.308, \Omega_{\mathrm{vac}}=\right.$ 0.692).
${ }^{(e)}$ Inclination of the optical disk.
${ }^{(f)}$ Optical diameter as defined by the 25th magnitude isophote. I extracted both $i$ and $d_{25}$ from the Hyperleda database. ${ }^{3}$

[^1]

Fig. 2.1: Distribution of precipitable water vapour (PWV) conditions at the Chajnantor Plateau as measured by the APEX radiometer throughout the total 37.6 h of observations.

For the program E-097.B-0604A, 15 h of 345 GHz (SHeFI/APEX-1) was requested to detect the $\mathrm{CO}(3-2)$ line emission in the circumnuclear regions of a subset of five nearby AGNs from the AGN Watch Reverberation Mapping Database (Bentz and Katz 2015). for which the central gas contents are currently unknown. This database consists of $\sim 35$ AGN that are located south of declination $+30^{\circ}$ such that they can be observed at reasonably high elevations with APEX to minimize atmospheric absorption. The sample was also limited to targets with redshifts of $z<0.02$, such that the $18^{\prime \prime}$ primary beam at $\sim 345 \mathrm{GHz}$ measures only the flux within the inner few ( 1.5 to 6 ) kpc regions of the galaxy.

For the program E-098.B-0152A, 11.4 h of $\sim 230 \mathrm{GHz}$ (SHeFI/APEX-1) was requested to detect the $\mathrm{CO}(2-1)$ line in the circumnuclear regions of three targets: NGC 3783, NGC 4593 and IC 4329A. These three targets are also part of the above-mentioned program E-097.B-0604A, for which the $\mathrm{CO}(3-2)$ line is observed by APEX. Having observations of both rotational transitions will provide constraints on the gas excitation levels, which in turn will lead to more accurate estimates of the molecular gas mass.

For the program E-099.B-0049, a total of 20.8 h was requested, split into 12.2 h of 230 GHz (SHeFI/APEX-1) for the $\mathrm{CO}(2-1)$ line, and 8.6 h of 345 GHz (SHeFI/APEX-2) for the CO(32) line in the circumnuclear regions of three targets: NGC 2617, MRK 50 and NGC 6814. They were selected for being relatively nearby, such that it is possible to obtain a stellar dynamical mass of the central black hole with the Very Large Telescope at a later time.

For the program E-097.B-0757, 36 h of 230 GHz (SHeFI/APEX-1) was requested to observe the $\mathrm{CO}(2-1)$ line. The 10 targets were selected to reside within the redshift range of $0.017<z<0.7$. The upper redshift cut-off was chosen so that any potential ALMA followups would still be able to probe gas distributions at angular resolutions $\lesssim 150 \mathrm{pc}$. Since the $\mathrm{CO}(3-2)$ flux may be very weak for galaxies at those redshifts, this cut-off also keeps integration times modest. In the context of my project, the interesting thing about this program in particular - as opposed to the other three programs mentioned above - is that the lower redshift cut-off was chosen so that the $\sim 27^{\prime \prime}$ beam at $\sim 230 \mathrm{GHz}$ would cover at least $\sim 10 \mathrm{kpc}$ in diameter. This allows a reasonable gauge of the gas mass of the entire galaxy, as opposed to just the inner few kiloparsecs.

All observations were made with the beam-switching mode, where a wobbling secondary rapidly switches positions between the target (ON) and a nearby position in the sky (OFF). Observations made in this mode - as opposed to position switching (moving the telescope) are less sensitive to time dependent instabilities in the receivers and atmosphere. Needless to say, target sizes need to be smaller than the maximum throw of 5 ' for the secondary wobbler,
which is indeed the case for all targets in my sample.

### 2.2 APEX data reduction

I performed the data reduction using the GILDAS software package CLASS. ${ }^{2}$ The data reduction pipeline I use is the standard procedure for APEX heterodyne instruments, and is outlined in the CLASS reduction script that accompanies the raw APEX data.

Most sources in the sample have multiple observations recorded at different times, sometimes months apart. Table 2.2 provides detailed information about each source and their corresponding constituent observations. The raw spectra delivered by the APEX real-time calibration software is in the corrected antenna temperature $T_{A}^{*}$ scale. The corrections include atmospheric attenuation, forward efficiency and signal band gain.


Fig. 2.2: Sample spectrum of the Mrk $590 \mathrm{CO}(2-1)$ line - the average of two observations made on 27-05-2016 and 31-05-2016 shown in table 2.2. I converted the $x$-axis to units of velocity from frequency using the relativistic doppler-effect. The masked window and discarded regions are shown by the grey shadows.

I first converted the $T_{A}^{*}$ to flux density $\left(S_{\nu}\right)$ scale using the Jansky to Kelvin conversion factor $S_{\nu} / T_{A}^{*}$, which I extracted from the APEX Telescope Efficiencies page. ${ }^{3}$. The conversion factor can be approximated by $24.4 \eta_{f} / \eta_{a} \mathrm{Jy} / \mathrm{K}$, where $\eta_{f}$ is the forward efficiency and $\eta_{a}$ is the aperture efficiency. $\eta_{a}$ intrinsically includes the effects due to error beams, blockage, spillover etc. because it is measured on sky toward a planet. The forward efficiency is the fraction of power in the forward beam of the feed. At this point I collected all the individual spectra belonging to observations targeting the same source (sometimes observed on different dates), and averaged them to produce a single, high S/N (Signal-to-noise ratio) and high

[^2]resolution spectrum for each source. The averaging was done with weights proportional to the integration time, divided by the square of the system temperature ( $w_{i} \propto t_{\text {int }} / T_{\text {sys }}^{2}$ ).

I then rebinned the resulting spectra to a velocity resolution of either $\sim 10 \mathrm{~km} \mathrm{~s}^{-1}$ or $\sim 20 \mathrm{~km} \mathrm{~s}^{-1}$ (depending on the width of the emission line) using a moving boxcar. (SMOOTH BOX function in CLASS). ${ }^{4}$ Specifically, I rebinned NGC 6814 CO(2-1 \& 3-2), NGC 2617 CO(2$1 \& 3-2)$ and NGC $3783 \mathrm{CO}(2-1)$ to $\sim 10 \mathrm{~km} \mathrm{~s}^{-1}$. I rebinned the rest to $\sim 20 \mathrm{~km} \mathrm{~s}^{-1}$. I found that this gave the best trade-off between noise and clarity of profile features. I completely discarded the 3C 120 observations from my analysis as they had very heavy baseline wiggles.


Fig. 2.3: Schematic showing the steps involved in reducing the APEX data. All individual spectra are first averaged to form a single spectrum. Next a first-degree polynomial baseline is subtracted, by only considering the regions outside the central $\pm 300 \mathrm{~km} \mathrm{~s}^{-1}$ shown by the grey shadow. The final spectrum is exported to .fits format for data analysis in Python.

For my analysis I extracted the region $v \in(-1000,1000) \mathrm{kms}^{-1}$ relative to the expected CO line center, and discarded everything outside of it (Fig. 2.2). This gives a clear view of the line profile, while retaining plenty of channels to ensure a reliable baseline subtraction. I then masked the region $v \in(-300,300) \mathrm{km} . \mathrm{s}^{-1}$ (i.e. $300 \mathrm{~km} \mathrm{~s}^{-1}$ either side of the expected central velocity of the CO emission line), and performed a first-order polynomial baseline subtraction (Fig. 2.4). The spectrum after baseline subtraction is shown in Fig. 2.5. The typical reduction workflow is illustrated in Fig. 2.3. The final set of baseline-subtracted APEX $\mathrm{CO}(2-1)$ and $\mathrm{CO}(3-2)$ spectra, rebinned in bins of either $\delta v \approx 20 \mathrm{~km} \mathrm{~s}^{-1}$ or $\delta v \approx 10 \mathrm{~km} \mathrm{~s}^{-1}$, depending on the width of the profile. The final exported spectra can be found in appendix A (Figs. A.1 A.23). The right panels show Digital Sky Survey (DSS) cutout images of the corresponding host galaxy.

[^3]

Fig. 2.4: The same spectrum from Fig. 2.2 with the discarded regions excluded. A firstdegree baseline fit is shown by the red line. The masked window shown by the central grey shadow containing the line profile is not used in the fit.


Fig. 2.5: The final spectrum rebinned to $\delta v=\sim 20 \mathrm{~km} \mathrm{~s}^{-1}$ after baseline subtraction.

Table 2.2: APEX observation log.

| Program | Source | Line | $\begin{gathered} \text { Date } \\ \text { (dd-mm-yy) } \end{gathered}$ | $\begin{gathered} t_{\mathrm{ON}}{ }^{\mathrm{a}} \\ (\mathrm{~min}) \end{gathered}$ | PWV ${ }^{\text {b }}$ <br> (mm) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| E-097.B-0604A | NGC3227 | $\mathrm{CO}(3-2)$ | 14-04-16 | 2.95 | 1.2-2.0 |
|  |  |  | 15-04-16 | 11.75 | 1.4-1.7 |
|  |  |  | 26-05-16 | 8.80 | 1.4-1.7 |
|  | NGC3783 | $\mathrm{CO}(3-2)$ | 14-04-16 | 26.4 | 1.2-2.0 |
|  | NGC4593 | $\mathrm{CO}(3-2)$ | 17-04-16 | 8.80 | 1.6-2.6 |
|  |  |  | 26-05-16 | 11.80 | 1.4-1.7 |
|  | IC4329A | $\mathrm{CO}(3-2)$ | 13-04-16 | 17.65 | 1.1-1.3 |
|  |  |  | 31-05-16 | 20.55 | 2.0-2.3 |
|  |  |  | 01-06-16 | 8.80 | 1.7-2.1 |
|  | NGC5548 | $\mathrm{CO}(3-2)$ | 13-04-16 | 14.70 | 1.1-1.3 |
|  |  |  | 26-05-16 | 8.80 | 1.4-1.7 |
|  |  |  | 27-05-16 | 14.70 | 1.3-1.5 |
|  |  |  | 01-06-16 | 41.20 | 1.7-2.1 |
| E-097.B-0757A | Mrk335 | $\mathrm{CO}(2-1)$ | 31-07-16 | 33.65 | 1.5 |
|  | Fairal19 | $\mathrm{CO}(2-1)$ |  | 24.15 |  |
|  |  |  | $31-05-16$ | $11.95$ | $1.8-3.0$ |
|  |  |  | 31-07-16 | 4.85 | 1.5 |
|  |  |  | 01-08-16 | $4.80$ | $1.85$ |
|  |  |  | 07-08-16 | $19.15$ | $2.6-3.0$ |
|  | 3 C 120 | $\mathrm{CO}(2-1)$ | 06-04-16 | 45.65 | > 3 |
|  |  |  | 12-04-16 | 7.20 | 3.2 |
|  |  |  | 05-08-16 | 16.75 | 2.0-2.2 |
|  | Ark120 | $\mathrm{CO}(2-1)$ | 06-04-16 | 18.25 | > 3 |
|  |  |  | $08-04-16$ | $33.45$ | $3.0$ |
|  |  |  | $12-04-16$ | $9.60$ | $3.2$ |
|  |  |  | 13-04-16 | 16.85 | 1.8-2.0 |
|  | PG0844 | $\mathrm{CO}(2-1)$ | 08-04-16 | 21.15 | 1.9-4.8 |
|  |  |  | $11-04-16$ | $36.25$ | $2.1-2.6$ |
|  |  |  | 12-04-16 | 3.00 | 2.1 |
|  | PG1229 | $\mathrm{CO}(2-1)$ |  | $63.00$ | $1.9-4.8$ |
|  |  |  | 12-04-16 | $6.05$ | $2.0$ |
|  | NGC5548 | $\mathrm{CO}(2-1)$ | 08-04-16 | 42.30 | 1.9-4.8 |
|  | Mrk509 | $\mathrm{CO}(2-1)$ | 08-04-16 | 6.05 | 1.9-4.8 |
|  |  |  | 27-05-16 | 31.25 | 3.0-3.9 |
|  |  |  | 29-05-16 | 43.4 | 3.3-3.5 |
|  | Mrk590 | $\mathrm{CO}(2-1)$ | 31-05-16 | 14.35 | 1.8-3.0 |
|  |  |  | 27-05-16 | 19.15 | 3.0-3.9 |
|  | PG2130 | $\mathrm{CO}(2-1)$ | 29-05-16 | 12.00 | 3.3-3.5 |

Table 2.2: Continued.

| Program | Source | Line | $\begin{gathered} \text { Date } \\ \text { (dd-mm-yy) } \end{gathered}$ | $\begin{gathered} t_{\mathrm{ON}}{ }^{\mathrm{a}} \\ (\mathrm{~min}) \end{gathered}$ | $\begin{aligned} & \hline \mathrm{PWV}^{\mathrm{b}} \\ & (\mathrm{~mm}) \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | 31-05-16 | 38.45 | 1.8-3.0 |
|  |  |  | 31-07-16 | 9.60 | 1.5 |
| E-098.B-0152A | NGC3783 | $\mathrm{CO}(2-1)$ | 05-08-16 | 26.70 | 2.2-2.6 |
|  |  |  | 04-12-16 | 26.50 | 1.0 |
|  | NGC4593 | $\mathrm{CO}(2-1)$ | 05-08-16 | 14.70 | 2.2-2.6 |
|  |  |  | 09-08-16 | 17.65 | 0.9-1.1 |
|  |  |  | 06-12-16 | 11.85 | 0.4-0.5 |
|  |  |  | 07-12-16 | 29.35 | 1.0 |
|  |  |  | 08-12-16 | 17.60 | 1.8-2.0 |
|  | IC4329A | $\mathrm{CO}(2-1)$ | 05-08-16 | 23.60 | 2.2-2.6 |
| E-099.B-0049A | NGC2617 | $\mathrm{CO}(2-1)$ | 25-04-17 | 18.00 | 1.3 |
|  |  | $\mathrm{CO}(3-2)$ | 23-04-17 | 12.10 | 1.5 |
|  |  |  | 25-04-17 | 18.05 | 1.3 |
|  |  |  | 29-04-17 | 27.05 | 1.8 |
|  | MRK50 | $\mathrm{CO}(2-1)$ | 02-07-17 | 24.00 | 0.8-1.1 |
|  |  | $\mathrm{CO}(3-2)$ | 30-06-17 | 3.00 | 1.5 |
|  |  |  | 01-07-17 | 26.85 | 1.5 |
|  | NGC6814 | $\mathrm{CO}(2-1)$ | 29-06-17 | 5.95 | 2.5 |
|  |  | $\mathrm{CO}(3-2)$ | 02-05-17 | 14.90 | 0.9 |
|  |  |  | 30-06-17 | 21.00 | 1.2 |
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## 3. CO gas measurements

The cool, molecular gas content (which is mostly dominated by molecular hydrogen $\mathrm{H}_{2}$ ) is a critical parameter in galaxy evolution, serving as the immediate fuel for star formation in galaxies. Because $\mathrm{H}_{2}$ lacks a permanent dipole moment, the lowest rovibrational (rotation + vibration) transitions are forbidden and have excitation requirements that are significantly higher than the temperatures typically found in giant molecular clouds (which is where $\mathrm{H}_{2}$ is most abundant). As a result, it is not easy to detect the $\mathrm{H}_{2}$ gas mass directly; it needs to be measured indirectly through tracer molecules such as CO (the second most abundant molecule after $\mathrm{H}_{2}$ ). In this chapter I will measure the total molecular gas in each galaxy of my sample, using the $\mathrm{CO}(2-1)$ and $\mathrm{CO}(3-2)$ observations as indirect tracers of $\mathrm{H}_{2}$.

This chapter is outlined in the following way: In Section 3.1 I describe how I classify observations as detections vs. non-detections. In Section 3.2 I describe my method of calculating line widths. In Section 3.4 I discuss how I use the CO observations as a proxy, to estimate the total $\mathrm{H}_{2}$ gas mass for every AGN in my sample. Finally, in section 3.5 I present my approach for correcting the values obtained in section 3.4 for flux falling outside the APEX telescope beam.

### 3.1 Classification of detections

To classify detections, I calculate the $\mathrm{S} / \mathrm{N}$ ratio by dividing the velocity-integrated flux density (hereafter line flux) by its error and impose a $\mathrm{S} / \mathrm{N}>5$ cutoff. I calculate the velocity integrated flux density by adding up the flux contained in each channel belonging to the CO line $S_{\mathrm{CO} \text {,chan }}$ and multiplying by the channel width $\delta v\left(\approx 20 \mathrm{~km} \mathrm{~s}^{-1}\right)$ :

$$
\begin{equation*}
\int S_{\mathrm{CO}} \mathrm{~d} v=\delta v_{\text {chan }} \sum S_{\mathrm{CO}, \text { chan }} \tag{3.1}
\end{equation*}
$$

The uncertainty on the total line flux is calculated by adding in quadrature the individual uncertainties in each channel. Specifically, because the rms noise in each channel $\sigma_{\text {rms,chan }}$ is the same across all channels, the propagated error on the line flux is the square root of the number of channels in the range of summation $N_{\text {chan }}$, multiplied by the channel width and rms noise per spectral channel:

$$
\begin{equation*}
\sigma_{\int S_{\mathrm{co} \mathrm{~d}} v}=\sqrt{N_{\text {chan }}} \delta v_{\text {chan }} \sigma_{\text {rms,chan }} \tag{3.2}
\end{equation*}
$$

The $\mathrm{S} / \mathrm{N}$ ratio is therefore given by

$$
\begin{equation*}
\mathrm{SNR}=\frac{\int S_{\mathrm{CO}} \mathrm{~d} v}{\sigma_{\int S_{\mathrm{CO}} \mathrm{~d} v}}=\frac{\sum S_{\mathrm{CO}, \text { chan }}}{\sqrt{N_{\mathrm{chan}}} \sigma_{\mathrm{rms}, \text { chan }}} \tag{3.3}
\end{equation*}
$$

The range of summation should reflect the width an average CO line is expected to have: Cicone et al. (2017) found an average CO line width of $\Delta v_{\text {line }} \sim\left\langle\mathrm{FWHM}_{\mathrm{CO}}\right\rangle_{\mathrm{det}}=$ $160 \pm 91 \mathrm{~km} \mathrm{~s}^{-1}$ for their sample of 97 low-mass star-forming galaxies. Similarly, Cairns et al. (2019) found $\Delta v_{\text {line }} \sim\left\langle\mathrm{FWHM}_{\mathrm{CO}}\right\rangle_{\text {det }} \sim 170 \mathrm{~km} \mathrm{~s}^{-1}$ for their sample of 72 star-forming galaxies from the Antlia galaxy cluster (They did not report a standard deviation nor include a table of line widths I could extract).

Based on these studies, I conservatively chose to integrate the flux density in the range of -300 to $+300 \mathrm{~km} \mathrm{~s}^{-1}$ (relative to the line center). This initial threshold yielded 12
detections that passed the $\mathrm{S} / \mathrm{N}>5$ test in total, as can be seen in Table 3.2. But, a couple of observations had to be handled separately and the original classification as detected or non-detected had to be re-evaluated: A visual inspection of the line profiles prompted me to reclassify the $\mathrm{CO}(3-2) \mathrm{NGC} 5548$ line as a detection (that was previously classified as a non-detection with $\mathrm{S} / \mathrm{N}=4.01$ ), as there are some major troughs in the flux right around the expected location of the line, that underestimates the line flux, and consequently the S/N ratio (Fig. A.18). Additionally, I reclassified both the $\mathrm{CO}(2-1)$ Mrk 509 and $\mathrm{CO}(2-1)$ Fairall 9 lines as non-detections. While they both meet the $\mathrm{S} / \mathrm{N}$ ratio requirements of a detection ( 5.86 and 6.06 respectively), they lack a coherent shape and can be mistaken for noise depending on the integration range (Figs. A.8 A.2). The final number of detections is 11, corresponding to a total detection rate of $\sim 52 \%$ for all the CO observations.

### 3.2 Calculating line widths

I wrote software code in Python to calculate the FWHM of the emission lines of my sources. Given the large variety of emission line shapes in my sample, the software needed to be able to robustly find the FWHM of both single-peaked, double-peaked, and flat profile shapes as well as anything in between. It works like this:

The code finds the velocity channel $v_{\text {peak }}$ with the highest flux density in the central -1000 to $+1000 \mathrm{~km} \mathrm{~s}^{-1}$ region (relative to the center of the emission line). It the splits the spectrum into two parts: One part containing channels in the velocity range -1000 to $v_{\text {peak }}$ (blue part), and the other part containing channels in the velocity range $v_{\text {peak }}$ to $+1000 \mathrm{~km} \mathrm{~s}^{-1}$ (red part). Starting with the left region (the blue region), the code then iterates through each channel (from left to right) until it finds the first channel with a flux density higher than half the maximum flux density. It then iterates over the same region, this time from right to left, until it finds the first channel with a flux density lower than half the maximum flux density. A linear function between the two channels found is then established. A precise velocity value is then found by evaluating this linear function at the half-maximum flux density value. The whole procedure is then repeated, this time for the other region (the red region) that was initially split at $v_{\text {peak }}$. The velocity difference between the final two endpoints (on each side of the profile) is then taken to be the FWHM of the profile.

Using this software, I found the average FWHM line width of the 11 detections in my sample to be $\left\langle\mathrm{FWHM}_{\mathrm{CO}}\right\rangle_{\text {det }}=198 \pm 86 \mathrm{~km} \mathrm{~s}^{-1}$, which is consistent with the studies mentioned above. The FWHM measurements for each galaxy in my sample are listed in Table 3.2.

As an added bonus, taking the middle value between the two endpoints found by the FWHM software, allows for a pretty robust determination of the central velocity of each profile. Because the emission lines are often not centered directly at $v=0$ (as a result of imprecise redshift values), I can use this middle velocity value to manually shift each spectrum such that the line center is directly at $v=0$ (or close to). This is not particularly important in the context of this chapter and the calculations I do in it, but it is very important when it comes to fitting the model I created (chapter 4) using MCMC algorithms (chapter 6.4.2).

### 3.3 Measuring the maximum gas velocity

I measured the maximum velocity of the CO gas for all detections using Eq. (1.4) described in Chapter 1 :

$$
V_{\max } \approx \frac{W}{2 \sin i}
$$

where $W$ is the separation of the peaks in the global profile. The inclination $i$ is the angle between the disk normal and our line of sight. I extracted $i$ from the Hyperleda databas $\mathbb{D}^{1}$ (PG $0844+349$ did not have an inclination listed, so I assumed $i=45^{\circ}$ ). I measured $W$ in the following way: If the emission line profile had a clear double-horned shape, such as the $\mathrm{CO}(2-1)$ line in NGC 2617 (Fig. A.10) I measured the difference in velocity between the two peaks and took that to be $W$. In the case where the peaks could not be clearly identified, such as the $\mathrm{CO}(3-2)$ line in NGC 4593 (Fig. A.16) I measured the FWHM using the technique described in Section 3.2 and took that as the $W$. This is a tentative measurement; the FWHM values are possibly overestimating the true $W$, as I find that $W$ tends to be smaller than the FWHM line width (for the double-horned profiles where a clear measurment of $W$ was possible), by a factor $0.69 \pm 0.13$.

### 3.4 Determining molecular gas masses

In this Section I describe in detail my approach to determine the total molecular gas mass. In short, the process involves four steps: First I measure the total velocity-integrated flux density of the CO emission lines of every galaxy in my sample. Next I convert the flux densities into CO line luminosities. I then convert the $\mathrm{CO}(2-1)$ and $\mathrm{CO}(3-2)$ line luminosities into a $\mathrm{CO}(1-0)$ line luminosity, using line ratios found in the literature. Finally, I use this $\mathrm{CO}(1-0)$ line ratio to estimate the $\mathrm{H}_{2}$ gas mass, through the assumption of a CO-to- $\mathrm{H}_{2}$ conversion factor (also found in the literature):

To determine the total $\mathrm{H}_{2}$ gas mass of the AGN in my sample, I first and foremost determined their total velocity-integrated line flux densities using Eq. (3.1) as described in Section 3.1. The difference now-as opposed to the fixed central $\pm 300 \mathrm{~km} \mathrm{~s}^{-1}$ region used in the classification process described earlier-is that a small integration range is preferable, as it reduces the error on the line flux. I found (by trial and error) that an integration range of $\pm 1.3 \times \mathrm{FWHM}_{\mathrm{CO} \text {,source }}$ (with respect to the line center) yielded integration ranges narrow enough to reduce the influence of background noise, but wide enough to contain the entirety of the emission lines. The line fluxes calculated using Eq. 3.1 are listed in Table 3.2 .

For non-detections, I estimate the $3 \sigma$ upper limit on the total velocity-integrated line flux. Multiplying the denominator of Eq. (3.3) by 3 , and using the fact that $N_{\text {chan }}=\Delta v_{\text {line }} / \delta v_{\text {chan }}$, yields the upper limit

$$
\begin{equation*}
\int S_{\mathrm{CO}} \mathrm{~d} v<3 \sigma_{\mathrm{rms}, \text { chan }} \sqrt{\delta v_{\text {chan }} \Delta v_{\text {line }}} \tag{3.4}
\end{equation*}
$$

where $\Delta v_{\text {line }}$ is the expected CO line width.
I assumed $\Delta v_{\text {line }}$ equal to the average CO FWHM calculated using the CO lines classified as detections, that is $\Delta v_{\text {line }} \sim\left\langle\mathrm{FWHM}_{\mathrm{CO}}\right\rangle_{\text {det }}=198 \pm 86 \mathrm{~km} \mathrm{~s}^{-1}$.

[^5]I calculate the CO line luminosities for $\mathrm{CO}(2-1)$ and $\mathrm{CO}(3-2)$ from the velocity-integrated line flux densities, following the definition of Solomon et al. (1997):

$$
\begin{equation*}
L_{\mathrm{CO}}^{\prime}\left[\mathrm{K} \mathrm{~km} \mathrm{~s}^{-1} \mathrm{pc}^{2}\right]=3.25 \times 10^{7} \frac{D_{L}^{2}}{\nu_{\mathrm{obs}}^{2}(1+z)^{3}} \int S_{\mathrm{CO}} \mathrm{~d} v \tag{3.5}
\end{equation*}
$$

where $D_{L}$ is the luminosity distance given in units of Mpc (listed in Table 2.1), $\nu_{\text {obs }}$ is the observed frequency of the CO line in GHz. The velocity-integrated line flux $S_{\mathrm{CO}}$ is given in units of $\mathrm{Jy} \mathrm{km} \mathrm{s}{ }^{-1}$. I chose to use $L_{\mathrm{CO}}^{\prime}$ (expressed via the (areal) integrated source brightness temperature in units of $\mathrm{K} \mathrm{km} \mathrm{s}^{-1} \mathrm{pc}^{2}$ ) and not $L_{\mathrm{CO}}$ (expressed as the source luminosity in $\mathrm{L}_{\odot}$ ), as the former is typically used in the translation of measured CO luminosities to $\mathrm{H}_{2}$ masses (Carilli and Walter 2013), which is what I intend to do in my analysis.

Typically the total molecular gas mass (dominated by $\mathrm{H}_{2}$ ) is estimated using the luminosity in the lowest energy $\mathrm{CO}(1-0)$ transition (as it is the most easily excited state, and therefore the most reliable estimate of CO gas mass across large regions of the ISM), through the assumption of a conversion factor $\alpha_{\mathrm{CO}}$ (Solomon et al.|1997). For the 15 galaxies in my sample that have $\mathrm{CO}(2-1)$ observations (detections and non-detections), I convert the $L_{\mathrm{CO}(2-1)}^{\prime}$ values into $L_{\mathrm{CO}(1-0)}^{\prime}$ estimates via the line ratio $r_{21}$ :

$$
\begin{equation*}
r_{21}=\frac{L_{\mathrm{CO}(2-1)}^{\prime}}{L_{\mathrm{CO}(1-0)}^{\prime}} \tag{3.6}
\end{equation*}
$$

This ratio relates the $\mathrm{CO}(2-1)$ and $\mathrm{CO}(1-0)$ intrinsic brightness temperatures averaged over the source. Braine et al. (1993) found a $r_{21}$ value of $0.89 \pm 0.06$ for their sample of 89 nearby spiral galaxies. Leroy et al. (2009) found $r_{21} \sim 0.6-1.0$ for resolved observations of 18 local star-forming spirals. Aravena et al. (2014) found $r_{21}=0.70 \pm 0.16$, based on measurements of three massive star-forming disc galaxies at $z=1.5-2.2$. Following both Cicone et al. (2017) and Cairns et al. (2019), I adopt $r_{21}=0.8 \pm 0.2$, which is consistent with the aforementioned values. My justification for applying this ratio - that is ultimately based on (mostly) star-forming disc galaxies - to my sample of AGN hosts, comes from a recent study by Lu et al. (2017): They present evidence that the presence of an AGN influences only the very high $J$ levels $(J>10)$. As the CO transitions I am working with in this study are significantly lower than 10 , I believe it is fair to assume that the AGN components of my sources are less important in the choice of $r_{21}$. Assuming local thermodynamic equilibrium (LTE) and optically thick gas, a ratio of $r_{21}=0.8$ corresponds to an excitation temperature of $T_{\text {ex }} \sim 10 \mathrm{~K}$.

The final step is to apply the $\mathrm{CO}(1-0)$ luminosity to $\mathrm{H}_{2}$ conversion factor Carilli and Walter 2013),

$$
\begin{equation*}
M\left(\mathrm{H}_{2}\right)=\alpha_{\mathrm{CO}} L_{\mathrm{CO}(1-0)}^{\prime} \tag{3.7}
\end{equation*}
$$

The value of $\alpha_{\mathrm{CO}}$ is still a topic of debate, but it is likely that it depends on metallicity and other local ISM conditions, including pressure, gas dynamics and metallicity-with increasing $\alpha_{\mathrm{CO}}$ as metallicity decreases. Bolatto et al. (2013) recommends a conservative $\alpha_{\mathrm{CO}}=3.3 \pm 2 \mathrm{M}_{\odot}\left(\mathrm{K} \mathrm{km} \mathrm{s}^{-1} \mathrm{pc}^{2}\right)^{-1}$ in the disks of solar metallicity galaxies. I will adopt this value in my calculations. The justification for it is two-fold: (1) The galaxies in my sample are all spiral/disc galaxies. (2) The large uncertainty makes up for my lack of knowledge about the local ISM conditions in the disks (including metallicity), and will provide very conservative estimates of the ranges of $\mathrm{H}_{2}$ gas masses for the AGN in my sample.

For the eight galaxies in my sample that have $\mathrm{CO}(3-2)$ observations, a conversion factor $r_{31}$ is needed:

$$
\begin{equation*}
r_{31}=L_{\mathrm{CO}(3-2)}^{\prime} / L_{\mathrm{CO}(1-0)}^{\prime} \tag{3.8}
\end{equation*}
$$

Very recently and quite conveniently in the context of my study, Lamperti et al. (2020) found $r_{31}=0.53 \pm 0.06$ for 36 nearby AGN hosts. As my sample of sources consist exclusively of AGNs, their $r_{31}$ estimate is very pertinent in this context. I will apply this ratio and repeat the procedure described above to measure the $\mathrm{H}_{2}$ gas mass, as derived from the $\mathrm{CO}(3-2)$ observations.

The calculated $\mathrm{H}_{2}$ masses are listed in Table 3.3. All measurements made in this section relating to CO luminosities have been corrected for potential CO gas flux falling outside of the APEX beam, as described in Section 3.5.

### 3.5 Aperture correction

Because the APEX primary beam only covers the central few kpc of the majority of galaxies in my sample (chapter 2), any measurement of the line flux, CO line luminosity or $\mathrm{H}_{2}$ gas mass, will inevitably be lower limits of the true values. It is therefore paramount that I correct for flux losses due to any potential CO emission lying outside the beam. I used the same technique as in Bothwell et al. (2014) to calculate a "beam coverage fraction". This fraction is the ratio between the flux falling inside the beam and the potential flux missing due to the beam being smaller than the CO emitting region. By taking into account the inclination of the galaxy optical disk, the method consists of integrating over the beam area of an exponential disk model for the CO emission. I calculate the scale length $h_{r}$ using the relation that Young et al. (1995) and Leroy et al. (2009) derived from resolved $\mathrm{CO}(2-1)$ observations,

$$
\begin{equation*}
h_{r}[\mathrm{CO}(2-1)]=0.2 \pm 0.05 d_{25} \tag{3.9}
\end{equation*}
$$

where $d_{25}$ is the optical diameter of the galaxy. It is defined as the projected major axis of a galaxy at the isophotal level $25 \mathrm{mag}_{\operatorname{arcsec}^{-2}}$ in the $B$-band. The value of $h_{r_{\mathrm{CO}(2-1)}}$ is technically only valid for $\mathrm{CO}(2-1)$ observations. As I was not able to find a similar relation for $\mathrm{CO}(3-2)$ in the literature, I adopted the same value for my $\mathrm{CO}(3-2)$ observations as well. As both transitions are from the same molecule, this assumption-to a first-order approximation - may not be completely unrealistic. As a result, the calculations related to the $\mathrm{CO}(3-2)$ beam corrections reported in this section, are tentative at best, as they inherently assume that the distribution of $\mathrm{CO}(2-1)$ and $\mathrm{CO}(3-2)$ are similar.

I extracted $d_{25}$ for each galaxy in my sample from the Hyperleda database ${ }^{2}$ (except PG $1229+204$, as it was unavailable). For each galaxy, I integrate its exponential disc model, described by Eq. (4.1), out to the radius covered by the $27^{\prime \prime}$ or $18^{\prime \prime}$ APEX beam at 230 GHz and 345 GHz , respectively. The flux that falls within the beam depends on the inclination $i$ of the disk. If the disk is seen at an angle, the beam will pick up additional flux from the galaxy as the outer parts of the disk is tilted into view. For a galaxy seen face-on however, the gas in the outer parts of the disk - perpendicular to our line of sight - is hidden from view. The fraction of flux falling within the beam in this extreme situation, will be given by integrating a 2D exponential disc model out to the beam radius (relative to the total flux):
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$$
\begin{equation*}
\text { Flux fraction }=\frac{\int_{0}^{2 \pi} \int_{0}^{\text {Beam }} e^{-R / h_{r}} R \mathrm{~d} r \mathrm{~d} \theta}{\int_{0}^{2 \pi} \int_{0}^{\infty} e^{-R / h_{r}} R \mathrm{~d} r \mathrm{~d} \theta} \tag{3.10}
\end{equation*}
$$

\]

As the exponential disc model for the intensity is two-dimensional, the total flux (given by the double integral in the denominator) is integrated azimuthally from 0 to $2 \pi$, and radially from 0 to $\infty$. The flux falling within the beam (given by the double integral in the numerator) is likewise integrated azimuthally from 0 to $2 \pi$, but integrated radially from 0 to to the size of the telescope beam (given in arcseconds). The intensity at the center of the disk $I_{0}($ Eq. (4.1) $)$ is a constant, and cancels out in the ratio. As the inclination becomes bigger, more flux will fall inside the beam, and the solution will tend toward a 1D exponential model:

$$
\begin{equation*}
\text { Flux fraction }=\frac{\int_{0}^{\text {Beam }} e^{-R / h_{r}} \mathrm{~d} r \mathrm{~d} \theta}{\int_{0}^{\infty} e^{-R / h_{r}} \mathrm{~d} r \mathrm{~d} \theta} \tag{3.11}
\end{equation*}
$$

The actual ratio is therefore a combination of these two extreme cases. Following Bothwell et al. (2014), I calculate a flux correction for each galaxy by taking a linear combination of both cases, with the relative contribution from each given by the inclination angle $i$ :

$$
\begin{equation*}
F=\sin i\left(\frac{\int_{0}^{\text {Beam }} e^{-R / h_{r}} \mathrm{~d} r \mathrm{~d} \theta}{\int_{0}^{\infty} e^{-R / h_{r}} \mathrm{~d} r \mathrm{~d} \theta}\right)+(1-\sin i)\left(\frac{\int_{0}^{2 \pi} \int_{0}^{\text {Beam }} e^{-R / h_{r}} R \mathrm{~d} r \mathrm{~d} \theta}{\int_{0}^{2 \pi} \int_{0}^{\infty} e^{-R / h_{r}} R \mathrm{~d} r \mathrm{~d} \theta}\right) \tag{3.12}
\end{equation*}
$$

The beam corrections for each galaxy is shown in Table 3.3, along with the corrected line fluxes and CO luminosities.

### 3.6 Results of CO measurements

The calculated line fluxes, CO line luminosities and $\mathrm{H}_{2}$ gas masses are listed in Tables 3.2 and 3.3. For non-detections, I list the $3 \sigma$-upper limits. Values corrected for potential CO flux falling outside the beam are indicated by the subscript "corr".

I extracted apparent maximum rotation velocities for the HI gas from the Hyperleda database, to compare with the directly measured CO $V_{\max }$ values. The result is shown in Fig. 3.1. Despite the limited number of sources in my sample, there still seems to be a direct correlation between the maximum velocities extracted from HI and CO gas. This suggests that the maximum velocity at which gas rotates in a galaxy is not all too different between atomic and molecular gas.


Fig. 3.1: $V_{\max , \mathrm{HI}}$ vs $V_{\max , \mathrm{Co}}$ maximum velocities. There is a clear correlation between the two, suggesting similar kinematics between the CO and HI gas. The blue and red points indicate the $\mathrm{CO}(2-1)$ and $\mathrm{CO}(3-2)$ transition used in the calculation of $V_{\text {max,Co }}$. The dashed line indicates a $1: 1$ relationship.

Table 3.1: Basic CO measurements.

| Galaxy name | $\begin{aligned} & t_{\mathrm{ON}}^{(\mathrm{a})} \\ & (\mathrm{min}) \end{aligned}$ | $\begin{gathered} \mathrm{rms}^{(\mathrm{b})} \\ (\mathrm{mJy}) \end{gathered}$ | $\begin{array}{r} \mathrm{S} / \mathrm{N}^{(\mathrm{c})} \\ \text { (fraction) } \end{array}$ | $\begin{gathered} v_{0}^{(\mathrm{d})} \\ \left(\mathrm{km} \mathrm{~s}^{-1}\right) \end{gathered}$ | $\begin{aligned} & \hline \mathrm{FWHM}^{(\mathrm{e})} \\ & \left(\mathrm{km} \mathrm{~s}^{-1}\right) \end{aligned}$ | $\begin{array}{r} V_{\max }{ }^{(\mathrm{f})} \\ \left(\mathrm{km} \mathrm{~s}^{-1}\right) \end{array}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| APEX CO(2-1) observations |  |  |  |  |  |  |
| 3C 120 | - | - | - | - | - | - |
| Ark 120 | 78.15 | 53.33 | 3.56 | - | - | - |
| Fairall 9 | 64.90 | 58.84 | 6.06 | - | - | - |
| IC 4329A | 23.60 | 89.87 | 2.52 | - | - | - |
| Mrk 50 | 24.00 | 80.09 | 0.01 | - | - | - |
| Mrk 335 | 33.65 | 57.30 | 0.04 | - | - | - |
| Mrk509 | 80.60 | 55.80 | 5.86 | - | - | - |
| Mrk 590 | 33.50 | 61.38 | 11.67 | +34.05 | 222.03 | 185.83 |
| NGC 2617 | 18.00 | 59.84 | 17.20 | -2.38 | 144.67 | 87.58 |
| NGC 3227 | - | - | - | - | - | - |
| NGC 3783 | 53.20 | 49.94 | 20.03 | +13.19 | 130.03 | 268.13 |
| NGC 4593 | 91.15 | 34.97 | 46.12 | +11.43 | 310.09 | 214.70 |
| NGC 5548 | 42.30 | 55.78 | 19.55 | -42.61 | 231.76 | 173.46 |
| NGC 6814 | 5.95 | 207.45 | 8.24 | -24.91 | 76.24 | 20.00 |
| PG 0844+349 | 60.40 | 61.92 | 0.24 | - | - | - |
| PG 1229+204 | 69.05 | 50.24 | 1.94 | - | - | - |
| PG 2130+099 | 59.05 | 53.33 | 3.55 | - | - | - |
| APEX CO(3-2) observations |  |  |  |  |  |  |
| 3C 120 | - | - | - | - | - | - |
| Ark 120 | - | - | - | - | - | - |
| Fairall 9 | - | - | - | - | - | - |
| IC 4329A | 47.00 | 103.24 | 3.91 | - | - | - |
| Mrk 50 | 29.85 | 160.61 | 0.76 | - | - | - |
| Mrk 335 | - | - | - | - | - | - |
| Mrk509 | - | - | - | - | - | - |
| Mrk 590 | - | - | - | - | - | - |
| NGC 2617 | 57.20 | 97.46 | 8.37 | +28.56 | 149.31 | 79.62 |
| NGC 3227 | 23.50 | 160.82 | 80.61 | +34.20 | 335.43 | 180.62 |
| NGC 3783 | 26.40 | 171.04 | 0.82 | - | 43.17 | - |
| NGC 4593 | 20.60 | 146.40 | 13.48 | +16.28 | 311.51 | 274.55 |
| NGC 5548 | 79.40 | 92.67 | 4.01 | +0.66 | 183.98 | 76.30 |
| NGC 6814 | 35.90 | 133.58 | 9.18 | +7.49 | 93.18 | 30.01 |
| PG 0844+349 | - | - | - | - | - | - |
| PG 1229+204 | - | - | - | - | - | - |
| PG 2130+099 | - | - | - | - | - | - |

${ }^{(a)}$ On-source integration time.
(b) $1 \sigma$ spectral rms calculated in channels of $\delta v \approx 20 \mathrm{~km} \mathrm{~s}^{-1}$.
(c) Signal-to-noise ratio calculated using Eq. (3.3).
${ }^{(d)}$ Central velocity of the CO emission line with respect to the redshift in Table 2.1. This shift in velocity was found using the FWHM software described in Section 3.2.
(e) The FWHM line width of the emission line.
${ }^{(f)}$ The peak velocity of the CO gas inferred using Eq. (1.4).

Table 3.2: CO measurements.

| Galaxy name | $\int S_{\mathrm{CO}} \mathrm{d} v^{(\mathrm{a})}$ <br> $\left(\mathrm{Jy} \mathrm{km} \mathrm{s}^{-1}\right)$ | $L_{\mathrm{CO}}^{\prime}{ }^{(\mathrm{b})}$ <br> $\left(10^{8} \mathrm{~K} \mathrm{~km} \mathrm{~s}^{-1} \mathrm{pc}^{2}\right)$ | $L_{\mathrm{CO(1-0)}(\mathrm{c})}^{\prime}$ <br> $\left(10^{8} \mathrm{~K} \mathrm{~km} \mathrm{~s}^{-1} \mathrm{pc}^{2}\right)$ | $\mathrm{M}\left(\mathrm{H}_{2}\right)^{(\mathrm{d})}$ <br> $\left(10^{8} \mathrm{M}_{\odot}\right)$ |
| :--- | :---: | :---: | :---: | :---: |
| APEX CO(2-1) observations |  |  |  |  |
| 3C 120 | - | - | - | - |
| Ark 120 | $<10.23$ | $<1.330$ | $<1.06$ | $<3.47$ |
| Fairall 9 | $<11.41$ | $<3.089$ | $<2.47$ | $<8.06$ |
| IC 4329A | $<17.05$ | $<0.529$ | $<0.42$ | $<1.38$ |
| Mrk 50 | $<15.29$ | $<1.017$ | $<0.81$ | $<2.65$ |
| Mrk 335 | $<10.96$ | $<0.882$ | $<0.71$ | $<2.30$ |
| Mrk509 | $<10.72$ | $<1.544$ | $<1.24$ | $<4.03$ |
| Mrk 590 | $76.54 \pm 6.12$ | $6.459 \pm 0.517$ | $5.17 \pm 1.36$ | $16.86 \pm 11.22$ |
| NGC 2617 | $118.51 \pm 6.19$ | $2.881 \pm 0.150$ | $2.31 \pm 0.59$ | $7.52 \pm 4.98$ |
| NGC 3227 | - | - | - | - |
| NGC 3783 | $95.22 \pm 3.90$ | $1.081 \pm 0.044$ | $0.86 \pm 0.22$ | $2.82 \pm 1.87$ |
| NGC 4593 | $179.88 \pm 4.42$ | $1.751 \pm 0.043$ | $1.40 \pm 0.35$ | $4.57 \pm 3.02$ |
| NGC 5548 | $116.98 \pm 6.13$ | $4.160 \pm 0.218$ | $3.33 \pm 0.85$ | $10.86 \pm 7.20$ |
| NGC 6814 | $153.22 \pm 11.69$ | $0.005 \pm 0.000$ | $0.00 \pm 0.00$ | $0.01 \pm 0.01$ |
| PG 0844+349 | $<12.06$ | - | - | - |
| PG 1229+204 | $<9.80$ | $<4.802$ | $<3.84$ | $<12.53$ |
| PG 2130+099 | $<10.87$ | $<4.961$ | $<3.97$ | $<12.95$ |

APEX CO(3-2) observations

| 3C 120 | - | - | - | - |
| :--- | :---: | :---: | :---: | :---: |
| Ark 120 | - | - | - | - |
| Fairall 9 | - | - | - | - |
| IC 4329A | $<21.18$ | $<0.292$ | $<0.15$ | $<0.50$ |
| Mrk 50 | $<31.10$ | $<0.919$ | $<0.49$ | $<1.59$ |
| Mrk 335 | - | - | - | - |
| Mrk509 | - | - | - | - |
| Mrk 590 | - | - | - | - |
| NGC 2617 | $92.19 \pm 8.57$ | $0.996 \pm 0.093$ | $0.53 \pm 0.08$ | $1.72 \pm 1.08$ |
| NGC 3227 | $1421.74 \pm 132.4$ | $1.125 \pm 0.105$ | $0.60 \pm 0.09$ | $1.95 \pm 1.22$ |
| NGC 3783 | $<30.93$ | $<0.156$ | $<0.08$ | $<0.27$ |
| NGC 4593 | $154.62 \pm 19.46$ | $0.669 \pm 0.084$ | $0.35 \pm 0.06$ | $1.16 \pm 0.73$ |
| NGC 5548 | $103.61 \pm 12.11$ | $1.637 \pm 0.191$ | $0.87 \pm 0.14$ | $2.83 \pm 1.79$ |
| NGC 6814 | $112.76 \pm 9.50$ | $0.002 \pm 0.000$ | $0.00 \pm 0.00$ | $0.00 \pm 0.00$ |
| PG 0844+349 | - | - | - | - |
| PG 1229+204 | - | - | - | - |
| PG 2130+099 | - | - | - | - |

${ }^{(a)}$ Total velocity-integrated flux density of the CO line profile. The uncertainties listed are calculated using the denominator of Eq. (3.3). For the non-detections, I list the $3 \sigma$-upper limit on the total integrated CO flux density derived using Eq. 3.4
${ }^{(b)}$ CO line luminosity calculated from Eq. (3.5). For non-detections, I list the $3 \sigma$-upper limit on the CO line luminosity.
${ }^{(c)} \mathrm{CO}(1-0)$ line luminosity calculated from Eq. 3.6) (for $\mathrm{CO}(2-1)$ observations) and Eq. (3.8) (for $\mathrm{CO}(3-2)$ observations). For non-detections, I list the $3 \sigma$-upper limit on the $\mathrm{CO}(1-0)$ line luminosity.
${ }^{(d)}$ Molecular hydrogen mass, calculated assuming a constant $\alpha_{\mathrm{CO}}$ appropriate for disks of solar metallicity galaxies. For $\mathrm{CO}(2-1)$ observations, $\mathrm{H}_{2}$ gas masses are calculated using the ratio $r_{21}=0.8 \pm 0.2$. For $\mathrm{CO}(3-$ 2) observations, $\mathrm{H}_{2}$ gas masses are calculated using the ratio $r_{31}=0.55 \pm 0.06$. For the non-detections, I list the $3 \sigma$-upper limit on the $\mathrm{H}_{2}$ mass.

Table 3.3: Beam-corrected CO measurements.

| Galaxy name | $\begin{gathered} F^{(\mathrm{a})} \\ \text { (fraction) } \end{gathered}$ | $\begin{aligned} & \int S_{(\mathrm{CO}, \text { corr }} \mathrm{d} v^{(\mathrm{b})} \\ & \left(\mathrm{Jy} \mathrm{k} \mathrm{~s}^{-1}\right) \end{aligned}$ | $\begin{gathered} \left.L_{\mathrm{CO}, \text { corr }}^{\prime} \mathrm{c}\right) \\ \left(10^{8} \mathrm{Kkm} \mathrm{~s}^{-1} \mathrm{pc}^{2}\right) \end{gathered}$ | $\begin{aligned} & \mathrm{M}_{\left(\mathrm{H}_{2}\right)_{\text {corr }}{ }^{(\mathrm{d})}}^{\left(10^{8} \mathrm{M}_{\odot}\right)} \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: |
| APEX CO(2-1) observations |  |  |  |  |
| 3C 120 | - | - | - | - |
| Ark 120 | $0.83 \pm 0.085$ | $<12.31$ | $<1.601$ | $<4.18$ |
| Fairall 9 | $0.87 \pm 0.07$ | $<13.19$ | $<3.571$ | <9.32 |
| IC 4329A | $0.73 \pm 0.09$ | < 23.41 | $<0.726$ | < 1.90 |
| Mrk 50 | $0.95 \pm 0.04$ | $<16.03$ | <1.066 | $<2.78$ |
| Mrk 335 | $0.96 \pm 0.10$ | $<11.36$ | $<0.914$ | <2.39 |
| Mrk509 | $0.94 \pm 0.06$ | $<11.35$ | <1.635 | <4.27 |
| Mrk 590 | $0.67 \pm 0.11$ | $115.00 \pm 24.19$ | $9.704 \pm 2.041$ | $25.33 \pm 17.56$ |
| NGC 2617 | $0.68 \pm 0.15$ | $174.67 \pm 40.19$ | $4.247 \pm 0.977$ | $11.09 \pm 7.76$ |
| NGC 3227 | $0.41 \pm 0.08$ | - | $-$ | - |
| NGC 3783 | $0.45 \pm 0.10$ | $212.09 \pm 51.69$ | $2.408 \pm 0.587$ | $6.29 \pm 4.43$ |
| NGC 4593 | $0.45 \pm 0.10$ | $401.86 \pm 88.87$ | $3.911 \pm 0.865$ | $10.21 \pm 7.11$ |
| NGC 5548 | $0.71 \pm 0.10$ | $163.70 \pm 26.24$ | $5.821 \pm 0.933$ | $15.19 \pm 10.33$ |
| NGC 6814 | $0.52 \pm 0.09$ | $296.36 \pm 68.27$ | $0.010 \pm 0.002$ | $0.03 \pm 0.02$ |
| PG 0844+349 | - | - | - | - |
| PG 1229+204 | $0.99 \pm 0.01$ | $<10.93$ | < 4.829 | $<12.60$ |
| PG 2130+099 | $0.98 \pm 0.02$ | < 9.99 | $<5.055$ | $<13.19$ |
| APEX CO(3-2) observations |  |  |  |  |
| 3C 120 | - | - | - | - |
| Ark 120 | $0.69 \pm 0.10$ | - | - | - |
| Fairall 9 | $0.74 \pm 0.09$ | - | - | - |
| IC 4329A | $0.58 \pm 0.10$ | $<36.53$ | $<0.504$ | $<0.87$ |
| Mrk 50 | $0.87 \pm 0.08$ | < 35.88 | $<1.061$ | < 1.83 |
| Mrk 335 | $0.86 \pm 0.21$ | - | - | - |
| Mrk509 | $0.84 \pm 0.11$ | - | - | - |
| Mrk 590 | $0.49 \pm 0.11$ | - | - | - |
| NGC 2617 | $0.52 \pm 0.15$ | $177.28 \pm 59.32$ | $1.915 \pm 0.641$ | $3.31 \pm 2.34$ |
| NGC 3227 | $0.30 \pm 0.07$ | $4799.33 \pm 1861.34$ | $3.799 \pm 1.606$ | $6.57 \pm 4.94$ |
| NGC 3783 | $0.31 \pm 0.08$ | <98.87 | $<0.499$ | < 0.86 |
| NGC 4593 | $0.32 \pm 0.08$ | $486.05 \pm 224.78$ | $2.102 \pm 1.046$ | $3.64 \pm 2.90$ |
| NGC 5548 | $0.56 \pm 0.10$ | $186.04 \pm 52.24$ | $2.940 \pm 0.818$ | $5.08 \pm 3.46$ |
| NGC 6814 | $0.38 \pm 0.08$ | $293.32 \pm 87.98$ | $0.004 \pm 0.001$ | $0.01 \pm 0.01$ |
| PG $0844+349$ | - | - | - | - |
| PG 1229+204 | $0.96 \pm 0.04$ | - | - | - |
| PG 2130+099 | $0.93 \pm 0.05$ | - | - | - |

${ }^{(a)}$ Fraction of expected total CO flux recovered by the $27^{\prime \prime}$ and $18^{\prime \prime}$ beams for the $\mathrm{CO}(2-1)$ and $\mathrm{CO}(3-$ 2) transitions, respectively. They are calculated using Eq. (3.12). The $\mathrm{CO}(3-2)$ beam fractions are tentative, as they are calculated using the $\mathrm{CO}(2-1)$ specific disk scaling length from Eq. (3.9).
${ }^{(b)}$ Total velocity-integrated flux density of the CO line profiles, corrected for beam coverage. For the non-detections, I list the beam-corrected $3 \sigma$-upper limit on the total integrated CO flux density.
${ }^{(c)}$ CO line luminosity calculated from Eq. (3.5), corrected for beam coverage. Non-detections are listed as the $3 \sigma$-upper limit on the CO line luminosity.
${ }^{(d)}$ Molecular hydrogen mass, calculated assuming a constant $\alpha_{\mathrm{CO}}$ appropriate for disks of solar metallicity galaxies, and corrected for CO flux falling outside the APEX beam. For $\mathrm{CO}(2-1)$ observations, $\mathrm{H}_{2}$ gas masses are calculated using the ratio $r_{21}=0.8 \pm 0.2$. For $\mathrm{CO}(3-2)$ observations, $\mathrm{H}_{2}$ gas masses are calculated using the ratio $r_{31}=0.55 \pm 0.06$. For the non-detections, I list the $3 \sigma$-upper limit on the $\mathrm{H}_{2}$ mass.

## 4. A model of the CO global profile

### 4.1 Introduction

To acquire a deeper understanding of the kinematics of the cold gas in the AGN in my sample, I wrote software code for a simple model of the gas structure and kinematics in a typical AGN. The idea is to simulate a single-dish radio telescope observation of a toy galaxy, with a large enough beam that includes all the gas, in order to determine the distribution of gas in coordinate and velocity phase space. That is, how much of the gas possesses a given velocity relative to the systemic velocity of the galaxy. Each parcel of gas will provide its own contribution to the profile. When I integrate over the entire spatial distribution-as the APEX telescope does - then I obtain the global CO line profile. So the profile contains the original information - and the question is whether I'm able to extract this information again-or how much of the interesting information is lost (or retained) in this integration.

I will use a model to approximate the underlying physics responsible for producing the global profiles we see in practice, with a small, and hence manageable, number of adjustable parameters. Other than having a small number of parameters, a good model obviously needs to be a good match to the data, and is preferably also tied to the underlying physics. By adjusting the various parameters that I define, I can fit the model to my data. When there's a good match, the parameters will tell me something about the physics.

### 4.2 The model

In order to derive a model that approximates the CO emission line reasonably well, I need to consider both the motion of gas in the galaxy, as well as the emission from that gas. I therefore divide my model parameters into two categories: gas motion vs. gas emission.

### 4.2.1 Gas motion parameters

As mentioned in Chapter 1, most of the gas in spiral galaxies orbits around the galaxy center, but there are also smaller random motions superimposed on the large-scale rotation. The small random motions are not included in this model, as they are borderline insignificant at speeds typically around $8-10 \mathrm{~km} \mathrm{~s}^{-1}$. The model assumes a flat, circular disk of material, with its normal tilted at an angle $i$ relative to our line of sight as shown in Fig. 4.1. The disk rotates according to some rotation curve that I specify. The model further assumes that the galaxy has a clear edge $R_{\text {max }}$. Real galaxies do not have a well-defined edge, but there is a radius at which the gas surface brightness tapers off quickly and does not contribute significantly to the total (integrated) emission. Because flux contributions of diffuse gas at large distances are negligible, I decided to include only the gas within $R_{\text {max }}$ in the model.

To parametrize the motion of gas in the disk, I introduce the following parameters: $V_{\max }$, $b_{0}, V_{1}, V_{2}$ and $V_{3}$. The maximum velocity $V_{\max }$, is the peak velocity of the rotation curve. Observing a galaxy edge-on ( $i=90^{\circ}$ ) would allow us to measure the "true" peak of the rotation curve, since all of the gas is moving in a plane parallel to our line of sight. For anywhere in between $0^{\circ}$ and $90^{\circ}, V_{\max }$ can be found using Eq. (1.4).

The break point $b_{0}$ (measured in units of $\mathrm{R}_{\max }$ ) is the radius where the rotation curve transitions from its initial linear ascent to become more or less constant. The three velocities


Fig. 4.1: A rotating disk with its normal tilted at an angle $i$ relative to the line of sight of an observer. The inclination is defined such that a galaxy seen face-on has an inclination $i=0^{\circ}$ and a galaxy seen edge-on has $i=90^{\circ}$. The position of a gas cloud in the disk plane is specified by its radius from the center $R$ and azimuth $\phi$. The grey dashed ellipse shows the edge of the galaxy $R_{\text {max }}$.
$V_{1}, V_{2}$ and $V_{3}$ are the speeds at which gas moves, at positions $0.5 \mathrm{R}_{\max }, 0.75 \mathrm{R}_{\max }$ and $1 \mathrm{R}_{\text {max }}$ from the center of the disk, respectively. They have the freedom to move vertically on the rotation curve, thereby altering the slopes of the linear segments at radii greater than $b_{0}$. I chose to limit $b_{0}$ in the range $0<b_{0} \leq 0.5$, since in practice we do not see rotation curves that flatten out at distances greater than half the radius of the galaxy (Kauffmann et al. 2015). Because $V_{\max }$ is the highest velocity in the disk, $V_{1}, V_{2}$ and $V_{3}$ can never assume a value higher than $V_{\max }$. Table 4.1 provides an overview of all the rotation curve parameters. They are also illustrated visually in the left panel of figure 4.2 .


Fig. 4.2: Left: An example of a rotation curve consisting of four separate linear segments connected by the parameters $V_{\max }=250 \mathrm{~km} \mathrm{~s}^{-1}, b_{0}=0.2 \mathrm{R}_{\max }$, and $V_{1}=V_{2}=V_{3}=$ $230 \mathrm{~km} \mathrm{~s}^{-1}$. The horizontal and vertical dotted lines indicate the parameter limits. Right: The intensity curve constructed from the parameters $I_{0}=1$ and $h_{r}=0.2 \mathrm{R}_{\max }$ in Eq. 4.1.

Table 4.1: Overview of the seven core parameters and their defined limits. The first five parameters are responsible for modifying the rotation curve. The last two exclusively affect the intensity of light throughout the disk.

| Parameter | Limits | Description |
| :--- | :--- | :--- |
| $V_{\max }$ | $0<V_{\max } \leq 600 \mathrm{~km} \mathrm{~s}^{-1}$ | The peak velocity of the rotation curve. |
| $b_{0}$ | $0<b_{0} \leq 0.5 \mathrm{R}_{\max }$ | The break point in the rotation curve that sep- |
|  |  | arates the initial. steep climb from the flat part <br> $V_{1}$ |
| $V_{2}$ | $0.8 V_{\max }<V_{1} \leq 1 V_{\max }$ | The rotation speed at $R=0.5 \mathrm{R}_{\max }$. |
| $V_{3}$ | $0.8 V_{\max }<V_{2} \leq 1 V_{\max }$ | The rotation speed at $R=0.75 \mathrm{R}_{\max }$. |
| $I_{0}$ | $0.8 V_{\max }<V_{3} \leq 1 V_{\max }$ | The rotation speed at $R=1.0 \mathrm{R}_{\max }$. |
| $h_{r}$ | $0<I_{0}$ | The intensity at $R=0$. |
| $0.1<h_{r}<0.3 \mathrm{R}_{\max }$ | The scale length; the radius at which the inten- <br> sity has decreased by a factor $e$. |  |

### 4.2.2 Gas emission parameters

The model also needs to take into account the emission of light from the cold gas, since that obviously affects the observed flux. The two parameters, $I_{0}$ and $h_{r}$ (table 4.1), determine how the emission intensity $I(R)$ varies with $R$. I assume $I(R)$ follows an exponential of the form

$$
\begin{equation*}
I(R)=I_{0} \exp \left(-R / h_{r}\right) \tag{4.1}
\end{equation*}
$$

where $I_{0}$ is the intensity at the center (where $R=0$ ), and $h_{r}$ is the so-called scale length, a characteristic length that tells us at what radius the intensity of light has decreased by a factor $e$. I assume that the gas density is directly proportional to the emission intensity. The plot on the right-hand side of figure 4.2 shows an example where $I_{0}=1$ and $h_{r}=0.2 \mathrm{R}_{\max }$.

### 4.3 Constructing the model

I divided the model galaxy from which the global profile is inferred, into sections that each have distinct velocity, intensity and area values. Geometrically speaking, I divided the circular disk into a number of equidistant annuli, each with a width $d R$. I then further subdivided the annuli azimuthally into a number of angular segments with widths $d \phi$. The parameters $d R$ and $d \phi$ together determine how finely the disk is partitioned. Programatically speaking, the sections are indexed by incrementing anti-clockwise through the sections of the first annulus, then moving outward to the next annulus and so on. This overarching index $k$ describes a section as a whole and starts at 0 . See the left panel of figure 4.3 for a simple, but instructive example where $d \phi=45^{\circ}$ and $d R=1 / 3 \mathrm{R}_{\max }$.

My ultimate goal is to calculate the flux and radial velocity in every single section of the disk. Given the discrete nature of the problem, choosing which value to use for $R$ and $\phi$ in the calculation of $V_{r}$ can be a little ambiguous. To eliminate any bias, I chose to take the average between $R_{i}$ and $R_{i+1}$, as well as the average between $\phi_{j}$ and $\phi_{j+1}$, and use those middle values $R_{\text {mid }}=\frac{1}{2}\left(R_{i}+R_{i+1}\right)$ and $\phi_{\text {mid }}=\frac{1}{2}\left(\phi_{j}+\phi_{j+1}\right)$ as the exact position where I define and compute the radial velocity $V(R)$ and intensity. The indices $i$ and $j$ are different from $k$ in that they increment only radially and azimuthally, respectively. For example, a


Fig. 4.3: Left: A simple example of a galaxy disk divided into 24 sections, as determined by $d R$ and $d \phi$. The index $k$ is incrementing counter-clockwise from 0 to 23. Right: A close-up of a single section, to show $R_{\text {mid }}$ and $\phi_{\text {mid }}$ used in the model calculations.
$k=2$ section is also identified by the indices $i=0$ and $j=2$. The right panel of figure 4.3 shows a close-up of a single section. Assuming $V_{\text {sys }}=0$, the radial velocity in a given disk-section is therefore

$$
\begin{equation*}
V_{r, k}\left(R_{\text {mid }, i}\right)=V\left(R_{\text {mid }}\right) \sin i \cos \phi \tag{4.2}
\end{equation*}
$$

I assume the flux in any given section is proportional to both the area and intensity of that section:

$$
\begin{equation*}
F_{k}=A_{k} I_{k}\left(R_{\text {mid }}\right) \tag{4.3}
\end{equation*}
$$

This essentially means that the intensity at $I=I\left(R_{\text {mid }}\right)$ is uniformly distributed across the area in each section. If gas is distributed evenly in the disk, a larger section (with a bigger area) contains more gas, and consequently emits more light. The area $A$ of any given annulus (enclosed by the radii $R_{i}$ and $R_{i+1}$ ) is

$$
A_{k}[\text { Annulus }]=\pi\left(R_{i+1}^{2}-R_{i}^{2}\right)
$$

The number of sections each annulus is divided into is $2 \pi / d \phi$. So the area of a single section is therefore the total area of the annulus divided by the number of sections in that annulus:

$$
A_{k}[\text { Section }]=\frac{\pi\left(R_{i+1}^{2}-R_{i}^{2}\right)}{2 \pi / d \phi}=\frac{1}{2} d \phi\left(R_{i+1}^{2}-R_{i}^{2}\right)
$$

The intensity of light in any given section at some radius $R_{\text {mid }, i}$ is given by

$$
\begin{equation*}
I_{k}\left(R_{\text {mid }}\right)=I_{0} \exp \left(-R_{\text {mid }} / h_{r}\right) \tag{4.4}
\end{equation*}
$$

All area, intensity, and radial velocity values are each stored in separate arrays, each indexed by $k$. This allows easy removal or modification of individual sections if needed, as any index can easily be accessed in this manner. All that's left to do is integrate the flux
over the whole galaxy (i.e., integrate azimuthally over $\phi$ and radially over $R$ ), and display it as a function of line-of-sight velocity, in a velocity resolution that matches the observed data.

To check if the model does what I expect, I made simulations. I predicted what the global profile and spider-diagram would look like based on a rotation curve that rises steeply and then flattens out (left and right panels of figure 4.4). I expect the contours in the central region of the spider-diagram to be parallel to the minor axis (the axis perpendicular to $A B$ in figure 4.1), as a result of the linearly increasing part of the rotation curve between $R=0$ and $R=0.2 R_{\max }$. I also expect the constant velocity at radii greater than $R=0.2 R_{\max }$ (Figure 4.4 middle panel) to produce contours that move radially away from the center (Figure 4.4 right panel). This is indeed what the simulation shows.


Fig. 4.4: Left: The simulated global profile of a galaxy tilted at an angle $i=45^{\circ}$, with $V_{\max }=250 \mathrm{~km} \mathrm{~s}^{-1}, b_{0}=0.2 R_{\max }, I_{0}=1$ and $h_{r}=0.2 R_{\max }$. Middle: The rotation curve. Right: Spider-diagram. Contours of constant $V_{r}$ connect points with the same value of $V(R) \cos \phi$. The kinematic major axis shown by the central contour line where $V=0$ is the azimuth where $V_{r}$ deviates the most from $V_{\text {sys }}$. The dashed contours indicate negative velocities (gas moving towards us). The pink shaded areas indicate regions of the galaxy inside the radius $0.2 R_{\text {max }}$.

### 4.4 Asymmetry parameters

The seven core parameters in the model are not capable of producing asymmetry in the profile, since the rotation curve and intensity profile are azimuthally invariant. The global profile is essentially symmetric around $V=0 \mathrm{~km} \mathrm{~s}^{-1}$. This is a problem, because there are a number of sources in my sample that are clearly asymmetric. The way I try to solve this problem is to introduce an additional set of parameters, that have the power to alter the flux from one side of the galaxy.

I experimented with introducing a spiral structure in the distribution of gas, and having one or more spiral arms contribute less or more to the overall flux. However, introducing an extra set of parameters on top of the core parameters mentioned in the last section increases the complexity of an already complex model even further. So if the model can yield reliable fits without the addition of these extra parameters, then that is always preferred.

Instead of masking the flux in radial ranges of annuli, I tried to introduce masks in the shape of spiral arms. Because we see spiral structures in nature, a more intuitive solution
is to mimic density variations from real galaxies, by masking out flux in the general shape of spiral arms. Figure 4.5 shows that asymmetry can be achieved in this way. I did this by adding four new parameters responsible for modifying the spiral structure in different ways: $S_{\text {thick }}$; it determines the thickness of the masked spiral arms and is limited to $0 \leq S_{\text {width }} \leq 80$. The bigger this number is, the thicker the masked regions are. (note to self: change code so this is between 0 and 1 for brevity?) The second parameter is $S_{\text {bulge }}$. It determines the radius at which the spiral arms start to grow. It essentially insulates a circular part of the center from any masking effects. The third parameter is the asymmetry parameter $S_{\text {as }}$. It is a factor by which the thickness of one arm is increased, and the other decreased. Technically, the thickness of one arm is multiplied by $S_{\text {as }}$ and the other is divided by it. It is limited to $0<S_{\text {as }} \leq 2$. The last parameter is $S_{\text {flux }}$, limited to $0 \leq S_{\text {flux }} \leq 1$ and is, just like $R_{\text {flux }}$, a factor that simply modifies how much flux is allowed to pass through the masked regions. $S_{\text {flux }}=0$ would completely block out the flux, while $S_{\text {flux }}=1$ would cause the mask to be completely transparent and let all the flux through.


Fig. 4.5: Left: Global flux profile constructed from the same core parameter values as in figure 4.4, with the addition of spiral parameters $S_{\text {width }}=50, S_{\text {bulge }}=0.2 R_{\max }, S_{\text {as }}=1.5$ and $S_{\text {flux }}=0$. The profile has reduced flux at the negative peak, because the mask filtered out more flux from the left side than the right. Right: Spider-diagram of the model. The spiral mask overlayed on top is purely for visualization purposes; it does not alter the radial velocity of gas at the position, only the flux amplitude.

Table 4.2: Overview of the spiral parameters.

| Parameter | Limits | Description |
| :--- | :--- | :--- |
| $S_{\text {thick }}$ | $0 \leq S_{\text {width }} \leq 1$ | The thickness of the spiral mask |
| $S_{\text {bulge }}$ | $0 \leq S_{\text {bulge }} \leq 1$ | The size of the central bulge unaffected by the spiral <br> mask |
| $S_{\text {as }}$ | $0<S_{\text {as }} \leq 2$ | A factor by which the thickness of one arm is increased, <br> and the other decreased. |
| $S_{\text {flux }}$ | $0 \leq S_{\text {flux }} \leq 1$ | A factor that modifies how much flux passes through the <br> spiral mask |

## 5. Model simulations

To get a feel for the flexibility and limitations of the model, I experimented with changing the parameter values to see the impact on the line profile. I find that changing a single parameter can actually have a significant impact on the shape of the emission line profile. It is not trivial to predict which parameter to tweak to obtain a certain profile change, so I will focus on a single parameter at a time, and keep every other parameter fixed.

In the following, I have fixed $V_{\max }=V_{1}=V_{2}=V_{3}=250 \mathrm{~km} \mathrm{~s}^{-1}, b_{0}=0.2 R_{\max }, I_{0}=1$ and $h_{r}=0.2 R_{\max }$. The radial velocity $V_{\max }$ and inclination $i$ are degenerate, since changing either of them has the same qualitative effect on the width of the profile, via the relation $W=2 V_{\max } \sin i$. Because of this degeneracy, and the fact that I do not a priori know what the actual inclination of my sources are, I adopt a value of $45^{\circ}$ for the inclination in these experiments.

This combination of parameters produces the global profile shown in the left panel of figure 4.4, and will serve as the baseline that I compare profiles to as I change individual parameters throughout this section. I am purposefully not showing the flux scale on the $y$ axis in these figures because the shape of the line profile is the more important information.

### 5.1 Core parameters

If I increase $V_{\max }$, I expect the width of the global profile to increase as well. This evolution is exactly what we see in figure 5.1. The total flux does not change, so the peak flux values should be higher when $V_{\max }$ is small, and lower when it is bigger. As $V_{\max } \rightarrow 0$, the emission line becomes extremely narrow and the double-horn shape is lost.


Fig. 5.1: Illustration of how the shape of the global profile changes when $V_{\max }$ is increased. Note that because $V_{1}=V_{2}=V_{3}=V_{\max }$, the flat part of the rotation curve is essentially moving up and down as $V_{\max }$ is changed.

When it comes to tweaking $b_{0}$, increasing its value from 0 to $0.5 R_{\max }$ has a significant effect on the ratio between the flux at the central and extreme velocities. As $b_{0}$ increases, the flux gradually migrates inward from the extreme velocities toward the center. When $b_{0}$ is small, the flux at the extreme velocities is huge in comparison to the flux at the center $(V=0)$, as shown in figure 5.2 . As $b_{0}$ changes from 0 to $0.5 R_{\max }$, the double-horn profile morphs into a centrally peaked profile. In the case where $b_{0}=0.5 R_{\max }$, all the gas at $R>0.5 R_{\text {max }}$ rotate at the peak velocity. However, because the emission intensity in the outer regions is very small, the flux contribution is also very small.


Fig. 5.2: Illustration showing the evolution of the global profile as $b_{0}$ changes. The dotted black line shows the rotation curve, and the red line highlights the part of the rotation curve directly affected when $b_{0}$ is tweaked.

When I change either of the velocities $V_{1}, V_{2}$ and $V_{3}$, the shape of the global profile changes in predictably: In general, $V_{1}$ is going to have the strongest effect on the profile since it is closer to the center of the galaxy where the emission intensity is higher (Eq. 4.1). The effect is less for $V_{2}$ and even less for $V_{3}$. Decreasing $V_{1}$ to $50 \mathrm{kms}^{-1}$ as shown in figure 5.3 effectively removes a large portion of gas that rotates at $V_{\max }$, so most of the emission is crowded at the center forming a peak. There's still a small double-horn profile at the very top, with a very small width compared to the overall width of the profile. This is a result of the oddly shaped rotation curve, where most of the emission is centered at $V=0$, but a significant amount still rotates at speeds slightly higher than $V=0$. The triangular shape of the overall flux also means that there's still gas moving at $V_{\max }$, but not a lot. When $V_{1}$ increases, the shape approaches a double-horn profile.

Altering $V_{2}$ affects the profile in similar ways that $V_{1}$ does: Modifying the velocity of gas farther out where the emission intensity of that gas is weaker, consequently results in less of an impact on the shape of the line profile. In contrast to $V_{1}$, there is no triangular shape in the case where $V_{2}=50 \mathrm{~km} \mathrm{~s}^{-1}$. This is expected, because the gas inside $R=0.5 R_{\max }$ emits light at a much higher intensity than gas at larger radii. What is especially interesting to note here, is that I have the ability to produce a nearly flat-topped profile with the right combination of parameters.

Decreasing the value of $V_{3}$ decreases the orbital velocity of gas at $R=1 R_{\max }$. Since the emission intensity is negligible at the very edge of the galaxy, the effect is noticeably muted in comparison to the effects of $V_{1}$ and $V_{2}$.

Let's now play with the scale length of the galaxy $h_{r}$, and see how the global profile responds. The illustration in figure 5.4 shows the appearance of the global profile when increasing $h$ from $h_{r}=0.05 R_{\max }$ to $h_{r}=0.25 R_{\max }$. When the scale length is extremely small, most of the intensity comes from the very center of the disk. The result is a centrally peaked profile. Increasing the scale length rapidly causes the flux to migrate into two peaks near the extreme velocities. If the rotation curve (not shown on the figure) were to rise linearly throughout the whole disk, we would see a centrally peaked profile, no matter what value $h_{r}$ assumes. The reason for that is, if the rotation curve rises linearly throughout the whole disk, then the only parts of the disk that are actually rotating at $V_{\max }$ (or close to it), are the parts at the very edge of the galaxy. So while a large value of $h_{r}$ raises the intensity at larger radii slightly, it is just not enough to compete with a linearly increasing rotation curve that indirectly amplifies the flux at lower velocities, and dimninishes flux at higher velocities.


Fig. 5.3: Illustration showing the evolution of the global profile as $V_{1}, V_{2}$ and $V_{3}$ changes. For brevity, the velocities are denoted as $V_{x}$ where $x=1,2$ or 3 . The black dotted line shows the rotation curve, and the red line highlights the part of the rotation curve directly affected when $V_{x}$ is tweaked.

The rotation curve that rises linearly and then becomes flat, is solely responsible for the characteristic double-horn shape that we see when integrating the emission over the whole galaxy. When $h_{r}$ is very small, the outer parts of the rotation curve become insignificant: It still influences the shape of the line profile, but it doesn't matter because the intensity is so low. So when $h_{r}$ is extremely small, the only part of the rotation curve that matters is the central part, which happens to be a linearly increasing function. This also explains why the profile is so narrow when $h_{r}$ is small. There's still gas moving at $V_{\max }$, but the flux we get from that gas is just so insignificant that we almost do not see it; We only see the emission from gas moving at velocities close to $V=0$.

The final parameter is the intensity at the center $I_{0}$. It scales the overall intensity throughout the disk, and consequently the flux of the profile. Because it does not alter the shape of the line profile, but merely scales the amplitude of it, I have not included a figure that illustrates the evolution of the line profile as $I_{0}$ is tweaked.


Fig. 5.4: Illustration showing the evolution of the global profile as $h_{r}$ increases. The dotted red line shows the corresponding intensity profile. In order to better illustrate the differences in the shape of the profile, I scaled the amplitude by the number shown in the upper right corner of each box.

### 5.2 Asymmetry parameters

When there is a flux deficit on one side of the galaxy, the result is an asymmetric global profile. Let's explore how modifying the various asymmetry parameters introduced in section 4 affects the shape of the global profile.

The way in which I constructed the spiral masks is inherently symmetric, such that out of all the spiral parameters (table 4.2), the only parameter that directly causes asymmetry in the global profile is $S_{\text {as }}$ : When $\overline{S a s}_{\text {as }}<1$ the spiral mask on the right side of the galaxy is much thicker compared to the spiral on the left side, which results in an asymmetric profile shape where the flux is much greater at negative velocities (figure 5.5). When $S_{\text {as }}=1$, the flux masks on both sides of the galaxy block equal amounts of light, and while the global profile has overall less flux, there is no asymmetry. When $S_{\text {as }}>1$ the situation is reversed and the spiral mask on the left side of the galaxy is much thicker and the resulting profile therefore exhibits a flux deficiency at negative velocities.

The width of the spiral arms are modified by $S_{\text {width }}$ (figure 5.6). If $S_{\text {as }}=1$, then increasing the width of the arms only serve to scale the overall flux, since both sides of the galaxy are masked equally as much. On the other hand, when $S_{\text {as }} \neq 1$ then $S_{\text {width }}$ amplifies the asymmetry in the global profile.

Given the complexity of all the interactions between model parameters, it is not trivial to find degeneracies by manually changing one variable at a time. To explore how degenerate my parameters are, I chose to create simulated data sets using the model, and use a Markov Chain Monte Carlo (MCMC) routine to fit the simulated data. This allows me to create a set of posterior probability distributions for each parameter in the form of a corner plot. I let the computer do all the legwork of painstakingly cross-checking every possible combination of parameters. Any resulting degeneracy will then show a clear pattern that I can manually check by eye. (note to self: I have not done this yet. Good idea?).


Fig. 5.5: Top: The evolution of the global profile as $S_{\text {as }}$ increases. Bottom: Spider-diagram with the masked regions superimposed. The masked regions are shown purely for visualization purposes; they do not alter the radial velocity of gas at the position, only the flux. Parameter values used in this simulation: $S_{\text {width }}=60, S_{\text {bulge }}=0.2 R_{\max }$ and $S_{\text {flux }}=0$.


Fig. 5.6: Top: The evolution of the global profile as $S_{\text {width }}$ increases. Because $S_{\text {as }}$ is fixed at 1.5 in this simulation, the asymmetry is inherently present no matter the thickness of the spiral masks. When $S_{\text {width }}$ becomes larger, it therefore only serves to intensify the inherent asymmetry. Bottom: Spider-diagram with the the masked out regions superimposed. The masked regions are shown purely for visualization purposes; they do not alter the radial velocity of gas at the position, only the flux. Parameter values used in this simulation: $S_{\text {bulge }}=0.2 R_{\text {max }}, S_{\text {as }}=1.5$ and $S_{\text {flux }}=0$.


Fig. 5.7: Top: The evolution of the global profile as $S_{\text {bulge }}$ increases. As the bulge becomes larger, a larger portion of the center is insulated from the spiral mask. In this case $S_{\text {as }}=1$ (meaning there is no asymmetry in the masks), so the overall effect it has on the profile is to amplify the flux of the gas in the central regions of the galaxy $<0.5 R_{\max }$. Bottom: Spider-diagram with the the masked out regions superimposed. The masked regions are shown purely for visualization purposes; they do not alter the radial velocity of gas at the position, only the flux. Parameter values used in this simulation: $S_{\text {as }}=1$ and $S_{\text {flux }}=0$.

## 6. Markov Chain Monte Carlo

This chapter is organized as follows: In Section 6.1 I outline the fundamental Bayesian problem that I attempt to solve using a Markov Chain Monte Carlo (MCMC) algorithm to test my model. In Section 6.2 I briefly describe how a typical MCMC algorithm operates. In Section 6.3 I explain in detail which MCMC package I chose to use, and how exactly I implemented it in practice. Finally, in Section 6.4 I outline and discuss the results obtained using MCMC.

### 6.1 Introduction

I opted for a Bayesian approach to find a set of model parameters that describe the data. A Markov Chain Monte Carlo method is a technique that utilizes probabilities to infer the posterior probability density function (pdf) given by

$$
\begin{equation*}
p(\theta \mid D)=\frac{p(D \mid \theta) p(\theta)}{p(D)} \tag{6.1}
\end{equation*}
$$

where $p(\theta \mid D)$ is the probability of the model $\theta$ (which is actually a vector of the model parameters) given the data $D$, and is found by multiplying the so-called prior $p(\theta)$ (our prior knowledge of $\theta$ without having seen the data) and the likelihood $P(D \mid \theta)$, i.e. how we think the data is distributed. The constant $p(D)$ is called the "evidence", or sometimes the "marginal likelihood" and is very hard to calculate in practice, as it involves solving an intractable integral in multiple dimensions. The good news is that because $p(D)$ is just a constant, $p(\theta \mid D)$ is always known up to a constant factor. The ratios of the pdf at pairs of points can always be computed, but not the precise value at any individual point. In other words, the evidence cancels out in-between subsequent steps of the Markov Chain.

It should be noted that MCMC methods are essentially only good for one thing: sampling hard-to-sample pdfs. If the goal is to find the optimum of the likelihood or posterior pdf, an optimizer would be better suited for the task. In this work, the goal is not to determine accurate nor precise "best-fit" model parameters; The goal is to figure out how the different model parameters are connected, what their covariances are and to what extent they are degenerate. These are the main questions I will attempt to answer using MCMC.

### 6.2 A typical MCMC algorithm

The first step is to establish a function that outputs a model given a set of input parameters. This is described in section 4 . The next step is to initialize a walker as defined by the choice of starting values for the model parameters $\theta$. In practice this is a vector that contains $n$ parameters $\theta_{j}$, as used by the model-generating function.

The walker then starts to explore the parameter space, within the prior ranges defined. The walker takes a "step" to a new set of values of $\theta$, and generates a model with that set of $\theta$. It then compares the model to the data, via some likelihood function. Not to be confused with the likelihood, the likelihood function takes the data points as input, and represents the "likeliness" of different parameters of our distribution ( $D$ does not change). A likelihood on the other hand, is a probability density function that depends on the data only ( $\theta$ is
fixed). The likelihood function, together with the prior pdf, can for all intents and purposes be considered a "model" in the context of MCMC. Because, under this definiton, the model can always generate parameters and parameters can generate data, the model is effectively a pdf over all possible data.

Generally speaking, the MCMC then compares the likeliness generated by the new model with the data vs. the current model. If the new model is a better match to the data, the walker moves there and repeats the process. If the new location is worse however, the walker either retreats to the previous position and tries a new direction, or it still moves (albeit with a lower chance) to the new position and repeats the process. The reason for not always retreating to the old position when the new model is worse, is that it can ultimately end up trapping the walker in a local minimum. The idea behind MCMC is that there is always a chance for the walker to explore the entirety of the posterior if given enough steps (in reality this will never happen, as the algorithm has to stop sampling at some point). Not giving it the chance to do so even though a certain direction may seem worse at first, will trap it in the first minimum it encounters. However, there is a possibility that if the walker were to take a chance on a "bad" step, it might encounter an even lower minimum in the future, and ultimately produce a better set of model parameters that describes the data.

At the end of an MCMC run, I have sampled from (hopefully) the posterior distribution. The walker keeps a record of the steps it took, including the likelihoods of the models given the data at those values of $\theta$, in what is called a "chain".

The above is a very high-level description of what an MCMC algorithm generally does. In practice, there are many different algorithms that determines how a "move" of a walker is performed. The oldest and most well-known algorithm is the Metropolis-Hastings algorithm (Metropolis et al. 1953), on which the above description is loosely based.

### 6.3 Implementation

In this study, I utilize the package emce $\epsilon^{17}($ Foreman-Mackey et al. 2013), an MIT licensed pure-Python implementation of the Affine Invariant Markov Chain Monte Carlo (MCMC) Ensemble sampler developed by Goodman and Weare (2010). The advantage of this package in particular is its Ensemble Sampler. Without going into details, it allows running a whole ensemble of samplers (or walkers) in parallel and they "feel out" the shape of the parameter space. As a bonus, multi-processing is built-in. As the efficiency of MCMC algorithms are often limited by computational power, being able to distribute work-loads across multiple CPUs drastically speeds up the usually slow sampling. This allows the walkers to go on extremely long field trips in the multidimensional parameter space in a relatively short time.

My data sample consists of a set of $(x, y)$ pairs, $\left\{\left(x_{i}, y_{i}\right)\right\}$. The $x_{i}$ (velocity) are known exactly, whereas the $y_{i}$ (flux density) have been measured, each with some known resolution $\sigma_{i}$. By constructing the model described in section 4. I inherently choose to believe that $y$ is given by some $f(x)$, which also depends on the model parameters $\theta$. This is the ideal $y$, however, and our actual measurements have been smeared by the resolution. Because of the simplicity of the model I constructed, in reality $y$ is most likely far from ideal, but this is what I intrinsically assume when I construct a model. Assuming that the distribution of measured $y$ values about their ideals is Gaussian, the probability of a particular $y_{i}$, for a given $x_{i}$, is

[^7]$$
p\left(y_{i} ; \theta\right)=\frac{1}{\sigma_{i} \sqrt{2 \pi}} e^{-\left[y_{i}-f\left(x_{i} ; \theta\right)\right]^{2} / 2 \sigma_{i}^{2}}
$$

The algorithm needs a way to check if a given model is a good match to the data sample $\left\{y_{1}, \ldots, y_{N} ; \theta\right\}$. I applied the principle of maximum likelihood here. The likelihood $\mathcal{L}$, is given by

$$
\mathcal{L}\left(y_{1}, \ldots, y_{N} ; \theta\right)=\prod_{i}^{N} p\left(y_{i}, \theta\right)
$$

The idea is to determine the set of parameters $\theta$ that makes the probability of the actual results obtained, $\left\{y_{1}, \ldots, y_{N}\right\}$, as large as it can possibly be. For computational reasons, I maximize the logarithm of $\mathcal{L}$, which is the sum of the logarithms of the probabilities $p\left(y_{i} ; \theta\right)$ :

$$
\begin{equation*}
\ln \mathcal{L}=-\frac{1}{2} \sum_{i}^{N}\left[\frac{y_{i}-f\left(x_{i} ; \theta\right)}{\sigma_{i}}\right]^{2}-\sum_{i}^{N} \ln \sigma_{i} \sqrt{2 \pi} \tag{6.2}
\end{equation*}
$$

In fact, emcee requires the likelihood function to be given in logarithms. So to maximize the likelihood I have to minimize the quantity

$$
\begin{equation*}
\sum_{i}^{N}\left[\frac{y_{i}-f\left(x_{i} ; \theta\right)}{\sigma_{i}}\right]^{2} \tag{6.3}
\end{equation*}
$$

i.e., to make the weighted sum of the squared differences as small as possible.

Starting off with just the "core" parameters outlined in table 4.1, $\theta$ is given by the vector

$$
\theta=\left(\begin{array}{c}
V_{\max } \\
b_{0} \\
\vdots \\
h_{r}
\end{array}\right)
$$

and is uniquely responsible for determining the model $f\left(x_{i} ; \theta\right)$. Given my limited a priori knowledge of $\theta$, I have chosen flat priors $p(\theta)$ for all the parameters, which means that the probability of any given parameter $\theta_{j}$ is the same over a specified range, and equal to 0 outside of that range. This is illustrated in Fig. 6.1. This type of prior is known as an ignorance prior, as it expresses our state of ignorance and is very non-restrictive (i.e., it gives emcee a lot of freedom). These types of uninformative priors are ideal in this study, as I have very little knowledge about the parameters I wish to constrain.

Finally, the posterior distribution that I wish to sample from, according to Eq. (6.1), is then given by

$$
\ln p(\theta \mid D)=\ln p(D \mid \theta)+\ln p(\theta)
$$

Because $\sigma_{i}$ is assumed to be the same in every channel, the second term in Eq. (6.2) is effectively just a constant, and is irrelevant in the context of minimizing the likelihood. So the final equation for the posterior pdf I implemented in emcee is

$$
\begin{equation*}
\ln p(\theta \mid D)=-\frac{1}{2} \sum\left[\frac{y_{i}-f\left(x_{i} ; \theta\right)}{\sigma_{i}}\right]^{2}+\ln p(\theta) \tag{6.4}
\end{equation*}
$$



Fig. 6.1: Visual illustration of a so-called top-hat prior probability distribution for $V_{\max }$. The probability of $V_{\max }$ assuming any of the values in the range $V \in(0,500) \mathrm{km} \mathrm{s}^{-1}$ is constant, and 0 anywhere else.

Table 4.1 gives an overview of the prior ranges (or limits) for each parameter of $p(\theta)$ used in the MCMC algorithm.

I used the same MCMC configuration for every galaxy in my sample to keep results consistent. I configured emcee in the following way: I used 15 walkers that were given random starting values for $\theta$ in the ranges defined in Table 4.1. The random values were drawn from a flat probability distribution in the prior range for each parameter $\theta_{j}$ (Fig. 6.1). I experimented with different "moves" offered by emcee ${ }^{2}$ ] and found that the default Stretch Move (Goodman and Weare 2010; Foreman-Mackey et al. 2013) gave me the best result. I considered an MCMC run a good result if two conditions were satisfied: (1) the chain of steps involved had converged, (2) the acceptance fraction of proposed moves was in the region $0.2-0.5$. Gelman et al. (1996b) found that best performance for high-dimensional problems is achieved when the acceptance fraction hovers around 0.234 , so this is what I aimed for in my choice of moves.

To determine when a chain had converged, I opted for a qualitative approach: I looked at so-called "trace plots" and determined by eye whether or not the chain had converged. Trace plots show the model parameter values as a function of step number. A sample trace plot for the parameter $V_{\max }$ for NGC 3227 is shown in Fig 6.2. I considered a chain converged when the walkers stopped chaotically moving around the parameter space and settled in a stable "orbit" around some value. The example shown by the chain in Fig. 6.2 is very wellbehaved, and it is not always this easy to recognize when a chain has converged. Sometimes the walkers settle in multiple "lanes" of $\theta_{j}$ values and never converge on a single one. Other times the walkers simply never converge, and just flail around the entire prior range. This can be indicative of degeneracy with other parameters, or it can mean the chain is too short. It could also mean that my parametrization of the model could have been done in a better way.

Diagnosing whether or not a chain has converged is a whole science in itself. A common approach that I did not utilize in this study is to look at the integrated autocorrelation time of the chain. Every step in a chain $\left(\theta_{1}, \theta_{2}, \theta_{3}, \ldots\right)$ generated by a Markov process naturally depend on the previous step. This means that the chain does not consist of independent samples. However, when enough steps have been taken, the chain eventually "forgets" its earlier state, and the new sample can be considered independent if enough steps are taken in between the two. The number of steps it takes for two samples to be considered independent,

[^8]is exactly what the integrated autocorrelation time measures. It is then possible to "thin" the chain by only considering every $n$ 'th step in the cain, as determined by the autocorrelation. This method is very advanced, and is mostly used in situations where a trace plot inspection is not sufficient to root out issues.

In this study, as will be made clear in chapter 6.4, there are very major issues in some MCMC runs that are obvious, without the need of advanced diagnostic procedures to tell me that.


Fig. 6.2: Top: Sample trace plot showing the first 100 steps of 15 walkers that have been initialized to random starting values for $V_{\max }$ in the range 0 to $600 \mathrm{~km} \mathrm{~s}^{-1}$. The filled colored circles indicate the starting positions for each walker. The horizontal dashed lines indicate the prior range. The walkers quickly converge on a single value and start to orbit around the value $270 \mathrm{~km} \mathrm{~s}^{-1}$. Bottom: The same trace plot as above, but with a tigher $y$-range and 50000 steps.

### 6.4 MCMC results

### 6.4.1 MCMC diagnostics

In the world of probability, there is no single "answer"; there are only probability density functions. Because MCMC is a tool for integration, I will limit the "results" that I report in the following to integral-based statistics that can be computed with the sampling, such as expectations, medians and quantiles. This does not include the "best" sample or mode or optimum. My best integral-based option for a "measurement" is the median of the posterior (the $50^{\text {th }}$ percentile). Compared to the average, the median is a more robust statistic to extract, as it is less influenced by heavily skewed distributions, of which there are plenty in this study. If the posterior probability distribution is skewed enough, it is actually possible for the posterior average to be outside the $1 \sigma$ interval (this is actually the case for some of my sampled distributions). My best options for "errors" or "limits" are variances or posterior quantiles. In this work I will use quantiles: The $1 \sigma$ error is half the central interval of the parameter that contains $68 \%$ of the posterior samples. The so-called $1 \sigma$ "credible" region around the median is therefore bounded by the $0.50-0.68 / 0.5=0.16$ and $0.50+0.68 / 2=0.84$ quantiles (or $16 \%$ and $84 \%$ percentiles). With all the above in mind, when I report a specific "measurement" of a parameter, it is the median value of the posterior distribution
belonging to that parameter. Similarly, when I report $\pm 1 \sigma$ uncertainties on these median measurements, they are the $16 \%$ and $84 \%$ percentiles of the posterior, respectively.

Even if the model turns out to match the data well, and the posterior pdf is well-behaved (unimodal), the median of the posterior pdf for each of the parameters $\theta_{j}$, when taken together as a "best-fit" parameter, will not necessarily be a good representation of the data. For one, it could very well be that the walkers never actually found the "right" minimum that describes the data. Perhaps the algorithm did not run for long enough, or the proposal move - on which the movement of the walkers is ultimately based - does not allow the walkers to explore the posterior pdf fully. Secondly, if the posterior pdf has multiple modes (i.e., multiple peaks in the probability distribution), or has substantial "curvature" (i.e., heavily skewed distributions) in the parameter space, the mean or median of sampling does not necessarily lie at high probability locations in parameter space. This all relates to the point made in Section 6.1, namely that emcee is not an optimizer, it is merely a sampler that lets us get a taste (or sample) of how the multidimensional posterior looks and behaves. With this in mind, I will in the following describe the results obtained with MCMC.

### 6.4.2 Model representations

I will present results obtained with MCMC in the form of diagrams, known as "posterior predictive plots", "trace plots" and "corner plots". Additionally, the resulting inferred rotation curves, intensity profiles and spider diagrams are also included. Appendix B showcases all three of these figures associated with every galaxy in my sample, after running MCMC with 15 walkers and 250000 steps, using the seven core parameters listed in Table 4.1.

The posterior predictive plots (e.g., Fig. B.1) show the predictive distribution for the model in data space. I extracted 1000 random samples from the chain of a completed run that was applied to a given data set. I then displayed the predicted model that each extracted sample makes for this data set, by superimposing these models on the observed data. Additionally, I superimposed the model constructed from the $50^{\text {th }}$ percentile (across all parameters) of the posterior distribution. This model can for all intents and purposes be considered the most representative (of the data) line profile. In the bottom part of the figure, I show the residuals. The residual is calculated as the difference between the data and the model, in units of the data RMS:

$$
\begin{equation*}
\text { Residual }=\frac{\text { Data }- \text { Model }}{\text { RMS }} . \tag{6.5}
\end{equation*}
$$

The trace plots (e.g., Fig. B.3) show the model parameters as a function of step number in the Markov chain. The gray shadow indicates the burn-in region (i.e., discarded samples; half of the total 250000 samples).

The corner plots (also known as "scatterplot matrices", e.g., Fig. B.4) show all the one and two dimensional projections of the posterior probability distributions of my parameters. The 2D histograms show the covariances between parameters. The 1D histograms along the diagonal show the marginalized distributions for each parameter.

## Mrk 590

Starting off with the $\mathrm{CO}(2-1)$ emission line in Mrk 590, the model (Fig. B.1) is quite decent, and (mostly) stays within the $\pm 1 \sigma$ residual. The corner plot (Fig. B.4) shows that most of the parameters have unimodal marginalized distributions, with the exception of $I_{0}$ and $h_{r} . I_{0}$ and $h_{r}$ are heavily correlated, as can be seen from their covariances. So if either one
of them is ill-defined, the other suffers the same fate. The unimodality of the remaining parameters is also reflected in the trace plot (Fig. B.3): The parameters that have singlepeaked marginalized posterior distributions tend to "orbit" around a single value in the trace plot. If the chains looks "fuzzy", as they do in this case, it is a good sign of convergence. If the 1 D probability distribution of a parameter has multiple peaks, then the chain will consist of multiple "lanes" that the walkers will move on. The rotation curve shown in the left panel of Fig. B.2 is a textbook example of a rotation curve that we have come to expect from disk galaxies (Kauffmann et al. 2015; Lang et al. 2020; Sharma et al. 2021) that have ordered rotation about the center. The initial steep ascent of the rotation curve produces the characteristic parallel velocity contours that can be seen at radial positions $R<0.2 \mathrm{R}_{\text {max }}$ in the accompanying spider diagram (right panel of Fig. B.2). The rotation curve decreases slightly between 0.2 and $0.5 \mathrm{R}_{\text {max }}$. As a result, the velocity contours of the spider diagram start to close in on themselves; but this process is cut short as the rotation curve flattens out at $R_{\max }>0.2$, at a velocity of $\sim 220 \mathrm{~km} \mathrm{~s}^{-1}$. This is reflected in the velocity contours moving radially away from the center.

This particular data set is an exceptional example of the kind of emission line that I primarily designed the model to simulate in the first place: A very clear double-horned profile with minimal asymmetry. So it is not a surprise that the model performs well in this case. In fact, the similarity between these results and the example of M31 (Figs. 1.1, 1.3 and 1.2) described in Chapter 1 is quite astounding - especially because the model is so simple.

NGC 2617
The CO(2-1) line in NGC 2617 is a curious one (Fig. B.5). MCMC has apparently found what looks like two solutions (or minima). One of them, championed by the median, represents the data quite well. The other is a single-peaked solution shown by a subsample of the 1000 random draws. Looking at the trace and corner plots (Figs. B. 7 and B.8), it looks like a few of the walkers got trapped in a solution with a high velocity value. According to the defined parameter limits, this means that all the velocity break-points $V_{1}, V_{2}$ and $V_{3}$ follow suit as well and get trapped in a high $V_{\max }$ solution. Additionally, the tiny amount of samples corresponding to this solution, seen on the marginalized distributions of the velocity parameters, is also a testament to the low-probability of this particular solution. Without looking at either the trace or corner plot, the single-peaked solution is obviously erroneous, as it does not match the data at all. It can safely be ignored. The $\mathrm{CO}(3-2)$ line (Fig. B.9) tells a similar story to the $\mathrm{CO}(2-1)$ line, and it appears that the parameters found are extremely similar, with the exception of $I_{0}$. This is to be expected, as both the $\mathrm{CO}(2-1)$ and $\mathrm{CO}(3-2)$ observation share the same RMS, but different $\mathrm{S} / \mathrm{N}$ ratios (Table 3.2). This suggests that the kinematics of both transitions are quite similar, and they differ exclusively by a flux emission factor. The associated rotation curve and spider diagram shown in Fig. B. 6 are quite similar to the ones produced for Mrk 590. The big difference here is that the break-point $b_{0}$ is much smaller, meaning that the initial rise of the rotation curve is much steeper. This fact is also reflected in the smaller (compared to Mrk 590) central region consisting of parallel velocity contours.

NGC 3227
MCMC has trouble modelling the CO(3-2) emission line in NGC 3227 (Fig. B.13). The residuals flail wildly between $\pm 5 \sigma$ over the line profile. There has been indications that some of the hot $\mathrm{H}_{2}$ gas (which CO is a tracer of) in NGC 3227 is influenced by outflows
(Davies et al. 2006). The model does not account for such non-rotational motions in the disk, and it is therefore not a big surprise that it has trouble finding a set of model parameters that represent the data. Despite this limitation of the model, it still manages to do the best it can, and produces something that is not too terrible, all things considered. In fact, the MCMC walkers quickly managed to find a minimum (read: areas of high likelihood) and stay there for the entirety of the MCMC chain. The trace plot (Fig. B.15) shows that the chain converged almost immediately at the start of the run, despite a couple of walkers taking a small detour at higher $V_{\max }$ values, but then finally joined up with the rest of the pack around 200000 steps in. The individual 1D parameter distributions in the corner plot (Fig. B.16) are also unusually unimodal (despite the unique shape of the emission line), which suggests that the chain has converged on a solution that all 15 walkers agree on. The rotation curve in the left panel of Fig. B. 14 differs somewhat from the rotation curves extracted from the remaining AGN in my sample (with the exception of NGC 4593, discussed in more detail further down). Because we know that NGC 3227 has outflows, the kinematics shown by the rotation curve and spider diagram are difficult to evaluate and interpret. The model attempts to compensate for this non-rotational velocity component by altering the kinematical parameters $\left(V_{\max }, V_{1}, V_{2}\right.$ and $\left.V_{3}\right)$ that are responsible for the rotation curve and consequently, the spider diagram, at the cost of what we believe is physically reasonable.


Fig. 6.3: Rotation curves of NGC 3227. The rotation curves derived from the CO data as well as curves taken from the literature are shown. The thick line is the best fit to the different curves. Source: Schinnerer et al. (2000).

This problem can be approached from another angle as well. Comparing the size of the telescope beam at $345 \mathrm{GHz}\left(=18^{\prime \prime}\right)$ to the apparent size of NGC 3227 on the sky, shown in the right panel of Fig. A.12, can fuel the discussion a bit longer. A double-horned profile (such as the one for Mrk 590), is characteristic of a rotation curve that first rises, then remains roughly flat with increasing radius from the center. If instead we consider a galaxy in which the rotation curve rises at all radii, we would see a flat-topped or centrally peaked profile instead (Sparke and Gallagher 2007). The triangular shape of NGC 3227 exhibits exactly that. What does that tell us? The small beam size of the APEX telescope will
inevitably collect flux only from the CO gas in the very central region of the galaxy. The actual rotation curve of NGC 3227, shown in Fig. 6.3, mainly consists of a steep rise in the central $\sim 9^{\prime \prime}$ (half the beam size). This means that the $\mathrm{CO}(3-2)$ observation that I have at my disposal, is in reality just an observation of gas motions characterised by a rising rotation curve (in the central $9^{\prime \prime}$ ). In that case, I would expect to see a centrally peaked profile. The model inherently assumes that the emission line it is trying to represent, is the result of a an integration of flux across an entire galaxy, and not just the central region. One might have expected that the MCMC model would be challenged in predicting the rotation curve. However, it is encouraging to see that the model does indeed predict a rotation curve with a central rise that extends to half the size of the beam.

## NGC 3783

The CO(2-1) emission line of NGC 3783 is extremely asymmetric (Fig. B.17. As the model (using the core parameters), is inherently symmetric, the model does not represent the data all that well. MCMC also seems to have found two candidate solutions, much like NGC 2617 $\mathrm{CO}(2-1)$ and $\mathrm{CO}(3-2)$. For the same reasons described for NGC 2617, the solution with a $V_{\max }$ hovering around $\sim 450 \mathrm{~km} \mathrm{~s}^{-1}$ (Fig. B.20) is unrealistic and can be ignored.

To improve the model, I expanded it to include $S_{\text {width }}, S_{\text {as }}$ and $S_{\text {flux }}$ (Table 4.2). The results are shown in Figs. B.45-B.48. There is surprisingly good match between the model and the data. The flux residuals are within $\pm 1 \sigma$ across the emission line. Even though it is a good match, the question is whether or not the model parameters make sense physically. The spider diagram shows that MCMC found a solution that describes a galaxy with one spiral arm emitting up to $S_{\text {as }}=3.27_{-0.62}^{+0.51}$ times as much compared to the other. This should not be interpreted as how the flux of CO gas in NGC 3783 is actually distributed. The spiral aspect of the parametrization is just a means to an end: altering flux from one side of the galaxy. The data clearly shows that there is an excess of flux at positive velocities, compared to negative velocities. The exact reasons for why there is this asymmetry in the flux is not something the model can answer.

## NGC 4593

The CO(2-1) line in NGC 4593 is unique in the sense that it appears to have a flat top. Despite this, MCMC does a decent job fitting the data as shown in Fig. B.21. The walkers seem to explore quite chaotically in the first " 50000 " steps of the Markov chain (Fig. B.23), but then settle in for the remainder of their walk after that. Additionally, the marginalized parameter probability distributions in the corner plot (Fig. B.24) are well-behaved (i.e., unimodal), suggesting convergence. As a result of the limits I imposed on the velocity parameters $V_{\max }, V_{1}, V_{2}$ and $V_{3}$ (Table 4.1), the model is mathematically unable to create a flat-topped distribution, no matter the combination of parameters. It would require an unrealistic rotation curve that is "not" flat (or close to being flat) at higher $R$ to produce a flat-topped profile as the data shows. The MCMC model of the CO(3-2) line in NGC 4593 produces similar parameter values as the $\mathrm{CO}(2-1)$ line, once again suggesting similar kinematics between the two transitions of CO (which is to be expected). The $\mathrm{S} / \mathrm{N}$ ratio is quite a bit lower for the $\mathrm{CO}(3-2)$ line, which inflates the uncertainties dramatically. It is worth noting that the $\mathrm{CO}(2-1)$ data was collected by integrating for $\sim 90$ minutes, whereas the $\mathrm{CO}(3-2)$ data was integrated for $\sim 20$ minutes (Table 3.2).

Interestingly, it seems that the rotation curves and spider diagrams (Figs. B. 22 and B.26) share some similarities with NGC 3227 (Fig. B.14). They all have relatively shallow slopes
at small $R$ of the rotation curve, followed by a sudden large (relatively) drop in velocity. Not surprisingly, the spider diagrams exhibit comparable characteristics such as the large central region of parallel velocity contours and contours that close in on themselves further out (as a result of the drop in the velocity at $\sim 0.5 \mathrm{R}_{\max }$. NGC 3227 and NGC 4593 have a couple of things in common: They both have an extraordinary excess of flux at small velocities (close to $V=0$ ), compared to the rest of the sample of AGN. And for both galaxies, the model found a double-horned solution with a central peak.

The similarities do not stop there though. As was the case for NGC 3227, the beam size of APEX (at both 230 GHz and 345 GHz ) only covers the central region of NGC 4593. The relative size of the beam and the size of the galaxy is not as extreme in this case however, which means we should expect to see a less dramatic (yet still similar) version of the centrally peaked shape of NGC 3227. This is indeed what we see. Instead of the major excess of flux at $V=0$ that forms a peak in NGC 3227, instead forms a flat-top. This is what we expect from a situation that can be considered a middle-road between the extreme case of NGC 3227, and cases where the beam covers the entire apparent size of the galaxy, such as Mrk 590, NGC 2617 and NGC 3783. It is no surprise that we see double-horned profiles for the sources where the beam covers the entire galaxy, as this is what our theory of gas kinematics tells us to expect.

## NGC 5548

The CO(2-1) line in NGC 5548 is just a tad asymmetric (Fig. B.29), having a larger concentration of flux at positive velocities. The model cannot account for this, so it tries to find the best symmetric solution it can. The scaling factor $I_{0}$ has the largest uncertainty, which is reflected by the 1000 draws that span a wide range of profile shapes around the median. Given the relatively large RMS of 0.06 Jy , this is not too much of a surprise. Given the low resolution of the spectrum, it is difficult to judge whether or not the congregation of flux in the channels around $-230 \mathrm{~km} \mathrm{~s}^{-1}$ is part of the signal (perhaps in the form of an outflow), or it is merely noise. This is a judgement call, and since the model was not made to simulate non-rotational velocity components, I chose not to include this in the fitting window of MCMC. It is unclear whether or not the chain has converged, as both the trace and corner plot (Figs. B. 31 and B.32) show multiple multimodal distributions of roughly equal probability (neither of them overpower the other). This is evident from the 1D distributions for $V_{\max }, V_{1}, V_{2}$ and to a lesser extent, $V_{3}$, and by the multiple lanes that never seem to join up in the Markov chain. Despite this ambiguity, the two solutions are not all that dissimilar, as they are hard to distinguish from the 1000 randomly drawn model predictions. The median, as mentioned earlier, is a very robust percentile that represents the data quite well, despite ill-behaved distributions. In this case the median seems to express a "sweet spot" between the two solutions. This is also reflected in the fact that the median (represented by the red line in Fig. B.29) rests comfortably between the two solutions, and represents the data quite well.

The $\mathrm{CO}(3-2)$ line is modelled as well as you could reasonably expect (Fig. B.33), given the low resolution and $\mathrm{S} / \mathrm{N}$ ratio $(=4.01)$ of the spectrum. This is the spectrum that was initially classified as a non-detection by the $5 \sigma$ cutoff that I imposed in Section 3.1, and later re-classified as a detection (simply looking at the spectrum makes it hard to call it a non-detection). Despite the low quality of the observation, MCMC managed to converge in a much more convincing manner than the $\mathrm{CO}(2-1)$ line: The marginalized distributions in the corner plot (Fig. B.36) are quite well-behaved. The fact that the resulting median parameter values for both $\mathrm{CO}(2-1)$ and $\mathrm{CO}(3-2)$ are nearly identical, supports the argument
that this is indeed a detection; we expect the kinematics of the gas to be similar for both $\mathrm{CO}(2-1)$ and $\mathrm{CO}(3-2)$ as they are transitions of the same molecule, spaced close together energetically.

NGC 6814
The width of the $\mathrm{CO}(2-1)$ line in NGC 6814 is extremely narrow (Fig. B.37), which makes it hard to model (as it lacks resolution). I rebinned the data to a resolution of $\sim 10 \mathrm{~km} \mathrm{~s}^{-1}$ to alleviate this issue somewhat. Despite this, the emission line only has 9-11 data points (depending on which ones you count), and the model has seven parameters. This means that MCMC only has 2-4 degrees of freedom, which makes modelling difficult. The model still looks decent, mostly staying inside the $\pm 1 \sigma$ residual, and sometimes (at the edges of the line) reaching $\sim 2.5 \sigma$. The trace plot in Fig. B.39 looks good; the walkers quickly found a minimum and stayed there for the rest of the run. The marginalized parameter distributions are also mostly unimodal. The $\mathrm{CO}(3-2)$ line (Fig. B.41) is likewise a case of an ill-constrained problem to solve, but MCMC still managed to find a model that describes the data within $\pm 1 \sigma$ flux residuals across the emission line.

## 7. Discussion

### 7.1 CO gas measurements

I have determined various properties of the CO gas in my sample of AGN, including the total velocity-integrated flux density, CO luminosity and the total molecular gas mass in the form of $\mathrm{H}_{2}$. I find an average CO luminosity of $L_{\mathrm{CO}}^{\prime}=4.35 \pm 1.09 \times 10^{8} \mathrm{~K} \mathrm{~km} \mathrm{~s}^{-1} \mathrm{pc}^{2}$ with a standard deviation (SD) of $2.99 \times \mathrm{K} \mathrm{km} \mathrm{s}^{-1} \mathrm{pc}^{2}$ for the sample of $6 \mathrm{CO}(2-1)$ detections.

I estimate a mean molecular gas mass of $\mathrm{M}\left(\mathrm{H}_{2}\right)=11.35 \pm 9.53 \times 10^{8} \mathrm{M}_{\odot}$ with a SD of $2.19 \times 10^{8} \mathrm{M}_{\odot}$ using the $\mathrm{CO}(2-1)$ observations as inference via. the $r_{21}$ ratio (Section 3.4).

The uncertainty on the conversion factor is mostly responsible for the high uncertainty on the molecular gas mass estimate. Because I do not a priori know about the local conditions of the ISM where the CO gas resides, I followed the recommendation of Bolatto et al. (2013), and assumed a conversion factor $\alpha_{\mathrm{CO}}=3.3 \pm 2 \mathrm{M}_{\odot}\left(\mathrm{K} \mathrm{km} \mathrm{s}^{-1} \mathrm{pc}^{2}\right)^{-1}$. The uncertainty is extremely huge, as it embodies my ignorance of the gas pressure, gas dynamics and metallicity in the local ISM. So while the uncertainty on the $\mathrm{H}_{2}$ gas mass is very large, it should be seen as a conservative estimate of the ranges of $\mathrm{H}_{2}$ gas masses for the AGN in my sample.

### 7.1.1 Comparisons of CO to non-active galaxies

To get a perspective on values of the CO luminosities and $\mathrm{H}_{2}$ gas masses that I have calculated in a global context, I compare with different studies that have also measured the CO luminosities and $\mathrm{H}_{2}$ gas masses, as well as the Milky Way and our nearest neighbor, M31. The mass of the molecular gas in M 31 within a radius of 18 kpc is $\mathrm{M}\left(\mathrm{H}_{2}\right)=3.6 \times 10^{8} \mathrm{M}_{\odot}$ at the adopted distance of 780 kpc . This is $7 \%$ of the total neutral gas mass in M31 (Nieten et al. 2006). So M31 has an overall lower molecular gas mass than the average value for my sample of AGN. Sparke and Gallagher (2007) argues that the Milky Way on the other hand, probably contains $4-8 \times 10^{9} \mathrm{M}_{\odot}$ of HI , and about half that amount of molecular gas. This means that the Milky Way contains roughly five times more molecular gas in the form of $\mathrm{H}_{2}$ than the average of my sample of AGN.

Cicone et al. (2017) presented CO(2-1) emission line observations of 88 nearby, low-mass, star-forming galaxies that are part of the APEX low-redshift legacy survey for molecular gas (ALLSMOG). As part of their measurements of the CO gas, they calculate the line flux and CO luminosities, and also apply the beam correction described in Section 3.5. Their results for the average CO luminosity is shown in Table 7.1. Additionally, Cairns et al. (2019) performed measurements of both the CO line flux, CO line luminosity and $\mathrm{M}\left(\mathrm{H}_{2}\right)$ on 27 $\mathrm{CO}(2-1)$ emission lines in their sample of 72 star-forming cluster galaxies. These galaxies were selected to span a wide range of stellar masses and star-formation rates. These values are also listed in Table 7.1. Based on the $\mathrm{CO}(2-1)$ luminosities I find that my sample of AGN have higher masses roughly by a factor 10 compared to the study by Cicone et al. (2017) (assuming a 1:1 relationship between mass and luminosity), whereas when compared to the average $\mathrm{CO}(2-1)$ luminosity of Cairns et al. (2019), both results are consistent, within their uncertainties (and standard deviations). Having compared these findings with a little bit of everything (read: different types of galaxies with different properties), it seems that my sample of AGN display typical molecular gas masses across different galaxies. It is also worth noting that my $\mathrm{H}_{2}$ gas masses may have a minor tendency to be systematically larger for the galaxies in my sample that exclusively observe the very central regions of the AGN,
e.g., NGC 3227 (Fig. A.12) and to a lesser extent, NGC 4593 (Figs. A. 15 and A.16). Hicks et al. (2013) find that AGNs tend to have elevated $\mathrm{H}_{2}$ luminosity out to a radius of at least 250 pc , and more specifically, that AGNs have four times higher $\mathrm{H}_{2}$ luminosity within a radius of 100 pc compared to their quiescent counterparts. So while there may not be the biggest difference in molecular gas mass at large scales, this may not be the case at smaller scales.

Table 7.1: Comparisons of the average, their associated uncertainties and standard deviations of the $\mathrm{CO}(2-1)$ measurements between two studies targeting different galaxies. The number in the parenthesis next to each measurement is the $1 \sigma$ standard deviation of the sample used to calculate the average.

| Measurement | $\int S_{\text {CO, corr }} \mathrm{d} v$ <br> $\left(\mathrm{Jy} \mathrm{km} \mathrm{s}^{-1}\right)$ | $L_{\mathrm{CO}, \text { corr }}^{\prime}$ <br> $\left(10^{8} \mathrm{~K} \mathrm{~km} \mathrm{~s}^{-1} \mathrm{pc}^{2}\right)$ | $\mathrm{M}\left(\mathrm{H}_{2}\right)_{\text {corr }}$ <br> $\left(10^{8} \mathrm{M}_{\odot}\right)$ |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| This project |  |  |  |  |  |  |
| Detections | $227.28 \pm 54.95(95.66)$ | $4.35 \pm 1.09(2.99)$ | $11.35 \pm 9.53(7.8)$ |  |  |  |
| Non-detections | $<13.57(4.10)$ | $<2.42(1.67)$ | $<6.33(4.36)$ |  |  |  |
| Cicone et al. |  |  |  |  | $(2017)$ |  |
| Detections | $29.51 \pm 9.57(22.26)$ | $0.79 \pm 0.37(0.68)$ | - |  |  |  |
| Non-detections | $<9.36(2.20)$ | $<0.37(0.12)$ | - |  |  |  |
| Cairns et al. |  |  |  |  | $(2019)$ |  |
| Detections | $36.14 \pm 7.53(22.46)$ | $1.95 \pm 0.49(1.41)$ | $8.91 \pm 1.86(6.24)$ |  |  |  |
| Non-detections | $<14.02(7.87)$ | $<0.55(0.27)$ | $<2.26(0.93)$ |  |  |  |

### 7.2 Forward-model of the CO global profile

Modeling the kinematics of the gas in galaxies is not a novel idea. For example, Stewart et al. (2014) made a 6 -parameter mathematical model for the global HI profiles of galaxies. They find the model to be a good fit to the 34 spiral galaxies in the HI nearby Galaxy Survey (THINGS; Walter et al. (2008)). The difference here is that I modelled an actual twodimensional rotating disk of gas, with some inclination. Each two-dimensional subsection of the disk has a certain size (defined by how finely the disk is partitioned) and location. This method has the advantage of allowing one to discretely modify the flux, velocity, area and anything else you could think of (depending on how you define the model), of every single subsection of the disk.

By altering the flux in certain patterns of subsections, as I have demonstrated in Section 5.2. I managed to produce asymmetric shapes in the resulting global profiles produced by the model. This can further be expanded to include non-rotational velocity components such as outflows in future work. The main point is that this type of forward-model shows great promise, even in its current simple form. The model is able to produce synthetic emission line profiles that match the data that we see in practice when we integrate flux over a galaxy. It should be mentioned again that the AGN that comprise my sample, for the most part have CO observations that only cover the central circumnuclear regions of the AGN, which makes it really hard for the model to produce representative global profiles. Despite this,
it still manages to produce decent-looking models. Besides, even the MCMC runs that are uncertain (either as a result of unclear convergence or other limitations), can be explained when the rotation curves and spider diagrams are examined.

Additionally, there is a significant number of observations that are of poor quality (low resolution/SNR and very narrow profiles) that only makes life harder when attempting to infer representative models. If the question of whether or not the location of an expected emission line actually has a signal, or is just the result of random noise is ambiguous, then there is not much anyone can do. All in all, the model does produce sensible solutions and sets of parameters that we would expect from a disk galaxy with ordered rotation. The rotation curves and spider diagrams that are produced as a result of the MCMC runs, are particularly interesting as they directly tell us how the gas is distributed and moves around in the galaxy (or, at least how the "model" thinks the distribution and kinematics of the gas looks like).

### 7.3 Future work

The models produced with MCMC are already quite good, but can definitely be improved, especially if I want to investigate high S/N emission profiles or perhaps even spatially resolved kinematics. Adding non-rotational velocity components (such as outflows) to the model would be a logical next step. Reparametrizing the model could also yield positive results, as it is clear right now that there are some degeneracies among the model parameters ( $I_{0}$ and $h_{r}$ in particular), that unnecessarily complicate the model. This would ensure that the MCMC algorithm has an easier time finding minima, and allow the walkers to explore the posterior probability distribution more efficiently. This way I could determine rotation curves and spider diagrams independently of the model, and check whether or not the model would converge on a solution that approximates this "truth". In fact, it would be the perfect laboratory environment to test out a wide variety of different things, as the possibility of instant feedback on model performance would not only be a time-saver but also allow much more detailed tweaks to be made, in order to improve the model.

## 8. Conclusions

I have presented the APEX CO (2-1) and CO(3-2) emission line observations of 17 nearby AGN host galaxies. I have described in detail the sample selection, observations, the data reduction and analysis methods. I report a final $\mathrm{CO}(2-1)$ detection rate of $37.5 \%(6 / 16)$, and a $\mathrm{CO}(3-2)$ detection rate of $50 \%(4 / 8)$. For the detections, I have determined their total velocity-integrated flux densities, CO line luminosities and $\mathrm{H}_{2}$ gas masses (Table 3.2). These results were further corrected for potential CO emission falling outside the primary APEX telescope beam, thereby allowing me to report the gas mass of the entire galaxy, even though the beam in many cases only covers the circumnuclear central few kpc (Table 3.3). For the non-detections I have estimated informative $3 \sigma$-upper limits on the line flux. Additionally, I have directly measured both the FWHM width, and the peak of the rotation curve for all detections in the sample, and find an average $V_{\max }$ of $144.62 \mathrm{~km} \mathrm{~s}^{-1}$ with a standard deviation of $86.17 \mathrm{~km} \mathrm{~s}^{-1}$, and an average FWHM line width of $198 \mathrm{~km} \mathrm{~s}^{-1}$ with a standard deviation of $86 \mathrm{~km} \mathrm{~s}^{-1}$. The individual measurements can be found in Table 3.1.

To study the motion of the gas, I wrote software code for a simple model of the gas structure and kinematics in a typical AGN. The model assumes some inclination, rotation curve and intensity distribution, in the form of variable model parameters. By simulating a single-dish radio telescope observation of a toy galaxy, with a large enough beam that includes all the gas, I simulated the distribution of gas in coordinate and velocity phase space and compared it with the data using MCMC analysis. I find that a simple model does indeed have the capability of producing emission line profiles that we see in the data. The specific set of model parameters responsible for producing the fits are tentative at best, and does not indicate a unique solution in some cases.
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## Appendix A: Sample CO spectra



Fig. A.1: Left: The reduced APEX $\mathrm{CO}(2-1)$ and $\mathrm{CO}(3-2)$ spectra. The RMS (in mJy) and velocity resolution per channel $\delta v_{\text {chan }}$ (in $\mathrm{km} \mathrm{s}^{-1}$ ) are shown in the upper left corner. The shaded region below the flux shows the integration range used in the line flux measurements in Section 3.4. Right: Optical DSS survey cutout centered on the galaxy in question. North is up and east is left. The size of the 230 GHz and 345 GHz APEX beam is shown by the dashed circle in the lower left.


Fig. A.2: Same as in Fig. A.1, but for Fairall $9 \mathrm{CO}(2-1)$.


Fig. A.3: Same as in Fig. A.1, but for Fairall $9 \mathrm{CO}(2-1)$.


Fig. A.4: Same as in Fig. A.1, but for Fairall $9 \mathrm{CO}(2-1)$.


Fig. A.5: Same as in Fig. A.1, but for Fairall $9 \mathrm{CO}(2-1)$.


Fig. A.6: Same as in Fig. A.1, but for Fairall $9 \mathrm{CO}(2-1)$.


Fig. A.7: Same as in Fig. A.1, but for Fairall $9 \mathrm{CO}(2-1)$.


Fig. A.8: Same as in Fig. A.1, but for Fairall $9 \mathrm{CO}(2-1)$.


Fig. A.9: Same as in Fig. A.1, but for Fairall $9 \mathrm{CO}(2-1)$.



Fig. A.10: Same as in Fig. A.1, but for Fairall $9 \mathrm{CO}(2-1)$.


Fig. A.11: Same as in Fig. A.1, but for Fairall $9 \mathrm{CO}(2-1)$.


Fig. A.12: Same as in Fig. A.1, but for Fairall $9 \mathrm{CO}(2-1)$.


Fig. A.13: Same as in Fig. A.1, but for Fairall $9 \mathrm{CO}(2-1)$.


Fig. A.14: Same as in Fig. A.1, but for Fairall $9 \mathrm{CO}(2-1)$.


Fig. A.15: Same as in Fig. A.1, but for Fairall $9 \mathrm{CO}(2-1)$.


Fig. A.16: Same as in Fig. A.1, but for Fairall $9 \mathrm{CO}(2-1)$.


Fig. A.17: Same as in Fig. A.1, but for Fairall $9 \mathrm{CO}(2-1)$.


Fig. A.18: Same as in Fig. A.1, but for Fairall $9 \mathrm{CO}(2-1)$.


Fig. A.19: Same as in Fig. A.1, but for Fairall $9 \mathrm{CO}(2-1)$.


Fig. A.20: Same as in Fig. A.1, but for Fairall $9 \mathrm{CO}(2-1)$.


Fig. A.21: Same as in Fig. A.1, but for Fairall $9 \mathrm{CO}(2-1)$.


Fig. A.22: Same as in Fig. A.1, but for Fairall $9 \mathrm{CO}(2-1)$.


Fig. A.23: Same as in Fig. A.1, but for Fairall $9 \mathrm{CO}(2-1)$.

## Appendix B: MCMC plots

MRK590 CO(2-1)


Fig. B.1: The global CO line profiles of each galaxy, along with a solid red line indicating the model produced from the $50^{\text {th }}$ percentile of the posterior distribution. A set of 1000 randomly drawn samples from the posterior distribution is shown by the gray shadow. The bottom panel shows the residuals of the fit. The horizontal dashed lines indicate the $\pm 1 \sigma$ residuals.

## MRK590 CO(2-1)




Fig. B.2: Left: Rotation curve and intensity profile constructed from the model evaluated by the $50^{\text {th }}$ percentile of the posterior distribution. Right: Spider diagram showing radial velocity contours of the simulated CO gas, constructed from the model evaluated by the $50^{\text {th }}$ percentile of the posterior distribution.



Fig. B.3: The model parameters as a function of step number, as the 15 walkers explore the posterior distribution. The gray shadow indicates the burn-in region.


Fig. B.4: Corner plot showing both the 2D covariances among the parameters in the model, as well as the marginalized 1D distributions of individual parameters. The solid red lines indicate the $50^{\text {th }}$ (median) of the marginalized posterior distributions. The vertical dashed lines indicate the $16^{\text {th }}$, and $84^{\text {th }}$ percentiles (coresponding to the $\pm 1 \sigma$ credible intervals). Median values and their $\pm 1 \sigma$ errors are shown on the top of each 1D histogram.

NGC2617 CO(2-1)


Fig. B.5: Same as Fig. B.1. but for NGC 2617 CO(2-1).


Fig. B.6: Same as Fig. B.2. but for NGC $2617 \mathrm{CO}(2-1)$.

NGC2617 CO(2-1)





Fig. B.7: Same as Fig. B.3. but for NGC 2617 CO(2-1).


Fig. B.8: Same as Fig. B.4 but for NGC $2617 \mathrm{CO}(2-1)$.

NGC2617 CO(3-2)


Fig. B.9: Same as Fig. B.1. but for NGC 2617 CO(3-2).


Fig. B.10: Same as Fig. B.2. but for NGC 2617 CO(3-2).


Fig. B.11: Same as Fig. B.3. but for NGC 2617 CO(3-2).


Fig. B.12: Same as Fig. B.4. but for NGC 2617 CO(3-2).

NGC3227 CO(3-2)


Fig. B.13: Same as Fig. B.1. but for NGC 3227 CO(3-2).


Fig. B.14: Same as Fig. B.2. but for NGC 3227 CO(3-2).





Fig. B.15: Same as Fig. B.3. but for NGC 3227 CO(3-2).


Fig. B.16: Same as Fig. B.4 but for NGC 3227 CO(3-2).

NGC3783 CO(2-1)


Fig. B.17: Same as Fig. B.1, but for NGC 3783 CO(2-1).

NGC3783 CO(2-1)


Fig. B.18: Same as Fig. B.2. but for NGC $3783 \mathrm{CO}(2-1)$.


Fig. B.19: Same as Fig. B.3. but for NGC 3783 CO(2-1).


Fig. B.20: Same as Fig. B.4. but for NGC 3783 CO(2-1).

NGC4593 CO(2-1)


Fig. B.21: Same as Fig. B.1, but for NGC 4593 CO(2-1).

NGC4593 CO(2-1)


Fig. B.22: Same as Fig. B.2. but for NGC 4593 CO(2-1).


Fig. B.23: Same as Fig. B.3. but for NGC 4593 CO(2-1).


Fig. B.24: Same as Fig. B.4 but for NGC 4593 CO(2-1).

NGC4593 CO(3-2)


Fig. B.25: Same as Fig. B.1, but for NGC 4593 CO(3-2).

## NGC4593 CO(3-2)



Fig. B.26: Same as Fig. B.2. but for NGC 4593 CO(3-2).


Fig. B.27: Same as Fig. B.3. but for NGC 4593 CO(3-2).


Fig. B.28: Same as Fig. B.4 but for NGC 4593 CO(3-2).

NGC5548 CO(2-1)


Fig. B.29: Same as Fig. B.1. but for NGC 5548 CO(2-1).

## NGC5548 CO(2-1)




Fig. B.30: Same as Fig. B.2. but for NGC 5548 CO(2-1).






$\therefore \begin{gathered}0.5 \\ 0.0 \\ 0\end{gathered}$

Fig. B.31: Same as Fig. B.3. but for NGC 5548 CO(2-1).


Fig. B.32: Same as Fig. B.4. but for NGC 5548 CO(2-1).

NGC5548 CO(3-2)


Fig. B.33: Same as Fig. B.1. but for NGC 5548 CO(3-2).
001

Fig. B.34: Same as Fig. B.2, but for NGC 5548 CO(3-2).


Fig. B.35: Same as Fig. B.3. but for NGC 5548 CO(3-2).


Fig. B.36: Same as Fig. B.4. but for NGC 5548 CO(3-2).

NGC6814 CO(2-1)


Fig. B.37: Same as Fig. B.1, but for NGC 6814 CO(2-1).


Fig. B.38: Same as Fig. B.2. but for NGC 6814 CO(2-1).


Fig. B.39: Same as Fig. B.3. but for NGC 6814 CO(2-1).


Fig. B.40: Same as Fig. B.4 but for NGC 6814 CO(2-1).

NGC6814 CO(3-2)


Fig. B.41: Same as Fig. B.1. but for NGC 6814 CO(3-2).


Fig. B.42: Same as Fig. B.2. but for NGC 6814 CO(3-2).

NGC6814 CO(3-2)






Fig. B.43: Same as Fig. B.3. but for NGC 6814 CO(3-2).


Fig. B.44: Same as Fig. B.4 but for NGC 6814 CO(3-2).

NGC3783 CO(2-1)


Fig. B.45: Same as Fig. B.1. but for NGC $3783 \mathrm{CO}(2-1)$ and the addition of the $S_{w}, S_{a}$ and $S_{f}$ model parameters listed in Table 4.2 .


Fig. B.46: Same as Fig. B.2. but for NGC $3783 \mathrm{CO}(2-1)$ and the addition of the $S_{w}, S_{a}$ and $S_{f}$ model parameters listed in Table 4.2. The masked regions devoid of contours are the regions that have had their flux decreased by a factor $S_{f}$. These masks are shown purely for visualization purposes; they do not alter the radial velocity of gas at the position, only the flux.


Fig. B.47: Same as Fig. B.3. but for NGC $3783 \mathrm{CO}(2-1)$ and the addition of the $S_{w}, S_{a}$ and $S_{f}$ model parameters listed in Table 4.2 .


Fig. B.48: Same as Fig. B.4 but for NGC $3783 \mathrm{CO}(2-1)$ and the addition of the $S_{w}, S_{a}$ and $S_{f}$ model parameters listed in Table 4.2 .
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