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Abstract

Glymphatic system comprises a brain-wide metabolite and waste trans-
port pathway involving cerebral-spinal fluid (CSF)/interstitial fluid (ISF)
exchange, and is facilitated by astrocytic aquaporin-4 (AQP4) channel. How-
ever, magnetic resonance imaging (MRI) is the most applicable for the whole
brain in-vivo glymphatics assessment, to date applied methods based on in-
vasive tracers application altering CSF dynamics. Therefore current work
aimed to analyze and validate a fully non-invasive in-vivo glymphatic 9.4
Tesla MRI protocol in 9 AQP4 knock-out and 9 wild-type littermate animals
of 10− 15 weeks age. The protocol was designed at the Center for Transla-
tional Neuromedicine and based on standard and widely available diffusion-
weighted imaging (DWI) and multiecho gradient-recalled echo (GRE) Dixon
for the brain free water mobility and fat/water content assessment, respec-
tively. In addition, ex-vivo validation of the design Dixon approach was
performed in dedicated phantoms of authors’ own design.

Summarizing, current work confirms suitability of both DWI and in-
travoxel incoherent motion (IVIM)-DWI as well as Dixon imaging for as-
sessment of the brain free water mobility as well as the fat/water brain
content. By highlighting existence of slow water diffusion differences among
parenchymal brain regions, as well as differences in the brain water content,
this analysis showed ability of analyzed non-invasive MRI approach in differ-
entiating normal conditions from those resulting from genetically silencing
of the main brain water channel AQP4. Moreover, supplementary phantom
imaging brought up a possibility for further fine-tuning of a dedicated MRI
approach to glymphatics, and opened a path for further translational MRI
protocols.

Keywords: aquaporin-4 (AQP4) channel, diffusion-weighted imaging (DWI),
gradient-recalled echo (GRE)-based Dixon
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1 Introduction

1.1 The waste clearance mechanisms with fluid compart-
ments in the brain

The human brain represents ≈ 2% of the adult human body mass. Still,
the brain possesses a high energy demand such as 20 to 25% of total body
glucose and around 20% of oxygen [1]. In the process of high energy con-
sumption, considerate amounts of wastes and biological debris are generated.
To maintain the brain’s health, it requires having a way of clearing out the
debris. The brain has a high structural complexity, formed of neuronal cells,
oligodendrocytes and astrocytes, and is surrounded by a cerebral-spinal fluid
(CSF). Despite the brain’s complexity and high metabolic rate [1, 2] no spe-
cialized structure or tissue has yet been found to have the same function
in the brain as the lymphatic system in the body. Such structure should
enable clearance of metabolites (such as amyloid−β) and drain the excess of
interstitial fluid (ISF) [3]. For a long time, the role of CSF was attributed
mainly as mechanical and neuroprotective, but with the advent of novel in-
vivo imaging and molecular approaches, the role of CSF was explicated to
go beyond the traditionally considered [4, 5]. The CSF production, reab-
sorption, and circulation mechanisms were also found more complex than
previously believed [6]. By mixing with the brain’s ISF [7], CSF plays a
key role in electrolyte balance, distribution of energy metabolites, bioactive
molecules, and elimination of catabolites [8, 9]. As the brain parenchyma is
separated from the blood pool, the question appeared on how the exchange
of those compounds takes place? This question was of high importance, espe-
cially that the brain’s fluid compartments follow its complexity, and consist
of interstitial fluid (12− 20%) and intracellular fluid (60− 68%) included in
the brain parenchyma, the blood from penetrating arteries and veins (10%)
and finally CSF (10%) filling the lateral, third and fourth ventricles and sur-
rounding the brain parenchyma [10, 11].

1.2 Glymphatic system and general factors affecting the glym-
phatic function

About 10 year ago, a brain-wide anatomical and functional pathway was
identified to facilitate the clearance of interstitial solutes from the brain [8].
This clearance pathway has been named the glymphatic system because of
its dependence on the glia cells and its analogous function to the lymphatic
system. The glymphatic system involves CSF/ISF exchange [7] assisted by
three key elements: 1) a para-arterial CSF influx route, 2) a para-venous
ISF efflux route, and 3) aquaporin-4 (AQP4) water channel located mainly
at the astrocytic end-feet. The primary role of AQP4 has been suggested
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to facilitate the entrance of CSF to the brain parenchyma and the efflux of
ISF from the brain parenchyma (Figure 1). Multiple factors have been ob-
served affecting the normal function and grade of activity of the glymphatic
system and subsequent drainage of metabolic waste products. The state of
consciousness [12] has been pointed out as one of the major driving force of
the glymphatic system. A larger CSF flow along perivascular space (PVS)
entering the brain was observed in asleep and anesthetized mice compared to
awake subjects and increased clearance of amyloid−β was seen during sleep
state [7]. Head-body positioning [13], alcohol consumption [14] and volun-
tary activity [15] are among other factors that has been described affecting
the brain waste removal ability of the glymphatic system.

1.3 Glymphatic system and AQP4 water channel

As described above, AQP4 channels also have been considered as an im-
portant factor as CSF/ISF driving force. To date, research on the glym-
phatic transport and role of AQP4 channel was predominantly performed
in anesthetized and awake rodents [16, 17, 18, 19]. The key element of the
glymphatic system was described as the transmembrane AQP4 channel, dis-
covered by Agre et al. [20]. The glymphatic system begun to be a subject
of increasing interest in the scientific community since 2012 (see Figure 2).
The first discovery report of glymphatic system from Illif et at [8] described
markedly reduced CSF tracers movement into the brain parenchyma of mice
lacking AQP4 water channel, compared to their wild-type (WT) littermates.
In this work, they showed that a large proportion (> 40%) of subarach-
noid CSF infiltrated into the brain parenchyma from the PVS surrounding
the penetrating arteries (see Figure 1). Once the CSF is in the interstitial
space, exchange of CSF and ISF occurs carrying away the waste products
such as amyloid-β. These ISF and waste products are cleared out from the
brain along para-venous routes. From here, metabolites and ISF may enter
the bloodstream to further be cleared out at the liver or kidneys. However,
AQP4 knock-out (KO) animals showed a CSF influx reduction in the brain
parenchyma and ≈ 70% reduction in the metabolites clearance [8]. This
finding is one of the evidence that influx and efflux of CSF and ISF across
the brain parenchyma is facilitated by the AQP4 water channels.

AQP4 water channels are mainly located at the end-feet of astrocytes, ad-
jacent to capillaries, neurons and neuronal synapses [8]. AQP4 are anchored
to the cell membrane of astrocytes through a dystrophin protein complex
[22]. Astrocytes are important for maintaining water balance along with ion
homeostasis. In the mammalian brain there are more than 5 times more
astrocytes than neurons [22]. The highest density of AQP4 is close to the
capillary [22], and polarized towards the vasculature, but also in the brain
regions associated with CSF flow, including ventricular and cisternal spaces
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Figure 1: Schematic representation of the glymphatic system. CSF enters the brain
parenchyma facilitated by AQP4 channels. Exchange between CSF and ISF occurs in
the interstitial space. Efflux of ISF with the waste products to the para-venous space
is mediated by AQP4 channels [21]. Modified Figure 5B from [8]

Figure 2: Publications listed in Pubmed since 2012 under the search term ’glymphatic
system’. [pubmed.ncbi.nlm.nih.gov, accessed: May 2022]

[23]. However, the lower density of AQP4 channels close to neurons is com-
pensated by large astrocyte end-feet surface area [22].
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1.4 Neuroimaging and role of non-invasive methods in un-
derstanding glymphatics

To study CSF and ISF function and AQP4 contribution, different imaging
techniques, such as ex-vivo and in-vivo fluorescence microscopy [8, 24] and
in-vivo dynamic contrast-enhance (DCE) magnetic resonance imaging (MRI)
[18, 25, 26], have been predominantly used in rodents [27]. These invasive
techniques require injecting tracers into the brain cistern, that may alter
the dynamics of the glymphatic system due to associated infusion artifacts
[21, 26]. In addition, vast of the findings were reported based on ex-vivo
assessment with microscopy imaging [28, 29, 30, 31]. These ex-vivo imaging
have to be performed after applying perfusion-fixation and thus such ap-
proach produces profound changes in CSF flow direction and collapses the
PVS, significantly altering the distribution of the trace as previously reported
[32]. Therefore, the imaging with live animals is the current mainstream for
glymphatic analysis

One of the current gold standard live imaging methods for glymphatic
analysis is DCE-MRI. DCE-MRI requires tracer injection, typically gadolin-
ium (Gd) -based contrast agents, into the brain cistern. When we inject
Gd-based contrast agent into the brain cistern, Gd travels along the CSF
space and some Gd infiltrate into the brain. T1-weighted imaging can de-
pict the distribution of Gd as bright signal, therefore allowing to estimate
how much tracer can travel from CSF to the brain. It is a powerful tool
to study the glymphatic function, however, one considerably big drawback
is its potential risk of deposition in the brain [33]. This risk might hinder
the real fluid behavior in the brain parenchyma. To answer how AQP4 fa-
cilitates the glymphatic kinetics - especially among parenchymal regions of
the brain-, a fully non-invasive assessment of the brain’s water content and
water molecules mobility in live animals is desired. Among many meth-
ods considered as state-of-the-art for neuroimaging [34], diffusion-weighted
imaging (DWI) may provide information on random velocity and displace-
ment of water molecules within the tissue [35, 36]. DWI measures the sig-
nal attenuation due to diffusion gradients, providing more functional than
morphological assessment. Hence, it is primarily used for neuroradiological
assessment in both preclinical and clinical studies [37, 38], including ischemic
stroke [39, 40]. DWI provides a measurement of the tissue’s diffusivity as
a biomarker of pathological conditions. To date, some studies have shown
the potential use of DWI as a non-invasive method to study the glymphatic
system [41, 42, 43]. However, they have not well depicted the AQP4 specific
function yet, and further technical improvement is necessary to answer the
essential question how AQP4 facilitates the glymphatic system.

Another approach, providing more morphological evaluation, would base
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on steady-state techniques where the T1 magnetization is constant across
the whole acquisition [44]. As the aim of the current work is to validate
a magnetic resonance (MR) protocol for the mouse brain water mobility
and content, an application of T2-weighted imaging would be of use for as-
sessing the brain CSF content as CSF would be clearly differentiable from
surrounding parenchyma with high signal intensity. Still, further assessment
of microscopic changes in ISF among different brain regions could encompass
Dixon technique [45] at employed ultra-high field MRI. This way, an indirect
assessment of the brain water content could be achieved using a gradient-
recalled echo (GRE) sequence [46]. Thus, Dixon technique shall provide
information on rather static components of the brain fat/water content for
analyzed fully non-invasive glymphatic MRI approach.

1.5 Impact of noninvasive acquisition on the glymphatic stud-
ies

Current work focused on analysis of DWI images acquired using echo-planar
imaging (EPI) sequence. With this abundant information, the analysis com-
prises a region-wise assessment of the diffusion parameters from two com-
putational models: monoexponential apparent diffusion coefficient (ADC)
(see section 3.2.1) and bi-exponential intravoxel-incoherent motion (IVIM)
models (see section 3.2.1). Furthermore, acquired Dixon images were ana-
lyzed for various preprocessing assumptions to optimize for glymphatic as-
sessments (see section 3.2.2). Dixon result is also validated in three different
phantoms of the authors’ own design. Dixon algorithm was applied to the
images from 6−echoes GRE sequence (here multiple gradient-echo, MGE),
as in in-vivo imaging, and additionally to the first four echoes and the last
four echoes of the 6−echoes GRE acquisition. In addition, a rapid acquisi-
tion with relaxation enhancement (RARE) variable repetition time (VTR)
and multi-slice multi-echo (MSME) sequences were employed to character-
ize the phantoms T1 and T2 relaxation times, respectively in every phantom.

9



1.6 Aims and summary of current work

The aim of this project was two-fold: analyze and validate a dedicated pro-
tocol for fully non-invasive glymphatic imaging at 9.4 T , based on DWI-EPI
and GRE methods; by means of the protocol, provide sufficient estimates on
free water mobility and content in AQP4 KO and WT animals.

Herein, the project aimed to analyze the data acquired in-vivo and fur-
ther recalculated MR diffusion images in order to find specific differences in
diffusion parameter between two animal genotypes, as well as to compare
the findings between those from diffusion imaging with two different echo
times: 22 ms, used as close to widely employed predominantly, and 30 ms
as theoretically lowering the proton density signal contribution. Therefore, a
larger applicability of higher echo time DWI specifically for the glymphatic
imaging was confirmed (see chapter 4.1).

To further bring closer an idea of fully non-invasive glymphatic protocol,
I performed calculation of Dixon fat and water maps using provided images.
The images consisted of 6-echoes MGE, and calculation was preformed using
4 different assumption of fat/water brain compositions (see chapter 3.2.2).
The results obtained using a dedicated IDEAL algorithm [47, 48] were fur-
ther validated by measurements in phantoms of the author’s own design.

Hence, to bring closer the theoretical assumptions of my work, in the
following section I aim to explain the background of MR techniques ap-
plied. This would make the respected reader understand the different MRI
sequences applied during the project, before the methods for my work would
be described. The following chapter of the text is based on the book MRI:
the basics [49] and relevant papers explaining DWI [50, 51] and Dixon tech-
nique [52].
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2 Theoretical background for MR imaging

2.1 Proton relaxation times

2.1.1 T1 relaxation time

T1 relaxation time is a fixed parameter at a given magnetic field strength
for a given tissue.

In this text, the coordinate system used is shown in Figure 3.

Figure 3: Coordinate system. An external magnetic field B0 is applied along the z-axis,
parallel to the longitudinal axis of the object imaged (green cylinder). The
longitudinal magnetization, M0, sum of all the longitudinal magnetization of all the
spins (light green arrows), is parallel to the B0 axis. A radiofrequency (RF) pulse is
applied perpendicular to B0 and its magnetic field, B1, is parallel to the x-axis. A 90◦

RF pulse flips the net magnetization into the x-y plane (dashed arc).

In ideal conditions, in the presence of an external magnetic field, B0,
parallel to the z-axis (see Figure 3), proton spins magnetization vectors
(represented as light green arrows in Figure 3) will precess around B0 at
a frequency proportional to the external magnetic field strength, given by
the Larmor equation:
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ω = γ ·B0 (1)

, where γ is the proton gyromagnetic ratio and B0 is the strength of the
external magnetic field. Therefore, the longitudinal magnetization of the
proton spins precessing at ω0 = γ ·B0 contribute to form a net magnetiza-
tion parallel to the external magnetic field, called longitudinal magnetization
M0. If a radiofrequency (RF) pulse perpendicular to the B0 axis and with a
magnetic field, B1, parallel to the x-axis (see Figure 3) is applied, the spins
will precess around B0 at the same time they precess around B1 but at dif-
ferent frequencies, ω0 = γ ·B0 and ω1 = γ ·B1, respectively (ω0 >> ω1). As
a result, a 90◦ RF pulse flips the net magnetization into the orthogonal plane
(x-y plane in Figure 3), represented by the dashed arc in Figure 3, obtaining
a transverse magnetization Mxy.

Immediately after the 90◦ RF pulse, the magnetization Mxy precesses
within the x-y plane, oscillating around the z-axis with all protons rotating
in phase. When the RF pulse is turned off the spins 1) will go back to the
lowest energy state and 2) will get out of phase with each other. These two
processes occur independently. And as a result, the Mxy component of the
magnetization vector decreases rapidly and the Mz component slowly recov-
ers along the z-axis.

The rate at which Mz recovers its initial value, M0, is given by the longi-
tudinal relaxation time or spin-lattice relaxation time, T1. The longitudinal
magnetization Mz recovery is characterized by:

Mz = M0 ·
(
1− e−t/T1

)
(2)

The spin-lattice relaxation time refers to the time it takes to the spins to
give away the energy received by the RF pulse to their lattice surroundings
and recover their equilibrium state.

2.1.2 T2 relaxation time

After the 90◦ RF pulse has been applied and the magnetization vector was
flipped to the orthogonal plane (i.e., x-y plane in Figure 3), the spins start to
dephase and thus the transverse component of the magnetization will start
to decay at a rate given by T2 and characterized by:

Mxy = M0 · e−t/T2 (3)

There are two phenomena that will cause spins to dephase, 1) the spin-spin
interaction in the lattice and 2) the external magnetic field inhomogeneities.
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When spins are parallel to the external magnetic field they will create a
slightly higher local magnetic field, whereas when spins are anti-parallel to
the external magnetic field, they will create a slightly lower local magnetic
field. Therefore, one spin local magnetic field will be affected by the spins
next to it, making a difference in the overall homogeneity of the magnetic
field to which the spins are exposed and thus their precessing frequencies.
Therefore, the first cause of dephasing due to the spin-spin interactions is an
inherent property of the tissue and is measured by the transverse relaxation
time or spin-spin relaxation time T2. T2 relaxation time is also a tissue-
specific parameter, fixed at a given magnetic field strength.

2.1.3 T2* relaxation time

The other cause of spins dephasing is the external magnetic field inhomo-
geneity. Slightly differences in the external magnetic field make spins precess
at slightly different frequencies.

When the RF pulse is turned off, the signal received from the precess-
ing spins will start to decay due to spin-spin interaction and the external
magnetic field inhomogeneities. Therefore, the signal received by the coil
(induced by the oscillating spins) called free induction decay (FID), would
have an oscillatory component and an exponential decaying factor whose
time constant is given by T2*: e−t/T2∗ .

Contrary to T2, T2* is not fixed for a specific tissue, since it depends
not only on spin-spin interactions but on the external magnetic field inho-
mogeneities as well.

2.1.4 Gadolinium T1 and T2 shortening

The rare earth element gadolinium is the element with the greatest num-
ber of unpaired electrons, with 7 unpaired electrons, which make it a strong
paramagnetic element. Paramagnetic substances become magnetized when
they are in presence of an external magnetic field and their induced magneti-
zation is in the same direction as the external magnetic field. Consequently,
they increase the effective magnetic field causing T1 and T2 shortening on
the tissues where they are present, although the predominant effect at low
dose is T1 shortening [53].
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2.2 MR sequences and signals

2.2.1 Spin-echo

In spin-echo (SE) sequences, the immediate effect of protons transverse mag-
netization vector dephasing (faster with increasing B0) is removed by apply-
ing an additional 180◦ RF refocusing pulse a time τ after the 90◦ RF pulse.
This makes spins to precess toward the opposite direction, and after an equal
time τ from the 180◦ RF pulse the spins will get back to phase and the trans-
verse magnetization will reach a maximum.

Therefore, the time 2τ is called the time to echo (TE) and it measures
the time from the 90◦ RF pulse to the maximum of the rephased protons
signal (the echo).
After a repetition time (TR), a new 90◦ RF pulse is applied, flipping again
the longitudinal component of the magnetization to the orthogonal plane
and the process is repeated.

Fast spin-echo
We can apply more than one refocusing pulse (multi-spin-echo) to acquire
different echoes from the same 90◦ RF pulse, which is an extension of SE,
providing acceleration of imaging using multislice or multiecho technique
[54]. The different echoes will occur at different TEs from the 90◦ RF pulse.
Still, the 180◦ RF refocusing pulse recovers only the part of the signal from
the original FID that is due to external magnetic field and local inhomo-
geneities but not due to spin-spin interactions. Therefore, the maximum
signal reached by consecutive echoes will be given by e−t/T2, where t corre-
sponds to the different TEs from the different echoes, whereas the FID after
the 90◦ RF pulse and after every echo is described by the constant T2*.

2.2.2 Gradient-recalled echo

The major purpose of gradient-recalled echo is to significantly reduce the
scan time. Long TRs are required in SE to recover enough longitudinal
magnetization before the next 90◦ RF pulse, flipping the magnetization vec-
tor to the orthogonal plane, can be applied and in order to obtain a long
enough transverse magnetization.

In GRE shorter TRs are possible because RF pulses yielding smaller ex-
citation flip angles (α) are applied, instead of the 90◦ flip angle RF pulse
applied in SE. Smaller flip angles produce incomplete flip of the longitudinal
magnetization into the orthogonal plane, remaining most of the magnetiza-
tion along the longitudinal axis. The magnitude of the transverse (Mxy) and
longitudinal (Mz) magnetization are given by:
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Mxy = M0 · sinα; Mz = M0 · cosα (4)

This remaining longitudinal magnetization allows applying shorter TRs and
still having enough longitudinal magnetization to flip into the orthogonal
plane (i.e., x-y plane; see Figure 3) with the next RF pulse.

One main difference between GRE and SE is that GRE does not allow
for 180◦ refocusing pulses, and thus is not able to eliminate the dephas-
ing caused by external magnetic field inhomogeneities. This 180◦ refocusing
pulse is not possible in GRE because of the large longitudinal magnetization
component at half the echo time that would be inverted pointing to the −z
direction. To recover this inverted magnetization back pointing to the +z
direction very long TRs would be necessary, which is not desirable in GRE.

Therefore, in GRE without 180◦ refocusing pulse no echo from the orig-
inal FID is formed. To obtain the echoes, we need first to dephase the FID
and then rephase (or recall) it again at the convenient time. This dephasing
and rephasing steps are accomplished by bilobed gradients. This bilobed
gradient has first one negative lobe that dephase the signal and then one
positive lobe of the same absolute magnitude that the negative lobe but
twice longer in time that initially rephase the signal obtaining an echo at the
midpoint of the positive lobe (see Figure 4) and then it dephases it again.

Figure 4: GRE diagram for RF pulse, the bilobed refocusing gradient and the echo.
The bilobed gradient first dephases the FID and then it refocuses it, achieving the
maximum at the midpoint of the positive lobe. The FID decay is governed by T2*.
This diagram is drawn based on the Figure 20-6 of ’MRI: the basics’ [49].

In Figure 4 we can see a GRE diagram for the RF pulse, the bilobed
refocusing gradient (applied along the x-axis) and the echo. The half circles
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together with α represent the α flip angle RF excitation pulse. The second
α RF excitation pulse is applied TR time after the first α RF excitation
pulse. Since there is no 180◦ refocusing pulse that eliminate the dephasing
due to external magnetic field inhomogeneities, the transverse magnetization
maximums acquired at the following echoes decay at a rate given by T2*.

The main advantage of GRE against SE is the increase of speed of acqui-
sition allowing for 3D imaging in a reasonable scan time. However, the main
disadvantages are a reduced signal-to-noise ratio (SNR) because of the small
α flip angle, reducing the transverse magnetization. Furthermore, shorten-
ing of TR in case of large flip angle may not allow for sufficient longitudinal
magnetization recovery. Another disadvantage is the signal decay governed
by T2* instead of T2 because there is no 180◦ refocusing pulse, resulting
in an increase sensitivity to the external magnetic field inhomogeneities and
magnetic susceptibility artifacts [49]. In the end, SE provides so called ’true’
tissue contrast, while GRE highly depends on stability of achieved T1 mag-
netization over the acquired image phase [44].

2.2.3 Multi-slice technique

SE sequences have long TRs that are necessary for enough longitudinal mag-
netization recovery. These TR times are much longer than the time required
to perform all necessary steps (select a slice, phase-encode step and frequency
encode) to finally obtain the echo signal (active time). For instance, TR may
be around 1000 ms while the active time could be around 50 ms. There is
a long ‘dead time’ between the echo acquisition of one line in the data space
and the next 90◦ RF pulse for the next line in the data space. This ’dead
time’ can be used to scan other slices by applying a different 90◦ RF pulse
with identical transmit bandwidth as the one used for the first slice but cen-
tred at a higher or lower Larmor frequency. For example, in Figure 5 the
’dead time’ is used to scan two additional slices. After the signal from the
first slice is acquired, another 90◦ RF pulse centred at a different Larmor
frequency is applied to acquire the signal from a second slice. The sequence
from the first slice is repeated and if there is enough time, additional slices
can be scanned. The same phase-encoding gradient (Gy) is applied to obtain
the same amount of dephasing in all the slices. The echoes from the different
slices are sampled by the same frequency-encoding gradient.

To choose the different slices the same slice-selection magnetic gradient
(Gz) is applied with the same bandwidth but centred at a lower or higher
frequency to flip the protons 90◦ in a different slice.
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Figure 5: Multi-slice acquisition. The figure shows the SE pulse sequence diagram to
scan three slices during the same TR, using the ’dead time’ from the first slice
acquisition. This figure is based on the Figure 12-7 of MRI: the basics [49].

2.2.4 Comparison SE vs. GRE

As a brief summary, I compare in table 1 the main characteristics in SE and
GRE sequences.

Table 1: Comparison between SE and GRE main characteristics. NA − number of
image averages, SNR − signal-to-noise ratio, Ny − number of rows in the data space,
Nz − number of ’slices’ in the data space when scanning in 3D, TR − time to
repetition, RF − radiofrequency pulse, GRE − gradient-recalled echo, SE − spin-echo.

SE GRE
RF flip angle 90◦ Low flip angle
180◦ refocusing

pulse Yes No

TR Long TR Short TR
Number of phase
encoding steps Ny

Scan time TR×Ny ×NA× number of slices

Scan time (3D) TR×Ny ×Nz ×NA× number of slices

SNR > SNR(GRE) < SNR(SE)
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A few comments can be made from the characteristics summarized in
Table 1.

Low flip angles in GRE allow for shorter TR, decreasing the scan time.
Long TR times in SE present ’dead times’ that can be used to scan multiple
slices in the same TR. The number of slices that can be scanned in the same
TR is ≤ TR/TE. If all slices can be scanned in the same TR, the acquisition
time is reduced to:

scan time(SE) = TR ·Ny ·NA (5)

, where NA is the number of image averages, a higher NA increases the
signal-to-noise ratio (SNR) of the image.

The lack of a 180◦ refocusing pulse in GRE makes the transverse magne-
tization decay at a rate given by 1/T2∗. This result in higher sensitivity to
magnetic field inhomogeneities, intravoxel dephasing and magnetic suscepti-
bility artifacts.

The SNR in GRE technique is decreased per echo compared to the SNR
in SE. This is because of a low flip angle that provides short transverse mag-
netization and short TR that doesn’t allow for enough longitudinal magneti-
zation recovery. However, more echoes are obtained in a shorter time, which
can compensate for the former effect.

2.2.5 Echo-planar Imaging

In general for majority of MR sequences, in order to spatially locate where
the signal that we receive comes from, we need to apply frequency- and
phase-encoding gradients along the read (i.e., x-axis) and phase (i.e., y-axis)
directions, respectively. This would be in addition to the slice-selective gra-
dient, applied along the z-axis, the same direction of the external magnetic
field. Here, the frequency-encoding gradient is applied during the time at
which the echo is received, that is during readout. Hence, it assigns a differ-
ent frequency to every column in which the data space is divided into (Nx

columns in total). In SE and GRE, a different magnitude phase-encoding
gradient needs to be applied for every row that the data space is divided
into, Ny different rows, meaning Ny different phase-encoding steps. At each
phase-encoding step, each row has a unique phase shift caused by the gra-
dient. Furthermore, only one phase-encoding step is applied in one TR. In
Figure 6A a SE pulse sequence diagram is shown. The Gz represents the
slice selection gradient applied along the z-axis during the 90◦ RF and the
180◦ refocusing pulses. The Gx is the readout gradient, applied at the time
the echo is received. The first Gx gradient is used for offsetting any phase
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shift induced during frequency readout. Gy represents the different phase-
encoding steps applied at each TR. Each phase-encoding step has a different
gradient strength. This phase-encoding gradient can be applied between the
90◦ and 180◦ pulses or between the 180◦ pulse and the echo.

Figure 6: Panel A is a SE pulse sequence diagram. Each row in the data space is
acquired after a different 90◦ RF pulse every TR. The readout gradient (Gx) is applied
at the time that the echo is acquired. For every row acquisition, a different strength
phase-encoding gradient (Gy) is applied. Panel B represents an echo-planar imaging
(EPI) pulse sequence diagram. All rows from the data space are acquired after the
same 90◦ RF pulse, during a single T2 or T2* decay. The phase-encoding gradient is
briefly applied only while Gx is zero. This scheme is based on the Figures 11-9 and
22-3 of MRI: the basics [49].

Compared to both described SE and GRE, echo-planar imaging (EPI)
allows for much faster acquisition of signals after RF pulse [55]. This is be-
cause EPI allows performing all phase-encoding steps in the same acquisition,
after the same RF pulse (see Figure 6B). The frequency-encoding gradient,
Gx, must be reversed rapidly from maximum positive to maximum negative
Ny/2 times during a single T2* or T2 decay to acquire the different echoes.
Each positive or negative lobe corresponds to a separate row in the data
space. The phase-encoding gradient, Gy, is briefly applied Ny times while
the readout gradient is zero, between each consecutive positive and negative
lobe. In Figure 6B the decaying signal starts lower peaking afterwards be-
cause of the initial phase offset (Gy) (shaded area).

The main advantage of EPI is the short scan time, allowing to study
the organ functions rather the organ anatomy. For instance, DWI can be
performed by means of an SE-EPI sequence and application of diffusion
gradients for better visualization of morphology compared to EPI. The con-
sequence, however, is much longer acquisition time.
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2.2.6 DWI

Still, fast imaging is required for measuring discrete biological process. DWI
itself is based on microscopic particles fluid random motion, called Brownian
motion. The Brownian motion of all the molecules in a fluid is responsible
for the molecular diffusion. The distance reached by the molecules by means
of diffusion is proportional to the diffusion time and the diffusion coefficient.
When the molecules do not move freely but are constrained to some space,
like inside the cell, the movement is restricted and an apparent diffusion co-
efficient (ADC) [50] measured using DWI is small as it is a function of the
diffusion time, the geometry and the limiting volume in a voxel.

Diffusion movements in the presence of magnetic field gradients decrease
the magnetic signal intensity. This decrease is due to the random phase shift
produced by random displacements of the proton spins. The signal atten-
uation depends on the gradients strength, the diffusion coefficient and the
diffusion time. In the case of a constant linear gradient of strength G and
diffusion time TE, the signal amplitude of the n-th echo in a SE sequence is
given by [50]:

S (n ·TE)

S (0)
= exp [(−n ·TE) /T2] · exp

[(
−γ2 ·G2 ·D ·n ·TE3

)
/12

]
(6)

, where γ is the proton gyromagnetic ratio.

This signal attenuation due to restricted water molecules free mobility un-
der the presence of gradients (slice-selection, readout phase-encode gradients
plus additional gradients) can be used to determine the diffusion coefficient
D. For this purpose, twin SE sequence [50] are used. These sequences have
the same proton density and T1 and T2 relaxation components, but they
differ on their response to incoherent motions in a voxel.

In the case where the molecules diffusion is constraint, the measured dif-
fusion coefficient would be the apparent diffusion coefficient [50] (see section
3.2.1).

DWI signal is also affected by intravoxel incoherent fluid movements
(IVIM), especially at low b values. Therefore, an application of bi-exponential
IVIM model was considered to separate the ‘pure’ water diffusion from the
pseudoperfusion water movements: [51, 56]

S (b) = S (0) ·
(
Fp · e−b ·D∗

+ (1− Fp) · e−b ·D
)

(7)

, where Fp is the perfusion fraction, D is the diffusion coefficient of ‘pure’
molecular water diffusion and D∗ the pseudodiffusion coefficient.
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Within the brain parenchyma, the psudoperfusion water motion is af-
fected by perfusion in the microcirculation [57, 58, 59].

2.3 Dixon method

2.3.1 Basis

Magnetic resonance signals usually contain contribution from fat and water
protons, resonating at slightly different frequencies [60]. In some cases, it is
convenient to suppress the signal from fat because it appears hyperintense
and it is often the water signal that is of primary interest.

There are some approaches that achieve fat suppression, such as chemical
shift selective saturation [61], in which the fat magnetization is selectively
excited and then saturated before imaging. Other approach employs a fre-
quency selective RF pulse to only excite the water magnetization. However,
both techniques are highly dependent on the external magnetic field homo-
geneity.

Another approach is Dixon technique [52] that can be used for computa-
tional separation of fat and water MR signals. As a result, a quantification
of tissue fat or water content can be numerically obtained, by computing
water-only and fat-only images.

Dixon technique relies on the water/fat chemical shift difference, σ. Wa-
ter and fat protons have a slightly different Larmor frequency, meaning fat
protons precess at slowly lower frequency than water protons. This frequency
difference depends on the external magnetic field, B0, and it is given by:

∆f = γ ·σ ·B0 (8)

, where γ is the proton gyromagnetic ratio, σ is the chemical shift of fat
relative to water and B0 is the strength of the external magnetic field.

Original Dixon technique acquires an image with water and fat signals
in-phase and another image with water and fat signals in opposing phase.
Theoretically, by summation and subtraction of the two images we can ob-
tain a water-only image and a fat-only image. Still, this is valid only in the
ideal conditions, which in presence both B0 and transmit RF-field inhomo-
geneities make the computation more complex [52, 62].
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2.3.2 Signal modelling

Under the assumption that water and fat are the only chemical species im-
aged, the received complex signal can be expressed as follows:

S (x, y) =
[
W (x, y) + F (x, y) · eiα

]
· eiϕ(x,y) · eiϕ0(x,y) (9)

, where (x, y) represents the pixel spatial coordinates, W and F are the mag-
nitude of the magnetizations at a given pixel for water and fat, respectively,
at the sampling time. α is the fat phase difference relative to water due to
chemical shift difference, ϕ is the phase due to magnetic field inhomogeneities
and ϕ0 is the phase due to other system imperfections.

By controlling the time at which the signal is acquired we can obtain any
phase shift, α, between the fat and the water signals:

α = γ ·B0 ·σ ·∆t (10)

, where γ is the proton gyromagnetic ratio, σ is the chemical shift of fat rel-
ative to water and B0 is the external magnetic field. ∆t represents changes
in echo time or time shifts from a spin echo.

The error phase ϕ due to the external magnetic field inhomogeneities also
depends on ∆t and is given by:

ϕ = γ ·∆B0 ·∆t (11)

, where ∆B0 represents the magnitude of the magnetic field inhomogeneities.

Magnitudes W , F , ϕ, ϕ0 and ∆B0 are spatially dependent and may vary
from pixel to pixel. However, α, only depends on ∆t and the chemical shift,
and thus it is spatially independent and can be considered a constant.

This model assumes that water and fat only have one single spectral peak.
While this is generally true for water, it has been shown that fat contain many
spectral peaks [63]. The main contribution to the fat spectrum is a broad
peak whose resonance frequencies are around 3.5 ppm (σ = 3.5 ppm) away
from the water resonance frequency. However, there is another important
contribution to the fat spectrum from the olefinic proton whose resonance
frequency is around 0.5 ppm, which is very close to the water resonance fre-
quency. That is why, in this model, even pixels containing only fat tissues
may have signal contribution to both the water-only and the fat-only image.

As a convention, a Dixon technique that acquires two images for obtain-
ing the only water and only fat images after postprocessing is called two-point
Dixon technique. If three images are acquired then the technique is called
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three-point Dixon. If 4 or 6 acquired images are used for the postprocessing,
then it’ll be a 4-point or 6-point Dixon technique, respectively.

2.3.3 Two-point Dixon

The original Dixon technique acquires one image where water and fat signals
are in-phase (α = 0), and another image where water and fat signals are 180◦

out-of-phase to obtain a water-only and fat-only image.

The signals received from the two acquisitions are described as follows:

α = 0 −→ S0 = (W + F ) · eiϕ0

α = 180◦ −→ S1 = (W − F ) · eiϕ · eiϕ0
(12)

When ϕ = 0, that is ∆B0 = 0, there is no magnetic field inhomogeneities,
W and F can be directly determined by:

W = 0.5 · |S0 + S1|
F = 0.5 · |S0 − S1|

(13)

When ϕ is not zero, Dixon proposed to take the magnitude values |S0| and
|S1| before summation and subtraction to separate the water and fat signals
as follows:

W = 0.5 · ||S0|+ |S1||
F = 0.5 · ||S0| − |S1||

(14)

However, it can be seen that the obtained water-only image would be an
image where every pixel contains the dominant signal (from the main specie
in the pixel, that can be either water or fat) of the corresponding pixel. And
the fat-only image would be an image where every pixel contains the least
dominant signal of the corresponding pixel.

Therefore, even though the two-point Dixon technique correctly separates
the signal from water from the signal from fat without knowing the phase
error ϕ (x, y), the problem comes when making the correct binary choice on
whether the summed or the subtracted result corresponds to the water or
fat on a pixel level.
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2.3.4 Three-point Dixon

By acquiring a supplementary image, additional information on the phase
error ϕ can be calculated. Hence both W and F can be calculated using sum-
mation and subtraction. The third image can refer to the phase α = −180◦

or at α = 360◦. In the latter case, water and fat are potentially in-phase
back again and the corresponding image can characterized as:

α = 360◦ −→ S2 = (W + F ) · ei2ϕ · eiϕ0 (15)

From equations 12 and 15, the phase error ϕ can be calculated as:

ϕ̂ = 0.5 · arg {S2 ·S∗
0} (16)

, where S∗
0 is the conjugate complex of S0. If ϕ is correctly determined (i.e.,

ϕ = ϕ̂), then the W and F images can be calculated as:

W = 0.5 ·
∣∣∣S0 + S1 · e−iϕ̂

∣∣∣
F = 0.5 ·

∣∣∣S0 − S1 · e−iϕ̂
∣∣∣ (17)

The main issue with three-point Dixon imaging is the phase wrapping.
For instance, if the calculated phase is shifted by 2π from the true phase,
then ϕ̂ will differ from ϕ by π (because of the 0.5 in equation 16) which
in turn will result in multiplying by a factor −1 the complex numbers in
equations 17 and the solution of W and F will thus be interchanged.

If we don’t know where phase wrapping has occurred, we have the same
ambiguity as in the binary choice in the two-point Dixon technique. To solve
this problem we must either require that no phase wrapping occurs or to find
and correct the phase wrapping to obtain the true underlying phase.

By equation 11, requiring that no phase wrapping occurs is equivalent
to require small external magnetic field inhomogeneities, which is the same
requirement as that for the successful fat suppression by the frequency se-
lective methods.

2.3.5 Phase unwrapping

Since the original Dixon technique, many algorithms have been developed to
find and correct the phase wrapping and thus, obtain the true phase ϕ from
its principal or wrapped value ϕ̂:

ϕ = ϕ̂+ k · 2π (18)
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When phase wrapping occurs and multiples of 2π are added or subtracted,
discontinuities between adjunct pixels appear. Phase unwrapping methods
rely on the assumption that the true underlying phase ϕ is spatially smoothed
or continuous. Phase unwrapping methods such as minimum-norm and the
path following methods have been successfully used in Dixon imaging [52].
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3 Methods

The analysis based on the in-vivo diffusion-weighted imaging (DWI) and
multiecho Dixon MR images shared as initially acquired in the MRI Core
Facility, Copenhagen University. All shared in-vivo images were subjected
to motion-correction, and DWI images were recalculated using ADC and
intravoxel incoherent motion (IVIM) models described in the chapter 3.2 of
current manuscript. The multiecho images were motion-corrected, and the
calculation of Dixon fat-only and water-only images was performed using the
protocol described in the chapter 3.2.2. Further validation in the phantoms
of authorship design, in images further acquired using the protocol from in-
vivo scans (see section 3.3).

3.1 In-vivo imaging

All shared in-vivo images subjected to analysis were acquired, in 9 AQP4
knock-out (KO) and 9 wild-type (WT) littermate mice of 10-15 weeks age
(56% females, mean ± standard deviation (SD) 11.28 ± 1.45 weeks age,
23.61±3.39 g body weight). No statistical difference in age and body weight
were found between KO and WT (Figure 7).

Figure 7: Whiskers-box plots for age (left) and body weight (right) distribution from 9
AQP4 KO and 9 WT littermate mice subjected to MR imaging.

In the original protocol all animals underwent 1H-MRI at 9.4 Tesla
(BioSpec 94/30USR; 1500 mT/m BFG6S gradient coil; Bruker) using a
volumetric transmit/receive resonator (ID = 40 mm), under general Ke-
tamine/Xylazine anesthesia (K/X, 100/10 mg/kg).
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The MRI protocol consisted of a respiratory-gated single-shot echo-planar
DW imaging (2D-EPI-DWI) with 17 b-values (0 − 2000 s2/mm) measured
in 3 orthogonal directions, and rf-spoiled gradient-recalled echo (GRE) ac-
quired with 6 consecutive echoes for Dixon (2D-GRE; see Table 2). Overall,
DWI at 22 and 30 ms TE was performed in 6 KOs and 6 WTs, and GRE
in 9 KOs and 7 WTs. Complete DWI/Dixon MRI protocol was performed
in 6 KOs and 4 WTs due to time constraints connected with anesthesia and
associated scanning.

Table 2: In-vivo imaging scanning parameters. Legend: TR – time to repetition; TE -
time to echo; FA – flip angle; FOV – field of view; TA–time of acquisition (Maximal
time including pre-scan MR adjustments); EPI- echo-planar imaging sequence;

Sequence
(Orientation, position)

2D-EPI
(coronal, prone) 2D-GRE

Purpose DWI Dixon
TR [ms] 3570/3500 750

TE [ms] 22/30
2.19, 2.99, 3.79,
4.60, 5.41, 6.22

FA [deg] 90 10

FOV [mm3] 16.2× 14.4× 11.2 16× 16× (9.8-11.2)
Averages 3-6 3

Voxel size [mm3]
(interpolation)

0.15× 0.15× 0.5
(0.2 mm gap,
16 slices)

0.125× 0.125× 0.5
(0.2 mm gap,
14− 16 slices)

Bandwidth [Hz/pixel] 3307 1478
TA < 45 min

3.2 In-vivo images analysis

DWI was employed to find significant difference in the diffusion parameters
between KO and WT. And Dixon imaging was used to analyse the differ-
ences in water fraction in the mice brain between the KO and WT groups.

To reduce the influence of frame-to-frame displacement during MRI, all
DWI and Dixon (GRE) images from every subject underwent rigid-body mo-
tion correction. Afterward, DWI images were averaged from all directions
and intensity-normalized volume-wise to the mean value of the background
noise defined as a circular region outside the brain image of every animal,
for further ADC and IVIM-DWI maps calculation.

Analysed 2D-EPI DW images were obtained in n = 12 subjects (6 WT
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and 6 KO) at two different TEs, i.e. at 22 and 30 ms and without a change
in the rest of the parameters (see Table 2). In the first instance, the shortest
achievable TE of 22 ms was applied. In the second acquisition, a longer time
of 30 ms was used to reduce the influence of high intensity ghosting, proton
density or residual from physiological pulsations on DWI. Both acquisitions
were acquired in the respiratory-gating mode to reduce the effects of the
breathing [64] on estimation of water diffusivity, and the signal saturation
bands were applied at the level of the cervical spine and the ventral head area
to reduce the effects of arterial pulsations and motion on the DWI results.
Slight difference in the time to repetition (TR) times (3500 vs 3570 ms) ap-
plied in both acquisitions is considered as negligible as allows full T1 recovery
for the applied flip angle (FA) in both acquisition (FA of 90◦, TR times > 3×
mean T1 for the brain parechyma). Finally the ADC and IVIM-DWI models
were applied for calculation of MR diffusion parameters.

3.2.1 Theoretical perspective of DWI images calculation

From the theoretical perspective, the calculation of ADC maps from DWI
images was introduced by Le Bihan [50], and considers a mono-exponential
decay behavior, ADC model, of the signal intensity with increasing b-values:

S(b) = S(0) · e−b ·ADC (19)

, where S(b) represents the mean signal intensity from the DWI image ac-
quired at the b-value b, S(0) is the signal intensity at b = 0 s/mm2, and
ADC is the apparent diffusion coefficient.

From a set of 17 DWI images coming from different b-values each, for ev-
ery animal, average ADC and S0 (estimated image without diffusion weight-
ing) maps were calculated voxel-wise based on the equation 19.

IVIM model [51], on the other hand, is an extension of the ADC model
assuming presence of at least two components forming the DW signal: slow
and fast diffusion. Therefore, a standard DWI signal is modelled by a bi-
exponential curve to separate diffusion (D) from pseudodiffusion effects (D∗):

S(b) = S(0) · (Fp · e−b ·D∗
) + (1− Fp) · e−b ·D) (20)

, where Fp is the perfusion fraction, D is the diffusion coefficient of ‘pure’
molecular water diffusion and D∗ the pseudodiffusion coefficient.

For IVIM-DWI, a two-step algorithm [65] was used as considered pro-
viding more robust and reliable results compared to standard bi-exponential
curve-fitting (equation 20). The IVIM threshold was set to a measured
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230 s2/mm b-value.

To perform further analysis, I was provided the motion corrected DWI
images together with the fitted parameters maps from the ADC and IVIM
models.

3.2.2 Dixon calculation

Dixon images were obtained in n = 16 animals (9 KOs and 7 WTs). From
the motion-corrected multiple gradient-echo (MGE) (6-echoes GRE) images
based on [66], I calculated the water-only and fat-only images by means of
the Hierarchical IDEAL algorithm [47, 48] using the Fat-Water Toolbox [67]
assuming the presence of 0, 1, 2 and 6 fatty acids double bonds.

The assumption of 0, 1 and 2 fatty acids double-bonds was made based
on previous report [68], that fatty acids with 0, 1 and 2 fatty acids double
bonds may account for ≈ 97% − 98% of total fat in humans on ordinary
Western diet [68], and total polyunsaturated fatty acids composition in the
brain is low and variable based on pathophysiological conditions [69]. 6
fatty acids double bonds assumption represent a border criteria, where the
algorithm was tested for sensitivity in separation of fat and water signals in
theoretically not physiological conditions or in the presence of image arti-
facts limiting separation of the signal [70].

Before calculating the water and fat fraction (WF and FF) maps, all
voxel intensities < 0 were set to zero. The WF and FF maps were obtained
subject-wise by voxel-wise comparing the intensities from the water and fat,
respectively, to the sum of intensities from the fat and water images, as:

WF =
water intensity value

water intensity value+ fat intensity value

FF =
fat intensity value

water intensity value+ fat intensity value

(21)

3.2.3 DWI and Dixon ROI setting

From the motion-corrected DWI images 12 brain regions of interest (ROIs)
(see table 3) were manually set in ITK-SNAP [71] based on the Allen Mouse
Brain Atlas [72]. These ROIs served as masks to calculate the average of the
diffusion parameters values of the voxels within every ROI. The mean val-
ues will characterize the different brain regions and will be used for further
statistical analysis.
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From the motion corrected Dixon images and for reference for further
ROI setting, a multiple echo data image combination (MEDIC) was calcu-
lated animal-wise as a sum of all GRE images of different echo times. From
the MEDIC images 19 brain ROIS (see table 3) were manually set in ITK-
SNAP [71] based on the Allen Mouse Brain Atlas [72]. These ROIs served as
masks to calculate the average of the WF and FF of the voxels within every
ROI. The mean values characterize the different brain regions and were used
for further statistical analysis.

Table 3: Brain ROIs set for Dixon and DWI analysis. Green color- region set in the
corresponding technique. Red color- region not set in the corresponding technique

ROI Dixon DWI
Cingulate Area
Olfactory Area

Lateral Ventricle (LV)
Third Ventricle (3V)
Hippocampal Area

White Matter
Caudoputamen

Cortex (S1)
Cortex (V1)
Cortex (Aud)
Optic Nerve

Hypothalamus
Thalamus
Pallidum

Substantia Nigra
Retrosplenial Cortex

Midbrain
Hindbrain

Periaqueductal gray

3.3 Ex-vivo imaging

For validation of in-vivo findings using Dixon technique, different phantoms
were built as own design, and scanned using 9.4 T MR systems. The phan-
toms were designed to mimic a tissue with known fat and water composition,
allowing to verify the sensitivity of Dixon technique in separating the fat and
water signals in the current study.
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3.3.1 Water phantom with gadolinium contrast

The first phantom consisted of 4 different vials with artificial CSF (aCSF)
with different gadobutrol concentrations, 0, 0.01, 0.001 and 0.0001 mM/mL.
Gadobutrol (Gadovist™ (EU)/Gadavist® (USA)) is a gadolinium-based con-
trast agent. The four vials were included in a wider tube filled in with dis-
tilled water without Gd, to facilitate the shimming of the B1 field. This
phantom was designed to: 1) verify Dixon algorithm and validate the po-
tential and action of the Dixon algorithm in depicting fat signal and other
signal from the water solution; 2) to decide on the best gadolinium concentra-
tion allowing to achieve the optimal T1 shortening for the signal amplitude
depicted using original MSME sequence (see Table 4), and for further appli-
cation in the Dixon phantom design.

The MRI protocol for this phantom consisted of two-dimensional se-
quences: 1) two RARE sequences for B1 inhomogeneity correction using dou-
ble angle method [73, 74]; 2) a MSME sequence for T2 mapping; 3) RARE
variable TR (RAREVTR) sequence for T1 mapping; 4) two-dimensional
rf-spoiled GRE (2D-GRE) with 6 consecutive echo times (here multiple
gradient-echo, MGE) for Dixon imaging (Bruker sequence: MGE − mul-
tiple gradient echo) (see in Table 4). Further calculated T1 and T2 maps
were used to validate if the depicted signal in our MGE sequences optimally
(close to the maximal enhancement) for the shortening of T1 given by Gd.
The MRI protocol for the water phantom is shown in Table 4.

3.3.2 Dixon phantom with gadolinium contrast.

Fat/water-Dixon phantoms were built to examine the sensitivity of Dixon
technique in depicting different, especially small, fat fractions between 2 and
10%, the most frequently encountered in mice of normal conditions [69].

The first fat-water phantom consisted of 7 different vials, two only water
compartments, aCSF and aCSF with 0.001 mM/mL Gd (this concentration
was decided based on the results from the only water phantom) and 5 dif-
ferent fat-water emulsions with 0%, 2%, 10%, 25% and 100% fat content
solutions.

A picture of this phantom is shown in Figure 8.

The fat-water emulsions were built according to a modified protocol de-
scribed by Bush et al. [75], by mixing different percentages of 3% agarose
and peanut oil solution with surfactants at 300◦C and 1100 rpm. The wa-
ter solution is compound of 3 g of agarose, 0.1 g Sodium Benzoate and
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Table 4: Details of the MR sequences employed for validation of the in-vivo Dixon
imaging in the water phantom. Legend: TR – time to repetition; TE - time to echo;
FA – flip angle; FOV – field of view; TA–time of acquisition; MSME – multi-slice
multi-echo; MGE – multiple gradient-echo; RARE – rapid acquisition with relaxation
enhancement; RAREVTR – RARE variable time to repetition; ∗14 TRs: 15000, 8000,
4000, 2000, 1000, 600, 400, 300, 200, 120, 100, 50, 20, 15 ms.

Sequence
(orientation)

RARE
(axial)

MSME
(axial)

RAREVTR
(axial)

MGE
(axial)

Purpose B1 map T2 map T1 map Dixon
TR [ms] 1000 2000 ∗14 TRs 750

TE /echo
space [ms] 7.3/7.3

6.5/6.5
40 echoes 4.6/4.6

2.18/0.82
6 echoes

FA [deg] 90/45 90 90 10

FOV
[mm3] 16.2× 16.2× 2.8 16.2× 16.2× 1.0 16.2× 16.2× 2.0 16.2× 14.4× 2.0

Resolution
[mm3]

0.1× 0.1× 0.1
0.2 mm gap
10 slices

0.15× 0.15× 0.1
no gap
1 slice

0.15× 0.15× 2.0
no gap
1 slice

0.15× 0.15× 2.0
no gap
1 slice

Averages 20 10 10 5

Bandwidth
[Hz/pixel] 309 926 926 2205

TA 54 min 36 min 9 h 33 min 6 min

0.2 mL of Tween20 [Merck, Denmark] per 100 mL of distilled water with
0.001 mM/mL Gd and the oil solution is compound of 1.0 mL of Span80
[Merck, Denmark] per 100 mL of peanut oil. Agarose is a polysaccharide
that was used as a gelling agent, Sodium Benzoate is an organic sodium salt
with preservative function, Tween20 is a nonionic detergent and Span80 is a
nonionic surfactant that are very effective at forming oil in water emulsions
and that is why they are used as emulsifying agents.

Peanut oil was chosen to mimic the fat component in the phantom be-
cause its proton nuclear magnetic resonance spectrum is similar to that of
triglyceride protons in adipose tissue [76]. The oil is comprised of approxi-
mately 9% palmitic (16 : 0), 4% stearic (18 : 0), 55% oleic (18 : 1), and 27%
linoleic (18 : 2) acids [77]. Peanut oil is compounded by fatty acids with 0,
1 or 2 fatty acids double bonds with an average of 1.09 fatty acids double
bonds per fatty acid in the oil.

Gadolinium was added to verify how much the paramagnetic contrast
would shorten the protons relaxation, and potentially altering the computa-
tion of Dixon images. The MRI protocol for this phantom was the same as
the one for the water phantom (see section 3.3.1, Table 4) but it also included
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Figure 8: Dixon phantom with gadolinium. The phantom is formed by 7
compartments: aCSF, aCSF with 0.001 mM/mL Gd and 5 different fat-water
emulsions with 0%, 2%, 10%, 25% and 100% fat solution.

2 RARE sequences with different inversion recovery (IR) times to measure
the signal intensity cancellation of the main compartments. The RARE se-
quences were acquired at inversion-recovery times: 300 and 500 ms. The
MRI protocol for the Dixon phantom with Gd contrast is shown in Table 5
and Table 6.

3.3.3 Dixon phantom without gadolinium contrast

To verify the performance of Dixon method and IDEAL algorithm in the
presence of solutions without paramagnetic contrast agent (i.e. natural so-
lutions), and to check whether the contrast agent might influence the results
of Dixon method, an alternative phantom was designed.

The protocol used to make the fat and water emulsions was identical
to the previous (see section 3.3.2), but in this case distilled water with
no gadobutrol was used. Again, 7 vials with different fat content of 0%,
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Table 5: Details of MR sequences employed for T1, T2 and B1 mapping in the
fat/water Dixon phantom with Gd. Legend: TR – time to repetition; TE - time to
echo; FA – flip angle; FOV – field of view; TA–time of acquisition; MSME – multi-slice
multi-echo; MGE – multiple gradient echo; RARE – rapid acquisition with relaxation
enhancement; RAREVTR – RARE variable time to repetition; ∗8 TRs: 15000, 8000,
4000, 2000, 1000, 500, 200, 100 ms.

Sequence
(orientation)

RARE
(axial)

MSME
(axial)

RAREVTR
(axial)

Purpose B1 map T2 map T1 map
TR [ms] 1000 2000 ∗8 TRs
TE /echo
space [ms] 6.0/6.0

6.55/6.55
40 echoes 6.0/6.0

FA [deg] 90/45 90 90

FOV
[mm3] 16.2× 16.2× 3.0 16.2× 16.2× 3.0 16.2× 16.2× 3.0

Resolution
[mm3]

0.1× 0.1× 3.0
no gap
1 slices

0.1× 0.1× 3.0
no gap
1 slice

0.1× 0.1× 3.0
no gap
1 slice

Averages 10 10 10

Bandwidth
[Hz/pixel] 309 617 309

TA 27 min 54 min 1 h 24 min

Figure 9: Panel A shows 50% fat content emulsion. The emulsion shows visible
separation between the fat and water solutions. Panel B shows the Dixon phantom
without Gd. The phantom is composed of 7 vials with different fat content of 0%, 2%,
10%, 25%, 50%, 50% and 100%.
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Table 6: Details of MR sequences employed for Dixon imaging (MGE) along with
verification of the prior estimated approximate fat and water solutions T1 times, using
IR RARE sequence for the Dixon phantom with Gd. Legend: TR – time to repetition;
TE - time to echo; FA – flip angle; FOV – field of view; TA–time of acquisition;∗IR:
Inversion recovery sequences were used to measure the signal intensity cancellation of
the main compartments. The RARE sequences were acquired at IR times: 300 and
500 ms.

Sequence
(orientation)

MGE
(axial)

RARE
(axial)

Purpose Dixon

∗IR
IR times: 300
and 500 ms

TR [ms] 750 5000

TE /echo
space [ms]

2.18/0.81
6 echoes 6.0/6.0

FA [deg] 10 90

FOV
[mm3] 16.2× 16.2× 3.0 16.2× 16.2× 3.0

Resolution
[mm3]

0.127× 0.127× 3.0
no gap, 1 slice

0.1× 0.1× 3.0
no gap, 1 slice

Averages 2 10

Bandwidth
[Hz/pixel] 1860 309

TA 4 min 2 h 15 min

2%, 10%, 25%, 50%, 50% and 100% were included and tied together with
nonmagnetic-tape. The 50% fat content emulsion showed a visible separa-
tion between the fat and water solutions (see Figure 9A). Therefore, two
different 50% fat content vials were included for comparison, because of the
great difficulty to emulsify high fat fraction solutions and to keep them con-
sistent in small diameter pipettes used. The 100% fat content solution was
solely compound of 1.0 mL of Span80 per 100 mL of peanut oil. The Dixon
phantom without Gd is shown in Figure 9B.

The MRI protocol for this phantom was the same as the one for the water
phantom (see section 3.3.1, Table 4) but it also included 2 RARE sequences
with inversion-recovery pulses of 500 and 1500 ms.

The MRI protocol for the Dixon phantom without gadolinium is shown
in Table 7 and Table 8.

Assuming a chemical shift of fat relative to water of σ = 3.5 ppm, the
phantoms were scanned using GRE sequence for in-vivo imaging (here MGE)
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Table 7: Details of MR sequences employed for T1, T2 and B1 mapping in the
fat/water Dixon phantom without Gd. TR – time to repetition; TE - time to echo; FA
– flip angle; FOV – field of view; TA–time of acquisition; MSME – multi-slice
multi-echo; RARE – rapid acquisition with relaxation enhancement; RAREVTR –
RARE variable time to repetition; ∗14 TRs: 15000, 10000, 8000, 6000, 4000, 2000,
1000, 800, 500, 300, 100, 80, 60, 40 ms.

Sequence
(orientation)

RARE
(axial)

MSME
(axial)

RAREVTR
(axial)

Purpose B1 map T2 map T1 map
TR [ms] 2000 2000 ∗14 TRs
TE /echo
space [ms] 6.0/6.05

6.55/6.55
80 echoes 6.0/6.05

FA [deg] 90/45 90 90

FOV
[mm3] 19.2× 19.2× 3.0 19.2× 19.2× 3.0 19.2× 19.2× 3.0

Resolution
[mm3]

0.1× 0.1× 1.0
no gap
3 slices

0.1× 0.1× 1.0
no gap
3 slice

0.1× 0.1× 1.0
no gap
3 slice

Averages 10 10 10

Bandwidth
[Hz/pixel] 289 465 289

TA 1 h 4 min 1 h 4 min 12 h 47 min

(see Table 4), employing 6 consecutive echo times acquired at 2.18, 2.99, 3.8,
4.61, 5.42 and 6.23 ms with echo spacing of 0.81 ms, which is around 1.14
times the period at which water and fat protons are in-phase. The first
echo image is acquired at in-phase, the second echo image is acquired at
dephased in-phase, the third echo image is acquired in the middle of in- and
opposed-phase, the fourth echo image is acquired at opposed-phase, the fifth
echo image is acquired dephased opposed-phase and the sixth echo image is
acquired in the middle of opposed- and in-phase. The echo space was chosen
mainly because of the scanner minimum echo spacing limited due to the MR
receiver bandwidth for the minimal optimal image resolution set.

3.4 Processing of the phantom images

All T1, T2 and Dixon images from every phantom underwent rigid-body
motion correction performed in MANGO image analysis software [version
4.1, Research Imaging Institute, UTHSCSA], to reduce the frame-to-frame
displacements of the acquired images. Still, it is worth to highlight, that
no significant differences between the original and motion-corrected images
was obtained so the whole further processing pipeline could be applied sim-
ilarly to unprocessed images. T1 mapping was performed using VTR (see
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Table 8: Details of MR sequences employed for Dixon imaging (MGE) along with
verification of the prior estimated approximate fat and water solutions T1 times, using
IR RARE sequence for the Dixon phantom without Gd. TR – time to repetition; TE -
time to echo; FA – flip angle; FOV – field of view; TA–time of acquisition; MGE -
Multiple gradient-echo; ∗IR: Inversion recovery sequences were acquired at IR times:
500 and 1500 ms.

Sequence
(orientation)

MGE
(axial)

RARE
(axial)

Purpose Dixon

∗IR
IR times: 500
and 1500 ms

TR [ms] 750 5000

TE /echo
space [ms]

2.18/0.81
6 echoes 6.42/6.42

FA [deg] 10 90

FOV
[mm3] 19.2× 19.2× 3.0 19.2× 19.2× 3.0

Resolution
[mm3]

0.127× 0.127× 1.0
no gap
3 slice

0.1× 0.1× 1.0
no gap
3 slice

Averages 2 5

Bandwidth
[Hz/pixel] 1840 261

TA 4 min 1 h 20 min

Tables 4, 5 and 7). Furthermore, RARE sequences using different inversion
times were acquired to verify estimated T1 times in each phantom solution,
based on the signal cancellation in both Dixon phantoms (with and without
gadolinium). T2 mapping was performed using MSME sequence (see Tables
4, 5 and 7). Both T1 and T2 mapping would provide estimates on stability
of the measurements, and aimed to confirm existence of differences in relax-
ation times between different phantom solutions. Further, such information
would reflect possibility of depicting differences in fat/water composition us-
ing Dixon based on the steady-state GRE technique.

3.4.1 T1 mapping using RARE variable TR

Before fitting the RAREVTR images for the T1 mapping, the images were
subjected to the mean background noise intensity subtraction frame-wise to
automatically depict only the regions belonging to the phantom solutions.
The noise region was manually defined in the image of every phantom, and
composed of four different square ROIs 9 × 9 pixel each placed at the far
corners of the images, outside the phantom position. Subsequently, the mean
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and standard deviation of the noise ROI intensities were calculated, and their
sum was subtracted voxel-wise from the first RARE image acquired with the
longest TR. After subtraction, the voxels of intensity > 0 were included into
the voxel-wise T1 fitting. This way, only the voxels belonging to the phan-
tom image would be included in further T1 map calculation. The automatic
mask calculation was performed in MATLAB [version 9.11.0 (R2021b), The
Mathworks Inc., Natick Massachusetts].

Therefore, the mask consisted of circular regions covering the inner area
of every vial image and excluding the vials’ borders affected by a higher par-
tial volume effect.

Subsequently, for every phantom mask voxel that were included in the T1
mapping, the signal intensities from all the RAREVTR images were fitted
according to equation 22:

S = S0 ·
(
1− e−t/T1

)
+ ϵ (22)

, where S represents the image intensities over changing TR values, S0 is the
signal intensity acquired at infinite time (here the longest TR of 15 seconds,
i.e. > 5 times the T1 of water at 9.4 T ), T1 is the corresponding spin-lattice
relaxation time of the solution and ϵ is additive noise. The fitting parameters
are S0, T1 and ϵ.

To verify a proper calculation for the T1 maps, an IR RARE sequence
was employed to measure the signal cancellation in the main vials consisting
of 100% FF (pure oil) and between 10% and 25% FF (with and without
gadolinium), by using the inversion time of 500 and 300 ms, respectively, for
the Dixon phantom with gadolinium and 500 and 1500 ms, respectively, for
the Dixon phantom without gadolinium.

3.4.2 Radiofrequency transmit field inhomogeneity correction (B+
1 -

correction)

Raw acquired T1 mapping was shown to provide high discrepancy between
the estimates and real relaxation values [78]. To provide higher accuracy, a
B+

1 radio-frequency field inhomogeneity correction was performed voxel-wise
for all the phantoms. To compare, the T1 maps were calculated before and
after applying the B+

1 inhomogeneity correction.

B+
1 inhomogeneity maps (B+

1 maps) were calculated from two spin-echo
(here RARE) sequences using double angle method [73, 74] at two different
excitation flip angles, at one nominal (set parameter during the scanner) flip
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angle α and at 2α. We used α = 45◦ and 2α = 90◦.

Due to magnetic field inhomogeneities, the effective excitation flip angle
αeff would slightly differ from the nominal α angle [79]:

αeff = B1 (x, y) ·α (23)

Therefore, B1 correction map was calculated as follows [73]:

B1 =
αeff

α
=

arccos
(

S2
2S1

)
α

·
180◦

π
(24)

, where S2 and S1 are the voxels intensities of the images obtained with 2α
and α flip angles respectively. We can see that the B+

1 -correction map is
a relative and dimensionless map with numbers around 1, where a number
below and above 1 in a pixel means an effective excitation flip angle higher
and lower than the nominal excitation flip angle, respectively, in that voxel.
And an exact value of 1 will mean that the effective flip angle is the nominal
flip angle.

To obtain the T1 map after B1 correction inhomogeneities we multiply
the T1 map by the calculated B1 correction map [80]:

T1corr = T1 ·B1 (25)

, where T1corr and T1 are the corrected T1 map and T1 map respectively,
and B1 is the B+

1 inhomogeneities correction map.

3.4.3 T2 mapping

To obtain the T2 maps, the background noise was subtracted image-wise
from the MSME images, as the RAREVTR images were processed before T1
fitting. Moreover, distinguishable and well-delimited regions for T2 mapping
were automatic depicted by setting an empirical signal intensity threshold.

For every pixel within the separated by the automatic mask calculation
(see section 3.4.1) regions for T2 mapping, the signal intensities from the
different TE’s was fitted assuming an exponential decay behaviour typical of
the FID plus an additive noise contribution:

S = S0 · e−t/T2 + ϵ (26)

, where S represents the image intensities over changing TE times at which
the signal intensity was depicted. T2 is the transverse relaxation time con-
stant for the type of tissue, S0 is the signal intensity at exactly the time of
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the echo (t = 0) and ϵ is the additive noise contribution. S0, T2 and ϵ are
the fitting parameters.

3.4.4 Dixon images calculation

Dixon fat and water images were calculated from the 6 echoes GRE sequence
(MGE adapted for 6−point Dixon), by means of the Hierarchical IDEAL al-
gorithm [47, 48].

In-phase and opposed-phase images were considered as 1st and 4th echo
images, respectively, while the sequence was adapted according to [81], where
each consecutive echo was shifted approximately by 2π/3, here we shifted
2.28π.

To verify the potential of the reduced number of acquired echo times
on the fat-water separation using the algorithm, supplementary computa-
tions were performed considering only the images acquired with the first
four echoes (2.2, 3.0, 3.8 and 4.6 ms) and the last four echoes (3.8, 4.6, 5.4
and 6.2 ms), i.e. 4−point Dixon. Such approach was chosen as the fat/water
separation can potentially be affected by not fully achieved steady state in
the first TE GRE image or too low SNR of the last GRE images acquired.
Moreover, calculation using reduced number of TEs would bring the protocol
closer to those used in the clinical scanners, where the time of acquisition
and deposition of energy into the patient’s body are primary concerns.

Finally, all Dixon images were calculated assuming presence of 0, 1, 2
and 6 fatty acids double bonds, as previously described.

In addition, we verified the influence of the B+
1 -correction on the results

of the fat/water separation using IDEAL algorithm. Furthermore, we have
checked the influence of gaussian smoothing on the Dixon results in both the
original and the images after B+

1 -field correction. Gaussian smoothing was
performed in MANGO [version 4.1, Research Imaging Institute, UTHSCSA]
using a 1σ Gaussian kernel.

From the motion-corrected images different circular-shaped ROIs, cover-
ing the inner part of the vials and excluding their borders because of higher
partial volume, were manually set in ITK-SNAP [71] (see example in the
Figure 10). The WF and FF of every pixel within these ROIs were calcu-
lated comparing voxel-wise the intensities from the water-only image and the
fat-only image, respectively, to the sum of the intensities of the water and
fat images.
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Figure 10: Example of phantom ROIs. Magnitude image of Dixon phantom with
gadolinium and the different ROIs overlapped. The ROIs are composed of different
circular regions (they can be seen in different colours) covering the inner part of every
vial. ROIs were manually set in ITK-SNAP [71]

3.5 Statistical analysis

3.5.1 Statistical analysis: in-vivo

Due to the small size of the KO and WT groups’ population, the nonpara-
metric Mann-Whitney U test (or Wilcoxon rank-sum test) was used to sta-
tistically compare the distribution of both groups. The Mann-Whitney U
test is a test of the null hypothesis that, for randomly selected values X and
Y from two populations, the probability of X being greater than Y is equal
to the probability of Y being greater than X. This test was performed with
the MATLAB function ranksum. If a p-value below 0.05 was obtained that
would indicate that the rank-sum test rejects the null hypothesis of equal
medians of both distributions at the default 5% significance level.

3.5.2 Correlation between Dixon and DWI in-vivo

To check if there exist any correlation between the ‘pure’ diffusion parame-
ters (ADC and D) and the water fraction calculated from the mice brain, we
performed Pearson and Spearman correlation tests. Pearson and Spearman
correlation were computed region-wise between the mean of the ‘pure’ diffu-
sion parameters values at 30 ms TE from both mono-exponential and IVIM
models (ADC and D) and the mean water fraction for 6−point Dixon and
2 fatty acids double bonds. Two fatty acids double bonds were chosen for
the correlation because more robust significant results were obtained from
the in-vivo image analysis and more robust results are obtained from the
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Dixon phantom validation results. Furthermore, it agrees with the assump-
tion that fatty acids with 0, 1 and 2 fatty acids double bonds account for
≈ 97% − 98% of total fat in humans on ordinary Western diet [68]. The
average was done over the 6 KOs and 4 WTs that underwent the complete
MRI protocol (including DWI and Dixon) for each segmented region. Fur-
thermore, correlations were calculated only averaging KO or only averaging
WT animals. Correlations between the standard deviations of the different
parameters were also computed to check that the significant correlations in
the mean values are not due to phase differences.

3.5.3 Statistical analysis: ex-vivo

To characterize the different phantom compartments, one circular ROI was
manually set in ITK-SNAP [71] for every vial, covering its inner part and
excluding the borders because of higher partial volume (see example in the
Figure 10).

T1 and T2 mean and standard deviation values of the aggregated voxels
within each ROI were calculated. The mean± SD T1 and T2 values char-
acterized the different fat fraction emulsions.

The averages of the WF and FF of the voxels within every ROI were cal-
culated to characterize the WF and FF of the different fat content emulsions
in the phantoms.
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4 Results

4.1 In-vivo imaging

4.1.1 DWI

Significant differences between KO and WT mice were found predominantly
for the slow diffusion (ADC and D) parameters in different brain regions,
from images acquired with both 22 ms and 30 ms TEs.

DWI at 22 ms TE

The probability that KO and WT groups have the same diffusivity pa-
rameters distributions in the different brain ROIs, obtained from the Wilcoxon
Ranksum test performed between the 6 WTs and the 6 KOs, are shown in
Table 9

Table 9: Wilcoxon ranksum test p-values between 6 KOs and 6 WTs diffusivity
parameters at 22 ms TE. NS- no significance. Green color represents trend results with
0.15 > p-value > 0.05 and red color represents significant results with p-value < 0.05

ADC
Model IVIM Model

Region
ADC D D∗ PF FD∗

Olfactory 0.026 0.065 NS NS NS
Caudoputamen NS 0.015 NS NS NS

Lateral Ventricle NS NS 0.093 NS NS
Substantia Nigra NS NS NS NS NS

Hippocampus 0.132 0.041 NS NS NS
Cingulate NS NS 0.093 NS NS

Third Ventricle NS NS NS NS NS
Cortex V1 NS NS NS NS NS
Cortex S1 NS NS NS NS NS

Cortex Auditory NS 0.041 NS NS NS
Thalamus 0.132 0.015 NS NS NS

Hypothalamus NS NS NS NS NS

In the Tables 9 and 10, color red is used to highlight the significant dif-
ference with p-value < 0.05, whereas color green is used to highlight the
trend results, with 0.15 > p-value > 0.05. NS means no significant result is
obtained.

From the Table 9, we find significant difference in the ADC coefficient
from the mono-exponential model between KO and WT in the olfactory
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area. Here, no significant difference was found with the IVIM model, al-
though there was trend for the slow diffusion parameter. Still, a significant
difference in D, the slow diffusion parameter, was revealed in the caudop-
utamen, hippocampus, cortex auditory and thalamus.

No significant difference was found for D∗, the fast diffusion coefficient,
although there was a trend for the lateral ventricle and the cingulate area
between KO and WT.

Higher ADC and D coefficients were found in KO than in WT in the
regions where significant differences were found.

DWI at 30 ms TE

DWI at 30 ms TE was performed in the same group of 6 KOs and 6
WTs. The Wilcoxon Ranksum test was performed between WT and KO
diffusivity parameters for statistical difference.

The probability that KO and WT groups have the same diffusivity pa-
rameters distributions in the different brain ROIs are shown in Table 10.

Table 10: Wilcoxon ranksum test p-values between 6 KOs and 6 WTs diffusivity
parameters at 30 ms TE. NS- no significance. Green color represents trend results with
0.15 > p-value > 0.05 and red color represents significant results with p-value < 0.05

ADC
Model IVIM Model

Region
ADC D D∗ PF FD∗

Olfactory 0.065 NS NS NS NS
Caudoputamen 0.0086 0.0151 NS NS NS

Lateral Ventricle NS NS NS NS NS
Substantia Nigra NS 0.093 NS NS NS

Hippocampus 0.093 0.065 NS NS NS
Cingulate NS NS NS NS NS

Third Ventricle NS NS NS NS NS
Cortex V1 0.093 0.093 NS NS NS
Cortex S1 0.041 0.041 NS NS NS

Cortex Auditory 0.015 0.041 NS NS NS
Thalamus 0.0087 0.0087 NS NS 0.132

Hypothalamus NS NS NS NS NS

From Table 10, it is visible that both ADC and D provided similarly
consistent results. The largest difference between KO and WT was visible
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for both ADC and D in the caudoputamen, thalamus, cortex S1 and audi-
tory. A trend is visible for ADC and D in the visual (V1) cortex and the
hippocampus. We also find trend in ADC in olfactory, in D in substantia
nigra and in FD∗ in thalamus.

Higher ADC and D coefficients were found in KO than in WT in the
regions where significant differences were found.

DWI at 22 ms TE vs. 30 ms TE

At 22 ms TE, a significant difference between KO and WT was found in
5 regions with p < 0.05 and trend was found in 5 regions with p < 0.15. At
30 ms TE significant difference between KO and WT was found in 8 regions
with p < 0.05 and trend was found in 7 regions with p < 0.15. At 22 ms
TE, ADC model provides significant differences in one region and trend in 2
regions whereas, IVIM model reveals majority of the findings, as significant
difference in 4 regions and trend in 3 regions. At 30 ms TE ADC model
finds significant difference in 4 regions and trend in 3 regions whereas IVIM
model finds significant difference in 4 regions and trend in 4 regions. Overall,
more significant differences were found at 30 ms TE than at 22 ms TE.

For the IVIM parameters, significant differences were found in 8 regions
(4 at 22 ms TE and 4 at 30 ms TE) for the slow diffusion parameter, D,
whereas no difference was found for pseudo perfusion parameters.

MR-DWI obtained with 22 ms and 30 ms TEs, showed similar results in
D in the caudoputamen, cortex auditory and thalamus. At 30 ms TE, this
significant difference is also found in ADC and the cortex area is extended
to S1. However, at 30 ms TE we lose significant difference in D in the hip-
pocampus and ADC in the olfactory area, where we find trend.

Still, using 30 ms TE more significant and robust results were obtained
using both ADC (mono-exponential model) and IVIM (biexponential) mod-
els. This may indicate a presence of other factors influencing the signal
at lower echo times. Those may be connected with increased ghosting, or
increased presence of physiological pulsations. Hence, further correlation
analysis to Dixon imaging considered only the DWI findings from 30 ms TE
acquisition.

4.1.2 Dixon

Dixon was performed in 9 KOs and 7 WTs. The Wilcoxon Ranksum test
was performed between the two groups for statistical difference in the WF.
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To compare with the DWI subgroup, Wilcoxon Ranksum test was also
performed between the 6 KOs and 4 WTs that underwent complete Dixon/DWI
protocol.

Significant difference in WF was found in the pallidum under the assump-
tion of 6 fatty acids double bonds, in the hippocampus under the assumption
of 1, 2 and 6 fatty acids double bonds and in the periaqueductual gray under
the assumption of 0, 1 and 2 fatty acids double bonds. The WF box plots for
KO and WT groups of the significant difference results are shown in Figure
11.

In the groups that underwent also DWI at 30 ms TE, significant differ-
ences were found in the pallidum assuming presence of 6 fatty acids double
bonds. However, no significant differences were found in the hippocampus
and periaqueductual gray. This loss of significance for trend with respect to
the complete set of animals with the Dixon sequence could be due to the
small size subgroup’s population.

Figure 11: Whiskers-box plots for significantly different between 9 KO and 7 WT brain
water fraction (WF) estimates in-vivo, found among 3 anatomical regions. 0, 1, 2 and
6 fatty acids double bonds (double bonds) are assumed in column 1, 2, 3 and 4,
respectively.
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4.2 Region-wise DWI-Dixon correlation

Correlation between the mean of slow diffusion parameters, ADC and D, at
30 ms TE, and the mean the WF under the assumption of two fatty acids
double bonds was performed. Two fatty acids double bonds was chosen for
correlation because a low number of fatty acids double bonds is expected
within the brain [69] and more robust results were obtained in in-vivo and
ex-vivo image analysis. The averaging was performed over the 6 KOs and
4 WTs and separately over the KOs and WTs, for every brain ROI separately.

Correlation was measured by means of linear Pearson’s and non-linear
Spearman’s correlation. Only a significant correlation (> 50%, p < 0.05 and
non-zero slope) was obtained between mean WFs and mean D values in WT
group using Spearman correlation (r = 0.68, p− value = 0.035).

4.3 Ex-vivo imaging

4.3.1 Water phantom with gadolinium contrast

T1 mapping using VTR

The T1 relaxation times obtained after VTR fitting (equation 22) for the
different gadolinium concentrations are shown in Table 11. The mean±SD
T1 relaxation times obtained before B+

1 radio-frequency field inhomogeneity
correction are shown in the first column.

The magnitude image of the mean of all RAREVTR images (from all
TRs) is shown in the Figure 12A. The T1 map for the water phantom before
applying B+

1 correction is shown in Figure 12B.

Table 11: T1 relaxation times of the different gadolinium concentrations diluted in
aCSF in the water phantom before (No B+

1 correction) and after (B+
1 correction)

applying B+
1 radio frequency field inhomogeneity correction.

T1 [ms]
No B+

1 correction
T1 [ms]

B+
1 correction

aCSF +0.01
mM/mL Gd 19.9± 1.0 18.8± 1.2

aCSF +0.001
mM/mL Gd 189.9± 1.2 183.9± 3.6

aCSF +0.0001
mM/mL Gd 1064.2± 11.3 909.7± 41.4

aCSF 2786.8± 35.5 1866.0± 197.4

47



B+
1 radio-frequency transmit field inhomogeneity correction

After applying B+
1 radio-frequency field inhomogeneity correction, the

mean ± SD T1 relaxation times obtained for the different gadolinium con-
centrations are shown in the second column in Table 11.

The B+
1 correction map obtained after using the double angle method is

shown Figure 12B. The T1 map for the water phantom after applying B+
1

correction is shown in Figure 12D.

From Table 11, it can be seen that T1 relaxation time decreases with
an increasing gadolinium concentration, as expected. Also, the bias of T1
estimation for B+

1 -uncorrected images increases for compartments of longer
T1 times. Therefore, we can compare the aCSF T1 relaxation time with
different values reported on literature. Stark and Bradley in Magnetic Res-
onance imaging (p 44) [82] reported CSF T1 = 2350 ms relaxation time at
1.5 T . Whereas Lu et al. [83] found CSF T1 = 3836 ± 470 ms relaxation
time at 1.5 T and T1 = 3817± 424 ms at 3 T .

Overall, T1 relaxation times have decreased after applying B+
1 correction.

Respective T1 fittings of aggregated voxels intensity distribution within
each vial of the water phantom before and after applying B+

1 correction are
shown in Figure 13. The fittings include, fitting curve (equation 22) with
mean M0, T1 and additive error of aggregated voxels intensity distribution
and its 95% confidence interval (CI). Errorbars with the mean±1 ·SD signal
intensity of aggregated voxels intensity distribution are also represented for
both B+

1 and no B+
1 corrected values. Figure 13A shows the fittings for aCSF

and corresponds to vial 2 in Figure 12. Figure 13B shows the fittings for
aCSF +0.0001 mM/mL Gd and corresponds to vial 3 in Figure 12. Figure
13C shows the fittings for aCSF +0.001 mM/mL Gd and corresponds to vial
1 in Figure 12. And Figure 13D shows the fittings for aCSF +0.01 mM/mL
Gd and corresponds to vial 4 in Figure 12.

Based on the results obtained we chose a 0.001 mM/mL gadolinium con-
centration as our working concentration for the water-fat Dixon phantom,
as allowing to obtain a good signal amplitude for TEs > 2 ms and TR of
750 ms (i.e. > 3 times T1 estimated) applied in MGE Dixon sequence (Ta-
bles 4, 6 and 8).

T2 mapping

The magnitude image of the mean of all echo images in the MSME ac-
quisition is shown in Figure 14A.
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Figure 12: Water phantom T1 mapping. A: Magnitude RAREVTR image (mean of all
images in the acquisition); B: B+

1 map used for T1 map correction; C: T1 map before
the B+

1 correction; D: T1 map after the B+
1 correction. Different vials are: 1-aCSF

+0.001 mM/mL Gd; 2-aCSF; 3-aCSF +0.0001 mM/mL Gd; 4-aCSF +0.01 mM/mL
Gd.

The T2 relaxation times obtained after fitting voxel-wise the signal in-
tensity to equation 26 are shown in Table 12.

Table 12: T2 relaxation times of the different gadolinium concentrations diluted in
aCSF in the water phantom.

T2 [ms]

aCSF +0.01 mM/mL Gd 13.9± 0.6

aCSF +0.001 mM/mL Gd 91.0± 0.6

aCSF +0.0001 mM/mL Gd 215.4± 4.4

aCSF 231.6± 8.6
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Figure 13: T1 fittings before and after applying B+
1 , along with means and SD of

aggregated voxel intensities at respective TR, in each water phantom vial. The fittings
include, fitting curve (eq. 26) with mean M0, T1 and additive error of agragated
voxels intensity distribution and its 95% CI. Errorbars with the mean and 1SD of
aggregated voxels intensities are also represented for both B+

1 and no B+
1 corrected

values. A: aCSF (vial 2 in Figure 12); B: aCSF +0.0001 mM/mL Gd (vial 3 in Figure
12); C: aCSF +0.001 mM/mL Gd (vial 1 in Figure 12); D: aCSF +0.01 mM/mL Gd
(vial 4 in Figure 12).

From Table 12, it can be seen that T2 relaxation time decreases with
increasing gadolinium concentration, as expected. We can compare the
aCSF T2 relaxation time with different values reported on literature. Stark
and Bradley in Magnetic Resonance imaging [82] (page 44) reported CSF
T2 = 180ms relaxation time at 1.5 T . Although O’Reilly et al. [84] reported
higher T2 relaxation times at 50 mT with mean±SD T2 = 1584± 124 ms.
In-vivo measurements at 9.4 T [85] reported water T2 relaxation times in
different rat brain regions between T2 = 35.8 ± 1.2 ms in corpus callosum
and T2 = 48.1± 1.9 ms in olfactory bulb.

The T2 map for the water phantom is shown in Figure 14B.

The T2 fittings of agregated voxel intensities within each vial of the wa-
ter phantom are shown in the Figure 15. The fittings include, fitting curve
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Figure 14: A: Magnitude image of the mean of all echo images in the MSME
acquisition; B: T2 map. The different vials are: 1-aCSF+0.001 mM/mL Gd; 2-aCSF;
3-aCSF+0.0001 mM/mL Gd; 4-aCSF+0.01 mM/mL Gd.

(equation 26) with mean M0, T2 and additive error of agragated voxels in-
tensities and its 95% CI. Errorbars with the mean± 1 ·SD signal intensity
of aggregated voxels intensities are also plotted. Figure 15A shows the fit-
tings for aCSF and corresponds to vial 2 in Figure 14. Figure 15B shows the
fittings for aCSF +0.0001 mM/mL Gd and corresponds to vial 3 in Figure
14. Figure 15C shows the fittings for aCSF +0.001 mM/mL Gd and corre-
sponds to vial 1 in Figure 14. And Figure 15D shows the fittings for aCSF
+0.01 mM/mL Gd and corresponds to vial 4 in Figure 14.

Dixon IDEAL algorithm

To verify, whether it is possible to quantify the fat content based on
the signal alteration due to paramagnetic relaxation times shortening, Dixon
quantification was performed in the water phantom (see section 3.2.2). From
calculated water-only and fat-only Dixon images by means of the Dixon
IDEAL algorithm using the complete 6 echoes set of the MGE sequence,
a water and fat fraction maps were estimated. Next, the estimation was
performed using only the first four echoes and the last four echoes. All cal-
culations were done under assumptions of 0, 1, 2 and 6 fatty acids double
bonds. The obtained FF (in %) were further obtained (see Table 13).

The sequence using the first four echoes depicts slightly higher fat frac-
tions than the other two sequences, especially for the highest gadolinium
concentration and up to 3.06% under the 6 fatty acids double bonds as-
sumption. All three approaches using different TE sets depict increasing
fat fractions for increasing number of the fatty acids double bonds assumed.
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Figure 15: T2 fittings of aggregated voxel intensities within each vial. The charts
include, fitting curves (eq. 26) along with mean M0, T2 and 95% CI for the fitting.
Errorbars with the mean and 1SD of aggregated voxel intensities at each TE are also
plotted. A: aCSF (vial 2 in Figure 14); B: aCSF+0.0001 mM/mL Gd (vial 3 in Figure
14); C: aCSF+0.001 mM/mL Gd (vial 1 in Figure 14); D: aCSF+0.01 mM/mL Gd
(vial 4 in Figure 14).

Table 13: The results for the fat fraction (FF) estimation in the water phantom with
gadolinium tracer of various concentration. FF was calculated (in %) under the
assumption of 0, 1, 2 and 6 fatty acids double bonds (Double bonds).

Double
bonds

0.01
mM/mL

Gd

0.001
mM/mL

Gd

0.0001
mM/mL

Gd
aCSF

FF(%) FF(%) FF(%) FF(%)

1st − 4th

echoes

0 1.56 0.22 1.11 0.47
1 1.91 0.40 1.33 0.76
2 2.34 0.69 1.53 1.12
6 3.06 1.31 1.43 1.81

3rd − 6th

echoes

0 0.71 0.67 0.81 0.72
1 0.65 0.66 0.86 0.65
2 0.59 0.63 0.88 0.55
6 0.96 0.61 1.01 0.69

All 6 echoes

0 0.57 0.32 0.44 0.40
1 0.60 0.33 0.51 0.42
2 0.63 0.35 0.57 0.44
6 0.72 0.41 0.75 0.52

This should be expected as the correct assumption in the water phantom is
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0 fatty acids double bonds. It is also worth to highlight, that the phantom
vial filled with aCSF +0.001 mM/mL gadolinium concentration (here, cho-
sen working concentration based on T1 and T2 estimates) provided overall
the lowest bias of estimates. The worst estimates assuming the highest FF
were obtained using the highest gadolinium concentration (0.01 mM/mL),
which is characterized by the strongest T1 and T2 shortening (see section
2.1.4).

A magnitude image of the sum of all 6 echoes of the MGE acquisition
for the water phantom is shown in Figure 16A.

The water-only and fat-only images of the water phantom under the as-
sumption of 2 fatty acids double bonds are shown in Figure 16B, in Fat
and Water columns, respectively. The top row corresponds to the first four
echoes images, the middle row corresponds to the last four echoes images
and the bottom row corresponds to all 6 echoes images.

4.3.2 Dixon phantom with gadolinium contrast

T1 mapping using VTR

The T1 relaxation times obtained after VTR fitting (equation 22) for the
aCSF and the different fat content solutions are shown in Table 14. The
mean ± SD T1 relaxation times obtained before B+

1 radio-frequency field
inhomogeneity correction are shown in the first column. For reference, the
mean RAREVTR image (from all TRs) is shown in the Figure 17A.

The T1 relaxation time obtained for the 100% fat content solution (which
doesn’t contain Gd) is T1 = 545.7±8.3. This value is similar to those found
in literature. For instance, Sindi et al. [86] reported a T1 = 405.4± 15.1 ms
relaxation time for peanut oil at 3 T and Jordan et al. [87] reported in
two different measurements T1 = 280 ms and T1 = 281 ms at 3 T and
T1 = 433 ms and T1 = 435 ms at 7 T .

Decreasing fat content within the phantom vials made from 3% agarose
along with 0.001 mM/mL gadolinium were found to be associated with
decreasing T1 estimates. As we previously found the working gadolinium
concentration to shorten the T1 time < 200 ms in the aCSF, the phenom-
ena was confirmed here. Moreover, it seems that the agarose solution provide
additional properties of slightly altering the T1 found (see Table 14 aCSF
0.001mM/mL Gd vs. 0% FF). Also, the T1 estimates for the low fat content
(i.e. 2% FF) seem very close to those obtained from aCSF +0.001 mM/mL
Gd. This may explain the previous findings, that certain concentrations of
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Figure 16: Images for the water phantom Dixon results. A: Magnitude image of the
sum of all 6 echoes of the MGE acquisition. B: Only-fat (Fat column) and only-water
(Water column) images of the Dixon phantom under the assumption of 2 fatty acids
double bonds. Top row: first four echoes image; middle row: last four echoes image;
bottom row: all 6 echoes image. The different vials are: 1-aCSF+0.001 mM/mL Gd;
2-aCSF; 3-aCSF+0.0001 mM/mL Gd; 4-aCSF+0.01 mM/mL Gd.

Gd may mimic the contribution from low concentration fat to MR signal
(see Table 13). The T1 estimates obtained for different fat content solutions
within the phantom are difficult to compare since they have different fat con-
tent and Gd concentrations, and both conditions, increasing fat content and
increasing Gd concentration, have a decreasing effect in the T1 relaxation
times.

The T1 map for the Dixon phantom with gadolinium before applying B+
1

correction is shown in Figure 17C.

B+
1 field inhomogeneity correction

After applying B+
1 radio-frequency field inhomogeneity correction, the

mean±SD T1 relaxation times obtained for the aCSF and the different fat
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Table 14: T1 relaxation times of the aCSF and the different fat fractions before (No
B+

1 correction) and after (B+
1 correction) applying B+

1 radio frequency field
inhomogeneity correction.

T1 [ms]
No B+

1 correction
T1 [ms]

B+
1 correction

aCSF 2914.7± 30.6 2614.5± 46.3

aCSF +0.001
mM/mL Gd 171.2± 3.8 210.4± 4.7

0% FF 201.9± 4.5 246.9± 5.5

2% FF 193.3± 4.8 236.1± 6.0

10% FF 226.9± 5.3 278.3± 6.6

25% FF 267.0± 6.5 327.9± 8.2

100% FF 465.0± 7.0 545.7± 8.3

content solutions are shown in the second column in Table 14.

The B+
1 correction map obtained after using the double angle method is

shown Figure 17B.

The T1 map for the Dixon phantom with gadolinium after applying B+
1

correction is shown in Figure 17D.

To verify the T1 values obtained after B+
1 radio-frequency field inho-

mogeneity correction, two IR RARE sequences were employed to verify the
signal cancellation in the main vials consisting of 100% FF (pure oil with-
out gadolinium) and a FF value between 10% and 25% (with gadolinium),
using inversion pulses of 500 (see Figure 17F) and 300 ms (see Figure 17E),
respectively.

The T1 fittings of the aggregated voxels intensity distribution within
each vial of Dixon phantom with gadolinium, before and after applying B+

1

correction, are shown in Figure 18 and Figure 19. The fittings include: fit-
ting curve (equation 22) with mean M0, T1 and additive error of aggregated
voxels intensities and its 95% CI; errorbars with the mean ± 1 ·SD signal
intensity of aggregated voxels are also represented for both B+

1 and no B+
1

corrected values. Figure 18A shows the fittings for aCSF and corresponds to
vial 5 in Figure 17. Figure 18B shows the fittings for aCSF +0.001 mM/mL
Gd and corresponds to vial 6 in Figure 17. Figure 18C shows the fittings for
0% FF and corresponds to vial 1 in Figure 17.

Figure 19A shows the fittings for 2% fat content solution and corresponds
to vial 2 in Figure 17. Figure 19B shows the fittings for 10% fat content so-
lution and corresponds to vial 3 in Figure 17. Figure 19C shows the fittings
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Figure 17: Dixon phantom with gadolinium T1 results. A: Magnitude image of the
mean of all images in the RAREVTR acquisition. B: B+

1 map used for T1 map field
inhomogeneities correction. C: T1 map before B+

1 correction. D: T1 map after B+
1

correction. E and F: IR RARE magnitude images acquired at inversion recovery times
300 and 500 ms, respectively, to measure the signal cancellation in the main vials. The
different vials are: 1-0% FF; 2-2% FF; 3-10% FF; 4-25% FF; 5-aCSF;
6-aCSF+0.001 mM/mL Gd; 7- 100% FF.
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Figure 18: B+
1 and no B+

1 corrected T1 fittings of aggregated voxels intensity
distribution within each vial. Fittings include, fitting curve (eq. 26) with mean M0,
T1 and additive error of aggregated voxels intensities and its 95% CI. Errorbars with
the mean and 1SD of aggregated voxels intensities are also represented for both B+

1

and no B+
1 corrected values. A: aCSF (vial 5 in Figure 17); B: aCSF+0.001 mM/mL

Gd (vial 6 in Figure 17); C: 0% fat content (vial 1 in Figure 17);

for 25% fat content solution and corresponds to vial 4 in Figure 17. Figure
19D shows the fittings for 100% fat content solution and corresponds to vial
7 in Figure 17.

Overall, T1 relaxation time increases with increasing fat content. Fur-
thermore, the presence of agarose 3% increases the T1 relaxation time.

T2 mapping

The magnitude image of the mean of all echo images in the MSME ac-
quisition for the Dixon phantom is shown in Figure 20A.

The T2 relaxation times obtained after fitting voxel-wise the signal in-
tensity to equation 26 are shown in Table 15. And the T2 map for the Dixon
phantom with gadolinium is shown in Figure 20B.
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Figure 19: B+
1 and no B+

1 corrected T1 fittings of aggregated voxels intensity
distribution within each vial. Fittings include, fitting curve (eq. 26) with mean M0,
T1 and additive error of aggregated voxels intensities and its 95% CI. Errorbars with
the mean and 1SD of aggregated voxels intensities are also represented for both B+

1

and no B+
1 corrected values. A: 2% fat content (vial 2 in Figure 17); B: 10% fat

content (vial 3 in Figure 17); C: 25% fat content (vial 4 in Figure 17); D: 100% fat
content (vial 7 in Figure 17).

Table 15: T2 relaxation times of the different solutions in the Dixon phantom with
gadolinium.

T2 [ms]

aCSF 238.7± 4.8

aCSF +0.001
mM/mL Gd 93.2± 0.3

0% FF 31.9± 0.9

2% FF 28.7± 0.2

10% FF 28.4± 0.1

25% FF 28.6± 0.2

100% FF 49.7± 0.1

The T2 relaxation time estimate obtained for the 100% fat content is
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Figure 20: A: Magnitude image of the mean of all echo images in the MSME
acquisition; B: T2 map. The different vials are: 1-0% fat content; 2-2% fat content;
3-10% fat content; 4-25% fat content; 5-aCSF; 6-aCSF+0.001 mM/mL Gd; 7- 100%
fat content.

Figure 21: T2 fittings of aggregated voxels intensity distribution within each vial.
Fittings include, fitting curve (eq. 26) with mean M0, T2 and additive error of
aggregated voxels intensities and its 95% CI. Errorbars with the mean and 1SD of
aggregated voxels intensities are also plotted. A: aCSF (vial 5 in Figure 17); B:
aCSF+0.001 mM/mL Gd (vial 6 in Figure 17); C: 0% fat content (vial 1 in Figure 17);

similar to those found in literature. Jordan et al. [87] reported peanut
oil T2 = 53.9 ms and T2 = 58.8 ms at 3.0 T and T2 = 43.4 ms and
T2 = 42.7 ms at 7.0 T .

The T2 fittings of aggregated voxels intensity distribution within each
vial in the Dixon phantom with gadolinium are shown in Figure 21 and Fig-
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ure 22. The fittings include, fitting curve (equation 26) with mean M0, T2
and additive error of aggregated voxels intensities and its 95% CI. Errorbars
with the mean±1 ·SD signal intensity of aggregated voxels are also plotted.

Figure 21A shows the fittings for aCSF and corresponds to vial 5 in Fig-
ure 20. Figure 21B shows the fittings for aCSF +0.001 mM/mL Gd and
corresponds to vial 6 in Figure 20. Figure 21C shows the fittings for 0% fat
content and corresponds to vial 1 in Figure 20.

Figure 22: T2 fittings of aggregated voxels intensity distribution within each vial.
Fittings include, fitting curve (eq. 26) with mean M0, T2 and additive error of
aggregated voxels intensities and its 95% CI. Errorbars with the mean and 1SD of
aggregated voxels intensities are also plotted. A: 2% fat content (vial 2 in Figure 17);
B: 10% fat content (vial 3 in Figure 17); C: 25% fat content (vial 4 in Figure 17); D:
100% fat content (vial 7 in Figure 17).

Figure 22A shows the fittings for 2% fat content solution and corresponds
to vial 2 in Figure 20. Figure 22B shows the fittings for 10% fat content so-
lution and corresponds to vial 3 in Figure 20. Figure 22C shows the fittings
for 25% fat content solution and corresponds to vial 4 in Figure 20. Figure
22D shows the fittings for 100% fat content solutions and corresponds to vial
7 in Figure 20.

Dixon IDEAL algorithm

From the 6−point Dixon sequence, we calculated the water and fat frac-
tions using the complete 6 echoes set of the MGE sequence; using the first
four echoes and using the last for echoes under the assumptions of 0, 1, 2
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and 6 fatty acids double bonds. The images were also corrected for B+
1

radio-frequency field inhomogeneity and gaussian smoothed. However, no
significant difference in the WF and FF was obtained between the original
and the post-processed images. Therefore, in this section I will only present
the results for the original images, using the first four echoes, the last four
echoes and all the six echoes.

The obtained FF (in %) for the different echoes combinations and under
the assumption of 0, 1, 2 and 6 fatty acids double bonds are shown in Table
16.

Table 16: Dixon phantom with gadolinium Dixon results. Fat fractions (FF) (in %)
under the assumption of 0, 1, 2 and 6 fatty acids double bonds (D.B) for the different
echoes combinations.

D.B aCSF
FF (%)

0.001
mM/mL

Gd
FF(%)

0%
FF(%)

2%
FF(%)

10%
FF(%)

25%
FF(%)

100%
FF(%)

1st

-4th

echoes

0 2.31 5.02 0.47 0.84 4.89 19.99 33.51
1 2.42 5.42 0.61 1.11 4.52 19.79 59.22
2 2.59 4.39 0.98 1.45 3.99 16.90 68.56
6 3.40 2.51 1.19 2.68 3.14 5.88 35.99

3rd

-6th

echoes

0 0.81 1.03 1.79 0.96 0.78 5.39 98.59
1 0.88 1.47 2.18 0.98 0.99 10.12 95.78
2 0.98 2.35 2.63 0.98 1.32 14.99 70.58
6 1.39 2.91 3.41 1.11 2.48 17.49 4.15

All 6
echoes

0 0.59 0.83 3.01 0.47 0.37 4.51 0.00
1 0.66 0.94 3.42 0.45 0.14 2.19 0.00
2 0.72 1.02 3.53 0.47 0.07 0.57 0.01
6 0.89 1.09 2.91 0.69 0.10 0.03 0.51

Overall, the sequence including all 6 echoes fails to depict the correct fat
fraction. It especially overestimates the FF for the 0% fat content compart-
ment, which is especially visible in case of presence of 0.001 mM/mL Gd
concentration in aCSF. The approaches including only first four and last four
echoes provided correct estimates of the FF for higher fat content emulsions
(> 10%). In particular, the first four echo sequence performs better than the
last four echo sequence for the 10% and 25% fat content emulsions, whereas
the last four echo sequence performs better than the first four echo sequence
for the 100% fat content compartment. It can also be seen that the best
results are obtained for 1 and 2 fatty acids double bonds.
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In case aCSF +0.001 mM/mL Gd and 0% fat content compartments,
all approaches wrongly overestimated the fat content. As mentioned before,
it seems that certain concentration of gadolinium (and those mostly optimal
for in-vivo application in preclinical setups, as here) can alter the separation
of fat and water signals. This could be due to the presence of Gd, shorten-
ing the relaxation so that the fat component may appear to be mimicked.
Therefore, there is a need to check the possible effect of Gd when depicting
fat and water content by using a phantom without gadolinium.

A magnitude image of the sum of all 6 echoes of the MGE acquisition
for the Dixon phantom with gadolinium is shown in the Figure 23A.

Figure 23: Dixon phantom with gadolinium Dixon results. A: Magnitude image of the
sum of all 6 echoes of the MGE acquisition. B: Only-fat (Fat column) and only-water
(Water column) images of the Dixon phantom under the assumption of 2 fatty acids
double bonds. Top row: first four echoes image; middle row: last four echoes image;
bottom row: all 6 echoes image. The different vials are: 1-0% fat content; 2-2% fat
content; 3-10% fat content; 4-25% fat content; 5-aCSF; 6-aCSF+0.001 mM/mL Gd; 7-
100% fat content.

The water-only and fat-only images of the Dixon phantom with gadolin-
ium under the assumption of 2 fatty acids double bonds are shown in Figure
23B, in Fat and Water columns, respectively. The top row corresponds to the
first four echoes images, the middle row corresponds to the last four echoes
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images and the bottom row corresponds to all 6 echoes images.

4.3.3 Dixon phantom without gadolinium contrast

T1 mapping using VTR

The magnitude image of the mean of all images (of all TRs) in the
RAREVTR acquisition for the Dixon phantom without gadolinium is shown
in Figure 24A.

The T1 relaxation times obtained after VTR fitting (equation 22) for the
different fat content are shown in Table 17. The mean± SD T1 relaxation
times obtained before B+

1 radio-frequency field inhomogeneity correction are
shown in the first column.

Table 17: T1 relaxation times of the different fat content solutions before (No B+
1

correction) and after (B+
1 correction) applying B+

1 radio frequency field inhomogeneity
correction.

T1 [ms]
No B+

1 correction
T1 [ms]

B+
1 correction

0% FF 2755.7± 108.9 1747.2± 114.6

2% FF 2645.0± 100.8 1769.6± 108.9

10% FF 2259.1± 102.5 1644.4± 98.2

25% FF 1597.0± 105.8 1306.1± 95.8

50% FF 1945.9± 567.5 1430.0± 327.7

50% FF 2589.1± 116.0 1707.5± 151.0

100% FF 557.8± 63.4 524.1± 59.9

Overall, the T1 estimates from the Dixon phantom without gadolinium
are markedly larger from those in the phantom containing gadolinium (see
Table 14 vs. Table 17). From the Table 17, it can be seen that T1 relaxation
time decreases with increasing fat content, as expected, since fat protons
relax more rapidly than water protons. However, the T1 relaxation times
of the two different 50% fat content emulsions don’t follow this decreasing
trend. This is because at this high fat content, the water and fat solutions
didn’t emulsify properly, and instead it presents differentiated fat and water
layers that are not properly mixed (see Figure 9A). Therefore, probably a
rather unknown proportion of water and fat was used in these vials.

The T1 map for the Dixon phantom without gadolinium before applying
B+

1 correction is shown in Figure 24C.
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Figure 24: Dixon phantom without gadolinium T1 results. A: Magnitude image of the
mean of all images in the RAREVTR acquisition. B: B+

1 map used for T1 map field
inhomogeneities correction. C: T1 map before B+

1 correction. D: T1 map after B+
1

correction. E and F: IR RARE magnitude images acquired at inversion recovery times
500 and 1500 ms, respectively, to measure the signal cancellation in the main vials.
The different vials are: 1- 50% FF; 2- 50% FF; 3- 25% FF; 4-10% FF; 5-2% FF; 6-0%
FF; 7-100%.

B+
1 field inhomogeneity correction

The B+
1 correction map obtained using the double angle method (see

section 3.4.2) is shown Figure 24B. The T1 map for the Dixon phantom
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without gadolinium after applying B+
1 correction is shown in Figure 24D.

After applying B+
1 radio-frequency field inhomogeneity correction, the

mean ± SD T1 relaxation times obtained for the different fat fraction are
shown in the second column in Table 17.

To verify the T1 values obtained after B+
1 radio-frequency field inhomo-

geneity correction, two IR RARE sequences were employed to measure the
signal cancellation in the main vials consisting of 100% FF and a FF value
between 10% and 25%, and acquired at inversion recovery times 500 ms (see
Figure 24F) and 1500 ms (see Figure 24E), respectively.

Figure 25: B+
1 and no B+

1 corrected T1 fittings of aggregated voxels intensity
distribution within each vial. Fittings include, fitting curve (eq. 26) with mean M0,
T1 and additive error of agragated voxels intensity distribution and its 95% CI.
Errorbars with the mean and 1SD of aggregated voxels intensity distribution are also
represented for both B+

1 and no B+
1 corrected values. A: 0% fat content (vial 6 in

Figure 24); B: 2% fat content (vial 5 in Figure 24); C: 10% fat content (vial 4 in
Figure 24); D: 25% fat content (vial 3 in Figure 24).

The T1 fittings of aggregated voxel intensity distribution within each vial
in the Dixon phantom without gadolinium before and after applying B+

1 cor-
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rection are shown in the Figures 25 and 26. The T1 fittings include, fitting
curve (equation 22) with mean M0, T1 and additive error of aggregated voxel
intensity distribution and its 95% CI. Errorbars with the mean± 1 ·SD sig-
nal intensity of aggregated voxel intensity distribution are also represented
for both B+

1 and no B+
1 corrected values.

Figure 25A shows the fittings for 0% fat content and corresponds to vial
6 in Figure 24). Figure 25B shows the fittings for 2% fat content and cor-
responds to vial 5 in Figure 24). Figure 25C shows the fittings for 10% fat
content and corresponds to vial 4 in Figure 24). Figure 25D shows the fit-
tings for 25% fat content and corresponds to vial 3 in Figure 24).

Figure 26: B+
1 and no B+

1 corrected T1 fittings of aggregated voxels intensity
distribution within each vial. Fittings include, fitting curve (eq. 26) with mean M0, T1
and additive error of aggregated voxels intensity distribution and its 95% CI. Errorbars
with the mean and 1SD of aggregated voxels intensity distribution are also represented
for both B+

1 and no B+
1 corrected values. A: 50% fat content (vial 1 in Figure 24); B:

50% fat content (vial 2 in Figure 24); C: 100% fat content (vial 7 in Figure 24).

Figure 26A shows the fittings for 50% fat content and corresponds to
vial 1 in Figure 24). Figure 26B shows the fittings for 50% fat content and
corresponds to vial 2 in Figure 24). Figure 26C shows the fittings for 100%
fat content and corresponds to vial 7 in Figure 24).
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T2 mapping

The magnitude image of the mean of all echo images in the MSME ac-
quisition for the Dixon phantom without Gd is shown in Figure 27A.

The T2 relaxation times obtained after fitting voxel-wise the signal in-
tensity to equation 26 are shown in Table 18. And the T2 map for the Dixon
phantom without gadolinium is shown in Figure 27B.

Table 18: T2 relaxation times of the different solutions in the Dixon phantom without
gadolinium.

T2 [ms]

0% FF 36.3± 1.3

2% FF 34.7± 1.8

10% FF 35.9± 1.2

25% FF 43.3± 8.1

50% FF 46.1± 1.7

50% FF 34.0± 1.6

100% FF 64.8± 0.5

Figure 27: A: Magnitude image of the mean of all echo images in the MSME
acquisition; B: T2 map. The different vials are: 1- 50% fat content; 2- 50% fat content;
3- 25% fat content; 4-10% fat content; 5-2% fat content; 6-0% fat content; 7-100% fat
content.

From Table 18 and not taking into account the 50% fat content results
since as discussed before they have unknown fat content, it can be seen that
the T2 relaxation time doesn’t decrease with increasing fat content, as it
should be expected. This is due to the high agarose content. It has been
shown that increasing agarose concentration decreases T2 relaxation times
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[88]. Both increasing fat and agarose concentration have the same short-
ening effect on T2 relaxation time. Therefore the different combination of
agarose (in water solution) and fat fractions make difficult to compare the
T2 relaxation times shown in 17.

The T2 fittings of aggregated voxels intensity distribution within each
vial in the Dixon phantom without gadolinium are shown in Figure 28 and
Figure 29. The fittings include, fitting curve (equation 26) with mean M0, T2
and additive error of aggregated voxels intensity distribution and its 95% CI.

Figure 28: T2 fittings of aggregated voxels intensity distribution within each vial.
Fittings include, fitting curve (eq. 26) with mean M0, T2 and additive error of
aggregated voxels intensity distribution and its 95% CI. Errorbars with the mean and
1SD of aggregated voxels intensity distribution are also plotted. A: 0% fat content
(vial 6 in Figure 24); B: 2% fat content (vial 5 in Figure 24); C: 10% fat content (vial
4 in Figure 24); D: 25% fat content (vial 3 in Figure 24).

Errorbars with the mean ± 1 ·SD signal intensity of aggregated voxels
are also plotted.

Figure 28A shows the T2 fittings of aggragated voxels intensity distri-
bution for 0% fat content and corresponds to vial 6 in Figure 27). Figure
28B shows the T2 fittings of aggragated voxels intensity distribution for 2%
fat content and corresponds to vial 5 in Figure 27). Figure 28C shows the
T2 fittings of aggragated voxels intensity distribution for 10% fat content
and corresponds to vial 4 in Figure 27). Figure 28D shows the T2 fittings of
aggragated voxels intensity distribution for 25% fat content and corresponds
to vial 3 in Figure 27).
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Figure 29: T2 fittings of aggregated voxels intensity distribution within each vial.
Fittings include, fitting curve (eq. 26) with mean M0, T2 and additive error of
aggregated voxels intensity distribution and its 95% CI. Errorbars with the mean and
1SD of aggregated voxels intensity distribution are also plotted. A: 50% fat content
(vial 1 in Figure 24); B: 50% fat content (vial 2 in Figure 24); C: 100% fat content
(vial 7 in Figure 24).

Figure 29A shows the T2 fittings of aggragated voxels intensity distribu-
tion for 50% fat content and corresponds to vial 1 in Figure 27). Figure 29B
shows the T2 fittings of aggragated voxels intensity distribution for 50% fat
content and corresponds to vial 2 in Figure 27). Figure 29C shows the T2
fittings of aggragated voxels intensity distribution for 100% fat content and
corresponds to vial 7 in Figure 27).

Dixon IDEAL algorithm

From the 6−point Dixon sequence, we calculated the water and fat frac-
tions using the complete 6 echoes set of the MGE acquisition; using the first
four echoes and using the last for echoes under the assumptions of 0, 1, 2
and 6 fatty acids double bonds. The obtained FF (in %) for the different
sequences and under the assumption of 0, 1, 2 and 6 fatty acids double bonds
are shown in Table 19.

In general, the sequence including all 6 echoes fails to depict the correct
fat content, except for the 25% fat content under the assumption of 0 fatty
acids double bonds. The first four echoes and the last four echoes sequences
manage to depict the correct fat content under the correct number of fatty
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Table 19: Dixon phantom without gadolinium Dixon results. Fat fractions (FF) (in %)
estimated under the assumption of 0, 1, 2 and 6 fatty acids double bonds (D.B) for the
different echoes combinations.

D.B 0%
FF(%)

2%
FF(%)

10%
FF(%)

25%
FF(%)

50%
FF(%)

50%
FF(%)

100%
FF(%)

1st

-4th

echoes

0 3.12 2.28 5.29 26.72 3.59 1.99 36.79
1 3.53 2.82 5.58 29.24 3.36 2.39 64.39
2 4.14 3.61 6.23 29.14 3.76 3.10 78.69
6 4.92 5.19 7.63 11.57 6.45 5.04 40.25

3rd

-6th

echoes

0 2.47 2.38 3.07 23.35 10.75 2.87 99.95
1 2.67 2.52 3.59 29.85 13.07 3.19 96.36
2 2.88 2.66 4.26 29.49 15.46 3.53 70.05
6 3.48 3.15 5.74 26.98 25.38 4.77 8.55

All 6
echoes

0 1.34 1.23 1.67 17.16 5.12 1.10 0.19
1 1.44 1.28 0.98 12.79 5.08 1.02 0.17
2 2.01 2.04 0.79 0.88 6.34 1.52 0.47
6 2.01 2.04 0.79 0.88 6.34 1.52 0.47

Figure 30: Dixon phantom without gadolinium Dixon results. A: Magnitude image of
the sum of all 6 echoes of the MGE acquisition. B: Only-fat (Fat column) and
only-water (Water column) images of the Dixon phantom under the assumption of 2
fatty acids double bonds. Top row: first four echoes image; middle row: last four
echoes image; bottom row: all 6 echoes image. The different vials are: 1- 50% fat
content; 2- 50% fat content; 3- 25% fat content; 4-10% fat content; 5-2% fat content;
6-0% fat content; 7-100% fat content.
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acids double bonds assumptions. They especially perform good for fat con-
tent above 10%, except for the two 50% fat content cases where the water
and fat solutions didn’t emulsify correctly. The last four echoes sequence
performs better than the first four echoes sequence at depicting the correct
fat content for 25% and 100% fat content, whereas the first four echoes se-
quence performs better than the last four echoes sequence for the 10% fat
content. All sequences overestimate the 0% fat content solution obtaining
fat fractions quite similar to those obtained for the 2% fat content.

Overall, the best and most stable results are obtained under the assump-
tion of 1 and 2 fatty acids double bonds.

A magnitude image of the sum of all 6 echoes of the MGE acquisition
for the Dixon phantom without gadolinium is shown in Figure 30A.

The water-only and fat-only images of the Dixon phantom without Gd
under the assumption of 2 fatty acids double bonds are shown in Figure 30B,
in Fat and Water columns, respectively. The top row corresponds to the first
four echoes images, the middle row corresponds to the last four echoes im-
ages and the bottom row corresponds to all 6 echoes images.
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5 Discussion

In the current project, an analysis and validation of a proposed non-invasive
glymphatic MR protocol at 9.4 T was performed. The protocol consisted
of diffusion-weighted imaging (DWI) based on echo-planar imaging (EPI)
approach for assessment of free water molecules mobility, along with Dixon
imaging based on fast multiple gradient-echo (MGE) sequence for non-invasive
assessment of water content within the brain parenchyma of AQP4 KO and
WT littermate animals.

Performed analysis revealed usefulness of proposed non-invasive approach
in assessment of microscopic differences in the brain morphology between
animals devoid of main water transport channel AQP4 compared to normal
conditions. First, capability of proposed DWI approach, using measured 17
b-values in range from 0−2000 s/mm2, in revealing subtle differences in slow
diffusion markers, as apparent-diffusion coefficient (ADC, see section 4.1.1)
using monoexponential and intravoxel incoherent motion diffusion (D) using
biexponential approaches (see section 4.1.1). These differences reflected both
higher ADC and D in KO mice, by means of both acquisition with 22 ms
and 30 ms echo times (TE). Although MR images acquired with longer
TE were affected by lower signal-to-noise ratio (not assessed here), such ap-
proach provided more consistent findings between ADC and D and revealed
KO vs. WT differences among around two times more (significant difference
was depicted in 5 ROIs in DWI at 22 ms vs. 8 ROIs in DWI at 30 ms)
parenchymal regions (see Tables 9 and 10). This might likely be caused by
DWI images acquired with 30 ms TE having decreased influence of ghosting
artifact compared to those in 22 ms TE images. On the other hand, it may
also suggest existence of slightly higher influence of proton density signal in
lower vs. higher echo images. Higher contribution from not fully saturated
vascular signal may also be considered in the lower TE images, although
saturation bands were applied to cancel the arterial input as well as possible
motion artifacts from underside of the animal’s head. Therefore, applica-
bility of higher TE DWI over the state-of-the-art approach was confirmed
specifically for the glymphatic imaging (see section 4.1).

To further bring closer an idea of fully non-invasive glymphatic proto-
col, an analysis and validation of Dixon fat and water imaging was per-
formed based on provided images. The images consisted of 6-echoes MGE
acquisitions, and calculation was performed using 4 different assumption of
fat/water brain compositions (see section 3.2.2). In the original hypothesis,
Dixon was supposed to provide information on 1) rather static components
of the brain fat/water content, and 2) using fully non-invasive approach
without a need in applying invasive procedures. To validate our hypothesis,
Dixon parameter optimization was performed both in live animals and phan-
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toms. The results obtained using a dedicated IDEAL algorithm [47, 48] were
further validated in the phantoms of different fat/water compositions. As
AQP4 channels are heterogeneously expressed in the mouse brain [23], there-
fore a local difference in water content between KO and WT animals was
foreseen in different brain regions. The largest difference was found in the pe-
riaqueductual gray ( mean KO−mean WT± standard error of the mean
= 1.69%± 0.70%) using the 6−echoes MGE acquisition under 2 fatty acids
double bonds. Existence of region-wise correlation between mean water frac-
tion (WF) and mean D in WT but not KO suggests lack of AQP4 reducing
brain water heterogeneity in KO mice compared to that in WT. Still, corre-
lation in WT could be due to the small size group (only 4 WTs) compared
to a larger size in KO (6 KOs) so this topic requires further analysis in a
larger cohort of animals.

Above findings provide novel information for the glymphatics research,
on intrinsic fluid behaviour. Still, any biomedical analysis method is a su-
perposition of the biological phenomena and the measurements method so to
provide validation for the above Dixon results, an additional validation was
performed in the phantoms. The phantoms, of own author’s design, were of
3 groups: 1) ‘water’ phantom with gadobutrol (section 4.3.1); 2) ‘fat/water’
Dixon phantom including gadobutrol (section 4.3.2); 3) ‘fat/water’ Dixon
phantom without gadobutrol (section 4.3.3). MGE images acquired for each
were analyzed using all Dixon computational approaches applied in in-vivo
scans (see section 3.2.2). For the first ‘water’ phantom, addition of gadolin-
ium into the aCSF showed that the acquired MR signals can provide bias
resulting in IDEAL algorithm depicting fat signal in their absence (see Table
13). Although negligible bias, estimating the fat fraction < 1%, existed for
sole aCSF solution, it may be attributed to the principle of Dixon method
assuming fat and water signals summing up to 100%. The results closest
to aCSF conditions were observed for the aCSF +0.001 mM/mL solution.
This solution is not only close to that predominantly used for glymphatics
using DCE approach [26, 89], but also provided optimal T1 and T2 signal
shortening for the proposed MR protocol (see section 3.3.1, and Figures 12
and 14). Both higher and lower gadobutrol concentrations increased estima-
tion of fat content within the solution of up to 3%. Therefore, a question
appeared on how accurate the estimation of low FF would be in presence
gadolinium contamination.

The results obtained with the second phantom – Dixon phantom with
gadolinium – and third phantom – Dixon without gadolinium – confirmed
that the bias from the tracer can misestimate the fat content. This mises-
timation was even larger in the 3% agarose than sole aCSF solution (Table
16 aCSF +0.001 mM/mL vs. 0% FF). Moreover, separation of the original
6−echoes MGE into two 4−echoes image sequences provides better result for
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estimation of low and high fat content (see Table 16). The best estimates
were obtained for the pure oil solution (100% FF, which doesn’t include
gadobutrol) using 3rd − 6th echo train (see Table 16), while total fat-water
swap was observed using 6−echoes (both assuming presence of 0 and 1 fatty
acids double bonds). Slightly worse estimates were obtained using 1st − 4th

echo train (see Table 16) for the 25% FF solutions assuming the same number
of double bonds. 2% FF was the best estimated using the same echo train,
but assuming 6 double bonds, while 0% FF had constant bias < 3% which,
on the other hand is typical for a Dixon method [48]. On the other hand,
lack of gadolinium in the phantom of the same way prepared fat and agarose
solutions provided much better estimates of all FF (except 50%, which was
not homogeneous; see section 3.3.3). Acceptable estimates of fat content
< 25% were obtained again using 1st − 4th echo train approach, while the
high fat content (100%, pure oil) using 3rd − 6th echo train. Still, a global
fat-water swap was still visible for 100% fat content vial, using a 6−echoes
approach. 2% FF was overall estimated similarly using all approaches. Sum-
marizing, addition of gadolinium results in slight increase of the estimated
FF. This suggest that MR signal shortening due to gadolinium may destroy
signal from larger number of fatty acids double bonds (see Table 16 vs. 19)
or mimic the fat signal, unsuitably for the Dixon. This bias is expected to be
higher in case of sub-optimal signal shortening for current TE and TR Dixon
setup (see Tables 2, 4, 6 and 8), i.e. higher and lower than 0.001 mM/mL
gadobutrol concentrations (see Table 13). However, the best verification
would be empirical and possibly performed in the future.

Current work has also limitations. First, an EPI approach was applied
for DWI in-vivo. However using pulse gradient SE [90] approach would pro-
vide better signal-to-noise ratio (SNR), lack of ghosting artifacts and results
in better ROI segmentation. Still, it would also have much longer acquisition
time (> 2 hours) not reasonable for live animal imaging. In case of breath-
controlled acquisition applied for the original data, it would weaken the
physiological stability of the recordings due to need in long anesthesia. Sec-
ond, in-vivo Dixon images used in this work were of relatively low resolution
(see Table 2), which made additionally the manually performed segmenta-
tion less precise. Third, small group size, especially from the complete DWI
+ Dixon protocol (6 KOs and 4 WTs) provided made both statistical and
correlational analyses quite susceptible to randomness. To overcome these
limitations, acquisition of additional DWI and Dixon in-vivo images would
be desired. Furthermore, it would be preferred to acquire Dixon images with
both higher resolution and SNR, which in turn will increase the scan time.
Still assessment of both in-vivo and ex-vivo images SNR was not included
into the current work, as its main aim was to analyse and confirm the usabil-
ity of proposed idea for non-invasive glymphatic MR approach. Also, lack of
larger animal cohort was overcome with application of non-parametric sta-
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tistical approach.

Nevertheless, presented non-invasive approach to glymphatic MRI rather
overcomes the above limitations as shows application of powerful tools, es-
pecially for future translational glymphatic research. Glymphatic function
is physiologically regulated, however it is currently understood only through
the lens of solute exchange using predominantly invasive methods, i.e., DCE-
MRI. There is a strong need in this gold-standard tracer-based measure-
ments both in rodents and in humans, to validate our non-invasive approach.
Hence, once feasibility of non-invasive approach would be validated, such
protocol can be implemented into the clinical research and further clinical
diagnostics to identify the brain condition in patients.

In this project we used AQP4 KO transgenic mice, but future research
should also encompass animal disease models already known as showing
glymphatic impairment, e.g. Alzheimer’s disease [91] or hydrocephalus [92].
Presented here protocol was also designed based on widely available sequence
among all clinical MR scanners. Both DWI and Dixon have already its
place established in neurological, oncological and neuromuskular assessment.
Therefore, a high usability of current protocol might be foreseen in clinical
diagnostics of stroke, is also necessary to validate our clinical potential for
non-invasive glymphatic assessment [93].

Future perspectives

Based on the phantoms imaging results, the nearest future works on non-
ivasive glymphatic MRI should investigate the results obtained by using the
first four echoes and last four echoes sequences for the analyzed here Dixon
in-vivo imaging. This way, a new modifications providing faster and higher
resolution imaging might be designed, and bringing even closer applicability
of the protocol in clinical setups.

Increase in resolution should be simultaneously addressed with increase
in SNR - especially important for the in-vivo imaging. Furthermore, both
DWI and Dixon acquisition should be verified in electrocardiogram-mode
apart from the respiratory-gated mode. This way, the presented validation
might be concluded for future translational steps.
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6 Conclusions

Concluding, current work confirmed applicability of the proposed fully non-
invasive glymphatic protocol in revealing subtle changes in the brain water
mobility and content using DWI and Dixon imaging. It was shown that
application of longer echo time of 30 ms for DWI provides more stable and
consistent results. This refers to both ADC and IVIM models applied. Fur-
thermore, applied Dixon imaging along with processing pipeline allowed to
distinguish subtle differences in the brain water content in KO vs. WT
animals. Although these results might be of dispute and require additional
validation, our results in ex-vivo Dixon phantoms (with and without gadolin-
ium) suggests that increasing number of echo images does not necessarily
improve the Dixon technique performance. Therefore, it is foreseen that
findings in mice shall be confirmed by recalculating all in-vivo images based
on the phantoms imaging results. Therefore, the nearest future work should
consider investigating the results obtained in in-vivo by using separately only
the first four echoes and last four echoes sequences for Dixon imaging.
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