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Abstract

In this thesis a study on the characterization of the fidelity of spin-photon entangled GHZ
states is presented. The presence of an extra, far-detuned energy level is explained and a
time optimization for two shapes (square and Gaussian) of the input laser field is presented.
Analytical and numerical results of the conditional fidelity of the system with the far-detuned
transition and the addition of inhomogeneous broadening are computed. Finally, a formalism
for second-order emissions of photons is used to derive analytical expressions for both, the
square-shaped and the Gaussian-shaped pulses. A final derivation of the conditional fidelity
taking into account all the described inconsistencies is presented and the numerical and
analytical results with realistic experimental parameters are presented.
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1. Introduction

The first quantum revolution occurred at the turn of the last century, motivated by the the-
oretical attempts to explain blackbody radiation. Quantum mechanics questioned big part
of the fundamental knowledge we had on the world and challenged the scientific community
with its counterintuitive description of the reality. By the end of the 20th century, all the
novel concepts that arose from this first revolution allowed the creation of many core tech-
nologies present in the modern society.

At the present moment, we are at the beginning of the second quantum revolution [1]. We
are trying to actively control quantum states to our liking, in order to exploit their prop-
erties and overcome the limitations of classical systems. This new revolution is expected
to permanently change many fields of society. Some examples are the secure key distribu-
tion [2], the promising quantum algorithms for database search [3] or integer factorization [4].

For this second revolution to be completely exploited, the improvement and research on
quantum communications and quantum networks will be crucial [5]. One of the most impor-
tant resources for quantum communication is entanglement. For the creation of fault-tolerant
communication protocols, it will be necessary to be able to master the generation of entan-
gled photons.

In this thesis we will characterize the fidelity of the generation of spin-photon entangled
GHZ states. The protocol that will be used [6], generates a state of entangled photons in
the time-bin encoding [7, 8].

We will take into account the presence of a far-detuned transition and consider square and
Gaussian shapes of the input field. We will use experimental parameters for quantum-dots
embedded in waveguides [9, 10]. We will also take into consideration inhomogeneous broad-
ening, produced by fluctuations on the laser frequency or fluctuations of the excited states
[11, 12].

The outline of this thesis is as follows:

• Chapter 02: The main concepts of quantum mechanics, statistical ensembles and
entanglement are introduced. Also, fundamental concepts of quantum optics are
introduced, putting emphasis on the semi-classical solution of a two-level system
with a classical monochromatic field. Finally, the quantization of the electromag-
netic field and the full-quantum Hamiltonian is explained.

• Chapter 03: The protocol used to create multi-photon GHZ states is presented.
The presence of a far-detuned energy level is introduced and an optimization of
the length of the pulse is performed for the square-shaped and Gaussian-shaped
pulses.

• Chapter 04: Inhomogeneous broadening and spontaneous emission from the far-
detuned transition are introduced. The system wave-function and the conditional
fidelity, taking these inconsistencies into account, are derived. The analytical and
numerical results are presented and discussed.
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CHAPTER 1. INTRODUCTION

• Chapter 05: Second-order photon emissions are introduced and the formalism is
explained. The computation of the wave-function and the conditional fidelity with
these new phenomenon is performed. The two-photon analytical coefficients for
the square and Gaussian pulses are derived. The analytical and numerical results
are presented and discussed.

• Chapter 06: The conclusions and outlook of this work are provided.
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2. Preliminaries

In this chapter the basic theory necessary to follow the work of the thesis is presented.
We start by reviewing the fundamental concepts of quantum mechanics, then we will talk
about statistical ensembles, entanglement and we will end by explaining the basic concepts
of quantum optics.

2.1. Basic Quantum mechanics

State vectors

Quantum mechanics is a mathematical model of the physical world. According to quantum
mechanics, every isolated system is corresponded by a Hilbert space H , also called state
space [13]. The state of the physical system is completely described by a state vector, which
corresponds to a “ray” in the Hilbert space [14].

A Hilbert space is a vector space spanned over the complex numbers C. We will use the
Dirac bra-ket |Ψ〉 (〈Ψ|) notation to represent states of the Hilbert space. An inner product
between states 〈Φ|Ψ〉 is defined and maps any pair of vectors from H to the complex numbers
C. The inner product has the following properties:

• Positivity: ∀ |Ψ〉 ∈H , 〈Φ|Ψ〉 ≥ 1

• Linearity: 〈Φ| (a |Ψ1〉+ b |Ψ2〉) = a 〈Φ|Ψ1〉+ b 〈Φ|Ψ2〉

• Skew symmetry: 〈Φ|Ψ〉 = 〈Ψ|Φ〉∗

• Completeness: ||Ψ||2= 〈Ψ|Ψ〉

Notice that we can span the state vector |Ψ〉 into any orthonormal basis of the Hilbert
space [15]:

|Ψ〉 =
∑
n

|n〉 〈n|Ψ〉 (2.1)

By the definition of orthonormality, 〈n|n〉 = 1 and 〈n|n′〉 = 0. And since the set of |n〉
form a complete basis,

∑
n |n〉 〈n| = 1

Observables

In quantum mechanics observables are represented by Hermitian operators acting on Hilbert
spaces. An observable is a property of a physical system that can be measured. Hermitian
operators fulfill 〈Ψ| Ô |Φ〉 = (〈Φ| Ô |Ψ〉)†.

According to the spectral theorem [13] an Hermitian operator can be spectrally decom-
posed:

Ô =
∑
i

Oi |i〉 〈i| =
∑
i

OiPi (2.2)

3



2.1. BASIC QUANTUM MECHANICS

Where Oi ∈ R (eigenvalues), Pi is the orthogonal projector operator onto the subspace
spanned by the eigenvector |i〉 with eigenvalue i.

The expected value of the Hermitian operator Ô with respect to the state of the system
|Ψ〉 is:

〈Ô〉 = 〈Ψ| Ô |Ψ〉 =
∑
i

Oi|〈Ψ|i〉 |2 (2.3)

Measurement

When measuring an observable Ô, one can only obtain as outcome one of the eigenvalues
from Ô. Since the eigenvectors of Ô form a complete basis in the Hilbert space H , we can
decompose the state of the system as |Ψ〉 =

∑
i 〈Ψ|i〉 |i〉 =

∑
i ψi |i〉.

The probability of measuring the eigenvalue Oi corresponds to:

p(i|Ψ) = ||Pi |Ψ〉 ||2= |ψi|2 (2.4)

Right after the measurement, If Oi has been the outcome of the system measurement, the
post-measurement state becomes:

|Ψ〉 measurement−−−−−−−−→ Pi |Ψ〉
||Pi |Ψ〉 ||2

=
Pi |Ψ〉√
p(i|Ψ)

= |i〉 (2.5)

Time evolution

Time evolution of an isolated quantum system is unitary |Ψ(t)〉 = U(t′, t) |Ψ(t′)〉. The
generator of the unitary transformation is a self-adjoint operator called the Hamiltonian of
the system. In the Schrödinger picture the operators do not evolve in time and the state
vectors evolve in time following the Schrödinger equation:

ih̄
d

dt
|Ψ〉 = Ĥ |Ψ〉 (2.6)

In the case when the Hamiltonian Ĥ is time-independent, the unitary transformation that

describes the dynamics of the system is U(t′, t) = e−i(t
′−t)Ĥ/h̄.

Notice that the temporal evolution of the system is deterministic and reversible, since it is
governed by an unitary operation. On the other hand, the measurement and collapse of the
wave-function is not deterministic, since quantum mechanics only gives us the probabilities
to obtain the possible outcomes of the measurement.

Interaction picture

Many quantum mechanical systems in nature have time-dependent Hamiltonians [16]. We
will explain how to deal with this type of Hamiltonians. We consider a Hamiltonian that
can be split into two parts Ĥ = Ĥ0 + V̂ (t).

Where Ĥ0 does not depend on time explicitly and we assume that we know the solution
for the system when V̂ (t) = 0, with the eigenkets and eigenvalues of Ĥ0 being:

Ĥ0 |n〉 = En |n〉 (2.7)
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Assume that at time t = 0 the general state ket of the system in the Schrödinger picture
|Ψ〉S can be represented as

|Ψ〉S =
∑
n

cn(0) |n〉 (2.8)

For t > 0 the state ket in the Schrödinger picture will be

|Ψ(t)〉S =
∑
n

cn(t)e−iEnt/h̄ |n〉 (2.9)

Where we have encoded the effect of the time-dependent part of the Hamiltonian V̂ (t) in
the time evolution of the coefficients cn(t). Now we are interested in the transformation:

|Ψ(t)〉I = eiĤ0t/h̄ |Ψ(t)〉S
VI = eiĤ0t/h̄V̂ e−iĤ0t/h̄

(2.10)

Where the subscript I corresponds to the interaction picture. Notice that by performing
this transformation, we are going to a rotation frame where the time-evolution of the sate
ket |Ψ〉I only depends on the time-dependent potential V̂ (t). Also, the time evolution of the

operators in the interaction picture, ÂI , is generated by Ĥ0. In the interaction picture the
“interesting dynamics” of the system (coming from V̂ (t)) are encoded on the state kets and
the already known dynamics (produced by Ĥ0) are encoded on the operators.

The fundamental equation that describes the time evolution of state kets in the interaction
picture is:

ih̄
d

dt
|Ψ(t)〉I = VI |Ψ(t)〉I (2.11)

Which corresponds to the Schrödinger equation in the interaction picture.

2.2. Statistical ensembles

Despite the fact that the state of a quantum mechanical system is fully described by |Ψ〉,
in many practical situations it is not useful to work with it. In most of the situations, the
knowledge that we have of the system preparation is partial. This can be due to the inherent
imperfections of the measurement apparatus to the coupling of the system we want to study
to the environment. In that case, we can only talk about the possible states in which our
system may have been prepared |Ψi〉 and their probabilities pi. In this case, we have to
describe our system with the density matrix operator:

ρ̂ =
∑
i

pi |Ψi〉 〈Ψi| (2.12)

The density matrix contains all the information accessible for us of the system. Any posi-
tive (and hence Hermitian) operator fulfilling tr(ρ̂) = 1 is a density operator. If there exists
a basis where ρ̂ = |Φ〉 〈Φ|, the system is said to be in a pure state and we can access to all
the information of the system (we can describe the system using the formalism explained in
2.1). If does not exist such basis, we say that the system is in a mixed state.

It is possible to reformulate the postulates of quantum mechanics in terms of the density
matrix operator. When measuring an observable Ô =

∑
iOiPi, the probability for the

outcome of the measurement to be Oi is

p(i|ρ̂) = tr (Piρ̂) (2.13)

5



2.3. ENTANGLEMENT AND BIPARTITE SYSTEMS

And the outcome of the measurement

ρ̂
measurement−−−−−−−−→ Piρ̂Pi

tr (Piρ̂)
(2.14)

For simplicity we have only considered orthogonal measurements. Expectation values of
observables can also be calculated with the denisty matrix formalism

〈Ô〉 =
∑
i

pi 〈Ψi| Ô |Ψi〉 =
∑
n

〈n|

(∑
i

pi |Ψi〉 〈Ψi|

)
Ô |n〉 = tr

(
ρ̂Ô
)

(2.15)

Finally, If the temporal evolution of the system can be described with a unitary matrix
U(t′, t), the density operator of the system at time t will be

ρ̂(t) =
∑
i

piU(t′, t) |Ψi(t
′)〉 〈Ψi(t

′)|U(t′, t)† = U(t′, t)ρ̂(t′)U(t′, t)† (2.16)

2.3. Entanglement and bipartite systems

Assume that our system is composed by two parts, subsystem A and subsystem B. A bipartite
pure state |Ψ〉AB ∈HA⊗HB can be expressed in the standard form (Schmidt decomposition)

|Ψ〉AB =
∑
i

λi |αi〉A |βi〉B (2.17)

Where {|αi〉A} and {|βi〉B} are orthonormal basis for HA and HB, respectively [13]. The
coefficients λi are called Schmidt coefficients and fulfill λi ≥ 1 and

∑
i λ

2
i = 1.

The Schmidt number of a bipartite pure state |Ψ〉AB is defined as the number of nonzero
eigenvalues in ρ̂A or ρ̂B, therefore, the number of terms in the Schmidt decomposition of
|Ψ〉AB [17].

Mathematically, we say that a bipartite system is entangled (non separable) when its
Schmidt number is greater than 1, otherwise we say that the system is unentangled (or
separable). For an entangled system, we can not represent its wave-function as a product of
the wave-functions of each subsystem . For a bipartite system with two subsystems A and
B, we say that they are entangled if

|Ψ〉AB 6= |Ψ〉A |Ψ〉B (2.18)

Entanglement is one of the most interesting resources of quantum mechanics. It is a purely
quantum mechanical property where entangled states exhibit correlations that have no clas-
sical analog. This resource can be exploited to design quantum protocols that outperform
the classical ones or arise new features (e.g. to teleport information between two distant sys-
tems [18]). Entanglement can also be exploited to create secure key distribution protocols
[2]. And it can be exploited to locally perform one-way quantum computing by using single
qubit measurements on cluster states [19].

In many situations, we can think of our system to be part of a bigger system |Ψ〉AB, and
we only have access to the subspace A. This may be due to the fact that the subsystem B is
very far away, or maybe the subsystem B corresponds to the environment, which we can not
control. If all the measurements that we can perform are on the subsystem A, it makes sense
to work with the density matrix ρ̂A ∈ HA, that acts only on the subspace A. The density
operator ρ̂A can be obtained by performing the partial trace over the subsystem B

6



2.4. BASIC QUANTUM OPTICS

ρ̂A = trB (|Ψ〉AB 〈Ψ|AB) (2.19)

We say that a bipartite state is maximally entangled when trB(ρ̂AB) = 1/2. This means
that all information of the system is found in the correlations between subsystem A and
B, and it is impossible to retrieve any information by performing local measurements on
subsystem A.

There is one basis of four mutually orthogonal states, which all are maximally entangled:

|φ±〉 =
1√
2

(|00〉 ± |11〉)

|ψ±〉 =
1√
2

(|01〉 ± |10〉)
(2.20)

For example, Imagine that we only have access to the subsystem A of the state |ψ+〉, from
2.20. By performing the partial trace over B system we will end up wit the identity operator
(no information):

ρ̂A = trB(|φ+〉 〈φ+|) =
1

2

∑
i

〈i|B (|00〉+ |11〉) (〈00|+ 〈11|) |i〉B =
1

2
(|0〉 〈0|+ |1〉 〈1|) =

1
2

(2.21)
In fact, in this thesis we will try to characterize the fidelity of the generation of the state
|ψ+〉 but with an arbitrary number of qubits N , called Greenberger–Horne–Zeilinger (GHZ)
state

|Ψ〉GHZ =
1√
2

(
|0〉⊗N + |1〉⊗N

)
(2.22)

Originally, a three-particle GHZ state was proposed to find a conflict with local realism
for predictions of quantum mechanics [20] [21].

2.4. Basic Quantum Optics

In this section we will work with the simplest atom-field transition, with only two energy
states interacting with one applied laser field.

2.4.1. Semiclassical approach

We will start by treating the two level system quantum mechanically and our input laser
field classically. We will label the ground state of the two level system as |g〉 and the excited
state |e〉, with an energy difference of h̄ω0.
We assume that our two-level system is illuminated by a classical monochromatic electro-
magnetic field [15]:

~E(~r, t) =
~ε(~r, t)

2
e−iνt−

~k~r +
~ε(~r, t)∗

2
eiνt−

~k~r (2.23)

Where we will assume that ~ε(~r, t) varies in a time-scale much longer than the optical fre-
quency ν and a length scale much larger than the optical length. In the presence of an static
electric field, neutral atoms do get an electric dipole moment d̂ which can interact with the
electric field ~E. The energy of the interaction is Û = −d̂ ~E.

7



2.4. BASIC QUANTUM OPTICS

When selection rules do only allow transitions between two energy levels, we can express
the dipole operator in the atomic (or quantum dot) eigenstates:

d̂ = |g〉 〈e|µge + |e〉 〈g|µeg (2.24)

Where µge = 〈g| d̂ |e〉 and we have assumed that 〈g| d̂ |g〉 = 〈e| d̂ |e〉 = 0, the eigenstates do
not have associated permanent dipole.

The Hamiltonian of the two-level system with the classical field is:

H = h̄ω0 |e〉 〈e| − (σ̂geµge + σ̂egµeg)(
~ε

2
e−iνt +

~ε∗

2
eiνt) (2.25)

Where we have used the notation σ̂ge = |g〉 〈e| and σ̂eg = |e〉 〈g|. To solve the dynamics
of the state we propose a time-dependent wavefunction |Ψ〉 = cg(t) |g〉 + ce(t) |e〉. We can
describe the dynamics of the system with the Hamiltonian from 2.25 by using the Schrödinger
equation (2.6):

ih̄ 〈e| d
dt
|Ψ〉 = 〈e| Ĥ |Ψ〉 ⇒ ċe(t) = −iω0ce(t) +

i

h̄
(~εe−iνt + ~ε∗eiνt)µegcg(t)

ih̄ 〈g| d
dt
|Ψ〉 = 〈g| Ĥ |Ψ〉 ⇒ ċg(t) = +

i

h̄
(~εe−iνt + ~ε∗eiνt)µgece(t)

(2.26)

We will perform the transformation ce(t) = c̃e(t)e
−iνt, which is equivalent to going to the

rotating frame. In the rotating frame we will be able to spot the fast-oscillating terms and
the slow varying terms in the differential equations.

˙̃ce(t) = −i∆ce(t) +
i

h̄
(
~ε

2
+
~ε∗

2
e2iνt)µegcg(t)

ċg(t) = +
i

h̄
(
~ε

2
e−2iνt +

~ε∗

2
)µgece(t)

(2.27)

Where ∆ = ω0 − ν. The relevant dynamics occur at frequencies proportional to Ω =
εµeg
h̄

We will neglect the terms ∝ e2iνt under the assumptions that ∆ << ν, ω0 and Ω <<
ν (Rotating Wave Approximation). The equations of motion under these considerations
becomes:

˙̃ce(t) = −i∆ce(t) + i
Ω

2
cg(t)

ċg(t) = i
Ω∗

2
ce(t)

(2.28)

In equations 2.28, spontaneous emission is not taken into account. The process of sponta-
neous emission can not be explained with the semi-classical model that we are using, since
it arises from the coupling of the system to the vacuum modes of the electromagnetic field.
If we do treat the field classically, this behavior does not appear. We will include “by hand”
the effect of spontaneous emission by adding the factor − ce(τ)

2 .

From now on, for simplicity, we will omit the tilde in c̃e(t). For convenience we will work
with the dimensionless time τ = γt.

ċe(τ) = −(i∆̃ +
1

2
)ce(τ) + i

Ω̃

2
cg(τ)

ċg(tτ) = i
Ω̃∗

2
ce(τ)

(2.29)

8



2.4. BASIC QUANTUM OPTICS

Where ∆̃ = ∆
γ and Ω̃ = Ω

γ . If we assume that the input field is constant in time (square-
shaped) and that the initial conditions are: ce(0) = 0 and cg(0) = 1, we can solve 2.29
exactly:

ce(τ) = i
Ω̃

Ω̂
ei
τ
2

( i
2
−∆̃)sin

(
τ Ω̂

2

)

cg(τ) = ei
τ
2

( i
2
−∆̃)

[
cos

(
τ Ω̂

2

)
+

1 + 2i∆̃

2Ω̂
sin

(
τ Ω̂

2

)] (2.30)

With Ω̂ =
√

Ω̃2 + (∆̃− i
2)2

2.4.2. Full quantum approach

So far, we have been treating the atom-field interaction assuming that the field is classical.
In this subsection we will approach the problem by assuming that both the field and the
atom behave quantum mechanically [22]. This way, we will be able to explain spontaneous
emission, result of the atom interacting with the vacuum modes of the electromagnetic field,
and the Rotation Wave Approximation will appear more naturally, without the necessity to
go to a rotating frame.

Quantization of the Electromagnetic field

For a large cavity with volume V and legth L, by assuming vanishing electric field at
the boundaries and satisfying Maxwell’s equations, the electric and magnetic fields can be
expanded as a set of sinusoidal modes:

Ex(z, t) =
∑
j

√
2νj
ε0V

qjsin(kjz)

By(z, t) =
1

c2

∑
j

q̇j
kj

√
2νj
ε0V

qjcos(kjz)

Where νj is the mode frequency, k = c
νj

is the mode wavenumber and ε0 (µ0) are the

permittivity and permeability of free space. We will define Aj =
√

2νj
ε0V

, qj and q̇j are coeffi-

cients that correspond to the canonical position and canonical momentum, respectively.

The quantum mechanical Hamiltonian (eq. 2.31) will correspond to the classical energy
within de cavity.

H =
∑
j

ν2
j q

2
j

2
+
q̇2
j

2
(2.31)

This Hamiltonian is analogous to the Hamiltonian for a set of unit mass harmonic oscil-
lators with position qj and frequency νj . For this reason, we will use the same quantization
procedure as the harmonic oscillator quantization. We define qj and q̇j as operators

qj −→ q̂j q̇j −→ p̂j

That fulfill the canonical commutation relation:

[q̂j , p̂j′ ] = ih̄δj,j′

9



2.4. BASIC QUANTUM OPTICS

Creation and annihilation operators for the excitation of each mode can be defined as
follows:

âj =
1√
2h̄νj

(νj q̂j + ip̂j) â†j =
1√
2h̄νj

(νj q̂j − ip̂j)

That fulfill the bosonic commutation relations:

[âj , âj′ ] = 0 [âj , â
†
j′ ] = δj,j′

And the electric field with polarization vector εα will be given by:

Êα = εα
∑
j

εj(âj + â†j)sin(kjz)

With εj =
√

h̄νj
ε0V

, the electric field associated with a single photon with frequency νj . The

Hamiltonian is given by:

Ĥ =
∑
j

h̄νj

(
â†j âj +

1

2

)
We denote |n〉j the eigenstates of the Hamiltonian. Enj = h̄νj

(
n+ 1

2

)
, where n describes

the number of photons with frequency νj .

Ĥ |n〉j = Enj |n〉j

Notice that annihilation (âj) and creation (â†j) operators act on the eigenstates of the
Hamiltonian as:

âj |n〉j =
√
n |n− 1〉j â†j |n〉j =

√
n+ 1 |n+ 1〉j

They annihilate (create) one photon of frequency νj . Also, the photon number operator

can be defined as n̂j = â†j âj .

Jaynes-Cummings model

The Jaynes-Cummings model describes the system of a two-level atom(with the ground
state |g〉 and excited state|e〉) interacting with a quantized mode of an optical cavity. The
full system is described with the Hamiltonian:

Ĥ = ĤA + ĤF + ĤI

Where ĤA is the bare atomic Hamiltonian (eq. 2.32), with transition frequency ω0 between
the two energy levels. ĤF corresponds to the free field Hamiltonian (eq. 2.33).

ĤA = h̄ω0 |e〉 〈e| (2.32)

ĤF = h̄ν

(
â†â+

1

2

)
(2.33)

ĤI is the interaction Hamiltonian, described in a similar way to the semi-classical ap-
proach, but this time with the quantized electric field.

ĤI = −d̂Ê = −h̄g (σ̂eg + σ̂ge)
(
â+ â†

)
(2.34)
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2.4. BASIC QUANTUM OPTICS

With g =
µeg
h̄

√
h̄νj

2ε0V
corresponds to the coupling constant. Notice that in equation 2.34

we have four terms in the Hamiltonian. Performing the Rotating Wave Approximation
corresponds to getting rid of the terms σ̂egâ

† and σ̂geâ. The first term corresponds to having
a transition from ground state to excited state while emitting a photon and the second term
corresponds to having a transition from excited state to ground state while absorbing one
photon. These terms do not fulfill energy conservation and they can be neglected.

ĤI = −h̄g
(
σ̂egâ+ σ̂geâ

†
)

11



3. Far-detuned transition

In this chapter we will introduce the protocol used to generate the spin-photon entangled
GHZ states. We will discuss the behavior of the system when taking into account the main
inconsistency that we will study in this thesis, the presence of a far-detuned transition, and
we will find the optimal pulse duration for the square and Gaussian-shaped pulses, only
taking into account the presence of this extra energy-level.

3.1. Protocol description

The protocol uses a three-level state (fig. 3.1) to generate the time-bin encoded GHZ state
[6].

Figure 3.1.: Scheme of the 3-level system used to generate the spin-photon GHZ entangled
state.

The protocol starts with a superposition of the two ground sates 1√
2
(|0〉+ |1〉). From here,

a π1−2 y-rotation of the spin is applied on the transition |1〉− |2〉 and we wait for the excited
state to relax.

1√
2

(|0〉+ |1〉) π1−2−−−→ 1√
2

(|0〉+ |2〉) s.e.−−→ 1√
2

(|0〉+ |e1, 1〉) (3.1)

The label (e) has been used for the emission of the photon, since it has been emitted in
the early time-bin. From here, we apply a π0−1 y-rotation between the transition |0〉 − |1〉
to flip the coefficients.

π0−1−−−→ 1√
2

(|1〉 − |e1, 0〉) (3.2)

Now, we repeat the π1−2 y-rotation and wait for the relaxation from the excited state (late
part) and finally we flip the two ground states

π1−2−−−→ 1√
2

(|2〉 − |e1, 0〉)
s.e.−−→ 1√

2
(|L1, 1〉 − |e1, 0〉)

π0−1−−−→ −1√
2

(|L1, 0〉+ |e1, 1〉) ≡M |Ψ〉
(3.3)

After applying this sequence of pulses and relaxation times, we end up with the superpo-
sition of one early photon and one late photon, which they are also entangled with the spins.
Applying M |Ψ〉 corresponds to one cycle of the protocol, and only one photon is generated.
If we apply M , N times, we would end with a GHZ state made of N entangled photons:

12



3.1. PROTOCOL DESCRIPTION

1√
2

(|0〉+ |1〉) (M)N−−−→ (−1)N√
2

(|L1, L2, ..., LN , 0〉+ |e1, e2, ..., eN , 1〉) =

(−1)N√
2

(|L〉⊗N |0〉+ |e〉⊗N |1〉)
(3.4)

In figure 3.2 a scheme of the protocol is shown. As we can see, each round (or cycle) of the
protocol is symmetric between the early the late time-bins. We will exploit this symmetry
in later chapters to compute the conditional fidelity of the system.

Figure 3.2.: Scheme of one cycle of the protocol used to generate the GHZ state.

It is important to point out that by using a
(
π
2

)
0−1

y-rotation of the spin between each
generated late photon, one would be able to create a linear cluster state instead of the GHZ
state [23].

It is unnecessary to include the imperfections of the detector for time-bin entangled states
when the time-bin is much larger than the uncertainty in the detection time [24, 25].

In the scheme described above we considered the ideal three-level state without any im-
perfections. Realistically, when performing the protocol on the laboratory, there are many
imperfections that should be taken into account. One of them is the presence of a far-detuned
energy level. For the realization of this protocol with quantum dots in the Voigt geometry
magnetic field [6], it is clear that the Zeeman-spliting of the excited states will contain this
additional energy level that we want to study.

In figure 3.3 an scheme of the system with the far-detuned energy level is presented. Ω2

corresponds to the Rabi frequency of the resonant transition, Ω3 corresponds to the Rabi
frequency of the off-resonant transition. Notice that since we are driving both transitions
with the same laser pulse, Ω2

Ω3
= µ12

µ03
≡ R. For simplicity, we will assume that R = 1 . While

resonantly driving the transition |1〉 − |2〉, it may be possible to drive some population to
the far-detuned state |3〉, compromising the protocol.

13



3.3. TIME OPTIMIZATION OF THE SQUARE PULSE

Figure 3.3.: Scheme of the 3-level system used to generate the spin-photon GHZ entangled
state with the addition of the far-detuned energy level.

3.2. Stric definition of Fidelity

The fidelity is a measurement of the “closeness” between two quantum states. It expresses
the probability for one state to pass a test to be identified as the other. The most used
definition of fidelity is the squared overlap between two systems:

F = |〈Ψideal|Ψexperimental〉 |2 (3.5)

With F ≤ 1, and F = 1 when the two states are exactly the same.

If we take into account the presence of the far-detuned transition |3〉 when trying to
drive the transition |1〉 − |2〉, we can assume that the action of the laser pulse will create a
superposition of the ground and excited states:

|1〉 → c1 |1〉+ c2 |2〉
|0〉 → c0 |0〉+ c3 |3〉

(3.6)

In this case, the fidelity of the system after applying one cycle of the protocol would be:

F = |c0c2|2 (3.7)

Which corresponds to the ground state |0〉 not being driven by the π1−2 rotation, and the
state |1〉 being driven by the π1−2 rotation (as expected). For N cycles of the protocol we
would have the same expression to the power of N .

This definition of fidelity will be a good starting point to understand the system dynamics
and spot the the compromises between some parameters of the system. In next chapters we
will introduce a more experimentally realistic definition of the fidelity.

3.3. Time optimization of the Square pulse

In this section we will solve the dynamics of our four-level system described in section 3.1
assuming that the shape of the input laser pulse is square (constant in time), taking into
account the presence of the extra energy level |3〉. Our goal is to be able to derive an analyt-
ical expression for the optimal length of the pulse T . Before jumping into the equations, we
can already guess that there will be a compromise between the spontaneous emission form
the main transition (between |1〉− |2〉) and the excitation of |3〉. On one hand, if the pulse is
too short, the intensity of the pulse will be high enough to drive the off-resonant transition
between |0〉− |3〉. On the other hand, If the pulse is too long, the spontaneous emission from

14



3.3. TIME OPTIMIZATION OF THE SQUARE PULSE

|2〉 will become relevant.

In section 2.4.1 we derived and solved the differential equations that govern the dynamics
of a two-level system with a time-independent pulse. Due to the fact that in our model we are
not considering the cross-terms |2〉 −→ |0〉 and |3〉 −→ |1〉, we can treat our four-level system
as a two two-level systems separately. The analytical solutions for the |1〉 − |2〉 transition,
resonant with the input laser and governed by spontaneous emission are:

c2(T ) = i
Ω̃2

Ω̂2

e−
T
4 sin

(
T Ω̂2

2

)

c1(T ) = e−
T
4

[
cos

(
T Ω̂2

2

)
+

1

2Ω̂2

sin

(
T Ω̂2

2

)]
And the analytical solutions for the far off-resonant transition |0〉 − |3〉 are:

c3(T ) = i
Ω̃3

Ω̂3

e−
iT ∆̃

2 sin

(
T Ω̂3

2

)

c0(T ) = e−
iT ∆̃

2

[
cos

(
T Ω̂3

2

)
+ i

∆̃

Ω̂3

sin

(
T Ω̂3

2

)]

Where Ω̂3 ≡
√

∆̃2 + |Ω̃3|2 and Ω̂2 ≡
√
−1

4 + |Ω̃2|2.

In order to find the optimal time T from these equations, we want to impose the maximum
population to be in |2〉 and the least amount of population to be found in the excited state
of the far-detuned energy level |3〉. For these conditions to be fulfilled we have to impose the
following restrictions:

|c2|2= 1⇒ T Ω̂2

2
=
π

2

|c0|2= 0⇒ T Ω̂3

2
= π(n+ 1)

(3.8)

Where n = 0, 1, 2, ...

With these restrictions (eq. 3.8) and assuming R = 1, we are able to solve the optimal
Rabi frequency Ω̃2:

Ω̂3

Ω̂2

= 2(n+ 1)⇒ Ω̃2
2 =

(n+ 1)2 + ∆̃2

4(n+ 1)2 − 1

With this result we can solve Ω̂2, Ω̂3 and T :

Ω̂2 =

√
∆̃2 − 1

4(n+ 1)2 − 1
' ∆̃√

4(n+ 1)2 − 1

Ω̂3 =

√
(n+ 1)2(1 + 4∆̃2)

4(n+ 1)2 − 1
' 2∆̃(n+ 1)√

4(n+ 1)2 − 1

T = π

√
4(n+ 1)2 − 1

∆̃2 − 1
'
π
√

4(n+ 1)2 − 1

∆̃

For generality, we have computed the solutions for all n. In eq. 3.9 we have set n = 0,
targeting the first maximum.
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3.3. TIME OPTIMIZATION OF THE SQUARE PULSE

Ω̂2 '
∆̃√

3
Ω̂3 '

2∆̃√
3

(3.9)

T '
√

3π

∆̃

By substituting the expressions from eq. 3.9 into the analytical expressions of {c2, c1, c3, c0}
and computing the their modulus square, we end up with the populations of the four tran-
sitions in the optimal time:

|c3(T )|2= 0 |c0(T )|2≈ 1 |c2(T )|2≈ 1−
√

3π

2∆̃
|c1(T )|2≈

√
3

2∆̃

3.3.1. Strict fidelity and numerical comparison

With the square pulse populations for the optimal time, we can use the strict definition of
fidelity explained in section 3.2 to derive an analytical expression:

F = |c0c2|2N≈ 1−N
√

3π

2∆̃

In appendix B.1 the comparison between the analytical and numerical results for the op-
timal fidelity is shown. Notice that for this fidelity we are only targeting the first maximum
(shortest T ). Because of experimental reasons, we are interested in this regime, since realistic
pulse durations are approximately T ≈ 0.01 − 0.1 [10]. Achieving the first maximum is al-
ready a challenge. This restriction arises from the grading monochromator used to generate
the monochromatic laser pulses [26]. The longer the length of the pulse, the less accurate
discrimination of the laser frequency is made.

If the pulse durations could be experimentally increased, it may be interesting to lie in the
regime where n = 2, 3, 4. As we will see and discuss in the following chapters, this regime,
despite not containing the highest fidelities, it is less dependent on oscillations.

Now that we have been able to obtain an analytical expression for the optimal duration
of the pulse T and the mathematical fidelity F , we will compare them with the numerical
results.

As one can see in figure 3.5, the fidelity does highly depend on the length of the pulse T .
This behavior arises from the constructive and destructive interference of the fast oscillations
from the far-detuned transition (|0〉− |3〉) and the Rabi oscillations from the main transition
(|1〉 − |2〉).
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Figure 3.4.: Plots of the strict fidelity as a function of the length of the pulse T , with ∆̃ = 30
(left) and ∆̃ = 50 (right).
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Figure 3.5.: 2D colormap of the numerical results for ln(1 − F ) as a function of the length
of the pulse T (x axis) and the dimensionless detuning ∆̃ (y axis). The green-dotted lines
correspond to the analytical optimal times for n = {0, 1, 2}.

In figure 3.4 we can also see that the optimal time T does decrease as the dimensionless
detuning ∆̃ increases. This phenomenon is produced due to the fact that for larger values of
∆̃, the extra energy level |3〉 is more off-resonant. The shorter the pulse, the more intensity,
and more easily is to drive the far off-resonant transition.
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3.4. TIME OPTIMIZATION OF THE GAUSSIAN PULSE

3.4. Time optimization of the Gaussian pulse

In this section we will derive the optimal time T for a Guassian-shaped pulse. From 2.4.1
we know that the equations of motion for our system are:

ċ3(τ) = −i∆̃c3(τ) + i
Ω̃3(τ)3

2
c0(τ) ċ0(τ) = i

Ω̃3(τ)∗3
2

c3(τ)

And:

ċ2(τ) = i
Ω̃2(τ)2

2
c1(τ)− 1

2
c2(τ) ċ1(τ) = i

Ω̃2(τ)∗2
2

c2(τ)

Notice that in this case the Rabi frequency Ω̃(τ) does depend on time (eq. 3.10). Due
to this reason, we will no longer be able to solve these differential equations exactly, as
we did with the square-shaped pulse. We will proceed by performing perturbation theory
on the equations and find their solutions up to the order where the relevant dynamics appear.

It is important to point out that we can’t apply perturbation theory around the same
parameters for each pair of differential equations. The dynamics of each transition are dif-
ferent. On one hand, the transition |1〉 − |2〉 is resonant and is governed by spontaneous
emission. On the other hand, the |0〉 − |3〉 transition is governed by the large detuning ∆̃.

The Gaussian-shaped pulse Ω2 is defined as:

|Ω̃2(τ)|= α√
2πσ

e

(
τ−µ√

2σ

)2

(3.10)

Where α is a normalization constant that will be fixed by imposing that we want to drive the
maximum amount of population from |1〉 to |2〉 (eq. 3.14). Since we assume that the pulse
starts at time (τ = 0) and finishes at (τ = T ), then µ = T

2 . Also, σ = T
β . Notice that the β

factor defines the width of the pulse. If β >> 1, the pulse will be very narrow and almost
all the area of the Gaussian will lie inside time-window between τ = 0 and τ = T . On the
other hand, if β << 1, the pulse will be so wide that its power will remain approximately
constant, resembling to the square pulse. Since we have already explored the square pulse
dynamics in this section we will explore the regime where β >> 1.

Resonant transition |1〉 − |2〉

We will proceed to solve the following system of coupled linear differential equations:

ċ2(τ) = i
Ω̃2

2
c1(τ)− 1

2
c2(τ) ċ1(τ) = i

Ω̃∗2
2
c2(τ) (3.11)

Due to the fact that 1
2 <<

Ω̃2
2 we can perform perturbation theory around ε = −1

2 , where
ε is the perturvative coefficient. We expand c1 and c2 as follows:

c2(τ) = c
(0)
2 (τ) + c

(1)
2 (τ)ε+ c

(2)
2 (τ)ε2 + ...

c1(τ) = c
(0)
1 (τ) + c

(1)
1 (τ)ε+ c

(2)
1 (τ)ε2 + ...

Plugging this into the differential equations from eq. 3.11 we obtain:
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[
ċ

(0)
2 (τ) + ċ

(1)
2 (τ)ε+ ċ

(2)
2 (τ)ε2 + ...

]
=
[
c

(0)
2 (τ)ε+ c

(1)
2 (τ)ε2 + c

(2)
2 (τ)ε3 + ...

]
+ i

Ω̃2

2

[
c

(0)
1 (τ) + c

(1)
1 (τ)ε+ c

(2)
1 (τ)ε2 + ...

]
[
ċ

(0)
1 (τ) + ċ

(1)
1 (τ)ε+ ċ

(2)
1 (τ)ε2 + ...

]
= i

Ω̃∗2
2

[
c

(0)
2 (τ) + c

(1)
2 (τ)ε+ c

(2)
2 (τ)ε2 + ...

]
By grouping the terms with the same powers of ε we find the recursive relationship (eq.

3.12):

ċ
(N)
2 (τ) = c

(N−1)
2 (τ) + i

Ω̃2

2
c

(N)
1 (τ)

ċ
(N)
1 (τ) = i

Ω̃∗2
2
c

(N)
2 (τ)

(3.12)

Where N corresponds to the order of the perturvative expansion. For the zeroth order
(N = 0) we find the following equations:

ċ
(0)
2 (τ) = i

Ω̃2(τ)

2
c

(0)
1 (τ)

ċ
(0)
1 (τ) = i

Ω̃∗2(τ)

2
c

(0)
2 (τ)

In appendix A.1 we derive the solutions for these coupled differential equations assuming

the initial conditions to be c
(0)
1 (0) = 1 and c

(0)
2 (0) = 0. In eq. 3.13 the solutions are presented.

c
(0)
2 (T ) = i

Ω̃

|Ω̃2|
sin

(
1

2

∫ T

0
|Ω̃2|dτ ′

)
c

(0)
1 (T ) = cos

(
1

2

∫ T

0
|Ω̃2|dτ

) (3.13)

Where we have set τ = T . Notice that the zeroth order term corresponds to the free
dynamics of the system without spontaneous emission. We will use the zeroth order solutions
from eq. 3.13 to derive the normalizing factor α for the Gaussian pulse by imposing:

|c(0)
2 (T )|2= 1⇒ π

2
=

1

2

α√
2πσ

∫ T

0
e

(
τ ′−µ√

2σ

)2

dτ ′ (3.14)

Now, we will expand 3.14 by using the property: erf(x) = 2√
π

∫ x
0 e
−z2

dz.

α = π

[
erf

(
T − µ√

2σ

)
+ erf

(
µ√
2σ

)]−1

⇒ (3.15)

α = π

[
erf(

β

2
√

2
)

]−1

(3.16)

Notice that in the regime that we are interested to explore ( β

2
√

2
> 1), due to this reason

we can expand the error function:

erf(z) ≈ 1− e−z
2

√
πz

Plugging this expression into equation 3.16 we obtain:

α ≈ π

[
1− 2

√
2√
πβ

e−
β2

8

]−1

≈ π
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We have been able to study the free dynamics of the transition and fix the normalization
constant for the Gaussian pulse. With the zeroth order solved, now we will move to the first
order differential equations (eq. 3.17).

ċ
(1)
2 (τ) = i

Ω̃2

|Ω̃2|
sin

(
1

2

∫ τ

0
|Ω̃2|dτ ′

)
+ i

Ω̃2

2
c

(1)
1 (τ)

ċ
(1)
1 (τ) = i

Ω̃∗2
2
c

(1)
2 (τ)

(3.17)

In order to be able to solve this system of equations we will apply the guess function
(Ansatz) described in equations 3.18, obtained by using the Green’s function method [27] .

c
(1)
2 (τ) =

∫ τ

0
cos

(
1

2

∫ τ

τ ′
|Ω̃2|dτ ′′

)
c

(0)
2 (τ ′)dτ ′

c
(1)
1 (τ) = i

Ω̃∗2
|Ω̃2|

∫ τ

0
sin

(
1

2

∫ τ

τ ′
|Ω̃2|dτ ′′

)
c

(0)
2 (τ ′)dτ ′

(3.18)

We will begin by computing the c
(1)
2 (T ) coefficient:

c
(1)
2 (T ) = i

Ω̃2

|Ω̃2|

∫ T

0
cos

(
1

2

∫ T

τ ′
|Ω̃2|dτ ′′

)
sin

(
1

2

∫ τ ′

0
|Ω̃2|dτ ′′

)
dτ ′

=
i

2

Ω̃2

|Ω̃2|

∫ T

0

[
sin

(
1

2

∫ T

τ ′
|Ω̃2|dτ ′′ +

1

2

∫ τ ′

0
|Ω̃2|dτ ′′

)
− sin

(
1

2

∫ T

τ ′
|Ω̃2|dτ ′′ −

1

2

∫ τ ′

0
|Ω̃2|dτ ′′

)]
dτ ′

=
i

2

Ω̃2

|Ω̃2|

∫ T

0

[
sin

(
1

2

∫ T

0
|Ω̃2|dτ ′′

)
− sin

(
1

2

∫ T

0
|Ω̃2|dτ ′′ −

∫ τ ′

0
|Ω̃2|dτ ′′

)]
dτ ′

(3.19)

In the first step of eq.3.19 I have used the relationship cos(A)sin(B) = sin(A+B)−sin(A−B)
2 .

Now, by using the restriction on the pulse derived in 3.14 we obtain:

c
(1)
2 (T ) =

i

2

Ω̃2

|Ω̃2|

∫ T

0

[
sin
(π

2

)
− sin

(
π

2
−
∫ τ ′

0
|Ω̃2|dτ ′′

)]
dτ ′

=
i

2

Ω̃2

|Ω̃2|

∫ T

0

[
1− cos

(∫ τ ′

0
|Ω̃2|dτ ′′

)]
dτ ′

≈ i Ω̃2

|Ω̃2|
T

2
− i

2

Ω̃2

|Ω̃2|

∫ T

0
cos

(
π

2

(
erf

(
τ ′ − µ√

2σ

)
+ erf

(
β

2
√

2

)))
dτ ′

(3.20)

In the regime where we are working erf
(

β

2
√

2

)
≈ 1:

c
(1)
2 (T ) ≈ i Ω̃2

|Ω̃2|
T

2
− i

2

Ω̃2

|Ω̃2|

∫ T

0
sin

(
π

2

(
erf

(
τ ′ − µ√

2σ

)))
dτ ′

= i
Ω̃2

|Ω̃2|
T

2

(3.21)

Notice that in the last step of eq. 3.21, we have used that
∫ T

0 erf
(
τ ′−µ√

2σ

)
dτ ′ = 0 because

the function is odd with respect to τ ′ = T
2 , for this reason, the sine integral will vanish.

Now we are able to compute c2(τ) up to first order:
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c2(T ) ' c(0)
2 (T ) + εc

(1)
2 (T ) ' i Ω̃2

|Ω̃2|
sin

(
1

2

∫ T

0
|Ω̃2|dτ ′

)
− i Ω̃2

|Ω̃2|
T

4

And the modulus square is:

|c2(τ)|2'
(

1− T

4

)2

' 1− T

2

For the c
(1)
1 coefficient we will have:

c
(1)
1 (T ) = −

∫ T

0
sin

(
1

2

∫ T

τ ′
|Ω̃2|dτ ′′

)
sin

(
1

2

∫ τ ′

0
|Ω̃2|dτ ′′

)
dτ ′

=
1

2

∫ T

0

[
cos

(
1

2

∫ T

τ ′
|Ω̃2|dτ ′′ +

1

2

∫ τ ′

0
|Ω̃2|dτ ′′

)
− cos

(
1

2

∫ T

τ ′
|Ω̃2|dτ ′′ −

1

2

∫ τ ′

0
|Ω̃2|dτ ′′

)]
dτ ′

=
1

2

∫ T

0

[
cos

(
1

2

∫ T

0
|Ω̃2|dτ ′′

)
− cos

(
1

2

∫ T

0
|Ω̃2|dτ ′′ −

∫ τ ′

0
|Ω̃2|dτ ′′

)]
dτ ′

=
1

2

∫ T

0

[
cos
(π

2

)
− cos

(
π

2
−
∫ τ ′

0
|Ω̃2|dτ ′′

)]
dτ ′

=
−1

2

∫ T

0
sin

(∫ τ ′

0
|Ω̃2|dτ ′′

)
dτ ′ ≈ 0

(3.22)
In this case, the sine integral does not vanish but its contribution is negligible. As we

will see in next chapters, the coefficient |c1|2 will appear in the conditional fidelities together
with terms that are already very small, and there is no need to expand the calculation to
higher orders.

Far-detuned transition |0〉 − |3〉

In this part we are interested in looking at the dynamics of the |0〉− |3〉 transition. We start
with the differential equations:

ċ3(τ) = −i∆̃c3(τ) + i
Ω̃3(τ)

2
c0(τ) ċ0(τ) = i

Ω̃∗3(τ)

2
c3(τ) (3.23)

Notice that the dominant term (in eq 3.23) is the one containing ∆̃ (we are in the far-
detuned regime). Before expanding these differential equations perturbatively, first we will
perform the change of variable dξ = |Ω̃3|dτ . This way, we will be able to remove the time-
dependency from the perturbation term. In equation 3.24 one can see the coupled differential
equations after the change of variable.

ċ3(ξ) = −i ∆̃

|Ω̃3|
c3(ξ) +

i

2

Ω̃3

|Ω̃3|
c0(ξ) ċ0(ξ) =

i

2

Ω̃∗3
|Ω̃3|

c3(ξ) (3.24)

Now, we can use perturbation theory and expand the coefficients around ε = i
2

Ω̃3

|Ω̃3|
:

c3(ξ) = c
(0)
3 (ξ) + c

(1)
3 (ξ)ε+ c

(2)
3 (ξ)ε2 + ...

c0(ξ) = c
(0)
0 (ξ) + c

(1)
0 (ξ)ε+ c

(2)
0 (ξ)ε2 + ...
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By plugging in again the expansion into equation 3.24, we get N differential equations for
each term of the expansion. In our case, we will see that we only have to go to the first
order. These differential equations are:

ċ
(N)
3 (ξ) = −i ∆̃

|Ω̃3|
c

(N)
3 (ξ) + c

(N−1)
0 (ξ) ċ

(N)
0 (ξ) =

Ω̃∗23

|Ω̃3|2
c

(N−1)
3 (ξ) (3.25)

First, from equation 3.25 we set N = 0 to obtain the zeroth order system of coupled differ-
ential equations:

ċ
(0)
3 (ξ) = −i ∆̃

|Ω̃3|
c

(0)
3 (ξ) ċ

(0)
0 (ξ) = 0

By setting the initial conditions to c
(0)
0 (0) = 1 and c

(0)
3 (0) = 0, we obtain the zeroth order

solutions:

c
(0)
3 (ξ) = 0 c

(0)
0 (ξ) = 1

Since we are trying to solve the dynamics of a far-detuned transition, up to zeroth order,
the population of the ground state |0〉 remain unchanged. This is a good approximation for
long enough times T . In our case, In order to find the interesting dynamics we will have to
compute the first order coefficients. There, we will see that for short times T , the intensity
of the laser will be high enough to drive population to the excited state |3〉.

By setting N = 1 (in eq. 3.25) we find the first order system of differential equations:

ċ
(1)
3 (ξ) = −i ∆̃

|Ω̃3|
c

(1)
3 (ξ) + c

(0)
0 (ξ) ċ

(1)
0 (ξ) =

Ω̃∗23

|Ω̃3|2
c

(0)
3 (ξ) (3.26)

Notice that the initial conditions for the first order differential equations are c
(1)
0 (0) = 0 and

c
(1)
3 (0) = 0. From equation 3.26 we find that:

c
(1)
0 (ξ) = 0

To solve the differential equation of c
(1)
3 (ξ) we will use the method of integrating factor

[27]:

c
(1)
3 (ξ) = e

−i
∫

∆̃
|Ω̃3|

dξ′
∫
e
i
∫

∆̃
|Ω̃3|

dξ′′
dξ′

⇒ c
(1)
3 (T ) = e−i∆̃T

∫ T

0
ei∆̃τ

′ |Ω̃3|dτ ′
(3.27)

Where (in eq.3.27) we have undone the change of variable of the time. Now, we will solve
the integrals by using the definition of the Gaussian pulse in 3.10:

c
(1)
3 (T ) =

αR√
2πσ

e−i∆̃T
∫ T

0
ei∆̃τ

′
e
−
(
τ ′−µ√

2σ

)2

dτ ′

=
αR√
2πσ

e−i∆̃
T
2 e
− ∆̃2T2

2β2

∫ T

0
e
−
(
τ−µ√

2σ
−i ∆̃√

2
σ
)2

dτ ′
(3.28)

We will proceed by making a change of variable u(τ) = τ−µ√
2σ
− i ∆̃√

2
σ and expanding the

Gaussian integral as error functions:
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c
(1)
3 (T ) =

αR√
π
e−i∆̃

T
2 e
− ∆̃2T2

2β2

∫ u(T )

u(0)
e−u

2
du

=
αR

2
e−i∆̃

T
2 e
− ∆̃2T2

2β2

[
erf

(
β

2
√

2
− i ∆̃T√

2β

)
+ erf

(
β

2
√

2
+ i

∆̃T√
2β

)]

≈ αRe−i∆̃
T
2 e
− ∆̃2T2

2β2 erf

(
β

2
√

2

) (3.29)

Where we have assumed that ∆̃T√
2β

<< 1, which is fulfilled in the regime where β >> 1.

Now we will use the value of the normalization constant that we found from 3.16 into 3.29:

c
(1)
3 (T ) ≈ πRe−i∆̃

T
2 e
− ∆̃2T2

2β2

We have derived c3(T ) up to first order:

c3(T ) ' c(0)
3 (T ) + εc

(1)
3 (T ) ' iπR

2

Ω̃3

|Ω̃3|
e−i∆̃

T
2 e
− ∆̃2T2

2β2 (3.30)

We can compute |c0|2 by using |c0|2= 1−|c3|2, with the coefficients derived from equation
3.30 and assuming that R = 1.

|c0(T )|2≈ 1− π2

4
e
− ∆̃2T2

β2 (3.31)

Unfortunately, when comparing the analytical results for |c0|2 and |c3|2 with the numerical
results, we see that there is not a good agreement. In order to understand why the analytical
expansion failed to capture properly the dynamics of the system, we have investigated the
time evolution of |c0|2 and |c3|2 coefficients during the pulse (fig. 3.6 left).
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Figure 3.6.: (Left) Plot of the evolution of |c0|2 and |c3|2 during the pulse, with the legth of the
pulse T being the optimal to maximize the strict fidelity. (Right): Plot of the analytical and
numerical |c0|2. Analytical (2) corresponds to the derived analytical expression. Analytical
(1) corresponds tot the analytical expression with an extra 1

4 factor.

As one can see (fig. 3.6 (left)), the coefficients are far from remaining constant during their
evolution. For this reason, the perturbative approximation that we have used to describe
them is expected to fail in the optimal time regime. In figure 3.6 (right) one can see the
numerical evolution of |c0|2, the plot of eq. 3.31 and the plot of eq. 3.31 with an extra 1

4
factor. The analytical expression that we have obtained only converges with the numerics for
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long pulses T . In the regime we are interested, the approximation is not good. By comparing
the numerical and analytical results we have noticed that by adding a factor 1

4 , the analytical
expression approximates much better the numerical results. For this reason, we will use the
analytical result with this extra factor:

|c0(T )|2≈ 1− π2

16
e
− ∆̃2T2

β2 (3.32)

3.4.1. Strict fidelity and numerical comparison

Now we are able to compute the mathematical fidelity F = |c2c0|2.

F = |c2c0|2'
(

1− T

2

)(
1− π2

16
e
− ∆̃2T2

β2

)
(3.33)

Our goal in this section is to find the optimal duration of the pulse T . As we can see,
the fidelity does depend on the duration of the pulse T . We will find the optimal T by
performing the derivative of the fidelity, and solving the equation:

dF

dT
=
π2

8
e
− ∆̃2T2

β2

[
1

4
+

∆̃2T

β2
− ∆̃2T 2

2β2

]
− 1

2
= 0

⇒ T =
β

∆̃

√√√√ln

[
π2

4

(
1

4
+

∆̃2T

β2
− ∆̃2T 2

2β2

)] (3.34)

The solution for the optimal time (eq. 3.34) does depend upon itself . Here we will perform
the approximation T ≈ 2β

∆̃
and we will get rid of the small terms to end with:

T ' β

∆̃

√√√√ln

(
π2

2

∆̃

β

)

With the optimal time, we can compute the analytical fidelity:

F ' 1− β

2∆̃

1

4
+

√√√√ln

(
π2

2

∆̃

β

)+
β2

16∆̃2

√√√√ln

(
π2

2

∆̃

β

)
(3.35)

In appendix B.1 one can find the comparison between the numerical and the analytical
strict fidelities.

As one can see in figure 3.7, the oscillations that were present in the square regime do not
appear in the Gaussian regime. It is also important to notice that the optimal time T is
longer. This is produced due to the fact that the Gaussian pulse achieves a higher peak of
intensity, which drives population to the far-detuned transition more easily.
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Figure 3.7.: Plots of the strict fidelity as a function of the length of the pulse T , with ∆̃ = 30
(left) and ∆̃ = 50 (right), with β = 5

In figure 3.8 we can see a 2D map of the ln(1 − F ) as a function of ∆̃ and T , for β = 5.
As expected, the optimal time shrinks as ∆̃ increases. In this plot it can clearly be seen
that fluctuations present in the square pulse do not appear in this regime. There is only one
global maximum.
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Figure 3.8.: 2D colormap of the numerical results for the ln(1 − F ) as a function of the
length of the pulse T (x axis) and the normalized detuning ∆̃ (y axis), with β = 5. The
green-dotted line corresponds to the analytical optimal time for the Gaussian pulse

Finally, figure 3.9 contains the same 2D colormap but for a Gaussian-shaped pulse with
β = 0.5. In this regime we can see that the behavior resembles very much the constant
pulse. For this reason, even if the shape of the pulse is Gaussian, depending on the width of
the pulse, it may be interesting to use the analytical results found in the previous section.
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Figure 3.9.: 2D colormap of the numerical reluslts for the ln(1−F ) as a function of the length
pulse T (x axis) and the normalized detuning ∆̃ (y axis), with β = 0.5. The green-dotted
lines corresponds to the analytical optimal times n = {0, 1, 2} for the square pulse. The red
dotted line correspond to the analytical optimal time for the Gaussian pulse.
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4. Inhomogeneous broadening and relaxation
of the far-detuned transition

4.1. Description of the inconsistencies

Now that we have solved the dynamics of the system just with the extra energy level, we
will start adding more inconsistencies in order to build up the final system. In the previous
chapter, we have optimized the length of the pulse T for the square and for the Gaussian
pulses. In this section we will add inhomogeneous broadening and spontaneous emission
from the excited state |3〉. In figure 4.1 one can see a graphical representation of our system
with these features added.

Figure 4.1.: Scheme of the 3-level system used to generate the spin-photon GHZ entangled
state with the addition of the far-detuned energy level with inhomogeneous broadening and
spontaneous emission.

As we will see, both the spontaneous emission from the far-detuned transition and the
inhomogeneous broadening will affect the fidelities weakly, they will appear on the second
order ∆̃−2 in the series expansion. Due to this reason, up to first order in ∆̃, the optimal
times found in the previous chapter will still be valid.

Taking into account the spontaneous emission from the extra energy level is a realistic
approach because, unless this transition is shielded from decay, it will relax. Also, as we will
se in the next section, taking into account spontaneous emission form both excited states
will considerably simplify the wave-function expression, allowing us to exploit its symmetry
in the conditional fidelity computation. In our case, we will assume that the spontaneous
emission from both excites states is the same γ12 = γ03 = γ, which is a reasonable approxi-
mation for the realization of the protocol with quantum dots [10, 28].

Inhomogeneous broadening consists on fluctuations of the laser frequency or the energy
states [11, 12]. We will assume that the inhomogeneous broadening is constant for each real-
ization, but it will change from one experiment to the next one. We will assume that for each
realization the broadening δ̃ will be drawn from a Gaussian distribution (eq. 4.2). For this
reason, we will have to convolute the density matrix of the system with the inhomogeneous
broadening distribution:
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ρ̂(T ) =

∫ ∞
−∞

ρ̂(T, δ̃)p(δ̃)dδ̃

=

∫ ∞
−∞
|e〉 〈e| |ce|2(T, δ̃)p(δ̃)dδ̃ +

∫ ∞
−∞
|g〉 〈g| |cg|2(T, δ̃)p(δ̃)dδ̃

+

∫ ∞
−∞
|e〉 〈g| cec∗g(T, δ̃)p(δ̃)dδ̃ +

∫ ∞
−∞
|g〉 〈e| cgc∗e(T, δ̃)p(δ̃)dδ̃

(4.1)

From equation 4.1 we see that the convoluted populations of the energy levels, |ci|2 are:

|ci(T )|2=

∫ ∞
−∞
|ci(T, δ̃)|2p(δ̃)dδ̃ p(δ̃) =

1√
2πσb

e
−
(

δ̃2√
2σb

)2

(4.2)

4.2. System wave-function

As described in section 3.1, the protocol starts with the superposition |Ψ〉 = 1√
2
(|0〉 + |1〉).

From this initial state, a sequence of pulses and relaxation times is applied. Now, we will work
out the final state M |Ψ〉, taking into account inhomogeneous broadening and spontaneous
emission. For the early part of the protocol, consisting on one π1−2 pulse and a relaxation
time window, the wave-function of the system will become:

1√
2

(|0, ∅〉+ |1, ∅〉) π1−2−−−→ 1√
2

(c0 |0, ∅〉+ c3 |3, ∅〉+ c1 |1, ∅〉+ c2 |2, ∅〉)

s.e.−−→ 1√
2

(
c0 |0, ∅〉+ c3B̂

†,e
0 |0, ∅〉+ c1 |1, ∅〉+ c2Â

†,e
0 |1, ∅〉

)
=

1√
2

(
c0 + c3B̂

†,e
0

)
|0, ∅〉+

1√
2

(
c1 + c2Â

†,e
0

)
|1, ∅〉

=
1√
2

(Qe0 |0, ∅〉+Qe1 |1, ∅〉)

Where operators {Â†0, B̂
†
0} are formally derived in section 5.2. The action of the early part

of the protocol can be encoded into two operators, Qe0 and Qe1. At this point, to finish the
protocol, one would need to flip the ground states by applying a π0−1 pulse, apply the exact
same procedure as in the early part and flip again the two ground states.

Due to the symmetry of the system, the late part of the protocol can be described by the
action of the operator QL1 onto |0, ∅〉 and the operator QL0 onto |1, ∅〉. The resulting state
after generating one qubit (one cycle of the protocol) is:

M |Ψ〉 =
−1√

2

(
QL1Q

e
0 |0, ∅〉+QL0Q

e
1 |1, ∅〉

)
=
−1√

2

(
QLe10 |0, ∅〉+QLe01 |1, ∅〉

) (4.3)

Notice that Qe0(QL1 ) contains the coefficients and creation operators for the early (late) part
of the protocol from the |0〉− |3〉 (|1〉− |2〉) transition. Also, QLe10 ≡ QL1Qe0 and QLe10 ≡ QL0Qe1.

For the generation of N entangled photons, the same operators will be applied N times:

MN |Ψ〉 =
(−1)N√

2

(
N∏
k=1

QLe,k10 |0, ∅〉+
N∏
k=1

QLe,k01 |1, ∅〉

)
(4.4)

Where k corresponds to the cycle from which the photons have been generated.
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4.3. Conditional Fidelity

In Chapter 3 we have been using the most strict expression of the fidelity, where we only
consider a success when we end up in the exact ideal state, any variation from it is considered
as an unsuccessful result.

This definition of fidelity is not experimentally realistic because generally, all the experi-
mental realizations containing lost photons are discarded and not taken into account. Due
to this fact, we are interested in computing the fidelity conditioned on the fact that our
detector has measured something (“clicked”) on every cycle.

Notice that this new definition of fidelity is less restrictive . On the contrary, since we will
only take into account experimental realizations with nonzero measurements on each cycle
of the protocol, the probability to accept an experimental realization will decrease, hence
decreasing the protocol’s probability of success.

By using the density matrix formalism explained in section 2.2, the expression for the
conditional fidelity is:

F =
〈Ψid|PN≥1ρPN≥1 |Ψid〉

tr(PN≥1ρ)

Where PN≥1 is the projector onto the subspace where there has been at least one photon
detected on each cycle of the protocol. In eq. 4.5 we have rewritten the conditional fidelity
by using ρ̂ = |Ψre〉 〈Ψre|.

F =
|〈Ψid|PN≥1 |Ψre〉 |2

tr(PN≥1ρ̂)
(4.5)

For the ideal state |Ψid〉 we will assume it to be:

|Ψid〉 =
1√
2

(
Â†,L0 |0, ∅〉+ Â†,e0 |1, ∅〉

)
≡ 1√

2
(|0, L〉+ |1, e〉) (4.6)

We can use this definition because we assume that all the photons that arrive at the
detector will be emitted during the relaxation window. There will not be any photon detected
outside the time windows where the main excited state |2〉 is expected to relax. For this
reason, it will not be necessary to take into account any overlap between photonic wave-
functions.

4.3.1. Conditional fidelity without filter

We will start by computing the conditional fidelity for one qubit (N = 1). Once we under-
stand the conditional fidelity for one qubit we will generalize it and compute the expression
for N qubits. Finally, the presence of frequency filters and the system efficiency will be taken
into account.

From equation 4.3, we know that the wavefunction of the system, after one cycle of the
protocol, can be expressed as:

|Ψ〉 =
1√
2

(
QeL01 |0, ∅〉+QeL10 |1, ∅〉

)
Where
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QeL01 = Qe0Q
L
1 =

(
c0 + c3B̂

†,e
0

)(
c1 + c2Â

†,L
0

)
= c0c1 + c0c2Â

†,L
0 + c3c1B̂

†,e
0 + c3c2B̂

†,e
0 Â†,L0

Now we will apply the projection onto the subspace where at least one photon has been
detected on each round of the protocol. This corresponds experimentally to discard all the
events where there was no photon detected on every cycle.

PN≥1Q
eL
01 = Q̃eL01 = c0c2Â

†,L
0 + c3c1B̂

†,e
0 + c3c2B̂

†,e
0 Â†,L0

Notice that we are keeping the term c3c2B̂
†,e
0 Â†,L0 , from Q̃eL01 . This term corresponds to the

generation of one photon in the first part of the cycle (early) and another in the late part
of the cycle (late). It should be possible to detect and discard these events if are measured
on the ẑ basis. In order to experimentally characterize the generation of GHZ states, mea-
surements on the x̂ and ẑ basis are necessary to be performed [29] [30]. When the generated
state is measured on the x̂ basis, the two photons arriving early and late will no longer arrive
on separate time bins, and therefore, will not be distinguishable. For this reason, we will
keep these terms in the computation of the fidelity.

For N = 1, the overlap between |〈Ψid|PN≥1 |Ψre〉 |2 can be expanded as:

(4.7)

|〈Ψid|PN≥1 |Ψre〉 |2 = 〈Ψid|PN≥1 |Ψre〉 (h.c.) =
1

4

[
(〈0, L|+ 〈1, e|)

(
Q̃eL01 |0, ∅〉+ Q̃eL10 |1, ∅〉

)]
(h.c.)

=
1

4

[
〈0, L| Q̃eL01 |0, ∅〉+ 〈1, e| Q̃eL10 |1, ∅〉

]
(h.c.)

=
1

4

[
〈0, L|

(
c0c2Â

†,L
0 + c3c1B̂

†,e
0 + c3c2B̂

†,e
0 Â†,L0

)
|0, ∅〉

+ 〈1, e|
(
c1c3B̂

†,L
0 + c2c0Â

†,e
0 + c2c3Â

†,e
0 B̂†,L0

)
|1, ∅〉

]
(h.c.)

=
1

4
[c0c2 + c0c2] (h.c.) = |c0c2|2

For the denominator part of the conditional fidelity we will have the trace over S, all
combinations of photonic modes {Â†,L0 , Â†,e0 , B̂†,L0 , B̂†,e0 } that can get to the detector.

tr[ρ̂] =
1

2
tr
[(
Q̃eL01 |0, ∅〉+ Q̃eL10 |1, ∅〉

)
(h.c.)

]
=

=
1

2

∑
S

(
〈0, S| Q̃eL01 |0, ∅〉+ 〈1, S| Q̃eL10 |1, ∅〉

)
(h.c.)

=
1

2

∑
S

〈0, S|
(
c0c2Â

†,L
0 + c3c1B̂

†,e
0 + c3c2B̂

†,e
0 Â†,L0

)
|0, ∅〉 (h.c.)

+
1

2

∑
S

〈1, S|
(
c1c3B̂

†,L
0 + c2c0Â

†,e
0 + c2c3Â

†,e
0 B̂†,L0

)
|1, ∅〉 (h.c.)

= |c0c2|2+|c3c1|2+|c3c2|2≡ Ps

Inside the trace, the only terms that survive are the ones that connect with themselves.
For this reason, we only end up with the modulus square of each coefficient in Q̃eL01 . The
denominator of the conditional fidelity is the probability of success, in other words, the prob-
ability of detecting photons on each round, therefore, not discarding the realization.
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By getting together the nominator and the denominator parts of the fidelity, we obtain:

F =
|c0c2|2

|c0c2|2+|c3c1|2+|c3c2|2
(4.8)

The probability of ending in the right state |c0c2|2 (nominator) is the strict fidelity. But it
is normalized with the probability of measuring at least one photon (denominator). Because
of this reason, the two terms that play an important role in the conditional fidelity are |c3c1|2
and |c3c2|2. The first one consists on getting one photon from the off-resonant transition and
the second one consists on getting two photons, one from the main transition and another
from the off.resonant one.

Now that we have computed the conditional fidelity for one qubit (N=1), we will derive
the general expression for N qubits (performing N cycles). Remember that the state of the
system for N qubits is:

|Ψre〉 =
(−1)N√

2

[
N∏
k=1

Qe,k0 QL,k1 |0, ∅〉+

N∏
k=1

Qe,k1 QL,k0 |1, ∅〉

]

Where k corresponds to photons produced in the k’th cycle. The ideal state (GHZ state
with N qubits) is defined as:

|Ψre〉 =
1√
2

(
|0, L⊗N 〉+ |1, e⊗N 〉

)
Now we will proceed by computing the overlap of the ideal state with the system state

projected onto PN≥1:

〈Ψid|PN |Ψre〉 =
(−1)N

2

[
〈0, L⊗N |+ 〈1, e⊗N |

] [ N∏
k=1

Q̃eL,k01 |0, ∅〉+
N∏
k=1

Q̃eL,k10 |1, ∅〉

]

=
(−1)N

2

[
〈L⊗N |

N∏
k=1

Q̃eL,k01 |∅〉+ 〈e⊗N |
N∏
k=1

Q̃eL,k10 |∅〉

]

= (−1)N 〈L⊗N |
N∏
k=1

Q̃eL,k01 |∅〉

Where in the last step we have used the symmetry of the Q̂eL01 and Q̂eL10 operators. As
previously explained, the early part of Q̂eL01 operator does only contain coefficients involved
with the |0〉 ↔ |3〉 transition and the late part only contains coefficients from |1〉 ↔ |2〉. The
operator Q̂eL10 contains the same coefficients but chaning (e) by (L). For this reason:

〈L⊗N |
N∏
k=1

Q̃eL,k01 |∅〉 = 〈e⊗N |
N∏
k=1

Q̃eL,k10 |∅〉 (4.9)

〈Ψid|PN |Ψre〉 = (−1)N

[
〈L⊗N |

N∏
k=1

(
c0c2Â

†,L,k
0 + c3c1B̂

†,e,k
0 + c3c2B̂

†,e,k
0 Â†,L,k0

)
|∅〉

]
= (−1)N (c0c2)N
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In the last step of the calculation the only term that survives is
〈L⊗N | (c0c2)N Â†,L,N0 ...Â†,L,10 Â†,L,00 |∅〉. Therefore, the nominator of the conditional fidelity is
|〈ΨId|PN |Ψre〉 |2= |c0c2|2N .

Now we will compute the denominator of the conditional fidelity PS = tr(PN≥1ρ̂).

tr(PN≥1ρ̂PN≥1)

=
1

2
tr

[(
N∏
k=1

Q̃eL,k01 |0, ∅〉+
N∏
k=1

Q̃eL,k01 |1, ∅〉

)(
N∏
k=1

〈0, ∅| Q̃†,eL,k01 +
N∏
k=1

〈1, ∅| Q̃†,eL,k01

)]

=
1

2
tr

(
N∏
k=1

Q̃eL,k01 |0, ∅〉
N∏
k=1

〈0, ∅| Q̃†,eL,k01

)
+

1

2
tr

(
N∏
k=1

Q̃eL,k10 |1, ∅〉
N∏
k=1

〈1, ∅| Q̃†,eL,k10

)

= tr

(
N∏
k=1

Q̃eL,k01 |0, ∅〉
N∏
k=1

〈0, ∅| Q̃†,eL,k01

)

Where we have again used the symmetry of Q̂eL01 . The trace of the density matrix contain-
ing the operator Q̂eL01 and the one containing Q̂eL10 must be the same, since they describe the
same physical phenomenon but with the early and late parts interchanged. The sum pf the
diagonal remains unchanged.

tr(PN≥1ρ̂PN≥1N) =
∑
S

〈0, S|

(
N∏
k=1

Q̃eL,k01 |0, ∅〉 〈0, ∅|
N∏
k=1

Q̃†,eL,k01

)
|0, S〉

=
∑
S

〈0, S|

(
N∏
k=1

Q̃eL,k01 |0, ∅〉

)
(h.c.)

With S being all possible combinations of {Â†,L0 , Â†,e0 , B̂†,L0 , B̂†,e0 }, making up to N photons.
Due to this reason, the denominator part will consist on all the possible combinations of
photonic excitations present in Q̃eL01 , therefore:

tr(PN≥1ρ̂PN≥1) =
[
|c0c2|2+|c3c1|2+|c3c2|2

]N
And the conditional fidelity will be:

F =
|c0c2|2N

(|c0c2|2+|c3c1|2+|c3c2|2)N
(4.10)

4.3.2. Conditional fidelity with filter and experimental efficiency

In this subsection we will compute the conditional fidelity by taking into account the effi-
ciency of the experimental setup and assuming that cavity frequency filters [31] are being
used to get rid of the undesired photons (coming from the far-detuned transition) and al-
lowing to pass the photons coming from the main transition. We will model the action of
the frequency filters by assuming that they do not behave ideally. Equation 4.11 describes
the action of the filters on the photonic excitations coming from the system.

A†0 −→
√
η2A

†
0 +

√
1− η2Ã

†
0

B†0 −→
√
η3B

†
0 +

√
1− η3B̃

†
0

(4.11)
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4.3. CONDITIONAL FIDELITY

Where η2 = ηf2ηe and η3 = ηf3ηe. ηe corresponds to the efficiency of the system (due
to all the inconsistencies of the experimental setup) and ηf2 and ηf3 describe the filtering
process. If we want to consider the system without filters, we will have to set ηf2 = ηf3 = 1.

The operator QeL01 , when taking into account the action of the filters has the form:

QeL01 = Qe0Q
L
1 =

(
c0 + c3

√
η3B

†,e
0 + c3

√
1− η3B̃

†,e
0

)(
c1 + c2

√
η2A

†,L
0 + c2

√
1− η2Ã

†,L
0

)
After selecting only the events containing at least one photon we end up with:

PN≥1Q
eL
01

= c0c2
√
η2A

†,L
0 + c3c1

√
η3B

†,e
0 + c3c2

√
η3

√
1− η2B

†,e
0 Ã0

†,L

+ c3c2

√
1− η3

√
η2B̃

†,e
0 A†,L0 + c3c2

√
η2
√
η3B

†,e
0 A†,L0

The wavefunction of the system after N cycles is:

PN≥1 |Ψre〉 =
(−1)N√

2

[
N∏
k=1

Q̃eL,k01 |0, ∅〉+

N∏
k=1

Q̃eL,k10 |1, ∅〉

]

Now, before continuing the computation of the fidelity we have to trace over the lost and
filtered photons. The setup behaves as a bipartite system where we can only measure the
subspace that contains photons that get to the detector.

Up to this point we were using the photonic vacuum |∅〉 to describe all possible photonic
modes. In this case, we will have photons that get to the detector and filtered or lost photons
that we can not measure. For this reason, we will split the photonic vacuum into two parts,
the modes of photons that are being measured and the modes that are not measured and
will be traced over |∅S , ∅R〉.

It will also be interesting to split the operator
∏N
k=1 Q̃

eL,k
01 = D̃eL

01 + R̃eL01 . Where D̃eL
01 only

contains combinations of photons that get to the detector and R̃eL01 contains combinations of
lost and detected photons. Then, the trace over the reservoir modes (R) will become:

trR (PN≥1ρ̂PN≥1) =
∑
R

〈R|PN≥1 |Ψre〉 (h.c.)

=
1

2

∑
R

〈R|
(

(D̃eL
01 + R̃eL01 ) |0, ∅S , ∅R〉+ (D̃eL

10 + R̃eL10 ) |1, ∅S , ∅R〉
)

(h.c.)

=
1

2

[
D̃eL

01 |0, ∅S〉+ D̃eL
10 |1, ∅S〉

]
(h.c.) +

1

2

∑
R 6=∅R

[
〈R| R̃eL01 |0, ∅S , ∅R〉+ 〈R| R̃eL10 |1, ∅S , ∅R〉

]
(h.c.)

(4.12)
Where we have traced over the part containing only photons that get to the detec-

tor. We still have to perform the sum over R, which belongs to any possible config-
uration containing lost or filtered photons {Ã†0, B̃

†
0}. Now we will compute the overlap

〈Ψid| trR (PN≥1ρ̂PN≥1) |Ψid〉:
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〈Ψid| trR (PN≥1ρ̂PN≥1) |Ψid〉

=
1

4

[(
〈0, L⊗N |+ 〈1, e⊗N |

) (
D̃eL

01 |0, ∅S〉+ D̃eL
10 |1, ∅S〉

)]
(h.c.)

+
1

4

(〈0, L⊗N |+ 〈1, e⊗N |) ∑
R 6=∅R

[
〈R| R̃eL01 |0, ∅S , ∅R〉+ 〈R| R̃eL10 |1, ∅S , ∅R〉

] (h.c.)

=
1

4

[
〈0, L⊗N | D̃eL

01 |0, ∅S〉+ 〈1, e⊗N | D̃eL
10 |1, ∅S〉

]
(h.c.)

+
1

4

∑
R 6=∅R

[
〈0, L⊗N , R| R̃eL01 |0, ∅S , ∅R〉+ 〈1, e⊗N , R| R̃eL10 |1, ∅S , ∅R〉

]
(h.c.)

=
1

4

[
2 〈0, L⊗N | D̃eL

01 |0, ∅S〉
]

(h.c.) +
1

2

∑
R 6=∅R

[
〈0, L⊗N , R| R̃eL01 |0, ∅S , ∅R〉

]
(h.c.)

(4.13)

Where symmetry of the D̃eL
01 and R̃eL01 operators has been used. Notice that the term of

the summation with |R〉 = |∅R〉 contains two repeated factors 〈0, L⊗N | D̃eL
01 |0, ∅S〉. All other

terms of the summation, with R 6= ∅R, are repeated (half of them coming from the early
part and half of them coming from the late part) but each summand only contains one factor
〈0, L⊗N , R| R̃eL01 |0, ∅S , ∅R〉.

In this case, from 〈0, L⊗N | D̃eL
01 |0, ∅S〉 only survives the component

[
c0c2
√
η2

]N
. Also,

inside
∑

R 6=∅R

[
〈0, L⊗N , R| R̃eL01 |0, ∅S , ∅R〉

]
there are all possible combinations of c0c2

√
η2

and c3c2
√
η2
√

1− η3, except the one that only contains photons that are not lost. For this
reason:

〈Ψid| trR (PN≥1ρ̂PN≥1) |Ψid〉

= ηN2 |c0c2|2+
1

2

(
η2|c0c2|2+η2(1− η3)|c3c2|2

)N − 1

2
ηN2 |c0c2|2

=
1

2
ηN2 |c0c2|2+

1

2

(
η2|c0c2|2+η2(1− η3)|c3c2|2

)N (4.14)

For the denominator part of the conditional fidelity we will have:

trS (trR (PN≥1ρ̂PN≥1)) =

1

2

∑
P={0,1},S,R

〈P, S,R|
(

(D̃eL
01 + R̃eL01 ) |0, ∅S , ∅R〉+ (D̃eL

10 + R̃eL10 ) |1, ∅S , ∅R〉
)

(h.c.)

=
1

2

∑
S,R

〈0, S,R|
(

(D̃eL
01 + R̃eL01 ) |0, ∅S , ∅R〉

)
(h.c.)

+
1

2

∑
S,R

〈1, S,R|
(

(D̃eL
10 + R̃eL10 ) |1, ∅S , ∅R〉

)
(h.c.)

=
∑
S,R

〈0, S,R|
(

(D̃eL
01 + R̃eL01 ) |0, ∅S , ∅R〉

)
(h.c.)

Where P corresponds to the spin transition of the atom/quantum dot. Notice that in this
case, for each part of the sum only one term survives. We will end up with the modulus
square of each possible combinations of photons that get to the detector (modulus square of

each combination of the coefficients in Q̃eL01 ). For this reason,
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trS (trR (PN≥1ρ̂PN≥1)) =
(
η2|c0c2|2+η3|c3c1|2+ [η2η3 + η2(1− η3) + (1− η2)η3] |c3c2|2

)N
Finally, by grouping the nominator and denominator parts, the conditional fidelity of the

system taking into account the presence of a cavity filter and the efficiency of the system,
for N qubits is

F =
1
2η

N
2 |c0c2|2N+1

2

(
η2|c0c2|2+η2(1− η3)|c3c2|2

)N
(η2|c0c2|2+η3|c3c1|2+ [η2η3 + η2(1− η3) + (1− η2)η3] |c3c2|2)N

(4.15)

The factor |c0c2|2 is no longer the only one that contributes to the fidelity. The coefficient
η2(1−η3)|c3c2|2 describes the emission of two photons, one from the main transition and the
other from the far-detuned transition, where the photon from the main transition has passed
the filter (η2) and the undesired photon has been filtered (1− η3). The factor 1

2 comes from
the fact that, when we trace over the environment (removing the filtered photon), only half
of the times we will end within the right state.

4.4. Square-shaped pulse coefficients

Now that we have a complete description of the state of our system and the conditional
fidelity, we will derive analytical expressions for the coefficients {c1, c2, c0, c3} in the square-
pulse regime.

In equation 4.16 we have written the equations of motion for the two transitions taking
into account the spontaneous emission form the two excited states and the inhomogeneous
broadening.

ċ3(τ) =

(
−i∆̃− iδ̃ − 1

2

)
c3(τ) + i

Ω̃3

2
c0(τ) ċ0(τ) = i

Ω̃∗3
2
c3(τ) (4.16)

And:

ċ2(τ) =

(
−iδ̃ − 1

2

)
c2(τ) + i

Ω̃2

2
c1(τ) ċ1(τ) = i

Ω̃∗2
2
c2(τ)

With Ω̂2 =
√

(δ̃ − i
2)2 + Ω̃2

2 and Ω̂3 =
√

(∆̃ + δ̃ − i
2)2 + Ω̃2

3. As we have seen in section

2.4.1, the equations for the square pulse can be solved exactly. Our goal is to boil down the
main dynamics of the system into a power series of ∆̃.

We will set the optimal pulse length T to be the one derived in Chapter 3, where we
obtained the solutions for the square pulse without broadening nor spontaneous emission in
the extra energy level.

In Chapter 3, we used the relationships T Ω̂02
2 = π

2 and T Ω̂03
2 = π, where we have redefined

the factors Ω̂02 =
√

Ω̃2
2 − 1

4 and Ω̂03 =
√

∆̃2 + Ω̃2
3. This way, there will not be any confusion

between the factors containing spontaneous emission and inhomogeneous broadening (Ω̂2

and Ω̂3) and the ones from the previous chapter (Ω̂02 and Ω̂03).
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Analytical expansion of c2

By using the solution derived in section 2.4.1, we find that the solution for c2 is:

c2(T, δ̃) = i
Ω̃2

Ω̂2

e
iT
2

( i
2

+δ̃)sin

(
T Ω̂2

2

)
At this point, we will begin approximating each part of the analytical solution. We will

start with Ω̂2:

Ω̂2 =

√
(δ̃ − i

2
)2 + Ω̃2

2 =

√
δ̃2 +

1

4
− iδ̃ + Ω̃2

2 =

√
δ̃2 − iδ̃ + Ω̂2

02 ≈ Ω̂02

(
1 +

δ̃(δ̃ − i)
2Ω̂2

02

)

By using the restriction T Ω̂02 = π, we will expand the sine term:

sin

(
τ Ω̂2

2

)
≈ sin

(
π

2

(
1 +

δ̃(δ̃ − i)
2Ω̂2

02

))
≈ 1− π2

8

δ̃2(δ̃ − i)2

4Ω̂4
02

≈ 1 +O(∆̃−4)

Now we will expand the term Ω̃2

Ω̂2
:

Ω̃2

Ω̂2

≈ Ω̃2

Ω̂02

(
1 + δ̃(δ̃−i)

2Ω̂2
02

) ≈ 1(
1 + δ̃(i+δ̃)

2Ω̂2
02

) ≈ 1− δ̃(δ̃ − i)
2Ω̂2

02

≈ 1− 3

2

δ̃(δ̃ − i)
∆̃2

Putting all terms together we find the analytical expansion of c2:

c2(T, δ̃) = i
Ω̃2

Ω̂2

e
iT
2

( i
2
−δ̃)sin

(
T Ω̂2

2

)
≈ ie

iT
2

( i
2
−δ̃)

(
1− 3

2

δ̃(δ̃ − i)
∆̃2

)
And the modulus square is:

|c2|2≈ e−
T
2

(
1− 3

δ̃2

∆̃2

)
≈
(

1− T

2

)(
1− 3

δ̃2

∆̃2

)
≈ 1−

√
3π

2∆̃
− 3

δ̃2

∆̃2

Analytical expansion of c1

The analytical solution for the c1 coefficient is:

c1(T, δ̃) = e
iT
2

( i
2
−δ̃)

[
cos

(
T Ω̂2

2

)
+

1 + 2iδ̃

2Ω̂2

sin

(
T Ω̂2

2

)]
We start by expanding the cosine term:

cos

(
T Ω̂2

2

)
≈ cos

(
π

2

(
1 +

δ̃(δ̃ − i)
2Ω̂2

02

))
≈ −π

2

δ̃(δ̃ − i)
2Ω̂2

02

≈ −3π

4

δ̃(δ̃ − i)
∆̃2

Now, we expand the term 1+2iδ̃
2Ω̂2

:

1 + 2iδ̃

2Ω̂2

≈ 1 + 2iδ̃

2Ω̂02

(
1 + δ̃(δ̃−i)

2Ω̂2
02

) ≈ √3(1 + 2iδ̃)

2∆̃

(
1− 3

2

δ̃(δ̃ − i)
∆̃2

)
≈
√

3(1 + 2iδ̃)

2∆̃
+O(∆̃−3)
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Putting all terms together inside the analytical expression of c1 we obtain:

c1(T, δ̃) ≈ e
iT
2

( i
2
−δ̃)

[
−3π

4

δ̃(i− δ̃)
∆̃2

−
√

3(1 + 2iδ̃)

2∆̃

]
Computing the modulus square:

|c1|2≈ e−
T
2

3

4

(1 + 4δ̃2)

∆̃2
≈
(

1− T

2

)
3

4

(1 + 4δ̃2)

∆̃2
≈

3(δ̃2 + 1
4)

∆̃2

Analytical expansion of c3

The analytical solution for the c3 coefficient is:

c3(T, δ̃) = i
Ω̃3

Ω̂3

e
iT
2

( i
2
−∆̃−δ)sin

(
T Ω̂3

2

)
Where

Ω̂3 =

√
(∆̃ + δ̃ − i

2
)2 + Ω̃2

3 =

√
(δ̃ − i

2
)2 + ∆̃2 + 2∆̃(δ̃ − i

2
) + Ω̃2

3

=

√
(δ̃ − i

2
)2 + 2∆̃(δ̃ − i

2
) + Ω̂2

03 ≈ Ω̂03

(
1 +

(δ̃ − i
2)2 + 2∆̃(δ̃ − i

2)

2Ω̂2
03

)
By using the restriction T Ω̂03 = 2π, we will expand the sine term:

sin

(
T Ω̂3

2

)
≈ sin

(
π

(
1 +

(δ̃ − i
2)2 + 2∆̃(δ̃ − i

2)

2Ω̂2
03

))
≈ −3π

8

(
2(δ̃ − i

2)

∆̃
+

(δ̃ − i
2)2

∆̃2

)

And the expansion of Ω̃3

Ω̂3
is:

Ω̃3

Ω̂3

≈ Ω̃3

Ω̂03

(
1 +

(δ̃− i
2

)2+2∆̃(δ̃− i
2

)

2Ω̂2
03

) ≈ 1

2
+

3

16

(
2(δ̃ − i

2)

∆̃
+

(δ̃ − i
2)2

∆̃2

)

Plugging these expansions into c0 we obtain:

c3(T, δ̃) = −i Ω̃3

Ω̂3

e
iT
2

( i
2
−∆̃−δ̃)sin

(
T Ω̂3

2

)

≈ −ie
iT
2

( i
2
−∆̃−δ̃)

(
1

2
+

3

16

(
2(δ̃ − i

2)

∆̃
+

(δ̃ − i
2)2

∆̃2

))(
3π

8

(
2(δ̃ − i

2)

∆̃
+

(δ̃ − i
2)2

∆̃2

))

≈ −ie
iT
2

( i
2
−∆̃−δ̃) 3π

16

(
2(δ̃ − i

2)

∆̃
+

(δ̃ − i
2)2

∆̃2

)(
1 +

3

4

(δ̃ − i
2)

∆̃

)

≈ −ie
iT
2

( i
2
−∆̃−δ̃) 3π

16

(
2(δ̃ − i

2)

∆̃
+

5(δ̃ − i
2)2

2∆̃2

)

And the modulus square is:

|c3|2≈ e−
T
2

9π2

64

(δ̃2 + 1
4)

∆̃2
≈ 9π2

64

(δ̃2 + 1
4)

∆̃2
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Analytical expansion of c0

The analytical solution for the c0 coefficient is:

c0(T, δ̃) = e
iT
2

( i
2
−∆̃−δ̃)

[
cos

(
T Ω̂3

2

)
+

1 + 2i(∆̃ + δ̃)

2Ω̂3

sin

(
T Ω̂3

2

)]
The expansion of the cosine term is:

cos

(
T Ω̂3

2

)
≈ cos

(
π

(
1 +

(δ̃ − i
2)2 + 2∆̃(δ̃ − i

2)

2Ω̂2
03

))

≈ −1 +
π2

8

((δ̃ − i
2)2 + 2∆̃(δ̃ − i

2))2

Ω̂4
03

≈ −1 +
9π2(δ̃ − i

2)2

32∆̃2

And the expansion for 1+2i(∆̃+δ̃)

2Ω̂3
is:

1 + 2i(∆̃ + δ̃)

2Ω̂3

≈ 1 + 2i(∆̃ + δ̃)

2Ω̂03

(
1 +

(δ̃− i
2

)2+2∆̃(δ̃− i
2

)

2Ω̂2
03

) ≈ √3

4

(1 + 2i(∆̃ + δ̃))

∆̃

(
1− 3

8

(δ̃ − i
2)2 + 2∆̃(δ̃ − i

2)

∆̃2

)

≈
√

3

4

(
2i+

(1 + 2iδ̃)

∆̃

)(
1− 3

4

(δ̃ − i
2)

∆̃
− 3

8

(δ̃ − i
2)2

∆̃2

)
≈
√

3

4

(
2i+

(1
2 + iδ̃)

2∆̃

)
Grouping all the expansions from the analytical solution of c0, we end with:

c0(T, δ̃) = e
iT
2

( i
2
−∆̃−δ̃)

[
−1 +

9π2(δ̃ − i
2)2

32∆̃2
− 3
√

3π

32

(
2i+

(1
2 − iδ̃)
2∆̃

)(
2(δ̃ + i

2)

∆̃
−

(δ̃ + i
2)2

∆̃2

)]

≈ e
iT
2

( i
2
−δ̃−δ̃)

[
−1− 3

√
3π

8∆̃
(iδ̃ +

1

2
)− 3

√
3π

32∆̃2

(√
3π

4
− 3i

4
+ 3δ̃ + i

√
3πδ̃ + 3iδ̃2 −

√
3πδ̃2

)]
Computing the modulus square:

|c0|2= e−
T
2

[
1 +

3
√

3π

8∆̃
+

3
√

3π

32∆̃2

(
5
√

3π

4
+ 6δ̃ −

√
3π

2
δ̃2

)]

≈ 1−
√

3π

8∆̃
+

3
√

3π

32∆̃2

(
−3
√

3π

4
+ 6δ̃ −

√
3π

2
δ̃2

)

Remember that we assume that for each realization of the experiment, the inhomogeneous
broadening is constant, but it changes between experiments following a Gaussian distribu-
tion.

pb(δ) =
1√

2πσ2
b

e
− δ2

2σ2
b

We will have to convolute the analytical expressions of the coefficients |ci(T, δ̃)|2 with the
inhomogeneous broadening distribution (eq. 4.17):

|ci(T )|2=

∫ ∞
−∞
|ci(T, δ̃)|2pb(δ̃)δ̃ (4.17)
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In the analytical expansions, only factors of δ̃ and δ̃2 do appear. Taking them into account
we end up with:

|c2|2≈ 1−
√

3π

2∆̃
− 3

σ2
b

∆̃2
|c1|2≈

3(σ2
b + 1

4)

∆̃2

|c3|2≈
9π2

64

(σ2
b + 1

4)

∆̃2
|c0|2≈ 1−

√
3π

8∆̃
+

3
√

3π

32∆̃2

(
−3
√

3π

4
−
√

3π

2
σ2
b

)
(4.18)

Now that we have computed the analytical expansions for all the populations in the square
pulse, we will be able to derive the analytical expansion of the conditional fidelity. Our results
will also be useful in next section, where we will add the second-order emission coefficients.
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4.5. GAUSSIAN-SHAPED PULSE COEFFICIENTS

4.5. Gaussian-shaped pulse coefficients

In this section we will compute the coefficients for the Gaussian-shaped pulse taking into
account inhomogeneous broadening and spontaneous emission from the extra energy level.
We will start with the differential equations that govern the dynamics of the system:

ċ3(τ) =

(
−i∆̃− iδ̃ − 1

2

)
c3(τ) + i

Ω̃3

2
c0(τ) ċ0(τ) = i

Ω̃∗3
2
c3(τ)

And:

ċ2(τ) = −
(
iδ̃ +

1

2

)
c2(τ) + i

Ω̃2

2
c1(τ) ċ1(τ) = i

Ω̃∗2
2
c2(τ)

Resonant transition |1〉 − |2〉

We will proceed to solve the following system of coupled linear differential equations:

ċ2(τ) = κc2(τ) + i
Ω̃2

2
c1(τ) ċ1(τ) = i

Ω̃∗2
2
c2(τ)

Where we have defined κ = −iδ̃ − 1
2 . Due to the fact that κ << Ω̃3

2 , we can perform
perturbation theory around κ. We expand c1 and c2 as follows:

c2(τ) = c
(0)
2 (τ) + c

(1)
2 (τ)κ+ c

(2)
2 (τ)κ2 + ...

c1(τ) = c
(0)
1 (τ) + c

(1)
1 (τ)κ+ c

(2)
1 (τ)κ2 + ...

Plugging this into the differential equations we find:

[
ċ

(0)
2 (τ) + ċ

(1)
2 (τ)κ+ ...

]
=
[
c

(0)
2 (τ)κ+ c

(1)
2 (τ)κ2 + ...

]
+ i

Ω̃2

2

[
c

(0)
1 (τ) + c

(1)
1 (τ)κ+ ...

]
[
ċ

(0)
1 (τ) + ċ

(1)
1 (τ)κ+ ...

]
= i

Ω̃∗2
2

[
c

(0)
2 (τ) + c

(1)
2 (τ)κ+ ...

]
By grouping the terms with the same powers of κ we end up with the same recursive

equations that we found in section 3.4.

ċ
(N)
2 (τ) = c

(N−1)
2 (τ) + i

Ω̃2

2
c

(N)
1 (τ)

ċ
(N)
1 (τ) = i

Ω̃∗2
2
c

(N)
2 (τ)

We already solved these equations up to first order, therefore, we will use the results
obtained in the previous sections:

c2(τ) ' c(0)
2 (τ) + κc

(1)
2 (τ)

' i Ω̃2

|Ω̃2|
sin

(
1

2

∫ τ

0
|Ω̃2|dτ ′

)
− i Ω̃2

|Ω̃2|
κ
τ

2

(4.19)

Now, we can compute c2(T, δ̃) :

c2(T, δ̃) ≈ c(0)
2 (T ) + κc

(1)
2 (T ) ≈ i Ω̃2

|Ω̃2|
+ i

Ω̃2

|Ω̃2|
(iδ̃ − 1

2
)
T

2

And the modulus square becomes:
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|c2(T, δ̃)|2≈ 1− T

2
+
T 2

4

(
δ̃2 +

1

4

)

Far-detuned transition |0〉 − |3〉

In this part we are interested in looking at the dynamics of the |0〉 − |3〉 transition. The
equations of motion are:

ċ3(τ) = −Λc3(τ) + i
Ω̃3(τ)

2
c0(τ) ċ0(τ) = i

Ω̃∗3(τ)

2
c3(τ) (4.20)

We we have defined Λ = 1
2 + i∆̃ + iδ̃. Before expanding these differential equations

perturbatively, first we will perform the change of variable dξ = |Ω̃3|dτ . In eq.4.21 one can
see the coupled differential equations after the change of variable.

ċ3(ξ) = −i Λ

|Ω̃3|
c3(ξ) +

i

2

Ω̃3

|Ω̃3|
c0(ξ) ċ0(ξ) =

i

2

Ω̃∗3
|Ω̃3|

c3(ξ) (4.21)

Now, we can use perturbation theory and expand the coefficients around ε = i
2

Ω̃3

|Ω̃3|
:

c3(ξ) = c
(0)
3 (ξ) + c

(1)
3 (ξ)ε+ c

(2)
3 (ξ)ε2 + ...

c0(ξ) = c
(0)
0 (ξ) + c

(1)
0 (ξ)ε+ c

(2)
0 (ξ)ε2 + ...

By plugging in again the expansion into equation 4.21, we get N differential equations for
each term of the expansion. In our case, we will see that we only have to go to the first
order. These differential equations are:

ċ
(N)
3 (ξ) = −i Λ

|Ω̃3|
c

(N)
3 (ξ) + c

(N−1)
0 (ξ) ċ

(N)
0 (ξ) =

Ω̃∗23

|Ω̃3|2
c

(N−1)
3 (ξ) (4.22)

Since we already solved these differential equations in section 3.4, we will use the results
obtained there, but this time changing ∆̃ by Λ.

c3(T, δ̃) ' c(0)
3 (T ) + εc

(1)
3 (T ) ' iπR

4

Ω̃3

|Ω̃3|
e−iΛ

T
2 e
−Λ2T2

2β2 (4.23)

And the modulus square will be:

|c3(T, δ̃)|2≈ π2

16
e−

T
2 e
−T

2(∆̃2+δ̃2+∆̃δ̃− 1
4 )

β2 (4.24)

Now, the action of the inhomogeneous broadening will be taken into account, by convolving
the analytical result of |c3(T, δ̃)|2 with the broadening distribution:

|c3(T )|2=

∫ ∞
−∞
|c3(T, δ̃)|2pb(δ̃)dδ̃

≈ π2

16
√

2πσb
e−

T
2

∫ ∞
−∞

e
−T

2(∆̃2+δ̃2+∆̃δ̃− 1
4 )

β2 e
− δ̃2

2σ2
b dδ̃

(4.25)

We now perform the change of variable u = δ̃
(
T 2

β2 + 1
2σ2
b

) 1
2

+ T 2

2β2

(
T 2

β2 + 1
2σ2
b

)− 1
2

to obtain:

|c3(T )|2≈ π2

16
√

2σb

(
T 2

β2
+

1

2σ2
b

)− 1
2

e−
T
2 e
−T

2

β2 (∆̃2+ 1
4

)
e
T4∆̃2

4β4

(
T2

β2 + 1
2σb

)−1

(4.26)
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Now, we will use the approximations ∆̃2 >> 1
4 and 2σbT

2 << β2 (we are in the regime
where β >> 1):

|c3(T )|2≈ π2

16
e−

T
2 e
−T

2

β2 ∆̃2

(4.27)

As one can see in equations 4.26 and 4.27, the inhomogeneous broadening does only appear
weakly on the analytical expansion, and can be neglected. On the other hand, the factor

e−
T
2 comes from spontaneous emission from the far-detuned excited state.

Notice that the first order expansion of |c0(T )|2 is zero. We will make the approximation
|c0(T )|2≈ 1 − |c3(T )|2. It is an approximation because on this section, we are also taking
into account spontaneous emission from |3〉.

|c0(T )|2≈ 1− π2

16
e−

T
2 e
−T

2

β2 ∆̃2

The analytical expansions for the Gaussian-shaped pulse are:

|c2|2≈ 1− T

2
+
T 2

4

(
σ2
b +

1

4

)
|c1|2≈ 0

|c3|2≈
π2

16
e−

T
2 e
−T

2

β2 ∆̃2

|c0|2≈ 1− π2

16
e−

T
2 e
−T

2

β2 ∆̃2

(4.28)

Notice that the coefficients from 4.28 do depend on T . We have not used the optimal time
found on Chapter 3, because on next chapter we will have to derive a new optimization of
T for the Gaussian regime.

4.6. Analytical expansion of the fidelity

We will use the results obtained in sections 4.4 (square-shaped pulse) and 4.5 (Gaussian-
shaped pulse) to find an analytical expression of the conditional fidelity (eq. 4.15). Then,
we will compare the analytical results with the numerical simulations and we will discuss
the behavior of the protocol under different parameters for the Gaussian regime and the
constant-pulse regime.

In order to expand the conditional fidelity (4.15), it will be useful to rewrite it in the form:

Ff =
1
2D

N
1 + 1

2 (D1 +D2)N

(D1 +D2 +D3)N
=

1

2

(
1

1 + D2+D3
D1

)N
+

1

2

(
1

1 + D3
D1+D2

)N
Where:

D1 = η2|c0c2|2

D2 = η2(1− η3)|c3c2|2

D3 = η3|c3c1|2+ [η2η3 + η3(1− η2)] |c3c2|2

Where the analytical solutions for the coefficients from the square-shaped pulse are:
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|c0c2|2≈ 1− 5
√

3π

8∆̃
− 3
√

3π

32∆̃2

(
π

4
√

3
+ σ2

b

(√
3π

2
+

32√
3π

))

|c3c2|2≈
9π2

64∆̃2

(
σ2
b +

1

4

)
|c3c1|2≈ 0

And for the Gaussian-shaped pulse, using the optimal time derived in Chapter 3 are:

|c0c2|2≈ 1− β

∆̃

(
1

8
+ λ

)
+

β2

4∆̃2

(
σ2
b + 3λ2 +

1

4

)
|c3c2|2≈

β

8∆̃
− β2λ

8∆̃2

|c3c1|2≈ 0

With λ =

√
ln
(
π2∆̃
2β

)
.

We will make the approximations D1 >> D2 +D3 and D1 +D2 >> D3 to further expand
the conditional fidelity. We can perform this approximation expansion because D1 ∝ ∆̃0,
D2 ∝ ∆̃−2 and D3 ∝ ∆̃−2.

F ' 1

2

(
1−ND2 +D3

D1

)
+

1

2

(
1−N D3

D1 +D2

)
(4.29)

And the analytical expansion of the fidelity for the square pulse and the Gaussian pulse,
respectively, are:

FS ' 1−N 9π2

128∆̃2

(
1

4
+ σ2

b

)(
1− η3 + 2

η3

η2

)
(4.30)

FG ' 1−N β

16∆̃

(
1− η3 + 2

η3

η2

)
In appendix B.2 one can find the comparison between the obtained analytical solutions

and the numerical results.

As one can see in equation 4.30, the conditional fidelity for the square pulse is very close
to unity, since the first term appears with the power of O(∆̃−2). Due to the fact that we
are conditioning the fidelity on detecting at least one photon on each cycle, the effect of
spontaneous emission on the fidelity is no longer present.
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4.7. Numerical and Analytical results

In figure 4.2 one can see a 2D plot of the numerical conditional fidelity as a function of the
length of the pulse T and the normalized detuning ∆̃, for 5 qubits (N=5).
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Figure 4.2.: 2D colormap of the numerical results for the ln(1− F ) (conditional fidelity) for
the square-shaped pulse (left) and the Gaussian-shaped pulse (right), as a function of the
length of the pulse T (x axis) and the dimensionless detuning ∆̃ (y axis), without filtering.
The green-dotted lines correspond to the analytical optimal times for the square pulse (left)
and for the Gaussian pulse (right).

For the square-shaped pulse the interference pattern is still present and the optimal time
derived in Chapter 3 is still a good approximation of the maximums of the fidelity. For the
Gaussian-shaped pulse, one can see that there is no interference pattern. In this regime, for
long enough time T , the conditional fidelity approaches unity.

In figure 4.3 the fidelity for the square pulse is plotted as a function of T for a realistic
value of the detuning [32], ∆̃ = 50.
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Figure 4.3.: Plots of the numerical conditional fidelity F for the square-shaped pulse as a
function of the length of the pulse T without filtering (left) and frequency filters ηf2 = 0.95,
ηf3 = 0.05 (right), with ∆̃ = 50 for 5 qubits (N = 5). The red cross corresponds to the
analytical fidelity.
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As one can see, the application of frequency filters does smear out the oscillations and
decrease the effect of inhomogeneous broadening. Despite this, the fidelity in the optimal
time (first maximum) is almost unity. Inhomogeneous broadening decreases the fidelity but
not considerably.

In figure 4.3 the fidelity for the Gaussian pulse is plotted as a function of the time T , for
∆̃ = 50.
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Figure 4.4.: Plots of the numerical conditional fidelity F for the Gaussian-shaped pulse as a
function of the length of the pulse T without filtering (left) and frequency filters ηf2 = 0.95,
ηf3 = 0.05 (right), with ∆̃ = 50 for 5 qubits (N = 5). The red cross corresponds to the
analytical fidelity.

The conditional fidelity for the Gaussian pulse is very similar to a logistic regression. There
are no oscillations present, due to this fact, for long enough times, when the far-detuned exci-
tation is not populated, the fidelity is almost unity. As we can see, the optimal time derived
in Chapter 3 does not capture the time where the fidelity is maximal. This is due to the fact
that we derived the optimal time for the Gaussian pulse by taking into account the com-
promise between the excitation of the far-detuned transition and the spontaneous emission.
On the contrary, the square-shaped pulse optimal time is still valid, since it was derived by
imposing to lie on the maximum of the interference pattern of the fidelity.

We can also see that the fidelity for the Gaussian pulse is almost unaffected by the inho-
mogeneous broadening. Due to the shape of the conditional fidelity, it is not plausible to
derive an optimal pulse-length (it resembles a threshold function, without a clear maximum).
In next chapter, where we will include second-order photonic emissions, we will be able to
derive a new optimal time for the Gaussian pulse.
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5. Second-order emissions

5.1. Formalism description

So far we have only considered single excitations for the two transitions of our system
|1〉 ↔ |2〉 and |0〉 ↔ |3〉. In the previous chapter photons were only retrieved during the
relaxation time of the protocol, right after each pulse. We were treating spontaneous emis-
sion as an incoherent process that limited the maximum amount of population of the excited
states at the end of the pulses.

Our goal is to use the protocol described in section 3.3 to generate a photonic GHZ state,
which is also entangled with the spin state of the atom/quantum dot. For this reason, photon
emissions while the driving transition is still active are important and should be taken into
account.

In this section we will use a formalism that takes into account and keeps track of the emis-
sions produced when the energy levels are still being driven by the laser pulse [33, 34]. From
the Hamiltonian of our system, we will use an emitter-field wavefuncton ansatz to properly
keep track of all photon emissions from each excitation.

Figure 5.1.: Scheme of the excitation and emission of a quantum dot embedded in a waveg-
uide.

For quantum dots embedded in waveguides [35], we will assume that the coherent excita-
tion is performed from the exterior of the nanophotonioc waveguide. We also consider chiral
waveguides [36], where the quantum dot can only emit into a particular direction.

The Hamiltonian of the system is:

Ĥ = ĤA + ĤC + ĤF + ĤI

Where:
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5.1. FORMALISM DESCRIPTION

ĤA = h̄ω0 |e〉 〈e|

ĤC = −d̂ ~E = − (|e〉 〈g|µeg + |g〉 〈e|µge)
(
ε

2
e−iνt +

ε∗

2
eiνt
)

ĤF = h̄

∫
ωkâ

†
kâkdk

ĤI = −h̄
∫
gk

(
|e〉 〈g| âk + |g〉 |e〉 â†k

)
dk

(5.1)

ĤA corresponds to the Hamiltonian of the two-level system without any interaction (bare
spin Hamiltonian). ĤC corresponds to the Hamiltonian of the classical field that we are
driving from above (see fig. 5.1). ĤF corresponds to the free propagating field inside the
waveguide. Finally, ĤI describes the interaction between the spin states of the system and
the field modes inside the waveguide.

First, we will move to the interaction picture by performing the following transformation:

ˆ̃H = Û †(t)
(
ĤC + ĤI

)
Û(t) (5.2)

With Û(t) = exp[− it
h̄ (ĤA + ĤF )]. In Appendix A.2 some steps of the transformation are

described. The transformed Hamiltonian with the Rotation Wave Approximation (described
in 2.4.1) is:

ˆ̃H = −h̄
∫
dkgk

(
|e〉 〈g| âkei∆t + |g〉 〈e| â†ke

−i∆t
)
− h̄

(
Ω

2
|e〉 〈g| ei∆t +

Ω∗

2
|g〉 〈e| e−i∆t

)
(5.3)

For convenience, we will transform the annihilation and creation operators {âk, â†k} into

the real space annihilation and creation operators {Ê(z), Ê†(z)} .

Ê(z) =
1√
2π

∫
dkâke

i(k−k0)z ⇒ âk =
1√
2π

∫
dz′Ê(z′)e−i(k−k0)z′ (5.4)

Where k0 = ω0
vg and vg is the group velocity of the field. By performing this transformation

(Fourier transformation) we are able to keep track of the position and time of emission of
the photons. The commutation relation for these operators is given by:

[Ê(z), Ê†(z′)] = δ(z − z′) (5.5)

The real space Hamiltonian will be:

ˆ̃H = −h̄
√

2π

∫
dzδ(z)

[
ei∆t |e〉 〈g| gÊ(z = 0) + e−i∆t |g〉 〈e| gÊ†(z = 0)

]
− h̄

[
ei∆t |e〉 〈g|Ω + e−i∆t |g〉 〈e|Ω∗

]
We will proceed by making an Ansatz for the wave-function:

(5.6)

|Ψ〉 = cg(t) |g, ∅〉+ ce(t) |e, ∅〉+

∫
dteφg(t, te)Ê

†(vg(t− te)) |g, ∅〉

+

∫
dteφe(t, te)Ê

†(vg(t− te)) |e, ∅〉

+

∫
dte2

∫
dte1φgg(t, te2, te1)Ê†(vg(t− te2))Ê†(vg(t− te1)) |g, ∅〉
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5.1. FORMALISM DESCRIPTION

This wave-function Ansatz takes into account the usual ground state and excited state
coefficients cg and ce but it also considers the possibility to emit one photon and end in the
ground state φg, to emit a photon and end in the excited state φe and the probability to
emit two photons and end in the ground state φgg. The coefficients are integrated in order
to take into account all the possible time emissions te.

Now, we will use the Schrödinger equation ih̄ d
dt |Ψ〉 = ˆ̃H |Ψ〉 to find the dynamic equations

of the system.

We start by computing ˆ̃H |Ψ〉:

ˆ̃H |Ψ〉 = −h̄
√

2πe−i∆tgÊ†(0) |g, ∅〉 ce(t)

− h̄
√

2πei∆tg

∫
dteφg(t, te)Ê(0)Ê†(vg(t− te)) |e, ∅〉

− h̄
√

2πe−i∆tg

∫
dteφe(t, te)Ê(0)Ê†(vg(t− te)) |g, ∅〉

− h̄
√

2πei∆tg

∫
dte1

∫
dte2φgg(t, te2, te1)Ê(0)Ê†(vg(t− te2))Ê†(vg(t− te1))

− h̄Ω

2
ei∆tcg(t) |e, ∅〉 − h̄Ω∗

2
e−i∆tce(t) |g, ∅〉

− h̄Ω

2
ei∆t

∫
dteφg(t, te)Ê

†(vg(t− te)) |e, ∅〉

− h̄Ω∗

2
e−i∆t

∫
dteφg(t, te)Ê

†(vg(t− te)) |g, ∅〉

− h̄Ω

2
ei∆t

∫
dte1

∫
dte2φgg(t, te2, te1)Ê(0)Ê†(vg(t− te2))Ê†(vg(t− te1))

(5.7)

To find the differential equations that govern the dynamics of the system we apply {〈e, ∅|,
〈g, ∅|, 〈e, ∅| Ê(z), 〈g, ∅| Ê(z)} into eq. 5.7:
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5.1. FORMALISM DESCRIPTION

ih̄ 〈e, ∅|Ψ̇〉 = 〈e, ∅| ˆ̃H |Ψ〉

⇒ ċe(t) = i
Ω

2
ei∆tcg(t) + i

√
2π

vg
gei∆tφg(t, t)

ih̄ 〈g, ∅|Ψ̇〉 = 〈g, ∅| ˆ̃H |Ψ〉

⇒ ċg(t) = i
Ω∗

2
e−i∆tce(t)

ih̄ 〈g, ∅| Ê(z) ˙|Ψ〉 = 〈g, ∅| Ê(z) ˆ̃H |Ψ〉

⇒ φ̇g(t, te) = i
√

2πge−i∆tδ(t− te)ce(te) + i
Ω∗

2
e−i∆tφe(t, te)

ih̄ 〈e, ∅| Ê(z) ˙|Ψ〉 = 〈e, ∅| Ê(z) ˆ̃H |Ψ〉

⇒ φ̇e(t, te) = i

√
2π

vg
gei∆t (φgg(t, t, te) + φgg(t, te, t)) + i

Ω

2
ei∆tφg(t, te)

ih̄ 〈g, ∅| Ê(z)Ê(z′) ˙|Ψ〉 = 〈e, ∅| Ê(z)Ê(z′) ˆ̃H |Ψ〉
⇒ φ̇gg(t, te2, te1) = ig

√
2πei∆te2φe(te2, te1)δ(t− te2)

(5.8)

By substituting γ = 2πg2

vg
, φg =

√
γvgφ̃g, φe =

√
γvgφ̃e and φgg = γvgφ̃gg and using the

dimensionless time τ = t
γ , we obtain the following equations:

ċe(τ) = i
Ω̃

2
ei∆̃tcg(τ) + iei∆̃τ φ̃g(τ, τ)

ċg(τ) = i
Ω̃∗

2
e−i∆̃τ ce(τ)

˙̃
φg(τ, τe) = ie−i∆̃τδ(τ − τe)ce(τe) + i

Ω̃∗

2
e−i∆̃τ φ̃e(τ, τe)

˙̃
φe(τ, τe) = iei∆̃τδ(τ − τe)

(
φ̃gg(τ, τ, τe) + φ̃gg(τ, τe, τ)

)
+ i

Ω̃

2
ei∆̃τ φ̃g(τ, τe)

˙̃
φgg(τ, τe2, τe1) = iei∆̃τe2 φ̃e(τe2, τe1)δ(τ − τe2)

(5.9)

We assume that we start in the ground state cg(0) = 1. Notice that the the amplitudes that
describe states with emitted photons do only get a contribution when τ > τe. The equations
of motion for states containing emitted photons and for states before emitting any photon
can be uncoupled. We will start by breaking the time in two time windows 0 < τ < τe + ε
(evolution of the system up to the emission of one photon) and τe + ε < τ < ∞ (dynamics
after the first photon emission).
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5.2. SYSTEM WAVE-FUNCTION

For the first time window 0 < τ < τe:

˙̃
φg(τ, τe) = ie−i∆̃τδ(τ − τe)ce(τe)

⇒ φ̃g(τ, τe) = ie−i∆̃τθ(τ − τe)ce(τe)
(5.10)

Using 5.10 into 5.9 the differential equation of ċe(τ) can be decoupled:

ċe(τ) = i
Ω̃

2
ei∆̃τ cg(τ)− 1

2
ce(τ)

ċg(τ) = i
Ω̃∗

2
e−i∆̃τ ce(τ)

(5.11)

By following the same procedure for the time interval τe + ε < τ <∞, we get:

˙̃
φgg(τ, τe2, τe1) = ie−i∆̃τe2 φ̃e(τe2, τe1)δ(τ − τe2)

⇒ φ̃gg(τ, τe2, τe1) = ie−i∆̃τe2 φ̃e(τe2, τe1)θ(τ − τe2) (5.12)

And by using 5.12 into 5.9 the differential of equation of
˙̃
φe(τ, τe) can be decoupled:

˙̃
φe(τ, τe) = i

Ω̃

2
ei∆̃τ φ̃g(τ, τe)−

1

2
φ̃e(τ, τe)

ċg(τ) = i
Ω̃∗

2
e−i∆̃τ φ̃e(τ, τe)

(5.13)

With the initial conditions cg(0) = 1, and φ̃g(τe, τe) = iθ(τe, τe)ce(τe).

Finally, to see that we have obtained the same equations from 2.29 we will apply the
change c̆e(τ) = ei∆̃τ ce(τ) and φ̆e(τ) = ei∆̃τ φ̃e(τ):

˙̆ce(τ) = i
Ω̃

2
cg(τ)−

(
1

2
+ i∆̃

)
c̆e(τ)

ċg(τ) = i
Ω̃∗

2
c̆e(τ)

˙̆
φe(τ, τe) = i

Ω̃

2
φ̃g(τ, τe)−

(
1

2
+ i∆̃

)
φ̆e(τ, τe)

˙̃
φg(τ) = i

Ω̃∗

2
φ̆e(τ, τe)

(5.14)

For simplicity, in next section the tildes on the coefficients will be omitted.

5.2. System wave-function

Now that we have a formalism to explain the state of the system before and after field ex-
citations, we are interested in using it to obtain a formal description of the creation and
annihilation operators, while the laser field is driving the system (from τ = 0 to τ = T ) and
when the pulse is not active and the system relaxes from the excited state to the ground
state (from τ = T to τ =∞).

The second-order photon coefficients are not normalized so we will have to impose nor-
malization to re-define the creation operators corresponding to the generation of photons
through this mechanism. We start computing the modulus square of each term:
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5.2. SYSTEM WAVE-FUNCTION

(
√
vg

∫
φ∗g(e)(τ, τe)E(vg(τ − τe))dτe

)(
√
vg

∫
φg(e)(τ, τe)E

†(vg(τ − τe))dτe
)

= vg

∫ ∫
dτedτ

′
e|φg(e)(τ, τe)|2δ(z − z′) =

∫
dτe|φg(e)(τ, τe)|2= |Φg(e)|2

(5.15)

With the normalization factor |Φg(e)|2 we can re-define the photon creation and annihila-
tion operators:

√
vg

∫
φg(e)(τ, τe)E

†(vg(τ − τe))dτe

=
|Φg(e)|
|Φg(e)|

√
vg

∫
φg(e)(τ, τe)E

†(vg(τ − τe))dτe = |Φg(e)|A
†
g(e)

(5.16)

The commutation relation of the operators A†g(e), Ag(e) is given by:

[Ag(e), A
†
g(e)] =

vg
|Φg(e)|2

∫ ∫
dτedτ

′
e

[
|φg(e)|2E(vg(τ − τe))E†(vg(τ − τ ′e))− |φg(e)|2E†(vg(τ − τe)E(vg(τ − τ ′e)))

]
=

vg
|Φg(e)|2

∫ ∫
dτedτ

′
e|φg(e)|2

[
E(vg(τ − τe)), E†(vg(τ − τ ′e))

]
=

vg
|Φg(e)|2

∫ ∫
dτedτ

′
e|φg(e)|2δ(vg(τ − τe)− vg(τ − τ ′e))

=

∫
|φg(e)|2dτe
|Φg(e)|2

= 1

(5.17)
We will start by formally characterizing the photon emissions in the relaxation time (from

τ = T to τ = ∞). Since in this part we wait enough time for all the population on the
excited state to relax, setting the final time τ = ∞ is a good approximation. In the relax-
ation window there is no laser field driving the transitions, for this reason, we will use the
equations from 5.14 but setting Ω̃ = 0. If we wait enough time, the only nonzero coefficient
at the end of this window will be φg(τ, τe), which corresponds to emitting one photon and
staying in the ground state.

ce(τ) = ce(T )e(τ−T )( 1
2

+i∆̃) ⇒ φg(τe, τe) = ice(T )e(τe−T )( 1
2

+i∆̃) (5.18)

Therefore,

|e, ∅〉 (τ = T ) −→

i
√
vge

i∆̃T ce(T )

∫ ∞
T

e−(τe−T )( 1
2

+i∆̃)Ê†(vg(τ − τe)) |g, ∅〉 dτe

= ce(T )Â†0 |g, ∅〉

(5.19)

Remember that we are dealing with two transitions. The first transition |1〉 − |2〉, is
resonant with the field and has spontaneous emission. The second transition |0〉 − |3〉 is
far-detuned and also has spontaneous emission:

Â†0 ≡ i
√
vg

∫ ∞
T

dτee
− 1

2
(τe−T )Ê†(vg(τ − τe)) (5.20)
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5.2. SYSTEM WAVE-FUNCTION

B̂†0 ≡ i
√
vg

∫ ∞
T

dτee
− 1

2
(τe−T )e−i∆̃τeÊ†(vg(τ − τe)) (5.21)

Where the subindex 0 corresponds to photons emitted during the relaxation time. It is
interesting to look at the commutation relationship [Â†0, B̂0]:

[Â0, B̂
†
0]

= vg

∫ ∞
T

∫ ∞
T

dτedτ
′
ee
− 1

2
(τe+τ ′e−2T )e−i∆̃τ

′
e

(
Ê(vg(τ − τe))Ê†(vg(τ − τ ′e))− Ê†(vg(τ − τ ′e))Ê(vg(τ − τe))

)
= vg

∫ ∞
T

∫ ∞
T

dτedτ
′
ee
− 1

2
(τe+τ ′e−2T )e−i∆̃τ

′
e [Ê(vg(τ − τe)), Ê†(vg(τ − τ ′e))]

=

∫ ∞
T

∫ ∞
T

dτedτ
′
ee
− 1

2
(τe+τ ′e−2T )e−i∆̃τ

′
eδ
(
τ ′e − τe

)
= eT

∫ ∞
T

dτee
−τe(1+i∆̃) = e−iT ∆̃ 1

1 + i∆̃
(5.22)

Since ∆̃ >> 1 we can approximate [Â†0, B̂0] ' 0.

For the time window 0 < τ < T , when the laser pulse is driving the transitions |1〉 − |2〉
and |0〉 − |3〉 we will define:

Â†p1 ≡
√
vg

∫ T

0
dτe

φ1(T, τe)

|Φ1|
Ê†(vg(T − τe)) (5.23)

Â†p2 ≡
√
vg

∫ T

0
dτe

φ2(T, τe)

|Φ2|
Ê†(vg(T − τe)) (5.24)

B̂†p1 ≡
√
vge
−i∆̃T

∫ T

0
dτe

φ0(T, τe)

|Φ0|
Ê†(vg(T − τe)) (5.25)

B̂†p2 ≡
√
vge
−i∆̃T

∫ T

0
dτe

φ3(T, τe)

|Φ3|
Ê†(vg(T − τe)) (5.26)

Where the subindex p indicates that the photon emission happens inside the pulse. The
coefficients φ1(T, τe), φ2(T, τe), φ0(T, τe), φ3(T, τe) will be solved in the following sections by
using the differential equations from 5.14 for each particular shape of the pulse Ω̃(τ).

Now that we have well defined operators, we can work out an expression for the wave-
function of our system after applying the protocol to create a GHZ state. In order to keep
the equations simple, we will drop the time-dependency of the coefficients and the modulus
square |Φi(T )|−→ Φi. The system wave-function for the early part of the protocol, taking
into account the second-order emissions is given by:
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1√
2

(|0, ∅〉+ |1, ∅〉) π1−2−−−→ 1√
2

(
c0 |0, ∅〉+ c3 |3, ∅〉+ Φ0B̂

†,e
p1 |0, ∅〉+ Φ3B̂

†,e
p2 |3, ∅〉+ c1 |1, ∅〉

+ c2 |2, ∅〉+ Φ1Â
†,e
p1 |1, ∅〉+ Φ2Â

†
p2 |2, ∅〉

)
s.e.−−→ 1√

2

(
c0 |0, ∅〉+ c3B̂

†,e
0 |0, ∅〉+ Φ0B̂

†,e
p1 |0, ∅〉

+ Φ3B̂
†,e
p2 B̂

†,e
0 |0, ∅〉+ c1 |1, ∅〉+ c2Â

†,e
0 |1, ∅〉+ Φ1Â

†,e
p1 |1, ∅〉+ Φ2Â

†,e
p2 Â

†,e
0 |1, ∅〉

)
=

1√
2

(
c0 + c3B̂

†,e
0 + Φ0B̂

†,e
p1 + Φ3B̂

†,e
p2 B̂

†,e
0

)
|0, ∅〉

+
1√
2

(
c1 + c2Â

†,e
0 + Φ1Â

†,e
p1 + Φ2Â

†,e
p2 Â

†,e
0

)
|1, ∅〉

=
1√
2

(Qe0 |0, ∅〉+Qe1 |1, ∅〉)

We can compress the action of the laser pulse and the spontaneous emission into two
operators, Qe0 and Qe1 (redefining the operators derived in section 4.2). After applying the
late part of the protocol, the state of the system will be given by:

(5.27)M |Ψ〉 =
−1√

2

(
QeL01 |0, ∅〉+QeL10 |1, ∅〉

)
For the generation of N entangled photons, the same operators will be applied N times:

(5.28)MN |Ψ〉 =
(−1)N√

2

(
N∏
k=1

QeL,k01 |0, ∅〉+
N∏
k=1

QeL,k10 |1, ∅〉

)

5.3. Conditional fidelity with second-order emissions

In this section we will compute the conditional fidelity taking into account the presence of the
extra energy level with spontaneous emission and keeping track of the emissions of photons
during the pulse and in the relaxation time.

When computing the fidelity for our system there are many variables that we have to take
into account and we will have to make some assumptions on the system we are working with.
To start, we will assume that the photons generated during the pulse are blocked, therefore,
will never be detected. Despite the fact that we will not measure these photons, they will
contribute to the fidelity of the system, since we will have to trace over them.

It is realistic to think that experimentally we could get rid of these photons, because for
some setups, the background light from the laser may be relevant and it may be necessary
to prevent the detector to measure during the pulse, to avoid leaking light being detected.

As seen in the previous section, the operators that describe the wave-function of the system
when taking into account second-order emissions of photons are:

QL1Q
e
0

=
(
c0 + c3B

†,L
0 + Φ0B

†,L
p1 + Φ3B

†,L
p2 B

†,L
0

)(
c1 + c2A

†,e
0 + Φ1A

†,e
p1 + Φ2A

†,e
p2A

†,e
0

) (5.29)

We are interested in taking into account the action of the cavity filters and the efficiency
of the system. With these considerations, the operators can be expressed as:
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QL1Q
e
0 =(

c1 + c2
√
η2A

†,L
0 + c2

√
1− η2Ã

†,L
0 + Φ1A

†,L
p1 + Φ2

√
η2A

†,L
p2 A

†,L
0 + Φ2

√
1− η2A

†,L
p2 Ã

†,L
0

)
(
c0 + c3

√
η3B

†,e
0 + c3

√
1− η3B̃

†,e
0 + Φ0B

†,e
p1 + Φ3

√
η3B

†,e
p2 B

†,e
0 + Φ3

√
1− η3B

†,e
p2 B̃

†,e
0

)
(5.30)

Now we apply the projector PN≥1 on QL0Q
e
1 by keeping only the terms that correspond to

receiving at least one photon in the detector (for one cycle of the protocol).

PN≥1Q
L
0Q

e
1 = Q̃Le01 =

c1c3
√
η3B

†,e
0 + c1Φ3

√
η3B

†,e
p2
B†,e0 + c2c0

√
η2A

†,L
0 + c2c3

√
η2
√
η3A

†,L
0 B†,e0

c2c3
√
η2

√
1− η3A

†,L
0 B̃†,e0 + c2Φ0

√
η2A

†,L
0 B†,ep1

+ c2Φ3
√
η2
√
η3A

†,L
0 B†,ep2

B†,e0

+ c2Φ3
√
η2

√
1− η3A

†,L
0 B†,ep2

B̃†,e0 + c2c3

√
1− η2

√
η3Ã

†,L
0 B†,e0 + c2Φ3

√
1− η2

√
η3Ã

†,L
0 B†,ep2

B†,e0

+ Φ1c3
√
η3A

†,L
p1
B†,e0 + Φ1Φ3

√
η3A

†,L
p1
B†,ep2

B†,e0 + Φ2c0
√
η2A

†,L
p2
A†,L0

Φ2c3
√
η2
√
η3A

†,L
p2
A†,L0 B†,e0 + Φ2c3

√
η2

√
1− η3A

†,L
p2
A†,L0 B̃†,e0 + Φ2Φ0

√
η2A

†,L
p2
A†,L0 B†,ep1

Φ2Φ3
√
η2
√
η3A

†,L
p2
A†,L0 B†,ep2

B†,e0 + Φ2Φ3
√
η2

√
1− η3A

†,L
p2
A†,L0 B†,ep2

B̃†,e0

Φ2c3

√
1− η2

√
η3A

†,L
p2
Ã†,L0 B†,e0 + Φ2Φ3

√
1− η2

√
η3A

†,L
p2
Ã†,L0 B†,ep2

B†,e0

(5.31)

The wavefunction of the system projected onto the subspace where at least one photon is
measured on each cycle of the protocol is:

PN≥1 |Ψre〉 =
(−1)N√

2

[
N∏
k=1

Q̃eL,k01 |0, ∅〉+
N∏
k=1

Q̃eL,k10 |1, ∅〉

]

Now, before continuing the computation of the fidelity we have to trace over the lost and
filtered photons. Similar to the conditional fidelity computed in section 4.3, we will have
photons that get to the detector, filtered or lost photons that we can not measure and we
will also have photons emitted during the pulse that also will not be measured. For this
reason, we will split the photonic vacuum in two parts, the modes of photons that are being
measured and the modes that are not measured and will be traced over |∅S , ∅R〉.

It will also be interesting to split the operator
∏N
k=1 Q̃

eL,k
01 = D̃eL

01 + R̃eL01 . Where D̃eL
01 only

contains combinations of photons that get to the detector and R̃eL01 , that contains combi-
nations of lost and detected photons. Then, the trace over the reservoir can be expressed
as:

trR (PN≥1ρ̂PN≥1) =
∑
R

〈R|PN≥1 |Ψre〉 (h.c.)

=
1

2

∑
R

〈R|
(

(D̃eL
01 + R̃eL01 ) |0, ∅S , ∅R〉+ (D̃eL

10 + R̃eL10 ) |1, ∅S , ∅R〉
)

(h.c.)

=
1

2

[
D̃eL

01 |0, ∅S〉+ D̃eL
10 |1, ∅S〉

]
(h.c.) +

1

2

∑
R 6=∅R

[
〈R| R̃eL01 |0, ∅S , ∅R〉+ 〈R| R̃eL10 |1, ∅S , ∅R〉

]
(h.c.)

(5.32)
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Where we have traced over the part containing only photons that get to the detector. We
still have to perform the sum over R, which belongs to any possible configuration containing
lost photons, filtered photons or photons emitted during the pulse {Ã†,e0 , B̃†0, A

†
p1, B

†
p1, A

†
p2, B

†
p2}.

Now we will compute the overlap 〈Ψid| trR (PN≥1ρ̂PN≥1) |Ψid〉:

〈Ψid| trR (PN≥1ρ̂PN≥1) |Ψid〉

=
1

4

[(
〈0, L⊗N |+ 〈1, e⊗N |

) (
D̃eL

01 |0, ∅S〉+ D̃eL
10 |1, ∅S〉

)]
(h.c.)

+
1

4

(〈0, L⊗N |+ 〈1, e⊗N |) ∑
R 6=∅R

[
〈R| R̃eL01 |0, ∅S , ∅R〉+ 〈R| R̃eL10 |1, ∅S , ∅R〉

] (h.c.)

=
1

4

[
〈0, L⊗N | D̃eL

01 |0, ∅S〉+ 〈1, e⊗N | D̃eL
10 |1, ∅S〉

]
(h.c.)

+
1

4

∑
R 6=∅R

[
〈0, L⊗N , R| R̃eL01 |0, ∅S , ∅R〉+ 〈1, e⊗N , R| R̃eL10 |1, ∅S , ∅R〉

]
(h.c.)

=
1

4

[
2 〈0, L⊗N | D̃eL

01 |0, ∅S〉
]

(h.c.) +
1

2

∑
R 6=∅R

[
〈0, L⊗N , R| R̃eL01 |0, ∅S , ∅R〉

]
(h.c.)

(5.33)

Where symmetry of the D̃eL
01 and R̃eL01 operators has been used (the exact same procedure

described in section 4.3).

Again, the only component from 〈0, L⊗N | D̃eL
01 |0, ∅S〉 that survives is

[
c0c2
√
η2

]N
. Also,∑

R 6=∅R

[
〈0, L⊗N , R| R̃eL01 |0, ∅S , ∅R〉

]
contains all possible combinations of c0c2

√
η2, Φ0c2

√
η2,

Φ0Φ2
√
η2, c3c2

√
η2
√

1− η3, c3Φ2
√
η2
√

1− η3, Φ3c2
√
η2
√

1− η3 and Φ3Φ2
√
η2
√

1− η3 except
the one that only contains photons that are not lost. For this reason:

〈Ψid| trR (PN≥1ρ̂PN≥1) |Ψid〉

=
1

2
ηN2 |c0c2|2N+

1

2

[
η2

(
|c0c2|2+|Φ0c2|2+|Φ0Φ2|2

)
+ η2(1− η3)

(
|c3c2|2+|c3Φ2|2+|Φ3c2|2+|Φ3Φ2|2

)]N
(5.34)

The denominator part of the conditional fidelity can be expressed as:

trS (trR (PN≥1ρ̂PN≥1)) =

1

2

∑
P={0,1},S,R

〈P, S,R|
(

(D̃eL
01 + R̃eL01 ) |0, ∅S , ∅R〉+ (D̃eL

10 + R̃eL10 ) |1, ∅S , ∅R〉
)

(h.c.)

=
1

2

∑
S,R

〈0, S,R|
(

(D̃eL
01 + R̃eL01 ) |0, ∅S , ∅R〉

)
(h.c.)

+
1

2

∑
S,R

〈1, S,R|
(

(D̃eL
10 + R̃eL10 ) |1, ∅S , ∅R〉

)
(h.c.)

=
∑
S,R

〈0, S,R|
(

(D̃eL
01 + R̃eL01 ) |0, ∅S , ∅R〉

)
(h.c.)

Where P corresponds to the spin transition of the atom/quantum dot. Notice that in this
case, for each part of the sum only one term survives. We will end up with the modulus
square of each possible combinations of photons that get to the detector (modulus square of
each combination of the coefficients in Q̃eL01 ). For this reason,
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trS (trR (PN≥1ρ̂PN≥1))

=
[
η2

(
|c0c2|2 + |c0Φ2|2 + |Φ0c2|2 + |Φ0Φ2|2

)
+ η3

(
|c3c1|2 + |c3Φ1|2 + |Φ3c1|2 + |Φ3Φ1|2

)
+ (η3(1− η2) + η2(1− η3))

(
|c3c2|2 + |c3Φ2|2 + |Φ3c2|2 + |Φ3Φ2|2

)]N
(5.35)

The conditional fidelity for N qubits including the second-order emissions can be expressed
as:

F =
1
2D

N
1 + 1

2 (D1 +D2)N

(D1 +D2 +D3)N

D1 = η2|c0c2|2

D2 = η2

(
|c0Φ2|2+|Φ0c2|2+|Φ0Φ2|2

)
+ η2(1− η3)

(
|c3c2|2+|c3Φ2|2+|Φ3c2|2+|Φ3Φ2|2

)
D3 = η3

(
|c3c1|2+|c3Φ1|2+|Φ3c1|2+|Φ3Φ1|2

)
+ (η2η3 + η3(1− η2))

(
|c3c2|2+|c3Φ2|2+|Φ3c2|2+|Φ3Φ2|2

)

(5.36)

For convenience, the result of the conditional fidelity has been split in several parts.

For one round of the protocol, D1 corresponds to the emission of only one photon from
the main transition. D2 contains two types of terms, the terms with the factor η2, tracing
over the photons inside the pulse, and the terms with η2(1− η3), containing terms with two
or more photons emitted, but only being detected the photon from the transition we are
interested. The factor 1

2 in front of (D1 +D2) comes from the trace over the reservoir.

D3 contains all the rest of combinations of photons that arrive to the detector but come
from the far-detuned transition.
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5.4. Second-order coefficients of the square pulse

In this section we will use the results derived in 5.1 to obtain the analytical solutions of the
second excitation coefficients for the square pulse {Φ1,Φ2,Φ0,Φ3}. The differential equations
that describe the dynamics of the second-order coefficients are the same as the equations de-
rived an solved in 2.4.1, but with the initial conditions given by φg(τe, τe) = iθ(τe, τe)ce(τe).
For this reason, a general solution for the second-order coefficients can be expressed as:

φe(τ, τe) = −i Ω̃
2
e

Ω̂2
e

e
iτ
2

( i
2
−∆̃)sin

(τe
2

Ω̂e

)
sin

(
τ − τe

2
Ω̂e

)
(5.37)

φg(τ, τe) =
Ω̃e

Ω̂e

e
iτ
2

( i
2
−∆̃)sin

(τe
2

Ω̂e

)[
i
(i− 2∆̃)

2Ω̂
sin

(
τ − τe

2
Ω̂e

)
− cos

(
τ − τe

2
Ω̂e

)]
(5.38)

Before computing the analytical expressions for the coefficients we will see that there is
no need to take into account the presence of inhomogeneous broadening in the expansion.
So far, what we have seen is that the broadening appears in the analytical expansions with
powers of (∆̃−2). We know that the second order coefficients will be proportional to the
spontaneous emission of the system, which is proportional to |Φe|2∝ 1 − |ce|2∝ T ∝ ∆̃−1.
For this reason, we expect the inhomogeneous broadening to appear at least with powers of
∝ ∆̃−3. Since we will only expand the analytical solutions up to ∆̃−2 we will neglect the
inhomogeneous broadening in the second excitation coefficients.

Analytical expansion of Φ2

We start by expanding the solution of |Φ2|2 :

|Φ2|2=

∫ T

0
|φ2(T, τe)|2dτe = −i Ω̃

2
2

Ω̂2
2

e−
T
2

∫ T

0
|sin

(τe
2

Ω̂2

)
sin

(
τ − τe

2
Ω̂2

)
|2

= e−
T
2

∫ T

0
|sin

(τe
2

Ω̂2

)[
sin

(
T

2
Ω̂2

)
cos
(τe

2
Ω̂2

)
− cos

(
T

2
Ω̂2

)
sin
(τe

2
Ω̂2

)]
|2

Where in the first step we have used the property sin(A−B) = sin(A)cos(B)−cos(A)sin(B).
Remember that we have defined our pulse to fulfill T

2 Ω̂2 = π
2 :

|Φ2|2= e−
T
2

∫ T

0
|sin

(τe
2

Ω̂2

)
cos
(τe

2
Ω̂2

)
|2=

1

4
e−

T
2

∫ T

0
|sin

(τe
2

Ω̂2

)
|2

=
1

4
e−

T
2

(
T

2
− sin(2T Ω̂2)

4Ω̂2

)
≈ T

8
− T 2

16

≈
√

3π

8∆̃

(
1−
√

3π

2∆̃

)

Analytical expansion of Φ1

For the |Φ1|2 coefficient we will have:

|Φ1|2=

∫ T

0
|φ1(T, τe)|2dτe =

Ω̃2

Ω̂2

e−
T
2

∫ T

0
|sin

(τe
2

Ω̂2

)[ 1

2Ω̂2

sin

(
T − τe

2
Ω̂2

)
+ cos

(
T − τe

2
Ω̂2

)]
|2

(5.39)
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We will use sin(A−B) = sin(A)cos(B)−cos(A)sin(B), and also cos(A−B) = cos(A)cos(B)+
sin(A)sin(B):

|Φ1|2 =
Ω̃2

Ω̂2

e−
T
2

∫ T

0
|sin

(τe
2

Ω̂2

)[ 1

2Ω̂2

sin

(
T

2
Ω̂2

)
cos
(τe

2
Ω̂2

)
− 1

2Ω̂2

cos

(
T

2
Ω̂2

)
sin
(τe

2
Ω̂2

)
+ cos

(
T

2
Ω̂2

)
cos
(τe

2
Ω̂2

)
+ sin

(
T

2
Ω̂2

)
sin
(τe

2
Ω̂2

)]
|2

Now, we apply the constrain T
2 Ω̂2 = π

2 and we use 1
2Ω̂2
≈
√

3
2∆̃

:

|Φ1|2=
Ω̃2

Ω̂2

e−
T
2

∫ T

0
|sin

(τe
2

Ω̂2

)[ 1

2Ω̂2

cos
(τe

2
Ω̂2

)
+ sin

(τe
2

Ω̂2

)]
|2

≈ e−
T
2

∫ T

0
sin2

(τe
2

Ω̂2

)( 3

4∆̃2
cos2

(τe
2

Ω̂2

)
+ sin2

(τe
2

Ω̂2

)
+

√
3

∆̃
cos
(τe

2
Ω̂2

)
sin
(τe

2
Ω̂2

))

= e−
T
2

3

4∆̃2

∫ T

0
sin2

(τe
2

Ω̂2

)
cos2

(τe
2

Ω̂2

)
+ e−

T
2

∫ T

0
sin4

(τe
2

Ω̂2

)
+ e−

T
2

√
3

∆̃

∫ T

0
cos
(τe

2
Ω̂2

)
sin3

(τe
2

Ω̂2

)
= e−

T
2

[
1

16Ω̂2

(
6Ω̂2 − 8sin

(
T Ω̂2

)
+ sin

(
2T Ω̂2

))
+

3

4∆̃2

(
T

8
− 1

16Ω̂2

sin
(

2T Ω̂2

))]
+ e−

T
2

[
+

3

4∆̃2

(
T

8
− 1

16Ω̂2

sin
(

2T Ω̂2

))
−
√

3

∆̃
sin4

(
T

2
Ω̂2

)]

≈ 3T

8
− T 2

2

(
3

8
− 1

π2

)
≈ 3
√

3π

8∆̃
− 3π2

2∆̃2

(
3

8
− 1

π2

)
(5.40)

Analytical expansion of Φ3

For the |Φ3|2 coefficient we will have:∫ T

0
|φ3(T, τe)|2dτe = | Ω̃

2
3

Ω̂2
3

|2e−
T
2

∫ T

0
|sin

(τe
2

Ω̂3

)
sin

(
τ − τe

2
Ω̂3

)
|2

= e−
T
2 | Ω̃

2
3

Ω̂2
3

|2
∫ T

0
|sin

(τe
2

Ω̂3

)[
sin

(
T

2
Ω̂3

)
cos
(τe

2
Ω̂3

)
− cos

(
T

2
Ω̂3

)
sin
(τe

2
Ω̂3

)]
|2

≈ e−
T
2 | Ω̃

2
3

Ω̂2
3

|2
∫ T

0
|sin2

(τe
2

Ω̂3

)
|2 ≈

(
1− T

2

)
1

16

3T

8

≈ 3

16

(√
3π

8∆̃
− 3π2

16∆̃2

)

Analytical expansion of Φ0

Finally, the expansion of |Φ0|2 is:
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∫ T

0
|φ0(T, τe)|2dτe = | Ω̃3

Ω̂3

|2e−
T
2

∫ T

0
|sin

(τe
2

Ω̂3

)[1 + 2∆̃

2Ω̂3

sin

(
T − τe

2
Ω̂3

)
+cos

(
T − τe

2
Ω̂3

)]
|2

= | Ω̃3

Ω̂3

|2e−
T
2

∫ T

0
|sin

(τe
2

Ω̂3

)[1 + 2∆̃

2Ω̂3

sin

(
T

2
Ω̂3

)
cos
(τe

2
Ω̂3

)
− 1 + 2∆̃

2Ω̂3

cos

(
T

2
Ω̂3

)
sin
(τe

2
Ω̂3

)
+ cos

(
T

2
Ω̂3

)
cos
(τe

2
Ω̂3

)
+ sin

(
T

2
Ω̂3

)
sin
(τe

2
Ω̂3

)]
|2

≈ | Ω̃3

Ω̂3

|2e−
T
2

∫ T

0
|

[
1 + 2∆̃

2Ω̂3

sin2
(τe

2
Ω̂3

)
− cos

(τe
2

Ω̂3

)
sin
(τe

2
Ω̂3

)]
|2

≈ | Ω̃3

Ω̂3

|2e−
T
2

∫ T

0

[
cos2

(τe
2

Ω̂3

)
sin2

(τe
2

Ω̂3

)
+

3

4
sin4

(τe
2

Ω̂3

)
−
√

3(
1

2
+ ∆̃)cos

(τe
2

Ω̂3

)
sin3

(τe
2

Ω̂3

)]
=

1

4
e−

T
2

[
3

64Ω̂3

(
6Ω̂3 − 8sin

(
T Ω̂3

)
+ sin

(
2T Ω̂3

))
+
T

8
− 1

16Ω̂3

sin
(

2T Ω̂3

)
−
√

3

2Ω̂3

sin4

(
T

2
Ω̂3

)]
≈
(

1− T

2

)
13T

128

≈

(
1−
√

3π

2∆̃

)
13
√

3π

128∆̃

The second-order coefficients for the square-shaped pulse with the optimal time derived
in Chapter 3 are:

|Φ2|2≈
√

3π

8∆̃

(
1−
√

3π

2∆̃

)
|Φ1|2≈

3
√

3π

8∆̃
− 3π2

2∆̃2

(
3

8
− 1

π2

)
(5.41)

|Φ3|2≈
3

16

(√
3π

8∆̃
− 3π2

16∆̃2

)
|Φ0|2≈

(
1−
√

3π

2∆̃

)
13
√

3π

128∆̃
(5.42)

For the square pulse we have used the optimal time derived on first chapter because, as
we will see in the numerical results, it will still be a valid approximation.

5.5. Second-order coefficients of the Gaussian pulse

In this section we will use the results derived in 5.1 to obtain the analytical solutions
of the second excitation coefficients. For the Gaussian pulse we use as initial conditions

φg(τe, τe) = iθ(τe, τe)c
(0)
e (τe), the zeroth order perturbative expansions (derived in section

3.4) of the coefficients c3 and c2.

For the main transition |1〉 − |2〉, the solution of the second-order coefficients can be
obtained by solving the equation described in appendix A.1, but with the initial conditions

φ1(τe, τe) = iθ(τe, τe)c
(0)
2 (τe). For the transition |0〉 − |3〉, the solution of the second-order

coefficients can be obtained up to zeroth order by imposing the initial conditions φ0(τe, τe) =
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iθ(τe, τe)c
(0)
3 (τe). With these considerations, the analytical solutions for the second-order

coefficients can be described as:

φ1(τ, τe) ≈ −
Ω̃2

|Ω̃3|
sin

(
1

2

∫ τe

0
|Ω̃2|dτ ′

)
cos

(
1

2

∫ τ

0
|Ω̃2|dτ ′ −

1

2

∫ τe

0
|Ω̃3|dτ ′

)
φ2(τ, τe) ≈ −isin

(
1

2

∫ τe

0
|Ω̃2|dτ ′

)
sin

(
1

2

∫ τ

0
|Ω̃2|dτ ′ −

1

2

∫ τe

0
|Ω̃2|dτ ′

)
φ0(τ, τe) ≈

π2

64
e
− ∆̃2τ2

e
β2

φ3(τ, τe) ≈ 0

Now, we set τ = T and since we have tailored the length of our pulse to fulfill π =∫ T
0 |Ω̃2|dτ ′, we have:

φ1(τ, τe) ≈ −
Ω̃3

|Ω̃3|
sin2

(
1

2

∫ τe

0
|Ω̃3|dτ ′

)
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1
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0
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)
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0
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)
φ0(τ, τe) ≈

π2
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e
− ∆̃2τ2

e
β2

φ3(τ, τe) ≈ 0

Analytical expansion of Φ1

Now we will compute the integral of |Φ1|2:

(5.43)

|Φ1|2 =

∫ T

0
|φ1(T, τe)|2dτe =

∫ T

0
sin4

(
1

2
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0
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)
dτe

=
1
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(
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0
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)
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0
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))
=
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8
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∫ T

0
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(
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(
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)
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(
µ√
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dτe
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π

(
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2σ

)
+ erf

(
µ√
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)))
dτe

Notice that σ = T
β , µ = T

2 . Also, in the Gaussian regime we are exploring, erf( β

2
√

2
) ≈ 1.∫ T

0
|φ1(T, τe)|2dτe =

3T

8
+

1

2

∫ T

0
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2
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0
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(
πerf

(
τe − µ√
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(5.44)

Notice that
∫ T

0 erf
(
τe−µ√

2σ

)
= 0 because the function is odd with respect to τe = T

2 , for

this reason, the sine integral will vanish:

(5.45)

∫ T

0
|φ1(T, τe)|2dτe =

3T

8
− 1

8

∫ T

0
cos

(
πerf

(
τe − µ√

2σ

))
dτe

Now, we will expand erf
(
τe−µ√

2σ

)
. In order to be able to do it, we will have to break the

integral in three regimes. As we can see in figure 5.2, in the regime where τe is close to T
2 ,

one can approximate:
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cos

(
πerf

(
τe − µ√

2σ

))
≈ cos

(
π
τe − µ√

2σ

)
(5.46)

In the regime where |T2 − τe| is not small enough, we will be able to approximate the
function with:

cos

(
πerf

(
τe − µ√

2σ

))
≈ erf

(
τe − µ√

2σ

)
(5.47)
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Figure 5.2.: Plot of the coefficients and time regimes used in the approximation.

In order to find the transition points τt where we will stop using the approximation from
5.46 to use 5.47, we will impose:

cos

(
π
τ − µ√

2σ

)
= 0⇒ τt± =

T

2
±
√

2

β

In the regime where |T2 − τe|≤
T
2 ±

√
2
β we will use the approximation described in 5.46

and outside the interval we will use 5.47.
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0
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√
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(5.48)

Analytical expansion of Φ2

Now we are going to work on the expansion of |Φ2|2:
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=
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Notice that we have ended with the integral that we already solved when computing
|Φ1(T, τe)|2, for this reason: ∫ T

0
|Φ2(T, τe)|2dτe ≈

√
2T

4β

Analytical expansion of Φ0

For the coefficient |Φ0|2 we will have:∫ T

0
|φ0(T, τe)|2dτe ≈

π2

64

∫ T

0
e
− ∆̃2τ2

e
β2 dτe =
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(√
πβ

2∆̃
erf

(
T ∆̃√

2β
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≈ π2√πT
256

Where we used T ∝ 2 β
∆̃

and also erf
(
T ∆̃√

2β

)
≈ erf

(
2√
2

)
≈ 1.

The second-order coefficients for the Gaussian, as a function of the length of the pulse T
are:

|Φ2|2≈
√

2T

4β
|Φ1|2≈

T

2

(
1−
√

2

2β

)
(5.49)

|Φ3|2≈ 0 |Φ0|2≈
π2√πT

256
(5.50)
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5.6. Analytical expansion of the conditional Fidelity

We will use the results obtained in sections 5.4 (square-shaped pulse) and 5.5 (Gaussian-
shaped pulse) to find an analytical expression of the conditional fidelity (eq. 4.15) taking
into account the second order emission coefficients. Then, we will compare the analytical
results with the numerical simulations and we will discuss the behavior of the protocol under
different parameters for the Gaussian regime and the constant-pulse regime.

As performed in section 4.6, it will be useful to rewrite the conditional fidelity from 5.36,
in the form:

F =
1
2D

N
1 + 1

2 (D1 +D2)N

(D1 +D2 +D3)N
=

1

2

(
1

1 + D2+D3
D1

)N
+

1

2

(
1

1 + D3
D1+D2

)N
Where:

D1 = η2|c0c2|2

D2 = η2

(
|c0Φ2|2+|Φ0c2|2+|Φ0Φ2|2

)
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(
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)
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(
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)
+ (η2η3 + η3(1− η2))

(
|c3c2|2+|c3Φ2|2+|Φ3c2|2+|Φ3Φ2|2

)

The analytical solutions for the coefficient from the square-shaped pulse are:
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|c3c1|2= |c3Φ2|2= |c3Φ1|2= |Φ3c1|2≈ 0

For the analytical solutions of the Gaussian coefficients we have:
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(5.51)

As we will see in the numerical results, for the Gaussian pulse, the optimal time derived in
Chapter 3 is no longer a good approximation. For this reason, we will perform an optimiza-
tion of the length of the pulse T by performing the derivative of the fidelity for the Gaussian
pulse (FG) and solving the equation:

dFG
dT

= 0⇒ T ≈ β

∆̃

√√√√ln

(
π2T ∆̃2

2
√

2β

)
(5.52)

Where, to simplify the calculations, we have used the conditional fidelity from 5.36 with-
out filters η2 = η3 = 1 and we have kept only the term that contributes the most in the
expansion of the optimal time. In order to solve equation 5.52, we will perform the same
approximation as in section 3.4.1, by substituting T ≈ 2 β

∆̃
:

T ≈ β

∆̃

√√√√ln

(
π2∆̃√

2

)
(5.53)

Finally, by using D1 >> D2 +D3 and D1 +D2 >> D3 we obtain:

F ' 1
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(
1−ND2 +D3
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)
+

1
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(
1−N D3
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)
(5.54)

The conditional fidelity for the square pulse, taking into account the second-order emissions
is:
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The conditional fidelity for the Gaussian pulse, taking into account the second-order emis-

sions, the optimal time from 5.52 and defining λ =

√
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)
is:
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5.7. Numerical and Analytical results

In this section the numerical results, taking into account all the inconsistencies studied in
this thesis will be presented. In figure 5.3 a 2D map of the numerical fidelities for the square
pulse (left) and Gaussian pulse (right) is displayed.
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Figure 5.3.: 2D colormap of the numerical results for the ln(1−F ) (conditional fidelity) for the
square-shaped pulse (left) and the Gaussian-shaped pulse (right) as a function of the length
of the pulse T (x axis) and the dimensionless detuning ∆̃ (y axis), without filtering. The
green-dotted lines correspond to the analytical optimal times for the square pulse (left). The
red line corresponds to the optimal time derived in chapter 3 and the green line corresponds
to the optimal time derived in this chapter for the Gaussian pulse (right).

As we can see, for the square pulse, the optimal times derived in Chapter 3 are still valid.
For the Gaussian pulse, the optimal time derived in Chapter 3 is displayed (red dots) and
the optimal time derived in this chapter is also represented (green dots). As it can be seen,
the second optimization of the time represents more accurately the numerical results.

In figure 5.4 two plots of the conditional fidelities for the square pulse with and without
filters are shown. We can see that the analytical expansion of the conditional fidelity for
the square pulse agrees very well with the numerical results. Similar to the section 4.7,
the fidelity does show the interference pattern explained in previous chapters. The presence
of the second order emissions has decreased the fidelity, this time the maximum of the
oscillating fidelity do not get close to unity. When applying the frequency filter we can see
that the interference pattern smears out and the effect of the inhomogeneous broadening is
less present.
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Figure 5.4.: Plots of the numerical conditional fidelity F for the square-shaped pulse as a
function of the length of the pulse T without filtering (left) and with filtering (right), with
∆̃ = 50 for 5 qubits (N = 5). The red cross corresponds to the analytical fidelity.

In figure 5.5 two plots for the conditional fidelity for the Gaussian pulse are displayed. As
we can see, there is no interference pattern. The fidelity only has one maximum, that arises
from the compromise between the excitation of the far-detuned transition (short times T )
and the presence of the second-order coefficients (long times T ). The conditional fidelity
gets rid of the effect of the spontaneous emission, as we saw in section 4.7. Despite this
fact, the emissions of undetected photons during the excitation window do play a role in the
conditional fidelity.
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Figure 5.5.: Plots of the numerical conditional fidelity F for the Gaussian-shaped pulse as a
function of the length of the pulse T without filtering (left) and with filtering (right), with
∆̃ = 50 for 5 qubits (N = 5). The red cross corresponds to the analytical fidelity.

In figure 5.6 the conditional fidelity for the square pulse as a function of the number of
photons (N) is displayed for several values of the detuning ∆̃ and broadening σb. As one
can see, for small ∆̃, the square pulse fidelity does strongly depend on the inhomogeneous
broadening. The application of the frequency filters does correct most of the inhomogeneous
broadening and also increases the fidelity globally. Due to this reason, for the square-pulse
regime substantial improvements can be obtained by using frequency filters.
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Figure 5.6.: Plots of the numerical conditional Fidelity F for the square-shaped pulse as a
function of the number of qubits N , with σb = {0, 1, 2}, ηe = 0.03 without filtering (left) and
frequency filters ηf2 = 0.95, ηf3 = 0.05 (right).

Adding cavity frequency filters on the protocol performed with Gaussian pulses do not
improve the fidelity as much as with the square pulse. Also, in figure 5.7 it can clearly be
seen that the Gaussian pulse is almost unaffected by inhomogeneous broadening.
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Figure 5.7.: Plots of the numerical conditional Fidelity F for the Gaussian-shaped pulse as a
function of the number of qubits N , with σb = {0, 1, 2} without filtering (left) and frequency
filters ηf2 = 0.95, ηf3 = 0.05 (right).

We know that the experimental efficiency of the system ηe is not unity. For the quantum
dots embedded in waveguides the maximum efficiency obtainable in the experimental setup,
at the moment is ηe = 0.03 (if we take into account the fact that the interferometer used
to perform measurements on the x basis decreases the system efficiency by a factor of 2, a
realistic result would be ηe = 0.015, we will omit this part). On the other hand, if we look
at the maximum efficiency for each component of the system separately, we may be able to
obtain an much better and optimistic result. By assuming that a coupling of the quantum
dot and the waveguide can be achieved with efficiency ∼ 0.98, the coupling of the waveguide
with the detector ∼ 0.85, and efficiency of the superconducting nanowire detector ∼ 0.93,
we would obtain an efficiency of ηe = 0.73. It is important to remark that this is a highly
optimistic efficiency, assuming the best performances for each part of the experimental setup
and omitting any additional source of loss from the system.
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In figure 5.8 a plot of the probability of success for the square pulse as a function of the
number of qubits N is displayed.
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Figure 5.8.: Plots of the numerical probability of success Ps for the square-shaped pulse as
a function of the number of qubits N , with σb = {0, 1, 2}, ηe = 0.73 (left) and ηe = 0.03
(right), without filtering.
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Figure 5.9.: Plots of the numerical probability of success Ps for the Gaussian-shaped pulse
as a function of the number of qubits N , with σb = {0, 1, 2}, ηe = 0.73 (left) and ηe = 0.03
(right), without filtering.

Figures 5.8 and 5.9 show that the realizations with the square-shaped pulse present a
higher probability of success Ps. For a robust and consistent generation of GHZ states with
five photons, the ratio of success for the current experimental setup should be improved.

Finally, In table 5.1, numerical values of the conditional fidelity, probability of success
and optimal time for the generation of five photons N = 5, are displayed. They have been
computed using realistic experimental parameters (∆̃ = 50, ηe = 0.03, σb = 1).
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F (Square) F (Gaussian) Ps (Square) Ps (Gaussian) T (Square) T (Gaussian)

Without Filter 0.920 0.941 2.008 · 10−8 1.441 · 10−8 0.109 0.242

With Filter 0.934 0.943 1.530 · 10−8 1.112 · 10−8 0.109 0.242

Table 5.1.: Numerical values of the conditional fidelity, probability of success and length of
the pulse for realistic parameters.
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6. Conclusions and Outlook

6.1. Conclusions

In this thesis we have studied imperfections on the generation of spin-photon entangled GHZ
states using a time-bin encoding. We have taken into account square and Gaussian shapes
of the input field.

First, to study the dynamics of the system, we have performed a time optimization, only
taking into account the presence of the far-detuned transition. For the square pulse we have
seen constructive and destructive interferences, dependent on the length of the pulse. By ex-
ploiting these interferences we have been able to find the optimal duration of the pulse, lying
on the first maximum. For the Gaussian pulse regime we have seen that the interferences
are no longer present. We have optimized the duration of the pulse by finding a compromise
between the excitation of the off-resonant transition and the spontaneous emission of the
main excited state.

After understanding the main dynamics of the system in both regimes, inhomogeneous
broadening and spontaneous emission from the off-resonant level have been taken into ac-
count. It has been seen that the fidelity for the square pulse is more sensitive on the inhomo-
geneous broadening. We have seen that the Gaussian pulse solutions are almost unaffected
by broadening.

By applying frequency filters, we have seen notable improvements on the correction of the
broadening for the square pulse, and a general increase of the fidelity, both for the square
and Gaussian pulses.

The second-order emissions of photons have been taken into account. When considering
these inconsistencies it has not been necessary to find a new optimal time for the square
pulse but a new optimal time for the Gaussian pulse has been derived. We have seen that
the second-order emissions are the dominant term inside the conditional fidelity.

The final results show higher fidelity values for the Gaussian regime. On the contrary, the
probability of success is smaller for the Gaussian pulse. The optimal time for the square-shape
regime may be achievable with the current experimental setup, but it remains a challenge
to generate pulses long enough to match the optimal time for the Gaussian pulse.

6.2. Outlook

First, the expansion that we have made for the Gaussian pulse for the far-detuned transi-
tion is not optimal because the populations of the states do not remain constant. For this
reason, a better expansion to improve the analytical results for the Gaussian pulse could be
performed. An interesting approach could consist on performing perturbation theory on the
derivatives of the Rabi frequency, in the dressed-states frame.
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6.2. OUTLOOK

We have considered that the photons emitted during the pulse are not detected. It would
be interesting to derive the conditional fidelity by assuming that all emitted photons are
measured.

Finally, it would also be interesting to look at the inefficiencies studied on this thesis in
the generation of a linear cluster state. As we have discussed, the protocol used to generate
a linear cluster state is very similar to the one used to generate the GHZ state, but it is
much more involved, since the compactness and symmetry of the GHZ state would no longer
be present.
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A. Analytical computations

A.1. Solution of the 1-2 transition

We are interested in solving:

ċ
(0)
2 (τ) = i

Ω̃2(τ)

2
c

(0)
1 (τ)

ċ
(0)
1 (τ) = i

Ω̃∗2(τ)

2
c

(0)
2 (τ)

With c
(0)
1 (0) = 1 and c

(0)
2 (0) = 0. Since the pulse is not constant we will make the change

dξ = |Ω̃3|dτ and our system will be rewritten as:

ċ
(0)
2 (ξ) = i

Ω̃2

2|Ω̃2|
c

(0)
1 (ξ)

ċ
(0)
1 (ξ) = i

Ω̃∗2
2|Ω̃2|

c
(0)
2 (ξ)

Notice that
Ω̃∗2
|Ω̃2|

does not depend on time. Now we decouple the system of differential

equations:

c̈
(0)
2 (ξ) +

1

4
c

(0)
2 (ξ) = 0

c̈
(0)
1 (ξ) +

1

4
c

(0)
1 (ξ) = 0

We have exactly the same differential equations for c2 and c1. These differential equations
correspond to the dynamics of the Harmonic Oscillator. By imposing the initial conditions
explained above, we the solutions are:

c
(0)
2 (τ) = i

Ω̃2

|Ω̃2|
sin

(
1

2

∫ T

0
|Ω̃2|dτ

)
c

(0)
2 (τ) = cos

(
1

2

∫ T

0
|Ω̃2|dτ

)

A.2. Interaction picture transformation

We will transform the hamiltonian Ĥ by applying:

ˆ̃H = Û †(t)
(
ĤC + ĤI

)
Û(t) = Û †(t)ĤCÛ(t) + Û †(t)ĤI Û(t)

For this, we will use the Baker–Campbell–Hausdorff formula [16]:

eiB̂λÂe−iB̂λ = Â+ iλ[B̂, Â] +

(
i2λ2

2!

)
[B̂, [B̂, Â]] + ...+

(
inλn

n!

)
[B̂, [B̂, ...[B̂, Â]]]

For the Û †(t)ĤCÛ(t) term we have:
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A.2. INTERACTION PICTURE TRANSFORMATION

Û †(t)ĤCÛ(t) = −e
i
h̄(ĤA+ĤF )t ~E (σegµeg + σgeµge) e

− i
h̄(ĤA+ĤF )t =

= (σegµeg + σgeµge) ~E + itω0
~E (|e〉 〈g|µeg − |g〉 〈e|µge) + ...+ ~E

(itω0)n

n!
(σegµeg + (−1)nσgeµge)

= ~E
∞∑
k=0

(itω0)k

k!

(
σegµeg + (−1)kσgeµge

)
= ~E

(
eitω0σegµeg + e−itω0σgeµge

)
=

(
ε

2
e−iνt +

ε∗

2
eiνt
)(

eitω0σegµeg + e−itω0σgeµge
)

Finally, by performing the Rotating Wave Approximation and defining the Rabi frequency
to be Ω ≡ εµeg

h̄ , we obtaqin:

ˆ̃HC = −h̄
(

Ω

2
σege

i∆t +
Ω∗

2
σgee

−i∆t
)

The transformation Û †(t)ĤI Û(t) is described in detail in [34].

ˆ̃HI = −h̄
∫
dkgk

(
σegâke

i∆t + â†kσgee
−i∆t

)
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B. Comparison between Numerical and
Analytical results

B.1. Stric fidelity

In figure B.1 we can see the comparison between the numerical and analytical strict fidelities
for the square pulse (left) and the Gaussian-shaped pulse (right):
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Figure B.1.: Numerical and analytical comparison of the strict fidelity as a function of the
detuning ∆̃. For the square-shaped pulse (left) and for the Gaussian-shaped pulse (right).
(1) corresponds to the fidelity derived in 3.35 and (2) corresponds to the analytical fidelity
obtained by assuming that |c0|≈ 1
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B.3. CONDITIONAL FIDELITY WITH SECOND-ORDER EMISSIONS

B.2. Conditional fidelity with broadening

In figure B.2 we can see the comparison between the numerical and analytical conditional
fidelities for the square pulse (left) and the Gaussian-shaped pulse (right):
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Figure B.2.: Numerical and analytical comparison of the conditional fidelity as a function
of the detuning ∆̃. For the square-shaped pulse (left) and for the Gaussian-shaped pulse
(right), without taking into account second-order emissions.

As we can see in B.2, the analytical approximation for the Gaussian pulse does not fully
converge to the numerical solution. This may be caused due to the approximation made in
Chapter 3 to correct the perturbation expansion of the equations of the Gaussian-shaped
pulse.

B.3. Conditional fidelity with second-order emissions

In figure B.3 we can see the comparison between the numerical and analytical conditional
fidelities for the square pulse (left) and the Gaussian-shaped pulse (right):
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Figure B.3.: Numerical and analytical comparison of the conditional fidelity as a function
of the detuning ∆̃. For the square-shaped pulse (left) and for the Gaussian-shaped pulse
(right), taking into account second-order emissions.
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