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Abstract

Recent experimental studies have challenged the previous agreement on p-wave spin-triplet su-

perconductivity in Sr2RuO4, leading to the appearance of new exotic proposals constrained

by the reported measurements. In this thesis, we construct a three-orbital model adequate to

describe superconductivity in Sr2RuO4, including the effect of spin-orbit coupling. Initially, su-

perconductivity is assumed to originate from an on-site attraction, and we solve self-consistently

for the order parameter both in momentum and real space. In the latter case, we show that

the inclusion of impurities induces an effect far from the defect. A more realistic model is

achieved by including the pairings from a spin-fluctuation mechanism. In this case, a thorough

study in momentum space is performed, fully classifying the superconducting phases based on

a point group theory analysis. We observe a coexistence of a dominant A1g with a subleading

B1g irreducible representation below the critical temperature for all Hund’s coupling considered,

contradicting the previous proposal of an accidental degeneracy. In addition, in agreement with

the experimental observations, we find that the previous state breaks time-reversal symmetry,

and the dominant solution corresponds to a spin-singlet character. Furthermore, nodes have

been observed at the Fermi surface, and the specific heat has been calculated, showing only one

phase transition.
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Chapter 1

Introduction

Superconductivity in strontium ruthenate (Sr2RuO4) was discovered in 1994 [1] and, despite the

research efforts in the last two decades, the superconducting state seems to remain a mystery.

Nevertheless, in the recent years, new experimental evidence has revealed important information

constraining its superconducting state, which could lead to a final agreement between all the

pieces in this fascinating puzzle.

Soon after the discovery of this material, the superconducting state was thought to be simi-

lar to the case of superfluid helium-3 [2, 3], representing one of the few examples known where

the Cooper pairs are bound in spin triplets. The first evidences suggested an agreement with

this proposal [4, 5], and therefore a lot of theoretical and experimental studies were devoted to

confirm this superconducting state. Nonetheless, recent measurements challenged the previous

results proving the existence of singlet pairing in Sr2RuO4 [6], and the advances in experimental

techniques have made possible new observations that have increased even more the controversy.

Hence, several measurements seemed to point towards different explanations for the supercon-

ducting state, making it challenging to propose a solution reconciling with all evidences.

In particular, theoretical studies in Sr2RuO4 are extremely involved due to the multi-orbital

nature of the electronic states, with three orbitals contributing to the superconducting state [7].

Moreover, the role of spin-orbit coupling in this material cannot be disregarded [8], which further

complicates the analysis. In order to find agreement with all observations, a realistic multi-

orbital model including spin-orbit coupling was considered in Ref. [9], based on a spin-fluctuation

mechanism giving rise to the interaction. An accidental degeneracy between two superconducting

states was proposed, in accordance with the evidence for time-reversal symmetry breaking and

singlet pairing in Sr2RuO4. Nevertheless, the results could only be obtained close to the critical

temperature. Therefore, a new theoretical formulation is needed in order to investigate the

superconducting state at lower temperatures, which could allow for new studies of the coexistence

of different symmetries, as well as study the phase transitions observed through the calculation

of the specific heat.
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In this thesis, we aim to develop a theoretical model and a proper numerical approach capable

of determining the leading superconducting state at all temperatures. With this purpose, the

first part is devoted to derive a multi-orbital model adequate for describing superconductivity in

Sr2RuO4, based on a numerical self-consistent solution of the problem. In this phenomenological

model, superconductivity is assumed to originate from an on-site attraction. On the contrary,

in the second part, we introduce a more realistic model, considering that superconductivity is

arising from a spin-fluctuation mechanism. Thus, we derive a new proposal based on the addition

of the interactions with the closest 28 neighbors. Furthermore, in order to establish the most

favorable superconducting state, we perform a classification based on group theory, using the

particular point group symmetry of Sr2RuO4. The model considered, which successfully allows

us to solve for the superconducting state below the transition temperature, could finally reveal

if this interaction mechanism can explain all experimental observations until now.

The thesis is structured as follows: in Chapter 2, an introduction to the main characteristics

of Sr2RuO4 is presented, including its superconducting properties. Moreover, we include a brief

outline of the main experimental results for this material. In Chapter 3, we detail the model

considered and the motivation supporting it. In Chapter 4, the self-consistent calculations are

derived from a general multi-orbital interacting Hamiltonian. After deriving the equations, in

Chapters 5 and 6 we consider examples of systems with different orbitals and include on-site

attractive interactions and interactions with nearest neighbors, respectively. In order to obtain

a more realistic model, in Chapter 7 a new pairing mechanism based on spin-fluctuations is

included focusing on the three-orbital case, and the equations for the addition of up to 28 neigh-

bors are derived. In Chapter 8, we present the obtained numerical results with the inclusion of

the previous interactions. Finally, in Chapter 9, we summarize our main results and conclusions.
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Chapter 2

Introduction to Sr2RuO4

After more than two decades of research, understanding superconductivity in Sr2RuO4 is still

an open problem in condensed matter physics. The main challenge in recent studies has been

to propose a consistent explanation in agreement with all experimental observations. In this

section, a brief overview of the most important features for Sr2RuO4 relevant for the present

thesis will be discussed. In particular, special emphasis is made in the electronic structure

and the superconducting state. In order to understand the present situation, it is also be very

important to introduce the main experimental results, which constrain the theoretical models.

The discussions regarding the superconducting state arose since the discovery of Sr2RuO4.

Initially, it was thought that superconductivity in this material would be similar to the copper

based superconductors, due to an almost identical crystal structure to that of La2CuO4, as seen

in Figure 2.1. In contrast to the cuprate superconductors, in the case of strontium ruthenate a

remarkably low transition temperature to the superconducting state was observed around 1.5 K

[1]. Furthermore, it was soon reported as a type II superconductor, since the upper critical field

was measured [10]. More importantly, Sr2RuO4 allows for the growth of extremely high-quality

single crystals, which implies that disorder is not an experimental complication factor as it is in

other materials [11]. In fact, one of the main reasons why the superconducting state is believed

to be unconventional is due to the sensitivity to impurities [12].

After some years and the appearance of new experimental evidence, it was commonly ac-

cepted that its superconductivity was more similar to the unique case of superfluid helium-3

(3He). Nevertheless, recent experiments and theoretical studies have contradicted the previous

result, suggesting that superconductivity in this material could be much more complicated than

previously thought. Moreover, as we will see in more detail in this Chapter, the multi-orbital

nature of the electronic states [7] and the presence of a sizable spin-orbit coupling further com-

plicate the analysis. The situation is even more intriguing since earlier studies reported that, in

contrast to the complex superconducting state, in the normal state it behaves as a well-known

Fermi liquid, confirmed by the observation of the T 2 dependence of the resistivity [13, 14].
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Figure 2.1: Schematic crystal structure of the superconductors Sr2RuO4 and La2−xBaxCuO4. The

RuO2 layers are separated by Sr layers, and the Ru ions are located at the center of an octahedron of O

ions. Image taken from [15].

2.1 Electronic structure and multi-orbital physics

First of all, to address the electronic structure, it is important to remember the effect of the

crystal field, which is an electric field derived from neighboring atoms in the crystal, and plays

a major role in the energy levels of an atom. Moreover, to understand the model considered,

it must be recalled that the valence of the ruthenium ion is Ru4+ and, therefore, four electrons

remain in the 4d shell. As seen from Figure 2.1, the crystal’s RuO4 layers are separated by Sr

layers, and each Ru ion is located at the center of an octahedron of O ions. Consequently, the

negative charge of the O2− ions located at the vertices of an octahedron splits the five 4d states

into two groups, the threefold referred as t2g orbitals and a twofold designated as eg orbitals,

and their energies depend on the orientation of the orbitals.

To further understand this, it is necessary to recall the shapes of the atomic orbitals, shown

in Figure 2.2 for the t2g orbitals. Since the orbitals dz2 and dx2−y2 point directly towards the

negative charges, an electron in these two orbitals will have a higher energy. By contrast, the

lobes of the orbitals dxz, dyz, dxy are oriented between the negative charges and, as a consequence,

they will have a lower energy. Therefore, in a low-energy model, the electrons in these three

orbitals are the ones forming the Fermi surface, which has been experimentally determined with
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high accuracy [16–18], as shown in Figure 2.3. Importantly, it separates into three bands, one

of xy character (γ band) and two of xz and yz mixed characters (α and β bands, respectively),

all contributing to the superconducting state. In addition, only the mixing of xz and yz orbitals

is considered, known as the hybridization. The mixing between the xy and the xz/yz orbitals

is prevented due to the difference under parity transformation z → −z around the center of a

RuO2 plane.

Figure 2.2: 4d t2g orbitals responsible for superconductivity in Sr2RuO4. Image taken from [15].

Figure 2.3: Fermi surface of Sr2RuO4. The data was acquired at 5 K on a CO passivated surface with a

photon energy of 11 eV and p polarization for measurements along the ΓX symmetry line. The Brillouin

zone of the reconstructed surface layer is indicated by diagonal dashed lines. Image taken from [18].
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2.2 Superconductivity in Sr2RuO4

We will begin this section by reviewing the basic concepts of the Bardeen-Cooper-Schrieffer

(BCS) theory, and then we will focus on the superconducting state of strontium ruthenate.

The BCS microscopic theory of superconductivity was developed in 1957 [19], based on the

observations of the instability of the electron gas, which showed that below a critical temperature

Tc a new ground state is formed by electron pairs bound in time-reversed states, known as the

Cooper pairs. These quasiparticles are formed near the Fermi level and are the origin of the

superconducting state.

It is well-known that the BCS theory describes accurately enough the behavior of conven-

tional superconductors, usually characterized by Cooper pairs bound with a zero orbital angular

momentum, considering that close to the Fermi surface the exchange of phonons induces an

attraction capable of overcoming the electron’s Coulomb repulsion. The order parameter of

superconductivity is generally represented by the gap function ∆(k), which is a complex func-

tion with both an amplitude and a phase that describes the macroscopic quantum states of the

Cooper pairs. The gap function in a simple one-orbital model can be parametrized by a 2 × 2

matrix. For a spin singlet, only a scalar function ψ(k) is needed, which satisfies ψ(k) = ψ(−k).
For the spin triplet case, three components are needed, introduced as the vector function d(k),
fulfilling d(k) = −d(−k).

To understand the symmetry of the order parameter, we must remember that a fermion pair

requires an antisymmetric wave function under the exchange of two electrons. Since the pair

wave function Ψσσ′(k) = f(k)χσσ′ has a spatial part (f(k)) and a spin part (χσσ′), orbital wave

functions with even values of the orbital angular momentum (l = 0,2,4, ...) must correspond to

a spin singlet (S = 0). On the contrary, orbital wave functions with odd values of the angular

momentum (l = 1,3,5, ...) correspond to spin triplets (S = 1) [20]. In analogy with the notation

for the atomic states, the singlet superconductor with an even function of the momentum k is

denoted as s−wave for l = 0, d−wave for l = 2, etc. In the same way, a triplet superconductor

with an odd function of the momentum k is called p−wave for l = 1, f−wave for l = 3, etc.

We can distinguish between the different possibilities depending on how the order parameter

transforms under the different operations of the tetragonal group. In addition, within a certain

state we can have a gap structure, determined by the k−dependence of the order parameter.

Experimental observations showed that unconventional superconductivity became the most

feasible answer to explain the behavior of Sr2RuO4 [12]. Therefore, a lot of questions arose

to be answered, such as the spin character, the angular momentum of the Cooper pairs or the

mechanism capable of inducing superconductivity. In addition, a natural question that appears

is in what cases more complicated superconducting states would be favorable. To understand

this intuitively, we need to consider the existence of a strong on-site Coulomb repulsion, as occurs

in the case of Sr2RuO4. To reduce the repulsion energy, the formation of a Cooper pair with

a large amplitude of the wave function is favored, which can be achieved when the electrons in
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the condensate have a finite relative orbital angular momentum [21]. Regarding the mechanism

inducing superconductivity, different speculations were made. After reporting the presence of

spin-fluctuations [22], a reasonable suggestion was that it could give rise to the interaction.

As previously mentioned, due to the similarities in the superconducting state of strontium

ruthenate with 3He, initially a p−wave state was proposed, hence corresponding to a spin-

triplet pairing [2, 3]. In particular, in agreement with the evidence of time-reversal symmetry

(TRS) breaking [5], they considered a state of the form px + ipy, known as chiral, remembering

that TRS implies a complex conjugation of the state. Nevertheless, as will be detailed in the

following sections, later experiments no longer supported the existence of a superconducting

state using only spin-triplet superconductivity. Moreover, the chiral p-wave state is supposed

to spontaneously generate supercurrents at sample edges and domain boundaries, which would

produce measurable edge magnetic fields. However, the observation of such currents has been

elusive until now [23–25].

2.2.1 The role of spin-orbit coupling

The importance of spin-orbit coupling was later stressed [8, 26–28], which has profound implica-

tions in the characterization of the shape and the orbital character of the Fermi surface sheets.

In this way, it is crucial to add this effect in the calculations, although its influence will depend

on the pairing mechanism and the band structure considered.

Due to the presence of spin-orbit coupling, spin is no longer a good quantum number. As a

result, the distinction between spin-triplet and spin-singlet to describe the superconducting state

becomes misleading, and it appears the possibility of a state where the two spins characters are

strongly mixed. Thus, a more appropriate description for the symmetry of the superconducting

state corresponds to odd or even parity, characterizing both the spatial and the spin and orbital

spaces. The important role of spin-orbit coupling called for a review of the previous accepted

theories, based only on triplet p-wave superconductivity in Sr2RuO4. Consequently, other order

parameter symmetries that included the effect of spin-orbit coupling were proposed theoretically

[29–31], and models based on a realistic Fermi surface parametrization have found that many

different even and odd parity order parameters are close to being degenerate [32, 33].

2.3 Experiments

The current challenge in strontium ruthenate is to identify the superconducting state compatible

with all the experimental observations. Since the discovery of superconductivity in Sr2RuO4,

different experiments have provided valuable information regarding the symmetries of the super-

conducting phase. Nevertheless, important discrepancies have arisen in the recent years, see Ref.

[32] for a review in the topic. In this section, we aim to briefly introduce the most important

measurements performed, which contributed to the present understanding of this material.
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2.3.1 Knight shift

The Knight shift experiments measure the change in the frequency in nuclear magnetic resonance

(NMR) owing to the spin polarization of the electrons under an applied magnetic field. In the

case of a Cooper pair formed by spin singlets, the electrons would not be polarized at all with

the small fields applied in NMR experiments. Thus, the Knight shift should vanish at zero

temperature. On the contrary, for a triplet superconductor, when a magnetic field is applied

the number of pairs with spin parallel and antiparallel would change, and therefore the Knight

shift should not vanish. Hence, one of the predictions for an even parity superconductor is a

strong drop in the spin susceptibility below the transition temperature. However, the inclusion

of a large spin-orbit coupling complicates this analysis.

At an earlier stage, Knight shift measurements identified spin-triplet superconductivity in

Sr2RuO4 [4], and all experiments reported at that time seemed to be consistent, since no drop of

the spin susceptibility was reported [34, 35]. Nevertheless, very recent Knight shift experiments

have contradicted previous NMR work, finding a drop below the critical temperature [6, 36],

as seen in Figure 2.4. Consequently, previous results were associated with a heating effect of

the sample due to the application of high amplitude radio frequency pulses when measuring

the Knight shift. After the new revealing measurements, the previous agreement on a chiral

spin-triplet p-wave superconductor was questioned.

Figure 2.4: NMR spectra for varying pulse energy at the base temperature T = 20 mK. The O(1) and

O(1’) peak shifts indicate smaller intensity for a smaller pulse energy (E). For each site, the normal-state

position is marked by the solid vertical line and the estimated zero Knight shift (K=0) position by the

dashed line. Image taken from [6].
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2.3.2 Muon spin relaxation and polar Kerr effect

In muon spin relaxation (µSR) experiments, spin-polarized positive muons are injected into the

sample. After quickly coming to rest, their spins evolve in the local magnetic environment, and

then they decay emitting a positron. The muon polarization as a function of time can be obtained

from time histograms of these positrons. Thus, when there is a magnetically ordered state, an

increase in the relaxation rate will be observed. In the case of Sr2RuO4, muon spin rotation

indicated the development of spontaneous magnetism near the muon implantation sites, even

when the samples were cooled at zero external field [5], implying that time-reversal symmetry

(TRS) is broken. In Figure 2.5 the observed increase in the measured relaxation rate is shown.

The previous results where confirmed later on by measurements of magneto-optic polar

Kerr rotation [37]. Polar Kerr effect experiments measure the rotation of the direction of the

reflected linearly polarized light normally incident to the superconducting planes. Since this

type of experiment allows to measure the existence of an antisymmetric contribution to the real

and imaginary parts of the frequency-dependent dielectric tensor, it is consequently sensitive to

time-reversal symmetry breaking.

Figure 2.5: Zero field (ZF) relaxation rate for the initial muon spin polarization parallel (top) and

perpendicular (bottom) to the c axis, where Tc is indicated by arrows. Circles in bottom figure give

relaxation rate in a weak applied longitudinal field, discarding the possibility of fluctuating magnetic

fields. Image taken from [5].
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When time-reversal symmetry breaking was reported, it was considered a further proof of the

chiral px + ipy state. However, in view of the recent NMR experiments, new complex proposals

have to be made considering a degeneracy between two order parameters, such as s + id, which

also corresponds to a state breaking TRS.

2.3.3 Specific heat

The first measurements of the specific heat for Sr2RuO4 were done by Nishizaki et al. [38], which

can be seen in Figure 2.6a. Since the temperature dependence of the electronic specific heat

divided by temperature was linear, and not exponential as expected from previous proposals,

their results seemed inconsistent with the chiral superconductivity considered until then.

In addition, as shown in Figure 2.6b, it has recently been measured that under uniaxial

applied strain no second transition is observed, as would be expected for a two-component order

parameter of the form px + ipy [39].

(a) (b)

Figure 2.6: a) Electronic specific heat divided by temperature, Ce/T , plotted against temperature

of Sr2RuO4 under zero applied field. Image taken from [38]. b) Superconducting state heat capacity

normalized to the normal-state value, showing the evolution of the anomaly height cs/cn with Tc under

applied strain. Image taken form [39].
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2.3.4 Scanning tunneling microscopy

A scanning tunneling microscope (STM) uses an extremely sharp metallic tip located a few Å

above an electrically conducting sample to image the surface. Then, a bias voltage V applied

between the tip and the sample results in a current, which can be measured as a function of

the location and the applied voltage. By changing the bias voltage and measuring the tunneling

current I, keeping fixed the distance between the tip and the sample, the density of states can

be obtained, which is proportional to the conductance dI/dV . Thus, STM directly provides

information of the superconducting gap.

As seen in Figure 2.7, STM experiments have been able to resolve the small gap of Sr2RuO4

[40, 41]. Moreover, a linear decrease is observed for the conductance as a function of the energy,

until reaching a minimum at zero energy. These results confirm that the superconducting state

is not a simple s-wave, since in this case we would observe a sharp decrease of the conductance.

Therefore, the shape of the spectrum is consistent with a nodal gap structure, which implies

that the order parameter should present some zero values at the Fermi surface.

(a) (b)

Figure 2.7: a) Spatially averaged superconducting tunneling spectrum showing the full energy gap

∆ ≈ 350 µeV measured at T = 90 mK. Image taken from [41]. b) Differential conductance spectra

for a sample temperature range between 20 mK and 1.5 K. The observed gap becomes zero above the

superconducting critical temperature Tc = 1.45 K, indicated by arrows, as one would expect for the

superconducting gap ∆(T ). The shape of this spectrum is very consistent with a nodal gap structure.

The gap magnitude is of ∼ 350 µeV. Image taken from [40].
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2.3.5 Summary of the experimental constrains

Since in this thesis we aim to find agreement with all experimental observations, we summarize

here the requirements for the gap presented in the previous sections:

1. The superconducting state has to be compatible with a Knight shift reduction, and there-

fore it should have a leading spin-singlet component;

2. Muon spin relaxation and polar Kerr effect measurements reveal that the superconducting

state has to break time-reversal symmetry;

3. The evidence for time-reversal symmetry breaking implies the existence of complex com-

binations of several order parameters (examples include px + ipy, s+ id, etc), and therefore

the superconducting condensate must be comprised of two components;

4. The structure of the gap must present nodes, in agreement with STM experiments.
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Chapter 3

Model and motivation

Once the main characteristics of Sr2RuO4 have been presented, in this Chapter we proceed to

describe the model that we will use in this thesis. Moreover, we will emphasize the motivation

behind it and explain why it could reveal new information on the superconducting state, always

remembering that we are seeking agreement with all experimental observations.

Since the layered structure of Sr2RuO4 prevents a strong overlap of the orbitals along the

c−axis (see Figure 2.1), to a first approximation the electronic structure can be considered two-

dimensional [42]. Therefore, we can consider a two-dimensional lattice mode, where each site

corresponds to a ruthenium atom and includes the interactions with the neighboring oxygen

atoms in the octahedral environment.

The aim of this project is to construct a three-orbital model adequate for Sr2RuO4 and to

solve for the superconducting order parameter at all temperatures, implementing realistic inter-

actions based on a spin-fluctuation mechanism. To achieve this purpose, we need to consider

a Hamiltonian for a multi-orbital system and perform a mean-field decoupling in the Cooper

channel. Thus, this allows us to construct the Bogoliubov-de Gennes Hamiltonian (BdG) and

solve self-consistently for the superconducting gap by introducing the Bogoliubov transforma-

tions. Nonetheless, it is important to remember that in this material the spin-orbit coupling

has a very important effect. As a consequence, we will need to solve the full BdG Hamiltonian,

including three orbitals and the spin configurations. In our approach of the problem, we are

interested in solving for the order parameter in both momentum and real space. The former one

allows us to study the homogeneous case, whereas the latter is needed to study how impurities

affect the system.

In the first part of the thesis, a phenomenological study of superconductivity is done for

Sr2RuO4, considering that it is originated from an on-site attraction. In this case, both solutions

in momentum and real space are presented for an effective three-band model. In the second part,

superconductivity is considered as spin-fluctuation driven, and a thorough study is performed

in momentum space, aiming to classify the symmetry of the superconducting order parameter
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and study important physical quantities such as the specific heat.

The motivation behind this research is based on the previous works in Refs. [9, 43]. In these

studies, a realistic model for Sr2RuO4 is considered in order to solve the linearized gap equation

at the transition temperature and determine the leading symmetry for the order parameter.

Nevertheless, the main drawback is that no information can be provided below the critical tem-

perature. Consequently, the self-consistent formulation becomes essential to investigate what

occurs at a lower temperature, being able to reveal if there is a coexistence of different super-

conducting phases and to study the possibility of different phase transitions by calculating the

specific heat.

Therefore, we will consider the same model as in Ref. [9], where Sr2RuO4 has been studied

by taking the Hamiltonian

H =H0 +HSOC +Hint. (3.1)

In the equation above, the first term corresponds to the bare Hamiltonian,

H0 =
⎛
⎜⎜
⎝

ξxz(k) g(k) 0

g(k) ξyz(k) 0

0 0 ξxy(k)

⎞
⎟⎟
⎠
⊗ 1σ, (3.2)

considering the basis {xz ↑, xz ↓, yz ↑, yz ↓, xy ↑, xy ↓}. The dispersions for the three orbitals are

given by ξxz(k) = −2t1 coskx − 2t2 cosky − µ, ξyz(k) = −2t2 coskx − 2t1 cosky − µ and ξxy(k) =
−2t3(coskx+cosky)−4t4 coskx cosky −2t5(cos 2kx+cos 2ky)−µ. As in Ref. [44], we parametrize

the band by {t1, t2, t3, t4, t5} = {88,9,80,40,5} meV, and the chemical potential is given by

µ = 109 meV. The hybridization between xz and yz orbitals is taken as g(k) = −4t′ sinkx sinky,

parametrized by t′ = 4.4 meV [45].

The second term in equation (3.1) includes the effect of spin-orbit coupling, and is given by

HSOC = λSOC L ⋅ S, (3.3)

considering λSOC = 35 meV [46]. In the previous basis it can be written as

HSOC = λSOC

2

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

0 0 −i 0 0 i

0 0 0 i i 0

i 0 0 0 0 −1

0 −i 0 0 1 0

0 −i 0 1 0 0

−i 0 −1 0 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

, (3.4)

obtained by rewriting the product L⋅S in terms of the lowering and raising spin operators. In this

way, since the three t2g orbitals dxz, dyz, dxy can be expressed in terms of the spherical harmonics,

we can calculate how the angular momentum operators act on them. By adding this term to the

previous Hamiltonian we obtain the total non-interacting Hamiltonian, Hnon-int =H0 +HSOC.
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Finally, the third term in equation (3.1) accounts for the interactions, which are derived from

the multi-orbital Hubbard type Hamiltonian

Hint = U∑
i,µ

n̂iµ↑n̂iµ↓ +U ′ ∑
i,µ<ν,σ

n̂iµσn̂iνσ̄ + (U ′ − J) ∑
i,µ<ν,σ

n̂iµσn̂iνσ

+ J ∑
i,µ<ν,σ

ĉ†iµσ ĉ
†
iνσ̄ ĉiµσ̄ ĉiνσ + J

′ ∑
i,µ<ν,σ

ĉ†iµσ ĉ
†
iµσ̄ ĉiνσ̄ ĉiνσ, (3.5)

where i is the site index, µ, ν are orbital indices, σ = −σ̄ correspond to the electronic spins,

and we denote n̂iµσ = ĉ†iµσ ĉiµσ. Assuming rotational symmetry, the relations U ′ = U − 2J

and J = J ′ hold. In the previous Hamiltonian, the first term corresponds to an intraorbital

Coulomb interaction between electrons with opposite spin, while the second one corresponds to

an interorbital interaction between electrons, also with opposite spin. The third term represents

the interorbital interaction of electrons with the same spin. The fourth contribution corresponds

to the Hund’s coupling interaction, and finally the last part is the pair hopping energy. In the case

of Sr2RuO4, the importance of a sizeable Hund’s coupling has been estimated to be J/U ≃ 0.1

[47].

Considering only the previous bare interactions and restricting to the Cooper channel, the

Hamiltonian in momentum space reads

Hint =
1

2
∑

k,k′,{µ̃}
[U]µ̃1,µ̃2µ̃3,µ̃4

c†kµ̃1c
†
−kµ̃3c−k′µ̃2ck′µ̃4 , (3.6)

where the notation µ̃i = {µi, σi} denotes both orbital and spin indices, and the electron-electron

interactions correspond to

[U]µσ,µσµσ̄,µσ̄ = U, [U]νσ,νσµσ̄,µσ̄ = U
′, [U]µσ,νσνσ̄,µσ̄ = J, [U]µσ,νσµσ̄,νσ̄ = J

′, [U]µσ,µσνσ,νσ = U ′ − J,

[U]µσ,µσ̄µσ̄,µσ = −U, [U]νσ,µσ̄µσ̄,νσ = −U
′, [U]µσ,µσ̄νσ̄,νσ = −J, [U]µσ,νσ̄µσ̄,νσ = −J

′, [U]µσ,νσνσ,µσ = −(U ′ − J).
(3.7)

In the first approach to build a three band model for Sr2RuO4, U will be considered attractive,

in order to stabilize superconductivity. In the second part, we will account for the effective

interactions mediated by spin fluctuations,

HSF
SC = 1

2
∑

k,k′,{µ̃}
[V (k,k′)]µ̃1,µ̃2µ̃3,µ̃4

c†kµ̃1c
†
−kµ̃3c−k′µ̃2ck′µ̃4 , (3.8)

where the pairing interaction [V (k,k′)]µ̃1,µ̃2µ̃3,µ̃4
includes the contributions from the bare interac-

tions, as well as the sum of higher order diagrams to infinite order, which will be briefly discussed

in Chapter 7.
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3.1 Fermi surface

Once the relevant model has been presented, it is also instructive to plot the Fermi surface.

With this purpose, we need to diagonalize the Hamiltonian and plot the contour where the

eigenenergies are zero. In Figure 3.1a, only the Hamiltonian containing the electronic dispersions

is studied, whereas in Figure 3.1b the spin-orbit coupling Hamiltonian is also included. In the

latter case, we can distinguish three different bands corresponding to the inner β and the outer

α pockets and, in between them, the γ band, in agreement with the Fermi surface measurements

shown in Figure 2.3.

It is also interesting to calculate the dominant orbital contribution to the three bands at each

point of the Fermi surface. With this purpose, it is important to notice that the non-interacting

Hamiltonian is originally written in orbital space and, after diagonalization, the energies are

given in band space. Therefore, with a change of basis given by the coefficients unµk, we can

transform from one space to the other,

ĉnk = ∑
µ

unµkĉµk, (3.9)

where ĉnk and ĉµk correspond to band and orbital space, respectively. From the expression

above, we can see that the leading orbital contributing to a certain band for each k point is

given by the largest weight ∣unµk∣
2
. Hence, simply by comparing the coefficients we can obtain

the information of the dominant orbital xz, yz or xy. As seen in Figure 3.1, when spin-orbit

coupling is included in the model, the dominant orbital contribution is mixed in all bands

depending on the value of k.

(a) λSOC = 0 meV (b) λSOC = 35 meV

Figure 3.1: Sr2RuO4 Fermi surface without and with spin-orbit coupling, with the values given in each

caption. In both plots, the dominant orbital contribution is shown, where xy orbital is blue, xz is red,

and yz is yellow.
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3.2 Linearized gap equation

In this section, we present the results obtained in Ref. [9] using the linearized gap equation. This

will become important later, since an agreement with the self-consistent solution should be found

at the critical temperature. First of all, we will briefly introduce the linearized gap equation

approach to the problem for the case of a one-band model, while the complete derivation can

be found in Ref. [48]. The BCS gap equation is given by

∆k = ∑
k′
Vkk′

∆k′

2Ek′
tanh

Ek′

2kBT
, (3.10)

as derived in Appendix A for the one-band model. In general, the previous equation must

be solved self-consistently, but the idea behind the linearized gap equation is to consider a

solution of the gap for a temperature just below the superconducting transition temperature,

where the mean field order parameter ∆k is expected to be very small. Hence, we can take the

approximation

Ek =
√
ξ2
k + ∣∆k∣2 ≈ ∣ξk∣. (3.11)

Using this assumption, the BCS gap equation can be written as

∆k = [− 1

2(2π)2 ∫FS
dk′

∣vk′ ∣
Vkk′∆k′]

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
λ∆k

∫
ξc

−ξc
dξ

1

2∣ξ∣
tanh( ∣ξ∣

2kBT
) , (3.12)

where the Fermi velocity is given by vk = dξk
dk , ξc corresponds to the energy cutoff, and the first

integral is performed over the Fermi surface (FS). The energy integral can be solved approx-

imately in the limit where ξc < kBT . The remaining part of the linearized gap equation can

be expressed as an eigenvalue problem, denoted by λ, and solved by diagonalizing the matrix

dependent on k and k′. Therefore, the largest eigenvalue will correspond to the leading super-

conducting stability, since it gives rise to the largest superconducting transition temperature.

The linearized gap equation can be extended to a multi-orbital system, leading to the eigenvalue

problem stated in equation (6) if Ref. [9], for the particular case of Sr2RuO4.

In Figure 3.2, the phase diagram found using the linearized gap equation is shown, for

the Fermi surface plotted in the inset. Remarkably, there are three leading superconducting

instabilities depending on the spin-orbit coupling and the Hund’s coupling, corresponding to an

s−wave, a d−wave and a helical solution. The first two correspond to even-parity states, whereas

the last one is of odd parity. The distinction between the different states is given according to

how the order parameter transforms under all operations of the tetragonal point group, as we

will see in detail in the next Chapter.

As previously mentioned, this approach only obtains results for the gap close to the critical

temperature. Therefore, to overcome this problem we can use the BdG formulation, which

will allow us to investigate further under the transition temperature and see which is the most
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favourable order parameter symmetry for Sr2RuO4. Nevertheless, to classify the state through

the self-consistent formulation we have to use that Sr2RuO4 has a tetragonal symmetry, so that

a complete group theoretical classification can be done. As a consequence, the main concepts

regarding group theory will be introduced in Chapter 5.

To explain the experimental evidence for time-reversal symmetry (TRS) breaking, in Ref.

[9] it was proposed that the system is close to a phase boundary, in particular in the accidentally

degenerate state s+ id. With the BdG self-consistent calculation we can verify if this state is an

accidental degeneracy and determine if TRS is broken below the transition temperature.

In addition, states of the previous form would involve two phase transitions. First, the

system is expected to be in a certain superconducting symmetry and, at a lower temperature,

achieve the combination of two phases that breaks TRS. Contrarily, experimentally only one

peak has been observed both under no strain [38], as well as under strain [39], as shown in

Figure 2.6. By solving the homogeneous system, we can calculate the heat capacity under the

critical temperature and observe the phase transitions.

Figure 3.2: Leading superconducting instability as a function of SOC amplitude λSOC and Hund’s

coupling J for µ = 109 meV. The Fermi surface with the α, β, and γ bands is shown in the inset, with

the dominating orbital content displayed by colors: xy orbital is blue, xz is red, and yz is yellow. Image

taken from [9].
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Chapter 4

BCS theory for multi-orbital systems

4.1 Hamiltonian and mean-field treatment

In this section, we will introduce the general form of the multi-orbital Hamiltonian and the

mean-field approximation used in order to solve for the superconducting order parameter. To

begin with, we consider a general Hamiltonian of the form

H =H0 +Hint, (4.1)

where H0 corresponds to the kinetic part and Hint to the interacting term, which in our case

will give rise to superconductivity.

For the first term, we consider a multi-orbital tight-binding model,

H0 = − ∑
R,R′
∑
µ,ν
∑
σ

tµ,νR,R′ ĉ
†
Rµσ ĉR′νσ − µ0∑

R

∑
µ
∑
σ

ĉ†Rµσ ĉRµσ, (4.2)

where the operators ĉ†Rµσ (ĉRµσ) create (annihilate) an electron at site R in the orbital µ with

spin σ, and µ0 is the chemical potential. In the particular case of Sr2RuO4, the indices µ and

ν will run from 1 to 3 denoting the three orbitals dxz, dyz and dxy, respectively. Therefore,

electrons are allowed to jump on the square lattice from the site R′ in orbital ν to the site R in

orbital µ.

The second term in equation (4.1) is given by the general interacting Hamiltonian

Hint =
1

2
∑
R,R′

∑
µ1,µ2
µ3,µ4

∑
σ1,σ2
σ3,σ4

[VR,R′]µ2σ2,µ1σ1µ4σ4,µ3σ3 ĉ
†
Rµ2σ2

ĉ†R′µ4σ4 ĉR′µ3σ3 ĉRµ1σ1 . (4.3)

As previously mentioned, in the first part of the project we will consider that it is described by

a BCS term of the form

HBCS =
1

2
∑
R,R′

∑
µ1,µ2
µ3,µ4

∑
σ1,σ2
σ3,σ4

[U]µ2σ2,µ1σ1µ4σ4,µ3σ3 ĉ
†
Rµ2σ2

ĉ†R′µ4σ4 ĉR′µ3σ3 ĉRµ1σ1 , (4.4)
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where [U]µσ,µσµσ̄,µσ̄ denotes the strength of an effective attractive on-site interaction. Later on,

the driving force for the attraction will be considered to originate through a spin-fluctuation

mechanism.

Thus, using the shorthand notation µ̃i = {µi, σi} to include both orbitals and spin, we can

rewrite the whole Hamiltonian in equation (4.1) as

H = − ∑
R,R′
∑
µ,ν
∑
σ

(tµ,νR,R′ + µ0δR,R′δµν)ĉ†Rµσ ĉR′νσ +
1

2
∑
R,R′

∑
µ̃1,µ̃2
µ̃3,µ̃4

[VR,R′]µ̃2,µ̃1µ̃4,µ̃3
ĉ†Rµ̃2 ĉ

†
R′µ̃4

ĉR′µ̃3 ĉRµ̃1 .

(4.5)

After introducing the microscopic Hamiltonian, we need to impose some approximations in

order to study it using numerical methods. With this purpose, we notice that to diagonalize

the Hamiltonian it must be quadratic in the electron operators. At this point, it is important

to recall mean-field theory, which consists in the decoupling of the four-fermion operators into

a sum of all possible bilinear terms in creation and annihilation operators plus constant terms.

To do so, it is assumed that the operators deviate slightly from their expectation values,

ĉ†Rµ̃2 ĉ
†
R′µ̃4

= ⟨ĉ†Rµ̃2 ĉ
†
R′µ̃4

⟩ + {ĉ†Rµ̃2 ĉ
†
R′µ̃4

− ⟨ĉ†Rµ̃2 ĉ
†
R′µ̃4

⟩} ≈ ⟨ĉ†Rµ̃2 ĉ
†
R′µ̃4

⟩ − δcc, (4.6)

where δcc represents the fluctuations.

Hence, by using the mean-field approximation we can simplify the previous general Hamilto-

nian. Since we want to study only the superconducting effects, we choose to mean-field decouple

the Hamiltonian in the Cooper (particle-particle) channel. Had we wanted to consider the ef-

fect of magnetism, we should have also included the decoupling in the particle-hole channel.

Therefore, the mean-field interacting Hamiltonian to linear order in the fluctuations is given by

HMF
int = 1

2
∑
R,R′

∑
µ̃1,µ̃2
µ̃3,µ̃4

[VR,R′]µ̃2,µ̃1µ̃4,µ̃3
(⟨ĉ†Rµ̃2 ĉ

†
R′µ̃4

⟩ ĉR′µ̃3 ĉRµ̃1 + ĉ
†
Rµ̃2

ĉ†R′µ̃4 ⟨ĉR′µ̃3 ĉRµ̃1⟩ − const.) . (4.7)

Defining the superconducting order parameter as

[∆R,R′]µ̃iµ̃j = ∑
µ̃k,µ̃l

[VR,R′]µ̃i,µ̃kµ̃j ,µ̃l
⟨ĉR′µ̃l ĉRµ̃k⟩ , (4.8)

and omitting the constant term, we can write the mean-field Hamiltonian so that it is given by

HMF = − ∑
R,R′
∑
µ,ν
∑
σ

(tµ,νR,R′+µ0δR,R′δµν)ĉ†Rµσ ĉR′νσ+
1

2
∑
R,R′

∑
µ̃2,µ̃4

([∆R,R′]µ̃2µ̃4 ĉ
†
Rµ̃2

ĉ†R′µ̃4+h.c.), (4.9)

where h.c. denotes the hermitian conjugate.

In addition, we can also write the general Hamiltonian of equation (4.1) in momentum space,

H = ∑
k,σ
µ,ν

ξµνk ĉ†kµσ ĉkνσ +
1

2
∑

k,k′,{µ̃}
[Vk,k′]µ̃2,µ̃1µ̃4,µ̃3

ĉ†kµ̃2 ĉ
†
−kµ̃4 ĉ−k′µ̃3 ĉk′µ̃1 , (4.10)
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where the first term corresponds to the Fourier transform (ĉRµ̃i = 1√
N ∑k

eik⋅Rĉkµ̃i) of the kinetic

part, and the second term is the transformation of the interaction. In the Fourier transform, N
corresponds to the normalization factor, and in a numerical approach is given by N = Nx ×Ny,

where Nx and Ny represent the lattice size in the x and y directions, respectively.

Similar to the real space case, the mean-field decoupling for the interaction term in equation

(4.10) can be written as

HMF
int = ∑

R,R′
∑
µ̃2,µ̃4

1

N
[∆R,R′]µ̃2µ̃4 ∑

k′,k′′
e−i(k

′⋅R+k′′⋅R′)ĉ†k′µ̃2 ĉ
†
k′′µ̃4

. (4.11)

Replacing k′ → k + q
2 , k

′′ → −k + q
2 in the expression above, the total mean-field decoupled

Hamiltonian in momentum space given in equation (4.10) reads

HMF = ∑
k,σ
µ,ν

ξµνk ĉ†kµσ ĉkνσ +
1

2
∑
k,q

∑
µ̃2,µ̃4

([∆k,q]µ̃2µ̃4 ĉ
†
k+ q

2
µ̃2
ĉ†−k+ q

2
µ̃4
+ h.c.) , (4.12)

with the order parameter given by

[∆k,q]µ̃iµ̃j =
1

N ∑
R,R′

[∆R,R′]µ̃iµ̃je
−i(R−R′)⋅ke

−i(R+R′

2
)⋅q
. (4.13)

This expression for the order parameter is convenient since we can see that q corresponds to the

center of mass momenta of the Cooper pairs.

Considering equation (4.8), we can transform the operators to momentum space, so that we

obtain

[∆R,R′]µ̃iµ̃j = ∑
µ̃k,µ̃l

[VR,R′]µ̃i,µ̃kµ̃j ,µ̃l
∑
k′,q′

ei(R−R
′)⋅k′e

i(R+R′

2
)⋅q′ ⟨ĉ

−k′+ q′

2
µ̃l
ĉ
k′+ q′

2
µ̃k

⟩ . (4.14)

Thus, replacing this expression in equation (4.13), the superconducting order parameter is given

by

[∆k,q]µ̃iµ̃j =
1

N ∑
k′,q′

∑
µ̃k,µ̃l

[Vk−k′,q−q′]µ̃i,µ̃kµ̃j ,µ̃l
⟨ĉ

−k′+ q′

2
µ̃l
ĉ
k′+ q′

2
µ̃k

⟩ , (4.15)

where we have taken the interaction potential in the wave-vector basis as

[Vk−k′,q−q′]µ̃i,µ̃kµ̃j ,µ̃l
= ∑
R,R′

[VR,R′]µ̃i,µ̃kµ̃j ,µ̃l
e−i(R−R

′)⋅(k−k′)e
−i(R+R′

2
)⋅(q−q′)

. (4.16)

To simplify the expression for the interaction potential we can assume it to be translational

invariant, so that it fulfills [VR,R′]µ̃i,µ̃kµ̃j ,µ̃l
≡ [VR−R′]µ̃i,µ̃kµ̃j ,µ̃l

. We will consider this assumption to hold

even in the presence of impurities, where we have a disordered system. In this case, replacing in

equation (4.16) the Fourier transformation of the translational invariant interaction potential

[VR−R′]µ̃i,µ̃kµ̃j ,µ̃l
= 1

N ∑p
[Vp]µ̃i,µ̃kµ̃j ,µ̃l

eip⋅(R−R
′), (4.17)
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and performing the sums over R and R′, we obtain

[Vk−k′,q−q′]µ̃i,µ̃kµ̃j ,µ̃l
= N[Vk−k′]µ̃i,µ̃kµ̃j ,µ̃l

δq,q′ . (4.18)

Hence, the expression for the order parameter in equation (4.15) becomes

[∆k,q]µ̃iµ̃j =
1

N ∑k′
∑
µ̃k,µ̃l

[Vk−k′]µ̃i,µ̃kµ̃j ,µ̃l
⟨ĉ

−k′+ q
2
µ̃l
ĉk′+ q

2
µ̃k

⟩ . (4.19)

Since we are interested in the case of a zero total momentum of the Cooper pairs, we can set

q to zero, and therefore we consider [∆k,q=0]µ̃iµ̃j ≡ [∆k]µ̃iµ̃j . Under this assumption, the mean-field

Hamiltonian in equation (4.12) corresponds to

HMF = ∑
k,σ
µ,ν

ξµνk ĉ†kµσ ĉkνσ +
1

2
∑
k

∑
µ̃2,µ̃4

([∆k]µ̃2µ̃4 ĉ
†
kµ̃2

ĉ†−kµ̃4 + h.c.) , (4.20)

with

[∆k]µ̃iµ̃j =
1

N ∑k′
∑
µ̃k,µ̃l

[Vk−k′]µ̃i,µ̃kµ̃j ,µ̃l
⟨ĉ−k′µ̃l ĉk′µ̃k⟩ . (4.21)

Due to fermionic statistics, the following relations for the interaction potential hold:

[VR−R′]µ̃i,µ̃kµ̃j ,µ̃l
= −[VR−R′]

µ̃j ,µ̃k
µ̃i,µ̃l

= −[VR−R′]µ̃i,µ̃lµ̃j ,µ̃k
, (4.22)

[Vk−k′]µ̃i,µ̃kµ̃j ,µ̃l
= −[Vk+k′]µ̃i,µ̃lµ̃j ,µ̃k

= −[V−k−k′]
µ̃j ,µ̃k
µ̃i,µ̃l

. (4.23)

These symmetries are obtained by using the anticommutation relations for the fermionic oper-

ators in the Hamiltonian, remembering that we are summing over all orbitals and spin. For the

superconducting order parameter, they lead to the symmetries

[∆R,R′]µ̃iµ̃j = [∆R′,R]µ̃iµ̃j = −[∆R,R′]
µ̃j
µ̃i
, (4.24)

[∆k]µ̃iµ̃j = −[∆−k]
µ̃j
µ̃i
. (4.25)

Therefore, it will be odd under quantum number exchange. As we will see in later sections,

these will turn out to be very important when classifying the symmetries of the gap.

4.2 Self-consistent calculations

In this section, we will start from the previous general Hamiltonian and derive a self-consistent

approach to solve for the superconducting order parameter. To do so, we realize that the mean-

field decoupled Hamiltonian in equation (4.20) can be written in matrix form,

HMF = 1

2
∑
k

Ψ̂†
kĤ

BdG
k Ψ̂k, where ĤBdG

k =
⎛
⎝
ĥk ∆̂k

∆̂†
k −ĥT−k

⎞
⎠
. (4.26)

22



Here, ĤBdG
k corresponds to the Bogoliubov-de Gennes (BdG) Hamiltonian, and the spinor is

given by Ψ̂k = ({ĉkµ̃i}, {ĉ†−kµ̃i})
T , including the different orbital and spin configurations. For

instance, for a one-band model the spinor is given by Ψ̂k = (ĉk↑, ĉk↓, ĉ−k↑, ĉ−k↓)T . In the previous

form for the BdG Hamiltonian, ĥk and ∆̂k are matrices in orbital and spin space, with the former

one including the kinetic term and the spin-orbit coupling, whereas the latter one corresponds

to the order parameter. Notice that the BdG description is redundant, since in Nambu space

we are also including the hole states, consequently doubling the dimensions of the Hamiltonian.

To diagonalize the BdG Hamiltonian, we introduce the spin-generalized Bogoliubov trans-

formations, defined by the unitary transformations

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

ĉ†kµ̃i = ∑n
(un∗kµ̃i γ̂

†
kn + v

n
kµ̃i
γ̂−kn) ,

ĉkµ̃i = ∑
n
(unkµ̃i γ̂kn + v

n∗

kµ̃i
γ̂†
−kn) ,

(4.27)

with γ̂, γ̂† being the Bogoliubov operators, and where {unkµ̃i}, {v
n
kµ̃i

} are the set of eigenvectors

that diagonalize the Hamiltonian corresponding to the particle and the hole states, respectively.

The index n sums over all eigenstates (including orbital and spin) with positive eigenenergy.

With this transformation, the diagonalized Hamiltonian is given by H = GS +∑k,nEknγ̂
†
knγ̂kn,

where the first term is the ground state energy.

Therefore, by introducing the transformation of equation (4.27), we can rewrite the order

parameter in expression (4.21) in terms of the eigenvector components as

[∆k]µ̃iµ̃j =
1

N ∑k′
∑
µ̃k,µ̃l

[Vk−k′]µ̃i,µ̃kµ̃j ,µ̃l
∑
n,n′

⟨(un−k′µ̃l γ̂−k′n + v
n∗

−k′µ̃l γ̂
†
k′n) (un

′

k′µ̃k
γ̂k′n′ + vn

′∗

k′µ̃k
γ̂†
−k′n′)⟩ .

(4.28)

Since the Bogoliubov operators are fermionic, they fulfill the relations ⟨γ̂kn′ γ̂kn⟩ = 0 and ⟨γ̂†
kn′ γ̂kn⟩ =

f(Ekn)δn,n′ . In this expression, f(Ekn) = (1 + eβEkn)−1 is the Fermi function, where β = 1/T ,

considering units with kB = 1. Thus, the previous equation reads

[∆k]µ̃iµ̃j =
1

N ∑k′
∑
µ̃k,µ̃l

[Vk−k′]µ̃i,µ̃kµ̃j ,µ̃l
∑
n

[unk′µ̃kv
n∗

−kµ̃lf(Ek′n) + u
n
−k′µ̃lv

n∗

k′µ̃k
(1 − f(E−k′n))]

= − 1

N ∑k′
∑
µ̃k,µ̃l

[Vk−k′]µ̃i,µ̃kµ̃j ,µ̃l
∑
n

unk′µ̃kv
n∗

−k′µ̃l tanh(βEk
′n

2
) , (4.29)

where in the last line we have used the symmetry of the interaction potential written in equation

(4.23). In addition, it is common to fix the electron density, which can be also calculated self-

consistently by introducing the Bogoliubov transformations, and is given by

⟨n⟩ = 1

N ∑
k,µ,σ

⟨ĉ†kµσ ĉkµσ⟩

= 1

N ∑
k,µ,σ

∑
n

[∣unkµσ ∣
2
f(Ekn) + ∣vnkµσ ∣

2 (1 − f(E−kn))] . (4.30)
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Similarly, in the real space representation, the Bogoliubov transformations correspond to

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

ĉ†Rµ̃i = ∑n
(un∗Rµ̃i γ̂

†
n + vnRµ̃i γ̂n),

ĉRµ̃i = ∑
n
(unRµ̃i γ̂n + v

n∗

Rµ̃i
γ̂†
n).

(4.31)

Replacing them in equation (4.8), the order parameter in the real space basis becomes

[∆R,R′]µ̃iµ̃j = ∑
µ̃k,µ̃l

[VR−R′]µ̃i,µ̃kµ̃j ,µ̃l
∑
n

[unRµ̃kv
n∗

R′µ̃l
f(En) + unR′µ̃lv

n∗

Rµ̃k
(1 − f(En))]

= ∑
µ̃k,µ̃l

[VR−R′]µ̃i,µ̃kµ̃j ,µ̃l
∑
n

[unRµ̃kv
n∗

R′µ̃l
f(En) − unR′µ̃kv

n∗

Rµ̃l
(1 − f(En))] , (4.32)

using the symmetry in equation (4.22) for the interaction potential in real space. In this case,

the electron density is given by

⟨n⟩ = 1

N ∑
R,µ,σ

⟨ĉ†Rµσ ĉRµσ⟩

= 1

N ∑
R,µ,σ

∑
n

[∣unRµσ ∣
2
f(En) + ∣vnRµσ ∣

2 (1 − f(En))] . (4.33)

Finally, we need to describe the inclusion of non-magnetic impurities. As previously stated,

we first want to study the homogeneous case, and therefore it is only necessary to solve for the

order parameter in momentum space. Nevertheless, since we also want to see how impurities

affect our system, we need to add the following term to the Hamiltonian:

Himp = Vimp ∑
R,µ,σ

ĉ†Rµσ ĉRµσδR,Rimp
, (4.34)

where we have assumed that the Coulomb interaction between electrons and the impurity is

screened at scales larger than the lattice spacing, so that the local potential is given by V imp
R =

VimpδR,Rimp
, with Vimp > 0. This implements an impurity as a repulsive potential in a certain

lattice site Rimp, considering for simplicity that Vimp is the same for all orbitals.

4.3 Numerical implementation

In this section, we describe the numerical implementation of the self-consistent calculations. To

achieve this purpose, we have programmed a code in Python. First of all, we deal with the

implementation of the momentum space self-consistent code. In order to obtain a numerical

solution, we introduce the discretization of the momentum space kx and ky, and we give a

number of values N to these variables in the first Brillouin zone (between 0 to 2π). Therefore,

we construct a N ×N grid that introduces the partitions in momentum. In addition, we give

an initial guess for the order parameter components, introduced as a random number between

0 and 1, with both real and imaginary parts.
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Secondly, the sum over all k values (corresponding to N2) is performed. We introduce the

definition of the kinetic terms, which will generally depend on k, so that we build the normal

state Hamiltonian. From the assigned initial guess, the BdG Hamiltonian at each k value can

be constructed and diagonalized, obtaining the eigensystem

ĤBdG
k

⎛
⎝
{unkµ̃}
{vn−kµ̃}

⎞
⎠
= Ekn

⎛
⎝
{unkµ̃}
{vn−kµ̃}

⎞
⎠
, (4.35)

where {uµ̃},{vµ̃} account for the vector components including all possible orbital/spin config-

urations. It is important to notice that in the wave-vector representation the dimension of the

BdG matrix is given by 2 × ds/o, where the 2 comes from Nambu space and ds/o refers to the

dimension of the spin/orbial space. For instance, in the case of Sr2RuO4, since we have 3 or-

bitals, ds/o = 6. With the eigenvalues and eigenvectors, we can find the order parameter and

the electron density by summing over all momentum partitions, according to equations (4.29),

(4.30).

Thirdly, we impose the convergence condition, which in our case corresponds to an agreement

of 0.001 meV. Therefore, the program checks if the previous mean field minus the newly calcu-

lated order parameter are within this precision, and the same between the calculated electron

density and the fixed electron density. It is important to notice that by tunning the chemical

potential µ0 we can fix the number of electrons in the system. Thus, since in the case of Sr2RuO4

we know that it corresponds to 4, we can adjust the chemical potential in the self-consistent

loop of the code in order to fix it. Therefore, if the numbers are not within the precision, the

solution found is imposed as the new initial guess and the chemical potential is adjusted in the

new iteration as

µ = µold +
1

2
(nwanted − ncalculated), (4.36)

in order to keep the electron density close the value that we want, with µold being the chemical

potential used in the previous iteration. The second and the third steps are repeated until

convergence is reached.

Finally, when the difference between the order parameters in the current and the previous

iterations is smaller than the precision set, as well as for the electron density, a convergent

solution is obtained.

In real space, the implementation is slightly different. In this case, to solve the problem

numerically, we set up a square grid with dimensions N ×N and choose to incorporate periodic

boundary conditions. Within this description, a generalization of the previous eigensystem
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presented in equation (4.35) is needed:

ĤBdG

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

{unµ̃(1)}
.

.

{unµ̃(N2)}
{vnµ̃(1)}

.

.

{vnµ̃(N2)}

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

= En

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

{unµ̃(1)}
.

.

{unµ̃(N2)}
{vnµ̃(1)}

.

.

{vnµ̃(N2)}

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

, (4.37)

where (1), ..., (N) refers to each lattice site. Apart from this, the self-consistent procedure is

the same, and a convergence condition is also imposed. From the previous equation, we can

immediately see that now the dimension of the BdG matrix corresponds to 2N2
× 2N2

× ds/o.

Solving these equations is numerically costly, and therefore the description in the wave-vector

basis is preferred when considering a homogeneous system. However, the real space description

becomes crucial in the impurities studies.
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Chapter 5

Systems with on-site interactions

In this chapter, we consider a system with an on-site attractive interaction, giving rise to super-

conductivity. In this case, the interaction potential in real space has the form

[VR−R′]µ̃i,µ̃kµ̃j ,µ̃l
= [U]µ̃i,µ̃kµ̃j ,µ̃l

δR,R′ . (5.1)

Therefore, the mean-field Hamiltonian in momentum space in equation (4.20) is now given

by

HMF = ∑
k,σ
µ,ν

ξµνk ĉ†kµσ ĉkνσ +
1

2
∑
k

∑
µ̃2,µ̃4

([∆]µ̃2µ̃4 ĉ
†
kµ̃2

ĉ†−kµ̃4 + h.c.) , (5.2)

where the superconducting order parameter in equation (4.29) corresponds to

[∆]µ̃iµ̃j = −
1

N ∑k′
∑
µ̃k,µ̃l

[U]µ̃i,µ̃kµ̃j ,µ̃l
∑
n

unk′µ̃kv
n∗

−k′µ̃l tanh(βEk
′n

2
) . (5.3)

Consequently, recalling equation (4.25), since now the order parameter is k−independent, due

to fermionic statistics it fulfills

[∆]µ̃iµ̃j = −[∆]µ̃jµ̃i . (5.4)

Similarly, in the real space representation, the Hamiltonian introduced in equation (4.9) can

be written as

HMF = − ∑
R,R′
∑
µ,ν
∑
σ

(tµ,νR,R′ + µ0δR,R′δµν)ĉ†Rµσ ĉR′νσ +
1

2
∑
R

∑
µ̃2,µ̃4

([∆R]µ̃2µ̃4 ĉ
†
Rµ̃2

ĉ†Rµ̃4 + h.c.), (5.5)

where in this case equation (4.32) simply becomes

[∆R]µ̃iµ̃j = − ∑
µ̃k,µ̃l

[U]µ̃i,µ̃kµ̃j ,µ̃l
∑
n

unRµ̃kv
n∗

Rµ̃l
tanh(βEn

2
) . (5.6)
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Therefore, with these expressions we are able to solve self-consistently for the order param-

eter. We will consider first a simple one-band model, and then we will generalize the previous

case to a multi-orbital toy model system of two bands. Finally, an effective model for Sr2RuO4

with on-site interactions is also studied. For all systems considered in this part of the thesis,

the self-consistent numerical approach is solved for a homogeneous system in momentum space,

and then impurities are incorporated in the real space problem.

5.1 One-band model

In the first model presented we consider a single orbital. Hence, we only have the spin dependence

in the interaction potential, which corresponds to

[U]σ,σσ̄,σ̄ = g, [U]σ̄,σσ,σ̄ = −[U]σ,σσ̄,σ̄ = −g, (5.7)

where σ̄ denotes the opposite spin as σ. Since we want it to be attractive, we will always consider

g < 0. Importantly, the previous interaction fulfills the symmetries in equation (4.23) due to

fermionic statistics.

In this simple case, the Hamiltonian provided in equation (5.2) in wave-vector space reads

HMF = ∑
k,σ
µ,ν

ξµνk ĉ†kµσ ĉkνσ +
1

2
∑
k,σ

([∆]σσ̄ ĉ
†
kσ ĉ

†
−kσ̄ + h.c.)

= ∑
k,σ
µ,ν

ξµνk ĉ†kµσ ĉkνσ +∑
k

([∆]↑↓ĉ
†
k↑ĉ

†
−k↓ + h.c.) , (5.8)

where we have used the symmetry in equation (5.4) for the order parameter. Using the form for

the spinor Ψ̂k = (ĉk↑, ĉk↓, ĉ†−k↑, ĉ
†
−k↓)

T
, we can write the Hamiltonian as

H = 1

2
Ψ̂†ĤBdG

k Ψ̂, where ĤBdG
k =

⎛
⎜⎜⎜⎜⎜
⎝

ξk 0 0 [∆]↑↓
0 ξk −[∆]↑↓ 0

0 −([∆]↑↓)
∗ −ξ−k 0

([∆]↑↓)
∗

0 0 −ξ−k

⎞
⎟⎟⎟⎟⎟
⎠

. (5.9)

For the redundant BdG Hamiltonian, due to particle-hole symmetry the eigenenergies would

correspond to (En=1,En=2,−En=2,−En=1). For the eigenvectors, we obtain ({unk↑, u
n
k↓, v

n
−k↑, v

n
−k↓})

for each eigenvalue En. Therefore, from equation (4.35) we can see that we want to solve the

eigensystem

ĤBdG
k

⎛
⎜⎜⎜⎜⎜
⎝

unk↑
unk↓
vn−k↑
vn−k↓

⎞
⎟⎟⎟⎟⎟
⎠

= Ekn

⎛
⎜⎜⎜⎜⎜
⎝

unk↑
unk↓
vn−k↑
vn−k↓

⎞
⎟⎟⎟⎟⎟
⎠

. (5.10)
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Since in this simple model we have no spin-orbit coupling, we can rewrite equation (5.9) as two

decoupled equations,

⎛
⎝

ξk [∆]↑↓
([∆]↑↓)

∗ −ξk
⎞
⎠
⎛
⎝
unk↑
vn−k↓

⎞
⎠
= Ekn

⎛
⎝
unk↑
vn−k↓

⎞
⎠
, (5.11)

⎛
⎝

ξk −[∆]↑↓
−([∆]↑↓)

∗ −ξk
⎞
⎠
⎛
⎝
unk↓
vn−k↑

⎞
⎠
= Ekn

⎛
⎝
unk↓
vn−k↑

⎞
⎠
. (5.12)

Therefore, since both equations are related by the symmetry

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

Ekn

unk↑
vn−k↓

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

Ð→

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

−Ekn
vn

∗

−k↑
un

∗

k↓

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

, (5.13)

we only need to solve the Hamiltonian in a 2×2 subspace. We choose to take the reduced spinor

Ψ̂k,red. = (ĉk↑, ĉ†−k↓)
T , with the corresponding Hamiltonian

ĤBdG
k,red. =

⎛
⎝

ξk [∆]↑↓
([∆]↑↓)

∗ −ξ−k
⎞
⎠
. (5.14)

Using the previous symmetry, in momentum space the order parameter of equation (5.3) is

given by

[∆]↑↓ = −∑
k′
∑
σ

[U]↑,σ↓,σ̄∑
n

unk′σv
n∗

−k′σ̄ tanh(βEk
′n

2
)

= −2g∑
k′
∑
n

unk′↑v
n∗

−k′↓ tanh(βEk
′n

2
) , (5.15)

whereas in real space equation (5.6) corresponds to

[∆R]↑↓ = −∑
k′
∑
σ

[U]↑,σ↓,σ̄∑
n

unRσv
n∗

Rσ̄ tanh(βEn
2

)

= −2g∑
n

unR↑v
n∗

R↓ tanh(βEn
2

) . (5.16)

Therefore, with these expressions we can solve self-consistently for the order parameter in both

spaces. With this purpose, we consider a simple dispersion of the form ξk = −2t(coskx + cosky).
In Figure 5.1 we show the relative order parameter [∆R]↑↓/[∆]↑↓ in the presence of an impurity

in the center site, V imp
R = VimpδR,0. By plotting the relative order parameter we can compare

the effects of the impurity with respect to the homogeneous case. Indeed, we can verify that the

order parameter is the same in both cases except in the vicinity of the impurity, and we can see

that at the center sites the gap is suppressed due to the effect of the defect.
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Figure 5.1: Real space superconducting order parameter ∣∆R∣ in a one-band model with a non-magnetic

impurity at the center site, normalized with respect to the homogeneous value ∣∆∣. We consider a 21×21

square lattice, with g = −2t, Vimp = t and fix the electron density to ⟨n⟩ = 0.75, with t = 1 meV.

Moreover, the impurity has an effect only in the closer lattice sites. This is a consequence

of the coherence length ξ0, which represents the physical size of the Cooper pair bound state in

the BCS theory. This length is closely related to the gap [49] by

ξ0 =
h̵vF
π∆

. (5.17)

Therefore, since in our case the values of the gap are around 1 meV, the coherence length is

very short, so that only an effect in the sites closer to the impurity is seen.

The same result for the momentum space order parameter can be derived using the reduced

spinor notation ψ̂k,red = (ĉk↑, ĉ†−k↓), as shown in Appendix A, noticing that in the system con-

sidered the condition ĤBdG
−k = ĤBdG

k is fulfilled, and for the energies E−kn = Ekn. Thus, recalling

equation (4.35), we can see that in these cases un−kµ̃ = u
n
kµ̃ and vn−kµ̃ = v

n
kµ̃.

5.2 Two-band model

As the following step towards building a system with three orbitals, we choose a simple two-

orbital model including the interaction potentials in equation (3.7). Assuming rotational sym-

metry, we can take U ′ = U − 2J and J ′ = J . Numerically, the easiest way to incorporate this

in the program is by introducing 4 × 4 matrices including the interactions for a certain order

parameter component. For instance, to calculate [∆]α↑α↓ we introduce the 4 × 4 matrix [U]α↑,µσα↓,νσ′

encoding all the interactions in orbital and spin space for this particular component.
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In our simple model, we consider no spin-orbit coupling and an intraorbital dispersion of the

form ξννk = −2tν(coskx + cosky) − µ, whereas the interorbital dispersion is fixed to ξµνk = 0.01t.

We denote the two orbitals as α,β, so that the possible values for orbital and spin are {µ̃i} =
{α ↑, α ↓, β ↑, β ↓}. Hence, the matrices for the kinetic term and the superconducting order

parameter entering in the BdG equation (4.26) would be 4 × 4. Considering the Pauli matrices,

given in Appendix B, as the basis for a 2×2 subspace, we can adopt the following notation: τ →
Nambu, κ→ orbital, and σ → spin. Thus, considering the kinetic term

ξ̂ =
⎛
⎝
ξαα ξαβ

(ξαβ)∗ ξββ
⎞
⎠
⊗ 1σ, (5.18)

the BdG Hamiltonian in equation (4.26) can be written as

ĤBdG
k = τz

⎡⎢⎢⎢⎢⎣

ξααk + ξββk
2

1κ +
ξααk − ξββk

2
κz +Re(ξαβk )κx

⎤⎥⎥⎥⎥⎦
1σ − Im(ξαβk )κy1σ + τx

∆̂ + ∆̂†

2
+ iτy

∆̂ − ∆̂†

2
,

(5.19)

where two matrices together implicitly imply a tensor product (⊗) between them. Therefore,

the total Hamiltonian would be 8 × 8 in k-space, so that for each positive eigenenergy En the

corresponding eigenvector will have the following form:

(unα↑, unα↓ , u
n
β↑, u

n
β↓, v

n
α↑, v

n
α↓ , v

n
β↑, v

n
β↓). (5.20)

Similarly, since in real space the Hamiltonian is 8N2 × 8N2, the eigenvectors will have 8N2

entries. Comparing with the previous components, the form will be the same except that now

we have the subspace corresponding to each lattice site, so that it will be

(unα↑(1), ..., unα↑(N2), unα↓(1), ..., u
n
α↓(N

2), unβ↑(1), ..., u
n
β↑(N

2), unβ↓(1), ..., u
n
β↓(N

2),

vnα↑(1), ..., vnα↑(N2), vnα↓(1), ..., v
n
α↓(N

2), vnβ↑(1), ..., v
n
β↑(N

2), vnβ↓(1), ..., v
n
β↓(N

2)).
(5.21)

For the order parameter matrix, taking into consideration equation (5.4), it is highly advan-

tageous to use the symmetry ∆̂ = −∆̂T , so that it is given by the general form

∆̂ =

⎛
⎜⎜⎜⎜⎜⎜
⎝

0 [∆]α↑α↓ [∆]α↑β↑ [∆]α↑β↓
−[∆]α↑α↓ 0 [∆]α↓β↑ [∆]α↓β↓
−[∆]α↑β↑ −[∆]α↓β↑ 0 [∆]β↑β↓
−[∆]α↑β↓ −[∆]α↓β↓ −[∆]β↑β↓ 0

⎞
⎟⎟⎟⎟⎟⎟
⎠

. (5.22)

In terms of the Pauli matrices, the expression above can be rewritten as

∆̂ =i1κ
[∆]α↑α↓ + [∆]β↑β↓

2
σy + iκz

[∆]α↑α↓ − [∆]β↑β↓
2

σy + iκy
[∆]α↑β↑ + [∆]α↓β↓

2
1σ

+ iκy
[∆]α↑β↑ − [∆]α↓β↓

2
σz + iκy

[∆]α↑β↓ + [∆]α↓β↑
2

σx + iκx
[∆]α↑β↓ − [∆]α↓β↑

2
σy.

(5.23)
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Using the common notation ∆̂ = i(ψ̂ + d̂ ⋅σ)σy for the superconducting order parameter, we can

distinguish the spin-singlet (ψ̂) and spin-triplet (d̂ ⋅σ) contributions, which correspond to

ψ̂ = 1κ
[∆]α↑α↓ + [∆]β↑β↓

2
1σ + κz

[∆]α↑α↓ − [∆]β↑β↓
2

1σ + κx
[∆]α↑β↓ − [∆]α↓β↑

2
1σ, (5.24)

d̂ ⋅σ = κy
[∆]α↑β↑ + [∆]α↓β↓

2
σy − iκy

[∆]α↑β↑ − [∆]α↓β↓
2

σx + iκy
[∆]α↑β↓ + [∆]α↓β↑

2
σz. (5.25)

Considering that in the case of on-site interactions the order parameter matrix does not depend

on k, ψ̂ and d̂ ⋅ σ are thus even under k → −k. Nevertheless, they transform differently under

the exchange of orbital indices, so that ψ̂T = ψ̂ and d̂Ti = −d̂i, for i = x, y, x.

(a) ∣[∆R]
α↑
α↓∣/∣[∆]

α↑
α↓∣ (b) ∣[∆R]

β↑
β↓∣/∣[∆]

β↑
β↓∣

(c) ∣[∆R]
α↑
α↓ + [∆R]

β↑
β↓∣/∣[∆]

α↑
α↓ + [∆]

β↑
β↓∣ (d) ∣[∆R]

α↑
α↓ − [∆R]

β↑
β↓∣/∣[∆]

α↑
α↓ − [∆]

β↑
β↓∣

Figure 5.2: Real space superconducting order parameter ∣∆R∣ in a two-band model with a non-magnetic

impurity at the center of the two orbitals, normalized with respect to the homogeneous value ∣∆∣. We

consider a 21 × 21 square lattice, with tα = t, tβ = 2t, U = −1.5t, J = U/3, Vimp = t and fix the electron

density to ⟨n⟩ = 0.75, with t = 1 meV. The particular orbital and spin components plotted are detailed in

each caption.
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In Figure 5.2, we show the results for the order parameters in real space normalized with

the k-space homogeneous value in the presence of an impurity in the center site. Figures 5.2a

and 5.2b are different since we take a distinct dispersion for each orbital, as detailed in the

caption. Similar to the one-band model, in this case also the coherence length is also very short,

as impurities only have an effect in the closer the lattice sites.

Figures 5.2c and 5.2d correspond to two of the combinations for the order parameter com-

ponents obtained in equation (5.24). Importantly, these combinations show a different pattern

due to the impurity effect, although both of them correspond to orbital-triplet and spin-singlet

character. The distinction of the singlet and triplet contributions in the order parameter will

be very convenient in the following section, since we will be able identify how each contribution

behaves under the particular point group relevant to Sr2RuO4.

5.3 Three-band model: effective model for Sr2RuO4

In the case of a three-orbital model, we can write the multi-orbital Hamiltonian in equation

(5.2) as

H = ∑
k

∑
µν
∑
σ

ĉ†kµσh
µν
k ĉkνσ +∑

k

∑
µ̃2µ̃4

(ĉ†kµ̃2[∆]µ̃2µ̃4 ĉ
†
−kµ̃4 + h.c.), (5.26)

where hµνk denotes the normal state Hamiltonian including the electronic dispersions and spin-

orbit coupling.

To implement a simple three-band model, we consider only the bare electron-electron inter-

actions explained in Chapter 3, corresponding to equation (3.7). As in the two-band model case,

the easiest way to incorporate these interactions numerically is to introduce the 6 × 6 matrices

including the interactions for each order parameter component.

Remembering that for Sr2RuO4 we need to consider the three t2g orbitals, we adopt the

following notation: µ = {xz, yz, xy} ≡ {1,2,3}. Moreover, when two matrices are together it is

again implicitly understood as a tensor product between them, τk⊗λi⊗σj ≡ τkλiσj . In this case,

since we have three orbitals, a good basis in orbital space is given by the 8 Gell-Mann matrices

together with the identity matrix, which are written in Appendix C. Since they form a basis,

we can write each element of a 3× 3 matrix as a combination of these 9 matrices, as also shown

in equation (B.4).

In the three-band model, the spinor corresponds to

Ψ̂k = (ĉ1↑(k), ĉ1↓(k), ĉ2↑(k), ĉ2↓(k), ĉ3↑(k), ĉ3↓(k),

ĉ†1↑(−k), ĉ
†
1↓(−k), ĉ

†
2↑(−k), ĉ

†
2↓(−k), ĉ

†
3↑(−k), ĉ

†
3↓(−k))

T
. (5.27)

Hence, the dimension of the BdG Hamiltonian is 12 × 12. In Nambu representation, it can be
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written as

ĤBdG
k =

⎛
⎝
ĥk ∆̂

∆̂† −ĥT
−k

⎞
⎠
= ĥk

1τ + τz
2

− ĥT
−k

1τ − τz
2

+ τx
∆̂ + ∆̂†

2
+ iτy

∆̂ − ∆̂†

2

=
ĥk − ĥT−k

2
1τ +

ĥk + ĥT−k
2

τz + i(τy∆̂Re + τx∆̂Im), (5.28)

with ∆̂ and ĥk being 6×6 matrices corresponding to the order parameter and the non-interacting

Hamiltonian in orbital and spin space. In the last line, we have used that the order parameter

matrix fulfills ∆̂T = −∆̂.

The next step is to obtain the form of both matrices. First, we focus on the normal state

Hamiltonian. Considering the two distinct contributions coming from the electronic dispersions

and spin-orbit coupling, we can write it as

ĥk =H0(k) +HSOC. (5.29)

On the one hand, we include the term for the dispersions and a small hybridization between the

xz and yz orbitals, which as previously stated is the only one allowed by symmetry. Thus, the

former term reads

H0(k) =
⎛
⎜⎜
⎝

ξ11(k) g(k) 0

g(k) ξ22(k) 0

0 0 ξ33(k)

⎞
⎟⎟
⎠
⊗ 1σ, (5.30)

remembering that for the electronic dispersions it holds that

ξ11(k) = −2t1 coskx − 2t2 cosky − µ,

ξ22(k) = −2t2 coskx − 2t1 cosky − µ,

ξ33(k) = −2t3(coskx + cosky) − 4t4 coskx cosky − 2t5(cos 2kx + cos 2ky) − µ, (5.31)

with {t1, t2, t3, t4, t5} = {88,9,80,40,5} meV, and µ = 109 meV [44]. We consider a nearest-

neighbor interorbital hybridization given by

g(k) = −4t′ sinkx sinky, (5.32)

with t′ = 4.4 meV (= 0.05t1) [45]. We notice that since the dispersions and the hybridization

term are even under k → −k, the normal state Hamiltonian fulfills ĥ−k = ĥk. With the basis

given by the Gell-Mann matrices, we can rewrite it as

H0 =
⎡⎢⎢⎢⎢⎣

ξ11(k) + ξ22(k) + ξ33(k)
3

1λ +
ξ11(k) − ξ22(k)

2
λ3

+ ξ
11(k) + ξ22(k) − 2ξ33(k)

2
√

3
λ8 + g(k)λ1

⎤⎥⎥⎥⎥⎦
⊗ 1σ. (5.33)
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On the other hand, for the spin-orbit coupling Hamiltonian, HSOC = λSOC∑iLi ⋅Si, restrict-

ing to the three t2g-orbitals and taking the same form as in [9], we obtain the form in equation

(3.4), which we rewrite here for convenience:

HSOC = λSOC

2

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

0 0 −i 0 0 i

0 0 0 i i 0

i 0 0 0 0 −1

0 −i 0 0 1 0

0 −i 0 1 0 0

−i 0 −1 0 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

, (5.34)

remembering that we are using the basis {dxz ↑, dxz ↓, dyz ↑, dyz ↓, dxy ↑, dxy ↓}. With the Gell-

Mann and Pauli matrices, the previous Hamiltonian finally reads

HSOC = λSOC

2
(λ2σz − λ5σx + λ7σy), (5.35)

which is also in agreement with Ref. [31, 50].

Secondly, recalling that we have the symmetry [∆]µσνσ′ = −[∆]νσ′µσ for the order parameter

components in terms of orbital and spin, the 6 × 6 matrix can be generally written as

∆̂ =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

0 [∆]1↑
1↓ [∆]1↑

2↑ [∆]1↑
2↓ [∆]1↑

3↑ [∆]1↑
3↓

−[∆]1↑
1↓ 0 [∆]1↓

2↑ [∆]1↓
2↓ [∆]1↓

3↑ [∆]1↓
3↓

−[∆]1↑
2↑ −[∆]1↓

2↑ 0 [∆]2↑
2↓ [∆]2↑

3↑ [∆]2↑
3↓

−[∆]1↑
2↓ −[∆]1↓

2↓ −[∆]2↑
2↓ 0 [∆]2↓

3↑ [∆]2↓
3↓

−[∆]1↑
3↑ −[∆]1↓

3↑ −[∆]2↑
3↑ −[∆]2↓

3↑ 0 [∆]3↑
3↓

−[∆]1↑
3↓ −[∆]1↓

3↓ −[∆]2↑
3↓ −[∆]2↓

3↓ −[∆]3↑
3↓ 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

, (5.36)

so that there are 15 independent components. Since the tensorial product of matrices does

not commute, we have to be very careful. Thus, recalling our basis, we can consider first the

3 × 3 matrix corresponding to orbital space, and at each component we will have a 2 × 2 matrix

corresponding to spin space.

Using that, as in the two-band model, {1σ, σx, σy, σz} form a basis for the 2× 2 matrices, we

can write all components in terms of these basis elements, as detailed in Appendix B. Therefore,

together with the representation of each element of a 3 × 3 matrix in terms of the Gell-Mann

matrices, we can rewrite the superconducting order parameter matrix, with the purpose of using

the notation

∆̂ = i(ψ̂ + d̂ ⋅σ)σy, (5.37)

allowing us to distinguish the spin-singlet and spin-triplet contributions. After rewriting the
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matrix in the previous form, we obtain the 2 contributions

ψ̂ = 1λ
1

3
([∆]1↑

1↓ + [∆]2↑
2↓ + [∆]3↑

3↓)1σ + λ3
1

2
([∆]1↑

1↓ − [∆]2↑
2↓)1σ + λ6

1

2
([∆]2↑

3↓ + [∆]2↓
3↑)1σ

+ λ1
1

2
([∆]1↑

2↓ + [∆]1↓
2↑)1σ + λ4

1

2
([∆]1↑

3↓ + [∆]1↓
3↑)1σ + λ8

1

2
√

3
([∆]1↑

1↓ + [∆]2↑
2↓ − 2[∆]3↑

3↓)1σ,

(5.38)

d̂ ⋅σ = λ2
1

2
([∆]1↑

2↑ + [∆]1↓
2↓)σy + λ2

−i
2
([∆]1↑

2↑ − [∆]1↓
2↓)σx + λ2

i

2
([∆]1↑

2↓ + [∆]1↓
2↑)

+ λ5
1

2
([∆]1↑

3↑ + [∆]1↓
3↓)σy + λ5

−i
2
([∆]1↑

3↑ − [∆]1↓
3↓)σx + λ5

i

2
([∆]1↑

3↓ + [∆]1↓
3↑)σz

+ λ7
1

2
([∆]2↑

3↑ + [∆]2↓
3↓)σy + λ7

−i
2
([∆]2↑

3↓ − [∆]2↓
3↓)σx + λ7

i

2
([∆]2↑

3↓ + [∆]2↓
3↑)σz. (5.39)

These results are summarized in Table 5.1, where we see how each term couples to band and

spin space and whether it corresponds to spin triplet or singlet.

Table 5.1: Order parameter components entering in the spin-triplet (ψ̂) and spin-singlet (d̂ ⋅σ) contri-

butions, according to equations (5.38),(5.39). It is also included how they couple to band and spin space

and the corresponding irreducible representation (IR).

∆̂ Enters in Orbital Space λ Spin space σ IR

1
3([∆]1↑

1↓ + [∆]2↑
2↓ + [∆]3↑

3↓) ψ̂ Triplet 1λ Singlet 1σ A1g (1)
1
2([∆]1↑

2↓ − [∆]1↓
2↑) ψ̂ Triplet λ1 Singlet 1σ B2g (1)

1
2([∆]1↑

1↓ − [∆]2↑
2↓) ψ̂ Triplet λ3 Singlet 1σ B1g (1)

1
2([∆]1↑

3↓ − [∆]1↓
3↑) ψ̂ Triplet λ4 Singlet 1σ Eyg (1)

1
2([∆]2↑

3↓ − [∆]2↓
3↑) ψ̂ Triplet λ6 Singlet 1σ Exg (1)

1
2
√

3
([∆]1↑

1↓ + [∆]2↑
2↓ − 2[∆]3↑

3↓) ψ̂ Triplet λ8 Singlet 1σ A1g (2)

1
2([∆]1↑

2↑ + [∆]1↓
2↓) d̂y Singlet λ2 Triplet σy Eyg (2)

i
2([∆]1↑

2↓ + [∆]1↓
2↑) d̂z Singlet λ2 Triplet σz A1g (3)

−i
2 ([∆]1↑

2↑ − [∆]1↓
2↓) d̂x Singlet λ2 Triplet σx Exg (2)

1
2([∆]1↑

3↑ + [∆]1↓
3↓) d̂y Singlet λ5 Triplet σy Reducible

i
2([∆]1↑

3↓ + [∆]1↓
3↑) d̂z Singlet λ5 Triplet σz Eyg (3)

−i
2 ([∆]1↑

3↑ − [∆]1↓
3↓) d̂x Singlet λ5 Triplet σx Reducible

1
2([∆]2↑

3↑ + [∆]2↓
3↓) d̂y Singlet λ7 Triplet σy Reducible

i
2([∆]2↑

3↓ + [∆]2↓
3↑) d̂z Singlet λ7 Triplet σz Exg (3)

−i
2 ([∆]2↑

3↓ − [∆]2↓
3↓) d̂x Singlet λ7 Triplet σx Reducible
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Therefore, in momentum space the Hamiltonian is 12 × 12, so that for each eigenenergy En

the returned eigenvector is of the form

(un1↑, un1↓, un2↑, un2↓, un3↑, un3↓, vn1↑, vn1↓, vn2↑, vn2↓, vn3↑, vn3↓)T . (5.40)

Similarly, in the real space code the Hamiltonian is 12N2 × 12N2, and therefore in each of the

previous elements we need to include the subspace corresponding to all lattice sites.

Moreover, to be able to solve the Hamiltonian in real space we need to Fourier transform

the electronic dispersions and the hybridization term in the real space lattice. As illustrated in

Figure 5.3, in real space ξ11(k) and ξ22(k) correspond to a nearest neighbor hopping, whereas

g(k) includes a next-nearest neighbor interaction, and ξ33(k) will involve up to third nearest

neighbors.

(a) ξ11(k) (b) ξ22(k)

(c) ξ33(k) (d) g(k)

Figure 5.3: Fourier transformation of the momentum space electronic dispersions and hybridization

term into the real space lattice neighbor hopping.
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5.3.1 Point group symmetry for Sr2RuO4

In this section, we will give an overview of the basic ideas within group theory, focusing on the

particular point group of Sr2RuO4. For a detailed discussion, see Ref. [51]. This will become

particularly important to study the order parameter, and will be essential in the second part of

the thesis to incorporate longer range interactions.

First of all, it is important to understand the definition of a group, which consists on a set

of elements A,B,C, .. together with a product among these elements that fulfill the following

four conditions:

1. The product of any two elements in the group is itself an element of the group;

2. The associative law holds, which means that it must satisfied (AB)C = A(BC) for all

group elements;

3. There exists an identity element E such that AE = EA = A, and therefore the product of

E with any group element leaves that element invariant;

4. For every element A in the group, there exists an inverse element A−1 such that AA−1 =
A−1A = E.

Therefore, the elements of the group will in general not commute, [A,B] ≠ 0. However, in the

particular case where all elements commute, the group is called Abelian.

In particular, a point group exhibits a point that is left invariant under the application of

all symmetry operations. Therefore, point groups have no translational symmetry, in contrast

to space groups, which include both point group symmetry operations and translations. In

particular, Sr2RuO4 has the tetragonal space group I4/mmm, where I refers to a body centered

lattice [21]. This group consists of operations in the point group D4h and intra-unit cell shifts

by half a lattice parameter in all directions.

As will become important in the next section, we need to introduce the notation used for the

point group symmetry operations. First of all, we denote E as the identity operation. Secondly,

Cn represents a rotation around the z axis by 2π
n . Differently, C ′

n denotes a rotation around x/y
axis, whereas C ′′

n around the (−)x = y axis. Thirdly, σh, σv, σd correspond to a reflection in a

horizontal, vertical, and diagonal plane, respectively. In addition, the inversion is referred as I
and takes r → −r for all spatial coordinates. Finally, Sn corresponds to an improper rotation,

which is composed of a rotation of 4π
n followed by an inversion.

It is also convenient to introduce the concept of a representation. If we consider an abstract

group, a representation is the substitution group isomorphic to the first group, considering that

two groups are isomorphic if there exists a one-to-one correspondence between their elements
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such that

A→ a (5.41)

B → b (5.42)

AB → ab, (5.43)

where the capital letters indicate the elements in one group and the lower letters the elements

in the other group. Therefore, we can represent the symmetry operations of a group through a

matrix representation such that D(AB) =D(A)D(B).
Nevertheless, it must be noted that the representations D(A) are not unique, since it could

have been equally represented by performing a similarity transformation UD(A)U−1. Addition-

ally, we can generate another representation by combining them as

⎛
⎝
D(A) O
O D′(A)

⎞
⎠
, (5.44)

where O is a matrix of zeros and D(A) and D′(A) are different (or even the same) representa-

tions.

To overcome this issue, it is convenient to consider the irreducible representations (IRs),

which cannot be expressed in terms of representations of lower dimensionality. Thus, they

cannot be further block-diagonalized and reduced. We denote the matrix representation of the

element A corresponding to the IR Γj as DΓj(A). Due to the arbitrariness of a representation,

we also introduce the trace (or character) of a matrix representation for a symmetry operation R,

χΓj(R) = TrDΓj(R), since it is invariant under a change of basis. This allows for the construction

of the character tables for the different point groups.

We also introduce the “Wonderful Orthogonality Theorem” for characters, which states that

the characters of an irreducible representation obey the orthogonality relation

∑
R

χΓj(R)χΓi(R−1) = hδΓj ,Γi , (5.45)

where h is the order of the group, referring to the number of elements in the group. This

theorem has profound consequences, implying that non-equivalent irreducible representations

are orthogonal [51].

In addition, we also need to introduce the concept of a class. In order to understand what the

class is, first another definition must be presented. We consider an element B as the conjugate

to A if they fulfill by definition B ≡ XAX−1, where X is an arbitrary element of the group.

With this in mind, we can get to the class, which is defined by all the elements that can be

obtained from a given group element by conjugation. The information about the characters

of the representations of a group is summarized in the character tables, where the IRs for a

particular point group are listed in column form (usually in the left column), and the class is

listed as rows (top row).
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Considering all the previous definitions, we can focus now on the character table for the

point group D4h, detailed in Appendix C. This particular group has the 10 classes of operations

D4h = {E,2C4,C2,2C
′
2,2C

′′
2 ,I,2S4, σh,2σv,2σd}, (5.46)

resulting in 16 group symmetry elements. Due to the theorem stating that the number of IRs is

equal to the number of classes, in this group we have 10 IRs, from which 8 are one-dimensional

IRs (A1g,B1g,A2g,B2g,A1u,B1u,A2u,B2u), and only 2 are two-dimensional (Eg,Eu). The g and

u indices denote if the IR is invariant under parity or not, respectively. The IR A1g transforms

trivially under all point group operations, whereas in the other cases some symmetries are

broken, therefore belonging to a subgroup of D4h (for more details on these classifications see

Ref. [52]).

In addition, to see how the combination of the different elements in the group are related,

we can construct a multiplication table recalling that, according to the first defining condition

of a group, the product of two elements in a group will itself be an element of the group. As it

will be necessary to know the product on the different elements in the particular point group

D4h, the multiplication table is also included in Appendix C.

Finally, since it will be important in the second part of the thesis, we also introduce the con-

cept of basis functions, which can be used to generate the matrices that represent the symmetry

elements of a particular IR or to project the different IRs of some arbitrary function. The most

important ones are stated in the character tables (see Appendix C). If we denote the IRs by Γn,

where n labels the representation, we can define a set of basis vectors given by ∣Γnj⟩, where j

labels the component of the representation (for a one-dimensional representation, j = 1, whereas

for a two-dimensional one j = 1,2). The basis vectors relate the symmetry operators P̂R with

its matrix representation DΓn(R) as

P̂R ∣Γni⟩ = ∑
j

DΓn(R)ji ∣Γnj⟩ . (5.47)

In the particular case where these basis vectors can be expressed explicitly in coordinate space,

we define them as basis functions.

5.3.2 Irreducible representations of the superconducting order parameter

After having introduced the basic group theory definitions, in this section we proceed to study

the irreducible representations of the superconducting order parameter, with the ultimate goal

of classifying the combinations obtained in Table 5.1 into the different IR of the point group

D4h.

First of all, we notice that there are different ways of expressing the group elements, so that

we are allowed to write our point group as the combination D4h = C4v ⊗ {E,I}. We can check

that this is equivalent to considering D4h = D4 ⊗ {E,I}, so that both representations lead to

the same group elements:
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1. D4 ⊗ {E,I}
D4 ⊗E = {E,2C4,C2,2C

′
2,2C

′′
2 }

D4 ⊗ I = {I,2S4, σh,2σv,2σd};

2. C4v ⊗ {E,I}
C4v ⊗E = {E,C2,2C4,2σv,2σd}
C4v ⊗ I = {I,2S4, σh,2C

′
2,2C

′′
2 }.

To define the matrix representations, we need to consider the degrees of freedom correspond-

ing to spin, orbital and Nambu space. For the latter, as detailed in Appendix D, the notation

∆̂ = i(ψ̂ + d̂ ⋅ σ)σy becomes very convenient when considering the point group analysis, since

the Nambu matrices τ are left in the trivial A1g representation. Consequently, to identify the

different irreducible representations we only need to focus on orbital and spin space. Due to

spin-orbit coupling, we need to represent each element in band and spin space. For the first

one, to describe the 3 bands we can use as generators the Gell-Mann matrices together with the

identity in 3 × 3 space. For the second one, remembering that spin forms a 2 × 2 space, we can

choose as generators the Pauli matrices with the 2 × 2 identity, {1σ,σ}.

Since we choose to decompose the point group as D4h = C4v ⊗ {E,I}, and the matrix

representation of the inversion will turn out to be trivial, corresponding to the identity matrix,

we only need to focus on the matrix representation of the elements of C4v. With this purpose,

we need to remember that the symmetry operations transform the space coordinates as

E(x, y, z) = E(x, y, z),

I(x, y, z) = (−x,−y,−z),

C2(x, y, z) = (−x,−y, z),

C4(x, y, z) = (y,−x, z),

σxz(x, y, z) = (x,−y, z),

σx=y(x, y, z) = (y, x, z),

(5.48)

where σxz is the reflection in plane in the xz axis, and σx=y is the reflection in the diagonal plane

x = y.

First, we can start with orbital space, by choosing the basis {xz, yz, xy}. Therefore, by using

the previous transformations we can calculate how the different point group operations act in

this basis, obtaining the following matrix representations:

dλ(E) = 1λ, dλ(I) = 1λ, dλ(C2) =
⎛
⎜⎜
⎝

−1 0 0

0 −1 0

0 0 1

⎞
⎟⎟
⎠
,

dλ(C4) =
⎛
⎜⎜
⎝

0 −1 0

1 0 0

0 0 −1

⎞
⎟⎟
⎠
, dλ(σxz) =

⎛
⎜⎜
⎝

1 0 0

0 −1 0

0 0 −1

⎞
⎟⎟
⎠
, dλ(σx=y) =

⎛
⎜⎜
⎝

0 1 0

1 0 0

0 0 1

⎞
⎟⎟
⎠
.

(5.49)

Focusing next on spin space, we recall that the generator of rotations in this case corresponds

to

dσ(Cn) = e−iS⋅ϕ = e−iσ⋅
ϕ
2 , (5.50)
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where we have taken S = σ
2 , with h̵ ≡ 1, and ϕ denotes the angle of the rotation.

To see how inversion acts on the spin operator we need to remember how space and momen-

tum coordinates transform under this operation,

IxI† = −x, IpI† = −p. (5.51)

Thus, the angular momentum operator L = x × p will not change sign under parity. Since the

total angular momentum also does not change sign, we can see that the same must occur for

the spin operator [53]. Hence, in matrix representation this would correspond to an identity in

spin space.

The following step is to determine the representation of the reflections in spin space. In this

case, we can use that S transforms as the orbital angular momentum L = x × p. Recalling how

the coordinates transform under the reflections, since the momentum is given by pi = ∂
∂xi

, it

will transform in the same way. Using these results, we can see how L transforms under the

operations, leading to

σxz(Lx, Ly, Lz) = (−Lx, Ly,−Lz), (5.52)

σx=y(Lx, Ly, Lz) = −(Ly, Lx, Lz). (5.53)

Hence, the spin will transform in the same way under these reflections. By inspection, using

that S = σ
2 , we can find the matrix representation that corresponds to the previous operations,

corresponding to σy for the vertical plane reflection and
σy−σx√

2
for the diagonal one.

Nevertheless, another important condition enters in the previous matrix representation, since

we must remember that fermions belong to the double group. To understand this, we can recall

that when we consider a spin-1
2 system, to recover the initial state we need to apply a 4π rotation

instead of a 2π, which would return a minus sign. Thus, as reflections should act in the same

way we must add a phase ±i in from of the matrix representation.

Finally, from the previous results we can write the matrices representing each transformation

in spin space, corresponding to

dσ(E) = 1σ, dσ(I) = 1σ, dσ(C2) = −iσz,

dσ(C4) =
1σ − iσz√

2
, dσ(σv) = −iσy, dσ(σd) = −i

σy − σx√
2

. (5.54)

Once we have the matrices, we can see how the band and the spin generators transform

under each point group element g ∈D4h. With this purpose, we need to calculate

d†
λ(g)λidλ(g),

d†
σ(g)σidσ(g),

(5.55)

for each λi = {1λ,λ} and σi = {1σ,σ} in orbital and spin space, respectively. Once we know how

each element transforms under all point group operations, we can look at the character table
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for the group D4h shown in Appendix C, and we can identify the corresponding IR for each

generator. Since in our case we have seen that the inversion corresponds to the identity matrix,

we only need to focus on the even IR. These results are summarized in Tables 5.2, 5.3, for the

band and the spin generators, respectively.

Looking back at Table 5.1, we can see how each combination of the order parameter com-

ponents couples to band and spin space. Therefore, we can identify the IR in each channel by

looking at the product table for the different IR of the point group, shown in Appendix C. For

instance, we can take the combination 1
3([∆]1↑

1↓ + [∆]2↑
2↓ + [∆]3↑

3↓), which couples in band space

to 1λ and in spin space to 1σ. From Tables 5.2, 5.3, we can see that the IR will correspond

to A1g ⊗ A1g = A1g. We can take another example, the combination 1
2([∆]1↑

1↓ − [∆]2↑
2↓), which

couples in band space to λ1 and in spin space to 1σ. Hence, the IR is now B2g ⊗A1g = B2g. All

the corresponding IRs are detailed in the last column in the Table 5.1.

Table 5.2: Irreducible representations for the band generators {1λ,λ}.

Band generators E C2 2C4 2σv 2σd I IR

1λ, λ8 1 1 1 1 1 1 A1g

λ2 1 1 1 -1 -1 1 A2g

λ3 1 1 -1 1 -1 1 B1g

λ1 1 1 -1 -1 1 1 B2g

(λ6, λ4), (λ7, λ5) 2 -2 0 0 0 2 Eg

Table 5.3: Irreducible representations for the spin generators {1σ,σ}.

Spin generators E C2 2C4 2σv 2σd I IR

1σ 1 1 1 1 1 1 A1g

σz 1 1 1 -1 -1 1 A2g

(σx, σy) 2 -2 0 0 0 2 Eg
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Nevertheless, in some cases we find that the total IR corresponds to Eg⊗Eg. Thus, since the

resulting representation has a dimensionality larger than two, it would be reducible. Considering

that we aim to classify all possible solutions in terms of IRs, we notice that by taking particular

combinations of the previous reducible representations they behave then as a particular IR of

the point group D4h. In order to understand this, we consider a particular example. If we

consider the first and the last reducible representations in Table 5.1, we can take the Gell-Mann

and Pauli matrices combination λ5σy + λ7σx. Using the matrix representation in orbital and

spin basis for the different operations of our point group, we can calculate how each of these

matrices transforms under all operations by using equation (5.55). Therefore, we see that the

previous combination will transform as the A2g IR. In the same way, we can study the other

three possible combinations. All results obtained are presented in Table 5.4.

In Figure 5.4, the different superconducting order parameter irreducible representations as a

function of the temperature are shown, obtained from the homogeneous momentum space self-

consistency solution. In the on-site interactions case, we can see that the leading and subleading

IRs are A1g. Moreover, from Table 5.1 we see that although we are including spin-orbit coupling

in this effective model, the leading superconducting symmetries are of spin-singlet character, and

therefore correspond to orbital triplet. For the particular strength chosen there also appears a

B2g channel, with a corresponding spin triplet (see Table 5.4).

Table 5.4: Irreducible representations coupling to an even form factor obtained by combining the four

reducible representations in Table 5.1.

∆̂
Combined spin

and orbital
Orbital Spin IR

1
4
([∆]1↑

3↑ + [∆]1↓
3↓ − i([∆]2↑

3↑ − [∆]2↓
3↓)) λ5σy + λ7σx Singlet Triplet A2g (1)

1
4
([∆]1↑

3↑ + [∆]1↓
3↓ + i([∆]2↑

3↑ − [∆]2↓
3↓)) λ5σy − λ7σx Singlet Triplet B2g (2)

1
4
( − i([∆]1↑

3↑ − [∆]1↓
3↓) + [∆]2↑

3↑ + [∆]2↓
3↓) λ5σx + λ7σy Singlet Triplet B1g (2)

1
4
( − i([∆]1↑

3↑ − [∆]1↓
3↓) − [∆]2↑

3↑ − [∆]2↓
3↓) λ5σx − λ7σy Singlet Triplet A1g (4)
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Figure 5.4: Leading superconducting order parameter channels corresponding to the irreducible

representations indicated in Table 5.1. The parameters chosen are N = 21, {t1, t2, t3, t4, t5, t′} =
{88,9,80,40,5,0} meV, λSOC = 35 meV, a fixed µ = 109 meV, and for the interaction strengths U = −25

meV, J = U/4, J ′ = J , U ′ = U − 2J .

Similar to the one-band and the two-band models, we can plot the real space order parameter

components with an impurity in the center lattice site for a fixed temperature, as can be seen

in Figure 5.5. Only the order parameter components with the same orbital but opposite spin

are plotted, since they have the largest contributions. We notice that for the xz and yz orbitals

(Figures 5.5a and 5.5b, respectively), the effect of the impurity in the real space lattice is the

same but rotated by π/2. Differently, the xy orbital (Figure 5.5c) displays a symmetric effect

due to the impurity in the x and y direction, corresponding to the different lattice sites. In

addition, we see that for the xy orbital the order parameter is larger, since this orbital is closer

to a region with a higher density of states.

We can also plot the normalized order parameter IRs, ∣∆Γ
R∣/∣∆Γ∣, where ∣∆Γ∣ is obtained from

the homogeneous momentum space code. These results can be observed in Figure 5.6, with an

impurity in the center site. In comparison with the previous one-band and two-band models, we

see that now the impurity has an effect even in lattice sites further away from the defect for all

IRs plotted. Finally, we see that the effect of the impurity in the real space lattice is different

in all cases, even if we consider the same IRs.
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(a) ∣[∆R]
1↑
1↓∣ (b) ∣[∆R]

2↑
2↓∣

(c) ∣[∆R]
3↑
3↓∣

Figure 5.5: Real space superconducting order parameter ∣∆R∣ in a three-band model with a non-

magnetic impurity at the center of the three orbitals. We consider a 21 × 21 square lattice, with

{t1, t2, t3, t4, t5, t′} = {88,9,80,40,5,0} meV, λSOC = 35 meV, a fixed µ = 109 meV, Vimp = 1 meV,

and for the interaction strengths U = −25 meV, J = U/4, J1 = J , U1 = U − 2J . The particular orbital and

spin components plotted are detailed in each caption.
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(a) A1g(1) (b) A1g(2)

(c) A1g(3) (d) B2g(2)

Figure 5.6: Real space superconducting order parameter irreducible representations ∣∆Γ
R∣, according to

Tables 5.1, 5.4, in a three-band model with a non-magnetic impurity at the center of the three orbitals,

normalized with respect to the homogeneous value ∣∆Γ∣. We consider a 21 × 21 square lattice, with

{t1, t2, t3, t4, t5, t′} = {88,9,80,40,5,0} meV, λSOC = 35 meV, a fixed µ = 109 meV, Vimp = 1 meV, and

for the interaction strengths U = −25 meV, J = U/4, J1 = J , U1 = U − 2J . The particular IR plotted is

detailed in each caption.
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Chapter 6

Systems with off-site interactions

In this chapter, we consider a more general interaction potential including different neighbors.

Only the results for the simple one-band model in momentum space are shown, since in the

case of a more complicated system it is challenging to find a toy model that fulfills all the

symmetries for the pairing interaction due to fermionic statistics, presented in equation (4.23).

As we will see, the pairing strengths originated from a spin-fluctuation mechanism will fulfill

those symmetries by construction.

In addition, a new way of solving self-consistently for the order parameter is introduced,

based on the decomposition into the basis functions of the point group. This new formulation

of the problem will be highly advantageous in the next Chapter. Not only does it reduce the

computation time, but it also allows to characterize the symmetry of the solution according to

a point group theory analysis.

To begin with, we include only nearest neighbor interactions, which lead to the following

form for the interaction strength:

[VR−R′]µ̃i,µ̃kµ̃j ,µ̃l
= ∑
δ

[U]µ̃i,µ̃kµ̃j ,µ̃l
δR−R′,δ, with δ = ±{x̂, ŷ}, (6.1)

denoting the nearest neighbors for each lattice point. In this case, the wave-vector representation

corresponds to

[Vk−k′]µ̃i,µ̃kµ̃j ,µ̃l
= ∑
R,R′

[VR−R′]µ̃i,µ̃kµ̃j ,µ̃l
e−i(R−R

′)⋅(k−k′)

=∑
δ

[U]µ̃i,µ̃kµ̃j ,µ̃l
e−iδ⋅(k−k

′)

=2[U]µ̃i,µ̃kµ̃j ,µ̃l
[cos(kx − k′x) + cos(ky − k′y)], (6.2)

remembering that we are assuming the interaction potential to be translational invariant.

Recalling equation (4.21), since the superconducting order parameter depends on

[Vk−k′]µ̃i,µ̃kµ̃j ,µ̃l
, we should perform the sum over k′ for each value of k, which would result in

a large computation time when solving self-consistently. To avoid this, we can use the fact that
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the interaction potential can be decomposed into the dependence on k and k′. The functions

obtained correspond to the basis functions of the system point group, since they transform as

one of the IR stated in Appendix C under all group operations. Therefore, we can rewrite the

expression above as

[Vk−k′]µ̃i,µ̃kµ̃j ,µ̃l
= [U]µ̃i,µ̃kµ̃j ,µ̃l

(2 sinkx sink′x + 2 sinky sink′y

+ [coskx + cosky][cosk′x + cosk′y] + [coskx − cosky][cosk′x − cosk′y]). (6.3)

For completeness, we also consider next-to nearest neighbor interactions, although the pos-

sibility of a decomposition in terms of the basis functions holds for all neighbors. In this case,

the interaction potential is given by

[VR−R′]µ̃i,µ̃kµ̃j ,µ̃l
= ∑
δ

[U]µ̃i,µ̃kµ̃j ,µ̃l
δR−R′,δ, with δ = ±{x̂ + ŷ, x̂ − ŷ}. (6.4)

In the wave-vector representation, it corresponds to

[Vk−k′]µ̃i,µ̃kµ̃j ,µ̃l
= 2[U]µ̃i,µ̃kµ̃j ,µ̃l

cos(kx − k′x) cos(ky − k′y). (6.5)

Using the same idea as in the previous case, with trigonometric identities we can rewrite it as

[Vk−k′]µ̃i,µ̃kµ̃j ,µ̃l
=[U]µ̃i,µ̃kµ̃j ,µ̃l

([2 coskx cosky][2 cosk′x cosk′y] + [2 sinkx sinky][2 sink′x sink′y]

+ [2 coskx sinky][2 cosk′x sink′y] + [2 sinkx cosky][2 sink′x cosk′y]). (6.6)

Hence, each term has two separate contributions, one depending on k and the other on k′.

Therefore, we can write a general expression for the interaction potential by projecting as

[Vk−k′]µ̃i,µ̃kµ̃j ,µ̃l
= ∑

Γ∈IR
[Vk,Γ]µ̃i,µ̃kµ̃j ,µ̃l

gΓ
k , with [Vk′,Γ]µ̃i,µ̃kµ̃j ,µ̃l

= 1

N ∑k
(gΓ
k)

∗[Vk−k′]µ̃i,µ̃kµ̃j ,µ̃l
, (6.7)

where gΓ
k is a normalized basis function, or alternatively called form factor, of the Γ irreducible

representation of the point group, fulfilling the orthogonality relation 1
N ∑k(g

Γ
k)

∗gΓ′

k = δΓ,Γ′ [51].

To identify the IR that each basis function corresponds to, we can see how they transform under

all D4h point group operations.

Replacing in equation (4.21) for the superconducting order parameter, we obtain

[∆k]µ̃iµ̃j = ∑
Γ∈IR

gΓ
k

1

N ∑k′
∑
µ̃k,µ̃l

[Vk′,Γ]µ̃i,µ̃kµ̃j ,µ̃l
⟨ĉ−k′µ̃l ĉk′µ̃k⟩

= ∑
Γ∈IR

gΓ
k

⎡⎢⎢⎢⎢⎣
− 1

N ∑k′
∑
µ̃k,µ̃l

[Vk′,Γ]µ̃i,µ̃kµ̃j ,µ̃l
∑
n

unk′µ̃kv
n∗

−k′µ̃l tanh(βEk
′n

2
)
⎤⎥⎥⎥⎥⎦
≡ ∑

Γ∈IR
gΓ
k[∆Γ]µ̃iµ̃j ,

(6.8)

where in the last line we have introduced the Bogoliubov transformations, obtaining the same

expression derived in equation (4.29). Moreover, from the expression above we can see that we

have decoupled the wave-vector and spin/orbital degrees of freedom. This will be advantageous

in the case of Sr2RuO4 in order to identify the preferred symmetry for the order parameter, as

we will explain in the next Chapter.
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6.1 One-band model

Similar to the case of on-site interactions, in the one-band model the interaction potential takes

the simple form

[U]σ,σσ̄,σ̄ = g, [U]σ,σ̄σ̄,σ = −g. (6.9)

Differently, the order parameter would depend now on the position in k-space and, thus, it is no

longer constant. Therefore, the mean-field Hamiltonian in momentum space in equation (4.20)

corresponds to

H = ∑
k

∑
σ

c†kσξkckσ +
1

N ∑k
(c†k↑[∆k]↑↓c

†
−k↓ + h.c.) , (6.10)

where we have used the symmetry [∆k]µ̃iµ̃j = −[∆−k]
µ̃j
µ̃i

for the order parameter derived in equation

(4.25).

Considering only nearest neighbors and using the previous decomposition in terms of the

point group form factors, the superconducting order parameter is given by

[∆k]↑↓ =
1

N ∑k′
∑
σ

[Vk−k′]↑,σ↓,σ̄ ⟨c−k′σ̄ck′σ⟩

= 2

N ∑k′
∑
σ

[U]↑,σ↓,σ̄ [cos(kx − k′x) + cos(ky − k′y)] ⟨c−k′σ̄ck′σ⟩

= (coskx + cosky)[∆A1g]
↑
↓ + (coskx − cosky)[∆B1g]

↑
↓

+ i
√

2 sinkx[∆Exu]
↑
↓ + i

√
2 sinky[∆Eyu]

↑
↓,

(6.11)

where we have classified the order parameter component according to each IR,

[∆A1g]
↑
↓ =

1

N ∑k′
∑
σ

[U]↑,σ↓,σ̄(cosk′x + cosk′y) ⟨c−k′σ̄ck′σ⟩ ,

[∆B1g]
↑
↓ =

1

N ∑k′
∑
σ

[U]↑,σ↓,σ̄(cosk′x − cosk′y) ⟨c−k′σ̄ck′σ⟩ ,

[∆Exu]
↑
↓ =

1

N ∑k′
∑
σ

[U]↑,σ↓,σ̄(−i
√

2 sink′x) ⟨c−k′σ̄ck′σ⟩ ,

[∆Eyu]
↑
↓ =

1

N ∑k′
∑
σ

[U]↑,σ↓,σ̄(−i
√

2 sink′y) ⟨c−k′σ̄ck′σ⟩ .

(6.12)

As previously stated, in this notation the g and the u denote the even and the odd IR, respec-

tively, which can be identified by distinguishing how the different form factors transform under

k → −k.

We also note that we have added an imaginary unit in the form factor for the odd irreducible

representations. The origin of this comes from the fact that time reversal symmetry (TRS) must

be preserved. Remembering that in momentum space TRS changes k → −k, for an odd function

such as sin(kx) or sin(ky), this symmetry would be broken [53]. However, since the TRS operator

contains a complex conjugation, by adding the i factor we ensure that it is preserved.
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The results obtained in this case for the order parameter in momentum space can be seen

in Figure 6.1. With the purpose of studying the coexistence of two irreducible representations,

we only consider the two even basis functions, corresponding to the A1g and B1g IRs, and we

omit both Eg form factors. The expression for the electronic dispersion is the same as in the

previous one-band model with on-site interactions, corresponding to ξk = −2t(coskx + cosky).
As observed, depending on the value of the average electron density ⟨n⟩ we can obtain the two

different solutions for the order parameter, one corresponding to a non-zero contribution from

the A1g order parameter (Figure 6.1a), whereas the other is given by the B1g solution (Figure

6.1b).

Since it will be helpful to understand the coexistence of two irreducible representations, we

can further investigate the dependence of the leading IR on the average electron density, as shown

in Figure 6.2a. For a lower ⟨n⟩, the A1g IR is the dominant one and the B1g is suppressed, while

for a larger ⟨n⟩ the opposite occurs. In particular, there is a range for the average electron density

between approximately 0.35 and 0.5 where both phases coexist. Thus, it is also interesting to fix

the electron density within this region and calculate the superconducting order parameters as a

function of temperature for each irreducible representation, as plotted in Figure 6.2b by fixing

⟨n⟩ = 0.4. Noticeably, each irreducible representation has a different transition temperature. As

we will see in Chapter 8, this contrasts with the case of Sr2RuO4, where different IRs seem to

have the same critical temperature.

(a) ⟨n⟩ = 0.2 (b) ⟨n⟩ = 0.8

Figure 6.1: Superconducting order parameter in momentum space ∆(k) including nearest-neighbor

interactions. We consider N = 100, kBT = 0.001t and g = −t, with t = 1 meV. We fix a different average

electron density ⟨n⟩ in each case, as indicated in the captions.
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(a) kBT = 0.001t (b) ⟨n⟩ = 0.4
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(c)

Figure 6.2: Superconducting order parameter irreducible representations ∣∆Γ∣ as a function of a) the

average electron density ⟨n⟩ and b) temperature kBT , including nearest-neighbors interactions. We

consider in both cases N = 100, and g = −t, with t = 1 meV. In a) we take kBT = 0.001t, while in b)

⟨n⟩ = 0.4. In c) the results from the linearized gap equation are shown for the eigenvalues as a function of

the average electron density, where the largest eigenvalue λ corresponds to the leading instability. This

image was provided by Dr. Astrid T. Rømer.

Using the common notation for the superconducting state, the A1g IR corresponds to an

s′ state, whereas the B1g is the dx2−y2 . Therefore, depending on the electron density, we have

found that it is possible to stabilize both an s−wave and a d−wave superconductor. It is also

instructive to compare with the results from the linearized gap equation, shown in Figure 6.2c.

Importantly, the region of coexistence agrees with the self-consistent outcome (Figure 6.2a). In

the case of Sr2RuO4, we will also seek agreement using both approaches.

The next question that arises is the state resulting from the coexistence, which in principle

could be s + d or s + id. With this purpose, we can check for time-reversal symmetry breaking.

As it is well-known, in the usual spin basis {↑, ↓}, the time-reversal symmetry operator is given
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by Θ = iσyK, where K denotes complex conjugation [53]. Since in our case there is a non-trivial

phase between the s−wave and the d−wave channels, TRS is broken.

With these results in mind, it is extremely interesting to focus on the real space problem to

see the effect of an impurity. For an s + id superconductor, if a defect is introduced we expect

the appearance of currents in the system, as a consequence of breaking TRS. The derivation

presented in this section is based on the previous work in Ref. [54], where the current operator

was introduced using the Bogoliubov transformations.

In the one-band model with nearest-neighbors interactions, the Hamiltonian in equation (4.9)

can be written as

HMF = − ∑
R,R′
∑
σ

(tR,R′ + µ0δR,R′)ĉ†Rσ ĉR′σ +
1

2
∑
R,R′

(∆R,R′(ĉ†R↑ĉ
†
R′↓ − ĉ

†
R↓ĉ

†
R′↑) + h.c.) , (6.13)

where we have defined the order parameter to include only the singlet terms explicitly as

∆R,R′ = VR,R′ (⟨ĉR′↑ĉR↓⟩ − ⟨ĉR′↓ĉR↑⟩) , (6.14)

so that only the s−wave and d−wave superconducting states are included, omitting the odd-

parity order parameters.

In order to introduce the local current operator, we need to define first a local polarization

operator, corresponding to

P⃗R = ∑ r⃗in̂R,σ, (6.15)

where n̂R,σ = ĉ†R,σ ĉR,σ. The change of polarization over time corresponds to a charge transfer,

and therefore we can define the local current operator at site R as

⟨J⃗R⟩ = ⟨∂P⃗R
∂t

⟩ = i ⟨[HMF, P⃗R]⟩ = −it∑
σ,δ̂

δ̂ ⟨ĉ†R,σ ĉ
†
R+δ̂,σ

+ h.c.⟩ , (6.16)

where δ̂ = {±x̂,±ŷ} denotes the nearest neighbors, and we consider the same hopping t for all

first neighbors. Using the Bogoliubov transformation, we can rewrite it as

⟨J⃗R⟩ = −2t∑
n,δ̂

δ̂ Im[u∗
R+δ̂↑uR↑f(En) + v

∗
R+δ̂↓vR↓f(−En)]. (6.17)

Therefore, with this result we are able to study the currents at each site in the region of

coexistence of both phases when an impurity is included in the center site, as shown in Figure

6.3. In this case, we choose to fix the chemical potential, corresponding to an electron density

of ⟨n⟩ = 0.45. Importantly, we see the existence of a supercurrent, which breaks TRS. We also

note that C4 symmetry is broken due to the coexistence with a B1g IR. Moreover, we observe

the presence of current loops along the ±π/2 directions.
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Figure 6.3: Current structure for an s + id superconductor with an impurity in the center site. The

local currents are normalized with ∣J⃗i∣. We consider a system size 21×21, µ = −1.72, g = −t, kBT = 0.001t

and Vimp = 3t, with t = 1 meV.
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Chapter 7

Spin-fluctuation mediated pairing

In this section, we assume that superconductivity originates from a spin-fluctuation mechanism.

As previously remarked, until now superconductivity has been included by inducing an effective

attractive interaction (U, g < 0) between electrons on the same site and nearest neighbors. In

order to construct a realistic model for Sr2RuO4, we will compute the order parameter compo-

nents by introducing interaction potentials describing spin-fluctuations. Since the calculation

of the pairing interactions is complicated and could be a separate project by itself, we will just

present a brief overview of its derivation. More information on the details of the origin of the

spin-fluctuation strength can be found in the Supplementary Material of Ref. [9].

The effective electron-electron interaction in the Cooper channel is derived from the multi-

orbital Hubbard Hamiltonian, including intra- and interorbital Coulomb interactions and Hund’s

coupling terms. It is calculated by considering higher-order interactions derived diagrammati-

cally from ladder and bubble diagrams, describing transverse and longitudinal spin fluctuations,

respectively. To obtain the final form of the interaction all ladder and bubble diagrams are

summed to infinite order. Finally, the interaction is expressed in terms of the bare parame-

ters U , U ′, J , J ′ and the random phase approximation (RPA) spin susceptibilities. With this

procedure, the interaction Hamiltonian corresponds to

HSF
SC = 1

2
∑

k,k′,{µ̃}
[V (k,k′)]µ̃1,µ̃2µ̃3,µ̃4

c†kµ̃1c
†
−kµ̃3c−k′µ̃2ck′µ̃4 , (7.1)

where the pairing interaction is given by

[V (k,k′)]µ̃1,µ̃2µ̃3,µ̃4
= [U]µ̃1,µ̃2µ̃3,µ̃4

+ [U 1

1 − χ0U
χ0U]

µ̃1,µ̃2

µ̃3,µ̃4

(k + k′) − [U 1

1 − χ0U
χ0U]

µ̃1,µ̃4

µ̃3,µ̃2

(k − k′). (7.2)

In the expression above, χ0 = [χ0]µ̃1,µ̃2µ̃3,µ̃4
(q, iωn = 0) corresponds to the real part of the generalized

multi-orbital spin susceptibility in the presence of spin-orbit coupling.

In this part of the thesis, we focus on the comparison of four Hund’s couplings, J =
{0,12,24,36} meV, whereas U = 120 meV is kept fixed, so that we are allowed to move in
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Figure 7.1: Neighbors considered for each lattice point (in black) when the spin-fluctuation pairing

mechanism is included. The colors represent different form factors, since in a certain direction for further

neighbors we will obtain higher harmonics of the same functions.

a horizontal line in the phase diagram in Figure 3.2. Rotational symmetry is assumed, and

therefore we consider J ′ = J and U ′ = U − 2J . As previously stated, the band is parametrized

by {t1, t2, t3, t4, t5, t′} = {88,9,80,40,5,0} meV, a spin-orbit coupling λSOC = 35 meV, and for

the initial chemical potential µ = 109 meV, since the electron density will be kept fixed to 4.

Note that since spin-orbit coupling is much larger than the hybridization g(k), the latter can

be set to zero when spin-orbit coupling is finite. In addition, it is also remarked that spin-orbit

coupling is included both in the electronic structure and the pairing interaction.

Since it is difficult to truncate the interactions coming from perturbation theory, we start

from a real-space picture, where only up to sixth nearest neighbors are included, as illustrated in

Figure 7.1. Therefore, the interactions are Fourier transformed to real space using a numerical

code, and the corresponding pairing strengths for each J value are provided in different data

files1, which include

(x, y) µ1 µ2 µ3 µ4 σ1 σ2 σ3 σ4 V ′ V ′′, (7.3)

where for our picture x, y = {−3,−2,−1,0,1,2,3}, the orbital and spin indices are the ones

appearing in equation (7.1), and V ′ refers to the real part of the interaction potential, whereas V ′′

corresponds to the imaginary part. This pairing potential does not include the bare interaction

given by U,J,U ′, J ′ (previously presented in equation (3.7)), so we have to add it separately.

Notice that since now U,J > 0, the inclusion of this term will result in a strong on-site repulsion.

1The files with the pairing strength including higher order interactions are provided by Dr. Astrid T. Rømer.
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In order to find superconductivity through the self-consistent calculation, we are allowed to

boost the interactions provided,

V ′ Ð→ αV ′,

V ′′ Ð→ αV ′′, (7.4)

where α is the boost parameter. The effect of the boost will be discussed in the results Chapter,

as we will see that due to the multi-orbital model the boost does not change the results in a

linear way, and new phases may appear if the boost is too large.

Hence, since we are interested in solving for the order parameter in k-space, we can do a

Fourier transformation from the real space interactions,

V (q) = ∑
i,j

e−iq⋅rijV (rij), (7.5)

where i, j denote the real space coordinates. This allows us to perform a similar study in terms

of the irreducible representations as in the previous one-band model with off-site interactions.

The next step is to find an expression for the gap in momentum space. To do so, we need

to recall equation (4.21),

[∆k]µ̃iµ̃j =
1

N ∑k′
∑
µ̃k,µ̃l

[Vk,k′]µ̃i,µ̃kµ̃j ,µ̃l
⟨ĉ−k′µ̃l ĉk′µ̃k⟩ . (7.6)

We have to be very careful now since the Fourier transform is made in q, so that to transform

back to k-space we need to introduce the symmetrized pairing interaction, as defined in equation

(4) of Ref. [9]. Therefore, the gap equation becomes

[∆k]µ̃iµ̃j =
1

N ∑k′
∑
µ̃k,µ̃l

([U]µ̃i,µ̃kµ̃j ,µ̃l
+ [Vk+k′]µ̃i,µ̃kµ̃j ,µ̃l

− [Vk−k′]µ̃i,µ̃lµ̃j ,µ̃k
) ⟨ĉ−k′µ̃l ĉk′µ̃k⟩ , (7.7)

where [U]µ̃i,µ̃kµ̃j ,µ̃l
refers to the bare interaction in equation (3.7). Note that the full interaction

above by construction fulfills the symmetries in equation (4.23),

[Vk−k′]µ̃i,µ̃kµ̃j ,µ̃l
= −[Vk+k′]µ̃i,µ̃lµ̃j ,µ̃k

= −[V−k−k′]
µ̃j ,µ̃k
µ̃i,µ̃l

, (7.8)

as required due to fermionic statistics.

From the expression (7.7) for the gap, we can introduce the Fourier transform so that we

can write it as a function of the real space pairings,

[∆k]µ̃iµ̃j =
1

N ∑k′
∑
µ̃k,µ̃l

⎛
⎝
[U]µ̃i,µ̃kµ̃j ,µ̃l

+∑
i,j

[V (rij)]µ̃i,µ̃kµ̃j ,µ̃l
e−i(k+k

′)⋅rij −∑
i,j

[V (rij)]µ̃i,µ̃lµ̃j ,µ̃k
e−i(k−k

′)⋅rij⎞
⎠

× ⟨ĉ−k′µ̃l ĉk′µ̃k⟩ , (7.9)

where it is the last term [V (rij)]µ̃i,µ̃lµ̃j ,µ̃k
the one stated in the pairing real space file.
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Then, we can follow the same approach as in the previous one-band model to obtain the

equation for the superconducting order parameter, so that we separate into different IR. Even

though this may seem more complicated, it presents two important advantages. On the one

hand, we are able to characterize the IR in orbital and spin space. On the other hand, a major

computational speed increase is obtained in the numerical code, since we do not need to perform

a sum in k′ for all k, and larger system sizes can be studied.

7.1 Identification of the irreducible representations

In this three-band model including off-site interactions, it is no longer true that the order

parameter is always even under k → −k. Recalling equation (6.8) for the order parameter, we

can separate the odd and the even irreducible representations based on the form factor gΓ
k ,

[∆k]µ̃iµ̃j = ∑
Γ∈IR

gΓ
k[∆Γ]µ̃iµ̃j = ∑

Γg∈IR
g

Γg
k [∆Γg]

µ̃i
µ̃j
+ ∑

Γu∈IR
gΓu
k [∆Γu]

µ̃i
µ̃j
, (7.10)

where Γg and Γu correspond to the even and odd basis functions, respectively. Therefore, we

need to consider again the implications of the symmetry [∆k]µ̃iµ̃j = −[∆−k]
µ̃j
µ̃i

, which become more

clear when considering the inverse relation [∆Γ]µ̃iµ̃j =
1
N ∑k(g

Γ
k)

∗[∆k]µ̃iµ̃j .
We consider both cases separately, and take first the case for even form factors, which fulfill

g
Γg
−k = g

Γg
k . In this case, since the symmetry for the order parameter leads to [∆Γg]

µ̃i
µ̃j

= −[∆Γg]
µ̃j
µ̃i

,

to identify the IR in spin/orbital space the procedure is similar to the on-site superconductivity.

In the same way as in equation (5.36), we can construct the matrix

∆̂Γg =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

0 [∆Γg]
1↑
1↓ [∆Γg]

1↑
2↑ [∆Γg]

1↑
2↓ [∆Γg]

1↑
3↑ [∆Γg]

1↑
3↓

−[∆Γg]
1↑
1↓ 0 [∆Γg]

1↓
2↑ [∆Γg]

1↓
2↓ [∆Γg]

1↓
3↑ [∆Γg]

1↓
3↓

−[∆Γg]
1↑
2↑ −[∆Γg]

1↓
2↑ 0 [∆Γg]

2↑
2↓ [∆Γg]

2↑
3↑ [∆Γg]

2↑
3↓

−[∆Γg]
1↑
2↓ −[∆Γg]

1↓
2↓ −[∆Γg]

2↑
2↓ 0 [∆Γg]

2↓
3↑ [∆Γg]

2↓
3↓

−[∆Γg]
1↑
3↑ −[∆Γg]

1↓
3↑ −[∆Γg]

2↑
3↑ −[∆Γg]

2↓
3↑ 0 [∆Γg]

3↑
3↓

−[∆Γg]
1↑
3↓ −[∆Γg]

1↓
3↓ −[∆Γg]

2↑
3↓ −[∆Γg]

2↓
3↓ −[∆Γg]

3↑
3↓ 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

. (7.11)

Following the same calculations and using the convenient notation ∆̂ = i(ψ̂ + d̂ ⋅ σ)σy for the

order parameter, we obtain the results summarized in Table 7.1.

As in the case of on-site interactions, we can see that in Table 7.1 there are four reducible

representations. Hence, following the same procedure explained in section 5.3.2, it is convenient

to write them into four irreducible representations, since then we know how they behave under

the point group operations. The four resulting IRs are written in Table 7.2.
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Table 7.1: Combinations of the order parameter matrix components transforming as irreducible repre-

sentations of the point group D4h that couple with an even form factor g
Γg

−k = gΓg

k . We include how each

combination couples to orbital and spin space, and specify if they correspond to triplet or singlet.

∆̂Γg Orbital Space λ Spin space σ IR

1
3([∆Γg]

1↑
1↓ + [∆Γg]

2↑
2↓ + [∆Γg]

3↑
3↓) Triplet, Intra 1λ Singlet 1σ A1g

1
2([∆Γg]

1↑
2↓ − [∆Γg]

1↓
2↑) Triplet λ1 Singlet 1σ B2g

1
2([∆Γg]

1↑
1↓ − [∆Γg]

2↑
2↓) Triplet, Intra λ3 Singlet 1σ B1g

1
2([∆Γg]

1↑
3↓ − [∆Γg]

1↓
3↑) Triplet λ4 Singlet 1σ Eyg(i)

1
2([∆Γg]

2↑
3↓ − [∆Γg]

2↓
3↑) Triplet λ6 Singlet 1σ Exg(i)

1
2
√

3
([∆Γg]

1↑
1↓ + [∆Γg]

2↑
2↓ − 2[∆Γg]

3↑
3↓) Triplet, Intra λ8 Singlet 1σ A1g

1
2([∆Γg]

1↑
2↑ + [∆Γg]

1↓
2↓) Singlet λ2 Triplet σy Eyg(ii)

i
2([∆Γg]

1↑
2↓ + [∆Γg]

1↓
2↑) Singlet λ2 Triplet σz A1g

−i
2 ([∆Γg]

1↑
2↑ − [∆Γg]

1↓
2↓) Singlet λ2 Triplet σx Exg(ii)

1
2([∆Γg]

1↑
3↑ + [∆Γg]

1↓
3↓) Singlet λ5 Triplet σy Reducible

i
2([∆Γg]

1↑
3↓ + [∆Γg]

1↓
3↑ Singlet λ5 Triplet σz Eyg(iii)

−i
2 ([∆Γg]

1↑
3↑ − [∆Γg]

1↓
3↓) Singlet λ5 Triplet σx Reducible

1
2([∆Γg]

2↑
3↑ + [∆Γg]

2↓
3↓) Singlet λ7 Triplet σy Reducible

i
2([∆Γg]

2↑
3↓ + [∆Γg]

2↓
3↑) Singlet λ7 Triplet σz Exg(iii)

−i
2 ([∆Γg]

2↑
3↑ − [∆Γg]

2↓
3↓) Singlet λ7 Triplet σx Reducible

Table 7.2: Irreducible representations coupling to an even form factor obtained by combining the four

reducible representations in Table 7.1.

∆̂Γg

Combined spin

and orbital
Orbital Spin IR

1
4
([∆Γg]

1↑
3↑ + [∆Γg]

1↓
3↓ − i([∆Γg]

2↑
3↑ − [∆Γg]

2↓
3↓)) λ5σy + λ7σx Singlet Triplet A2g

1
4
([∆Γg]

1↑
3↑ + [∆Γg]

1↓
3↓ + i([∆Γg]

2↑
3↑ − [∆Γg]

2↓
3↓)) λ5σy − λ7σx Singlet Triplet B2g

1
4
( − i([∆Γg]

1↑
3↑ − [∆Γg]

1↓
3↓) + [∆Γg]

2↑
3↑ + [∆Γg]

2↓
3↓) λ5σx + λ7σy Singlet Triplet B1g

1
4
( − i([∆Γg]

1↑
3↑ − [∆Γg]

1↓
3↓) − [∆Γg]

2↑
3↑ − [∆Γg]

2↓
3↓) λ5σx − λ7σy Singlet Triplet A1g

59



Secondly, we consider the case of odd form factors, gΓu
−k = −g

Γu
k . The symmetry for the order

parameter leads now to [∆Γu]
µ̃i
µ̃j

= [∆Γu]
µ̃j
µ̃i

. Hence, the 6 × 6 matrix in orbital and spin space

corresponds to

∆̂Γu =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

[∆Γu]
1↑
1↑ [∆Γu]

1↑
1↓ [∆Γu]

1↑
2↑ [∆Γu]

1↑
2↓ [∆Γu]

1↑
3↑ [∆Γu]

1↑
3↓

[∆Γu]
1↑
1↓ [∆Γu]

1↓
1↓ [∆Γu]

1↓
2↑ [∆Γu]

1↓
2↓ [∆Γu]

1↓
3↑ [∆Γu]

1↓
3↓

[∆Γu]
1↑
2↑ [∆Γu]

1↓
2↑ [∆Γu]

2↑
2↑ [∆Γu]

2↑
2↓ [∆Γu]

2↑
3↑ [∆Γu]

2↑
3↓

[∆Γu]
1↑
2↓ [∆Γu]

1↓
2↓ [∆Γu]

2↑
2↓ [∆Γu]

2↓
2↓ [∆Γu]

2↓
3↑ [∆Γu]

2↓
3↓

[∆Γu]
1↑
3↑ [∆Γu]

1↓
3↑ [∆Γu]

2↑
3↑ [∆Γu]

2↓
3↑ [∆Γu]

3↑
3↓ [∆Γu]

3↑
3↓

[∆Γu]
1↑
3↓ [∆Γu]

1↓
3↓ [∆Γu]

2↑
3↓ [∆Γu]

2↓
3↓ [∆Γu]

3↑
3↓ [∆Γu]

3↓
3↓

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

. (7.12)

Using the same procedure, this matrix can be rewritten using the Pauli and Gell-Mann matrices

for spin and orbital space, respectively. The combinations found in this case can be seen in

Table 7.4. Likewise, we find four reducible representations, which again can be combined to lead

to irreducible representations, as shown in Table 7.3. It is important to remark that the results

presented in both tables are in agreement with the ones in Appendix C of Ref. [31].

Table 7.3: Irreducible representations coupling to an odd form factor obtained by combining the four

reducible representations in Table 7.4.

∆̂Γu

Combined spin

and orbital
Orbital Spin IR

−1
4
(i[∆Γu]

1↑
3↑ + i[∆Γu]

1↓
3↓ + [∆Γu]

2↑
3↑ − [∆Γu]

2↓
3↓) λ4σy + λ6σx Triplet Triplet A2g

−1
4
(i[∆Γu]

1↑
3↑ + i[∆Γu]

1↓
3↓ − [∆Γu]

2↑
3↑ + [∆Γu]

2↓
3↓) λ4σy − λ6σx Triplet Triplet B2g

−1
4
([∆Γu]

1↑
3↑ − [∆Γu]

1↓
3↓) + i[∆Γu]

2↑
3↑ + i[∆Γu]

2↓
3↓) λ4σx + λ6σy Triplet Triplet B1g

−1
4
([∆Γu]

1↑
3↑ − [∆Γu]

1↓
3↓) − i[∆Γu]

2↑
3↑ − i[∆Γu]

2↓
3↓) λ4σx − λ6σy Triplet Triplet A1g
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Table 7.4: Combinations of the order parameter matrix components transforming as irreducible repre-

sentations of the point group D4h that couple with an odd form factor gΓu

−k = −gΓu

k . We include how each

combination couples to orbital and spin space, and specify if they correspond to triplet or singlet.

∆̂Γu Orbital Space λ Spin space σ IR

i
2
([∆Γu]

1↑
2↓ − [∆Γu]

1↓
2↑) Singlet λ2 Singlet 1σ A2g

i
2
([∆Γu]

1↑
3↓ − [∆Γu]

1↓
3↑) Singlet λ5 Singlet 1σ Eyg(i)

i
2
([∆Γu]

2↑
3↓ − [∆Γu]

2↓
3↑) Singlet λ7 Singlet 1σ Exg(i)

−i
6
([∆Γu]

1↑
1↑ + [∆Γu]

1↓
1↓ + [∆Γu]

2↑
2↑

+ [∆Γu]
2↓
2↓ + [∆Γu]

3↑
3↑ + [∆Γu]

3↓
3↓)

Triplet, Intra 1λ Triplet σy Eyg(ii)

1
3
([∆Γu]

1↑
1↓ + [∆Γu]

2↑
2↓ + [∆Γu]

3↑
3↓) Triplet, Intra 1λ Triplet σz A2g

−1

6
([∆Γu]

1↑
1↑ − [∆Γu]

1↓
1↓ + [∆Γu]

2↑
2↑

− [∆Γu]
2↓
2↓ + [∆Γu]

3↑
3↑ − [∆Γu]

3↓
3↓)

Triplet, Intra 1λ Triplet σx Exg(ii)

−i
2
([∆Γu]

1↑
2↑ + [∆Γu]

1↓
2↓) Triplet λ1 Triplet σy Eyg(iii)

1
2
([∆Γu]

1↑
2↓ + [∆Γu]

1↓
2↑) Triplet λ1 Triplet σz B1g

−1
2
([∆Γu]

1↑
2↑ − [∆Γu]

1↓
2↓) Triplet λ1 Triplet σx Exg(iii)

−i
4
([∆Γu]

1↑
1↑ + [∆Γu]

1↓
1↓ − [∆Γu]

2↑
2↑ − [∆Γu]

2↓
2↓) Triplet, Intra λ3 Triplet σy Eyg(iv)

1
2
([∆Γu]

1↑
1↓ − [∆Γu]

2↑
2↓) Triplet, Intra λ3 Triplet σz B2g

−1
4
([∆Γu]

1↑
1↑ − [∆Γu]

1↓
1↓ − [∆Γu]

2↑
2↑ + [∆Γu]

2↓
2↓) Triplet, Intra λ3 Triplet σx Exg(iv)

−i
2
([∆Γu]

1↑
3↑ + [∆Γu]

1↓
3↓) Triplet λ4 Triplet σy Reducible

1
2
([∆Γu]

1↑
3↓ + [∆Γu]

1↓
3↑) Triplet λ4 Triplet σz Eyg(v)

−1
2
([∆Γu]

1↑
3↑ − [∆Γu]

1↓
3↓) Triplet λ4 Triplet σx Reducible

−i
2
([∆Γu]

2↑
3↑ + [∆Γu]

2↓
3↓) Triplet λ6 Triplet σy Reducible

1
2
([∆Γu]

2↑
3↓ + [∆Γu]

2↓
3↑) Triplet λ6 Triplet σz Exg(v)

−1
2
([∆Γu]

2↑
3↑ − [∆Γu]

2↓
3↓) Triplet λ6 Triplet σx Reducible

−i
4
√

3
([∆Γu]

1↑
1↑ + [∆Γu]

1↓
1↓ + [∆Γu]

2↑
2↑

+ [∆Γu]
2↓
2↓ − 2[∆Γu]

3↑
3↑ − 2[∆Γu]

3↓
3↓)

Triplet, Intra λ8 Triplet σy Eyg(vi)

1
2
√

3
([∆Γu]

1↑
1↓ + [∆Γu]

2↑
2↓ − 2[∆Γu]

3↑
3↓) Triplet, Intra λ8 Triplet σz A2g

−1

4
√

3
([∆Γu]

1↑
1↑ − [∆Γu]

1↓
1↓ + [∆Γu]

2↑
2↑

− [∆Γu]
2↓
2↓ − 2[∆Γu]

3↑
3↑ + 2[∆Γu]

3↓
3↓)

Triplet, Intra λ8 Triplet σx Exg(vi)
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7.2 Superconducting order parameter in terms of the basis func-

tions for the different neighbors

In this section, we present a detailed mathematical derivation to obtain the equation for the

gap when different neighbors are included. For further neighbors, the rewriting in terms of the

basis functions and the identification of the irreducible representation becomes more complex.

A summary of the main results for the basis functions of the different neighbors is included in

Tables 7.5, 7.6. In the next Chapter, the main results using this formalism will be presented.

7.2.1 Nearest neighbors

We consider first the case with only nearest neighbors interactions mediated through the spin-

fluctuation mechanism. To simplify the expression of the gap equation it is very convenient

to consider the symmetries encoded in the pairing interaction. We focus first on the nearest-

neighbors, and notice that

[V(1,0)]
µ̃i,µ̃k
µ̃j ,µ̃l

= [V(−1,0)]
µ̃i,µ̃k
µ̃j ,µ̃l

≡ [V 1N
x ]µ̃i,µ̃kµ̃j ,µ̃l

,

[V(0,1)]
µ̃i,µ̃k
µ̃j ,µ̃l

= [V(0,−1)]
µ̃i,µ̃k
µ̃j ,µ̃l

≡ [V 1N
y ]µ̃i,µ̃kµ̃j ,µ̃l

. (7.13)

Hence, in this case, equation (7.9) for the gap is given by

[∆1N
k ]µ̃iµ̃j =

1

N ∑k′
∑
µ̃k,µ̃l

{[V 1N
x ]µ̃i,µ̃kµ̃j ,µ̃l

(e−i(kx+k
′
x) + ei(kx+k

′
x)) + [V 1N

y ]µ̃i,µ̃kµ̃j ,µ̃l
(e−i(ky+k

′
y) + ei(ky+k

′
y))

− [V 1N
x ]µ̃i,µ̃lµ̃j ,µ̃k

(e−i(kx−k
′
x) + ei(kx−k

′
x)) − [V 1N

y ]µ̃i,µ̃lµ̃j ,µ̃k
(e−i(ky−k

′
y) + ei(ky−k

′
y))} ⟨ĉ−k′µ̃l ĉk′µ̃k⟩ .

(7.14)

This can be easily rewritten in terms of the cosine functions as

[∆1N
k ]µ̃iµ̃j =

1

N ∑k′
∑
µ̃k,µ̃l

{[V 1N
x ]µ̃i,µ̃kµ̃j ,µ̃l

2 cos(kx + k′x) + [V 1N
y ]µ̃i,µ̃kµ̃j ,µ̃l

2 cos(ky + k′y) (7.15)

− [V 1N
x ]µ̃i,µ̃lµ̃j ,µ̃k

2 cos(kx − k′x) − [V 1N
y ]µ̃i,µ̃lµ̃j ,µ̃k

2 cos(ky − k′y)} ⟨ĉ−k′µ̃l ĉk′µ̃k⟩ . (7.16)

Similar to the previous Chapter, we want to project the interaction into the different form

factors. With this purpose, we can expand the cosine functions, so that

[∆1N
k ]µ̃iµ̃j =

1

N ∑k′
∑
µ̃k,µ̃l

{[V 1N
x ]µ̃i,µ̃kµ̃j ,µ̃l

2(coskx cosk′x − sinkx sink′x)

+ [V 1N
y ]µ̃i,µ̃kµ̃j ,µ̃l

2(cosky cosk′y − sinky sink′y)

− [V 1N
x ]µ̃i,µ̃lµ̃j ,µ̃k

2(coskx cosk′x + sinkx sink′x)

− [V 1N
y ]µ̃i,µ̃lµ̃j ,µ̃k

2(cosky cosk′y − sinky sink′y)} ⟨ĉ−k′µ̃l ĉk′µ̃k⟩ . (7.17)
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Once we have this expression, with some algebra manipulation we can finally write it in terms

of the different form factors for the first neighbors, corresponding to

[∆1N
k ]µ̃iµ̃j =

1

N ∑k′
∑
µ̃k,µ̃l

⟨ĉ−k′µ̃l ĉk′µ̃k⟩ { − [i
√

2 sinky] [−i
√

2 ([V 1N
y ]µ̃i,µ̃kµ̃j ,µ̃l

+ [V 1N
y ]µ̃i,µ̃lµ̃j ,µ̃k

) sink′y]

− [i
√

2 sinkx] [−i
√

2 ([V 1N
x ]µ̃i,µ̃kµ̃j ,µ̃l

+ [V 1N
x ]µ̃i,µ̃lµ̃j ,µ̃k

) sink′x]

+ [coskx + cosky] [([V 1N
x ]µ̃i,µ̃kµ̃j ,µ̃l

− [V 1N
x ]µ̃i,µ̃lµ̃j ,µ̃k

) cosk′x + ([V 1N
y ]µ̃i,µ̃kµ̃j ,µ̃l

− [V 1N
y ]µ̃i,µ̃lµ̃j ,µ̃k

) cosk′y]

+ [coskx − cosky] [([V 1N
x ]µ̃i,µ̃kµ̃j ,µ̃l

− [V 1N
x ]µ̃i,µ̃lµ̃j ,µ̃k

) cosk′x − ([V 1N
y ]µ̃i,µ̃kµ̃j ,µ̃l

− [V 1N
y ]µ̃i,µ̃lµ̃j ,µ̃k

) cosk′y] }.
(7.18)

From this equation, we can identify that we have two even and two odd form factors, corre-

sponding in the first case to the irreducible representations A1g, B1g, whereas the odd basis

functions correspond to the two-dimensional odd irreducible representation of D4h. This results

are summarized in Table 7.5. Using the same notation as in equation (6.8), the matrix for the

order parameter in k−space reads

∆̂k = g
A1g ,1N
k ∆̂1N

A1g
+ gB1g ,1N

k ∆̂1N
B1g

− gExu,1Nk ∆̂1N
Exu − g

Eyu,1N
k ∆̂1N

Eyu , (7.19)

where each 6 × 6 matrix can be written using the Bogoliubov transformation:

[∆1N
A1g

]µ̃iµ̃j = −
1

N ∑k′
∑
µ̃k,µ̃l

[([V 1N
x ]µ̃i,µ̃kµ̃j ,µ̃l

− [V 1N
x ]µ̃i,µ̃lµ̃j ,µ̃k

) cosk′x + ([V 1N
y ]µ̃i,µ̃kµ̃j ,µ̃l

− [V 1N
y ]µ̃i,µ̃lµ̃j ,µ̃k

) cosk′y]

×∑
n

unk′µ̃kv
n∗

−k′µ̃l tanh(βEk
′n

2
) ,

[∆1N
B1g

]µ̃iµ̃j = −
1

N ∑k′
∑
µ̃k,µ̃l

[([V 1N
x ]µ̃i,µ̃kµ̃j ,µ̃l

− [V 1N
x ]µ̃i,µ̃lµ̃j ,µ̃k

) cosk′x − ([V 1N
y ]µ̃i,µ̃kµ̃j ,µ̃l

− [V 1N
y ]µ̃i,µ̃lµ̃j ,µ̃k

) cosk′y]

×∑
n

unk′µ̃kv
n∗

−k′µ̃l tanh(βEk
′n

2
) ,

[∆1N
Exu]

µ̃i
µ̃j

= − 1

N ∑k′
∑
µ̃k,µ̃l

[−i
√

2 ([V 1N
x ]µ̃i,µ̃kµ̃j ,µ̃l

+ [V 1N
x ]µ̃i,µ̃lµ̃j ,µ̃k

) sink′x]∑
n

unk′µ̃kv
n∗

−k′µ̃l tanh(βEk
′n

2
) ,

[∆1N
Eyu]

µ̃i
µ̃j

= − 1

N ∑k′
∑
µ̃k,µ̃l

[−i
√

2 ([V 1N
y ]µ̃i,µ̃kµ̃j ,µ̃l

+ [V 1N
y ]µ̃i,µ̃lµ̃j ,µ̃k

) sink′y]∑
n

unk′µ̃kv
n∗

−k′µ̃l tanh(βEk
′n

2
) .

(7.20)

7.2.2 Further neighbors

Following the same procedure, we can derive the equation for the gap for up to sixth neighbors,

so that 28 neighbors in total are added. The derivation in these cases is shown in Appendix

E, where we also derive the inclusion of the on-site interactions, which should contain the bare

interactions and the ones arising from the spin-fluctuation mechanism. In Tables 7.5, 7.6, we

summarize the representative basis functions found for all neighbors.
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Table 7.5: Representative basis functions for each irreducible representation indicating the neighbor

that they correspond to, including from first to third neighbors.

IR
Representative basis functions

1st neighbors 2nd neighbors 3rd neighbors

A1g coskx + cosky 2 coskx cosky cos 2kx + cos 2ky

A2g - - -

B1g coskx − cosky - cos 2kx − cos 2ky

B2g - 2 sinkx sinky -

Exu i
√

2 sinkx 2i sinkx cosky i
√

2 sin 2kx

Eyu i
√

2 sinky 2i sinky coskx i
√

2 sin 2ky

Table 7.6: Representative basis functions for each irreducible representation indicating the neighbor

that they correspond to, including from fourth to sixth neighbors.

IR
Representative basis functions

4th neighbors 5th neighbors 6th neighbors

A1g

√
2 cos 2kx cosky +

√
2 coskx cos 2ky 2 cos 2kx cos 2ky cos 3kx + cos 3ky

A2g

√
2 sin 2kx sinky −

√
2 sinkx sin 2ky - -

B1g

√
2 cos 2kx cosky −

√
2 coskx cos 2ky - cos 3kx − cos 3ky

B2g

√
2 sin 2kx sinky +

√
2 sinkx sin 2ky 2 sin 2kx sin 2ky -

Exu 2i sinkx cos 2ky, 2i sin 2kx cosky 2i sin 2kx cos 2ky i
√

2 sin 3kx

Eyu 2i sinky cos 2kx, 2i sin 2ky coskx 2i sin 2ky cos 2kx i
√

2 sin 3ky
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The final expression for the superconducting order parameter including up to sixth neighbors

and on-site interactions introduced in the program is given by

∆̂k = ∆̂On-site
A1g

+ (coskx + cosky) ∆̂1N
A1g

+ (coskx − cosky) ∆̂1N
B1g

− i
√

2 sinkx ∆̂1N
Exu − i

√
2 sinkx ∆̂1N

Eyu

+ (2 coskx cosky) ∆̂2N
A1g

+ (2 sinkx sinky) ∆̂2N
B2g

− 2i sinkx cosky ∆̂2N
Exu − 2i sinky coskx ∆̂2N

Eyu

+ (cos 2kx + cos 2ky) ∆̂3N
A1g

+ (cos 2kx − cos 2ky) ∆̂3N
B1g

− i
√

2 sin 2kx ∆̂3N
Exu − i

√
2 sin 2kx ∆̂3N

Eyu

+
√

2(cos 2kx cosky + coskx cos 2ky) ∆̂4N
A1g

+
√

2(cos 2kx cosky + coskx cos 2ky) ∆̂4N
B1g

+
√

2(sin 2kx sinky + sinkx sin 2ky) ∆̂4N
B2g

+
√

2(sin 2kx sinky − sinkx sin 2ky) ∆̂4N
A2g

− 2i sinkx cos 2ky ∆̂4N
Exu,1 − 2i sinky cos 2kx ∆̂4N

Eyu,1 − 2i sin 2kx cosky ∆̂4N
Exu,2

− 2i sin 2ky coskx ∆̂4N
Eyu,2 + (2 cos 2kx cos 2ky) ∆̂5N

A1g
+ (2 sin 2kx sin 2ky) ∆̂5N

B2g

− 2i sin 2kx cos 2ky ∆̂5N
Exu − 2i sin 2ky cos 2kx ∆̂5N

Eyu + (cos 3kx + cos 3ky) ∆̂6N
A1g

+ (cos 3kx − cos 3ky) ∆̂6N
B1g

− i
√

2 sin 3kx ∆̂6N
Exu − i

√
2 sin 3kx ∆̂6N

Eyu ,

(7.21)

where each ∆mN
Γ is a 6 × 6 matrix, and m denotes the neighbors. In Figure 8.1, an example for

the obtained first neighbors matrices ∆1N
A1g

and ∆1N
B1g

is shown.

7.3 Entropy and specific heat

To study the phase transitions that can appear between the different superconducting states, it

is convenient to calculate two very important physical quantities, the entropy and the specific

heat. The entropy per unit volume of a superconductor is given in terms of the Bogoliubov

quasiparticle spectrum by

S(T ) = −2kB
N ∑

k,n

{f(Ekn) ln[f(Ekn)] + (1 − f(Ekn)) ln[1 − f(Ekn)]}, (7.22)

where again f(Ekn) is the Fermi distribution function. From the result for the entropy at each

temperature, we can calculate the specific heat by performing a numerical derivative,

Ce(T ) = T (∂S
∂T

) . (7.23)

Since we are considering that superconductivity is originated from a spin-fluctuation mechanism,

we will obtain the electronic specific heat. Notice that since we are considering kB = 1, the

entropy and the specific heat are dimensionless in our units.

Since it will be convenient later on for comparisons, the entropy and the specific heat have

been calculated using the self-consistent code in the normal-state. The result obtained for the

specific heat is shown in Figure 7.2, where it can be seen that in the normal state it corresponds

to a straight line, as expected for a metal at low temperatures. The same behaviour is observed

in the case of the entropy.
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Figure 7.2: Specific heat as a function of temperature in the normal state with N = 51.
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Chapter 8

Results from spin-fluctuation

mediated pairing

8.1 Results for the different neighbors

In this Chapter, we show the results in the process of constructing the full picture of 28 neighbors

and on-site interactions. In the first results presented, on-site interactions are not included,

since in the case of longer range neighbors it is easier for the code to overcome the repulsive

interaction and converge. To begin with, only the inclusion of first neighbors will be considered

to understand the different channels obtained. In the next intermediate step. we will add up to

third neighbors. Finally, up to sixth neighbors with on-site interactions are included.

Since it will become important in the results shown, we need to explain how the labeling of

the different channels is presented. The first label will always correspond the the form factor

irreducible representation, including the range of the interaction. Secondly, we will detail the

orbital and spin information. The matrices coupling to an odd form factor are always suppressed

in the cases considered in this thesis. Thus, we will include the irreducible representations

according to Tables 7.1. 7.2 and the particular spin character, noticing that the orbital character

is implicit once the previous information is provided, since the total gap must be antisymmetric

under the exchange of two electrons.

8.1.1 Numerical implementation

We detail how the pairing interactions and the different neighbors have been implemented in

the code, since major modifications were needed. The self-consistent solution is obtained in the

same way as in the first part of the thesis, setting a precision for both the order parameter

components and the electron density for the code to converge, which is always set to 0.001 meV.

On the contrary, from the pairing interactions, 36 matrices 6 × 6 are generated encoding all

orbital and spin combinations.
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The order parameter matrix is initialized as containing m 6 × 6 matrices, where m is the

total number of odd and even irreducible representations included, which will depend on the

number of neighbors considered (see Tables 7.5, 7.6). For instance, when 6 neighbors and on-site

interactions are included we will have 29 matrices. Once the code has converged, to obtain the

orbital and spin information, the Tables 7.1, 7.2, 7.4 and 7.3 are generated for each matrix.

8.1.2 Inclusion of first neighbors

As a first step, we include only the interactions of the first neighbors. To understand the results

obtained from the code, it is interesting to visualize first the order parameter matrices, so that

we can see the leading orbital and spin contributions. With this objective, we can plot the 6× 6

matrices for the case of J = 12 meV, as shown in Figure 8.1. We can see the form of the matrices

coupling to coskx + cosky (A1g) and coskx − cosky (B1g), remembering that non-zero values for

the order parameter components only arise in the matrices coupling to an even form factor, and

the matrices coupling to an odd form factor are completely suppressed.

Nevertheless, when the program is run several times for the same initial values, only the

absolute values of the order parameters are preserved, due to the freedom to choose a gauge. To

make the results reproducible in terms of real and imaginary parts, we take the element with

the largest absolute value comparing the four matrices,

Absmax = max{∣[∆A1g]
µ̃i
µ̃j

∣, ∣[∆B1g]
µ̃i
µ̃j

∣, ∣[∆Exu]
µ̃i
µ̃j

∣, ∣[∆Eyu]
µ̃i
µ̃j

∣} , (8.1)

with a corresponding real part Remax and imaginary part Immax. Then, we choose the gauge as

θ = arctan( Immax

Remax
) , (8.2)

and we can multiply all mean fields by this gauge,

[∆Γ]µ̃iµ̃j = e
−iθ[∆Γ]µ̃iµ̃j . (8.3)

This choice is convenient since, as can be seen in Figure 8.1, we are able to decouple the real

and the imaginary part of both matrices.

For the B1g matrix (Figure 8.1f), we can see that the major contributions originate from the

intraorbital interaction with opposite spin, {xy ↑, xy ↓}. This contrasts with the A1g matrix,

where the bigger order parameter components appear in the interorbital components with the

same spin: {xy ↑, xz ↑}, {xy ↑, yz ↑}, {xy ↓, xz ↓}, and {xy ↓, yz ↓}.

68



(a) Re{∆̂A1g} (b) Im{∆̂A1g} (c) ∣∆̂A1g ∣

(d) Re{∆̂B1g} (e) Im{∆̂B1g} (f) ∣∆̂B1g ∣

Figure 8.1: Non-zero superconducting order parameter matrices ∆1N
1g , ∆1N

B1g coupling to the A1g and

B1g form factors, according to equation (7.21). Only nearest neighbors are included, and the parameters

chosen are N = 31, λSOC = 35 meV, kBT = 0.01 meV, J = 12 meV and a boost α = 3. The matrices

coupling to an odd form factor are completely suppressed.

At this point, the previous analysis regarding the internal structure (orbital and spin) for

a matrix coupling to an even form factor must be recalled. Figure 8.2a shows the different

irreducible representations obtained from the combinations in Tables 7.1, 7.2 in the case J = 12

meV. Importantly, we should remark that in the labeling of the figure the first IR corresponds

to the form factor, and in parenthesis it is detailed the IR in spin and orbital space and how

it couples to these spaces. The leading solutions correspond to spin singlets, since they couple

to 1σ, whereas the spin-triplet solutions, the ones coupling to the Pauli matrices {σx, σy, σz},

are subleading. Moreover, in agreement with the previous Figure 8.1, the dominant channels

originate from the order parameter components coupling to the B1g matrix.

Remarkably, all channels have the same transition temperature to the normal state. In this

way, we cannot forget that for a complete description of the order parameter we should give

an overall label including the form factors IR and the spin/orbital IR, which would result in

the product of representations. Recalling the product tables for IRs in the point group D4h,

in all channels shown the overall IR would be B1g, which could explain why a single transition

temperature is observed.

To further understand the information given after combining orbital and spin space, it is

convenient to compare with the case of zero spin-orbit coupling. The results for the different
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channels in this case can be seen in Figure 8.2b, where we introduce a small hybridization in the

band parametrization between xz and yz orbitals. As expected, in the case of zero spin-orbit

coupling there should not be coexistence between the singlet and triplet channels. Therefore,

only the singlet channels emerge as possible solutions, and the triplet channels are completely

suppressed. This behaviour is also found in the cases of J = {0,24,36} meV.

From now on, since the inclusion of all the channels can be a bit overwhelming, only the

dominant symmetry with spin singlet and spin triplet will be shown. For instance, since both

channels in Table 7.1 coupling to 1λ,1σ and λ8,1σ correspond to the A1g irreducible represen-

tation with orbital triplet and spin singlet, only the dominant one will be plotted.

(a) λSOC = 35 meV, g = 0 meV

(b) λSOC = 0 meV, g = 4.4 meV

Figure 8.2: Non-zero superconducting order parameter channels according to Tables 7.1, 7.2 as a

function of temperature for nearest-neighbors interactions. The odd-parity solutions are suppressed. We

consider N = 31, J = 12 meV in both cases, and a) a boost α = 3, λSOC = 35 meV, g = 0 meV, whereas

in b) α = 2, λSOC = 0 meV, g = 4.4 meV. The first label in the legend corresponds to the basis function

IR specifying the range of the interaction, and inside the parentheses it is included the IR in orbital and

spin space, detailing how each combination couples to orbital (λ) and spin space (σ).
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8.1.3 Inclusion of up to third neighbors

The next step has been to add second neighbors. However, their contribution is small compared

to the first neighbors, and thus they do not change the previous classification significantly.

Consequently, we proceeded to the case in which up to third neighbors are included.

Similar to the previous case, we consider first an example for the form of the matrices after

convergence, as shown in Figure 8.3. In agreement with Table 7.5, since the matrices coupling to

an odd form factor are suppressed and there are 8 even form factors, we have 8 order parameter

matrices. At first sight, it can be noted that the components belonging to the B2g matrix are

completely suppressed when solving self-consistently for the order parameter. Furthermore, the

third neighbors have the most important role, since they show the largest mean-field values,

despite the fact that the specific orbital and spin components for a certain IR are similar for all

neighbors.

Following the same procedure, we can study in detail the dominant channels when considering

the spin and orbital character of the different superconducting order parameter matrices. As we

can see in Figure 8.4, in agreement with the previous matrix forms, the dominant contributions

correspond to the third neighbors with the form factors cos 2kx + cos 2ky (A3N
1g ) and cos 2kx −

cos 2ky (B3N
1g ). In the case J = 12 meV, the contributions of both components is similar at all

(a) ∣∆̂1N
A1g

∣ (b) ∣∆̂2N
A1g

∣ (c) ∣∆̂3N
A1g

∣

(d) ∣∆̂1N
B1g

∣ (e) ∣∆̂2N
B2g

∣ (f) ∣∆̂3N
B1g

∣

Figure 8.3: Superconducting order parameter matrices coupling to the even form factors including up

to third neighbors with N = 31, λSOC = 35 meV, kBT = 0.01 meV, J = 12 meV and a boost α = 2. The

components of the matrices coupling to an odd form factor are completely suppressed.
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temperatures. This contrasts with the results for the larger J = 24 meV, where we can see a

larger difference between the leading and sub-leading irreducible representation.

In both cases, the dominant contributions arise from the spin-singlet combinations. As

previously discussed, due to the effect of a large spin-orbit coupling, the possibility of a mixed

state with both spin characters is possible. This is indeed what we observe in Figure 8.4, since a

non-zero spin triplet contribution is also present. Nevertheless, there appears to be a difference

in the mixture between both characters depending on the Hund’s coupling J . We will address

this issue again when longer range neighbors are included.

(a)

(b)

Figure 8.4: Leading superconducting order parameter channels according to Table 7.1 as a function

of temperature, including up to third neighbors. The odd-parity solutions are suppressed. We consider

N = 31 and λSOC = 35 meV in both cases. In a) we take a boost α = 2 and J = 12 meV, whereas in b)

α = 1.5 and J = 24 meV. The first label in the legend corresponds to the basis function IR specifying

the range of the interaction, and inside the parenthesis it is included the IR in orbital and spin space,

detailing the spin character. Other channels with a smaller gap are also present, but they all have the

same transition temperature.
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8.1.4 Inclusion of up to sixth neighbors with on-site interactions

Ideally, we will have included enough neighbors in the model when no remarkable differences are

seen by including further interactions. Therefore, since the spin-fluctuation mechanism seems to

lead to stronger interactions in the neighbors located in the x and y direction (see Figure 7.1), up

to sixth neighbors have been included. The contributions of the fourth, fifth and sixth neighbors

is smaller in comparison to the third ones, and hence we can consider that the picture including

28 neighbors will provide reliable results. With this purpose, also the on-site interactions must

be included, since the strong repulsion will affect the outcome. Furthermore, we are also seeking

agreement with STM experiments (Figure 2.7), introduced in Chapter 2. Consequently, since

the gap reported is of the order of a few meV, the boost applied to the spin-fluctuations and to

the bare interactions will be adjusted to stabilize mean fields of this order.

The results for the order parameter irreducible representations as a function of temperature

can be seen in Figure 8.5 for the four different values of the Hund’s coupling. Only the dominant

irreducible representations and their corresponding spin-singlet and spin-triplet contributions are

shown. Note that also in this case all the odd-parity channels are suppressed. At first sight,

it must be highlighted that the leading channels originate from the contributions of the third

neighbors, although other neighbors also have smaller contributions with the same transition

temperature. Remarkably, also the on-site order parameter matrix has non-zero values in all

cases studied, although it is not leading. Considering spin and orbital decomposition (Table

7.1), the on-site order parameter is only non-zero in the singlet channel.

Two important features become apparent when comparing the four J values plotted. Firstly,

we observe that the mixture between spin-singlet and spin-triplet character seems to be different.

In the case J = 0 meV, both solutions are extremely mixed, and at the lowest temperature

the values of the order parameter are close in energy. Nonetheless, as J is increased, the

coexistence is suppressed, until the case of J = 36 meV, where the singlet character dominates

the superconducting phase. Therefore, spin-orbit coupling seems to have a larger effect for a

smaller Hund’s coupling. Secondly, we can focus on the leading IR. Although in all cases the

dominant IR in momentum space corresponds to an A1g, for the smallest Hund’s coupling it is

very close in energy with the B1g solution. However, when J is increased the latter is reduced.

As stated in a previous section, all channels seem to have the same transition temperature.

This could be a consequence of the fact that, considering the global transformation including

both momentum and orbital/spin spaces, all channels transform as an A1g IR.

Moreover, the dependence on the system partitions has also been studied. The results for

systems 31 × 31 up to 181 × 181 in steps of 10 have been compared for the same value of J ,

temperature, spin-orbit coupling and boost. As previously mentioned, since we aim to stabilize

values for the gap of the order of a few meV in agreement with STM experiments, we require

larger N . It has been verified that from systems with N = 81 up to N = 181 no major differences

are observed in the results.
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(a) J = 0 meV, α = 1.5 (b) J = 12 meV, α = 1.7

(c) J = 24 meV, α = 1.5 (d) J = 36 meV, α = 0.75

Figure 8.5: Leading superconducting order parameter channels according to Table 7.1 as a function

of temperature, including up to sixth neighbors and on-site interaction. The odd-parity solutions are

suppressed in all cases. We consider N = 81 and λSOC = 35 meV in all plots, whereas the J value and the

boost (α) are different, as specified in each caption. The first label in the legend corresponds to the basis

function IR specifying the range of the interaction, and inside the parenthesis it is included the IR in

orbital and spin space, detailing the spin character. Other channels with a smaller gap are also present,

but they all have the same transition temperature.
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8.2 Comparison with the linearized gap equation

In this section, we want to confirm the reliability of the results obtained self-consistently by

comparing close to the critical temperature with the linearized gap equation outcomes shown

in Figure 3.2. Prior to this, it is necessary to compare the different notations used to identify

the results. Similarly to Ref. [43], we use the following notation to refer to the irreducible

representations of the D4h group:

• s′: A1g in D4h;

• gxy(x2−y2): A2g in D4h;

• dx2−y2 : B1g in D4h;

• dxy: B2g in D4h;

• helical: one-component odd-parity solutions of D4h;

• chiral: two-component Eu solution in D4h.

In addition, the linearized gap equation solutions provide information on the dominant solution

projected into the forms factor, and does not contain the information in orbital/spin space.

Therefore, we should compare only focusing on the first label of the figures, which indicates the

IR transformation in momentum space.

Apparently, there seems to be no agreement since, using the previous notation, when solving

self-consistently the BdG equation the s′ solution is the leading one for all Hund’s coupling

(Figure 8.5). Furthermore, in the larger J regimes, the helical solution dominates the diagram

in the linearized gap equation, but the odd-parity solutions are completely suppressed in the

self-consistent solution.

Several approaches have been followed to understand this result. In this way, even further

neighbors have been included in the picture, concretely up to the tenth neighbors only in the x

and y direction, since the basis functions are simple and correspond to higher harmonics of the

first neighbors. Additionally, larger system sizes have been studied, up to 200× 200, but still no

odd parity solutions were captured.

Finally, to establish a comparison of the same system, the picture from the linearized gap

equation has been truncated to include only the 28 neighbors and on-site interactions, instead

of the full picture used to derive Figure 3.2. In this case, an overall agreement is obtained

close to the critical temperature, since using both methods the leading solution is the s′ state

for all J values. In the smaller J cases, the subleading solution is the dx2−y2 , in agreement

with the results found self-consistently, where the B1g appears close in energy to the A1g IR.

Remarkably, in the larger Hund’s coupling regime the helical state appears to be the subleading

solution. Therefore, this would explain why we are not able to capture the odd-parity solutions

in the full self-consistent solution.
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8.3 Effect of spin-orbit coupling

As a natural next step, we want to emphasise and study the effect of the spin-orbit coupling,

and how it leads to the differences in the mixture of spin-singlet and spin-triplet character. With

this purpose, only the cases of J = 0 meV and J = 12 meV are considered, since, according to

Figure 8.5, for those values the mixture is larger. The results obtained can be seen in Figure

8.6.

Surprisingly, a smaller value for the spin-orbit coupling changes completely the previous

picture with λSOC = 35 meV (Figure 8.5). For both Hund’s values considered, the dominant

order parameter channels arise from the first neighbors, in particular from the matrix coupling

to the form factor coskx−cosky, corresponding to the B1g IR. Also in contrast with the previous

results, the A1g IR is subleading, corresponding to the form factor coskx+cosky, and for the case

J = 0 meV it is almost suppressed. In addition, if we define a global transformation including

both momentum and orbital/spin space, all channels would transform as an A1g IR. Finally, as

shown in Figure 8.6, the on-site matrix elements are almost negligible, also in contraposition

with the results for λSOC = 35 meV.

Nevertheless, the results obtained accomplish the initial purpose of this study, since in the

case where spin-orbit coupling is almost suppressed (λSOC = 1 meV), the channels with a spin

triplet vanish. Only in the case of a larger coupling (λSOC = 10 meV), the coexistence between

both spin characters becomes apparent, since the spin-triplet solutions have finite values.
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(a) λSOC = 1 meV, J = 12 meV, α = 1.5 (b) λSOC = 1 meV, J = 0 meV, α = 2

(c) λSOC = 10 meV, J = 12 meV, α = 1.5 (d) λSOC = 1 meV, J = 0 meV, α = 2

Figure 8.6: Leading superconducting order parameter channels according to Table 7.1 as a function

of temperature, including up to sixth neighbors and on-site interaction. The odd-parity solutions are

suppressed in all cases. We consider N = 81 in all plots, but the λSOC, the J and the boost (α) values

are different, as specified in each caption. The first label in the legend corresponds to the basis function

IR specifying the range of the interaction, and inside the parenthesis it is included the IR in orbital and

spin space, detailing the spin character. Other channels with a smaller gap are also present, but they all

have the same transition temperature.
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8.4 Nodal structure

Another interesting characterization of the superconducting state is obtained by looking at the

form of the nodal structure, so that we are able to see if the gap has accidental nodes (zeros

of the order parameter) or symmetry imposed nodes due to the form of the basis function in

momentum space. In addition, we seek agreement with the spectroscopic probes that have

shown evidence for nodes in the superconducting gap [55, 56]. In this section, we will always

consider the full model with 28 neighbors.

With this purpose, we want to include the combination for all neighbors considered in our

picture arising from the same channel, according to Table 7.1, but only including the form factors

transforming as the same IR. Thus, we are able to characterize with the same IR in momentum

space, as well as detail the orbital/spin IR. Hence, including up to sixth neighbors with an on-

site interaction, if we are interested in the A1g irreducible representation in momentum space,

we need to calculate

∆
A1g

k = Σ0N
i + (coskx + cosky)Σ1N

i + 2 coskx coskyΣ
2N
i + (cos 2kx + cos 2ky)Σ3N

i

+
√

2(cos 2kx cosky + coskx cos 2ky)Σ4N
i + 2 cos 2kx cos 2kyΣ

5N
i + (cos 3kx + cos 3ky)Σ6N

i ,

(8.4)

where ΣmN
i corresponds to one of the channels given in Table 7.1 and mN indicates the different

neighbors, with 0N denoting the on-site superconducting order parameter contribution. For

instance, if we are interested in the A1g intraorbital triplet and spin singlet (first row of the

Table), in the case of first neighbors this corresponds to Σ1N
1 = 1

3([∆
1N
A1g

]1↑
1↓+[∆1N

A1g
]2↑
2↓+[∆1N

A1g
]3↑
3↓).

If we focus now on the case of the B1g irreducible representation, the expression becomes simpler,

∆
B1g

k = (coskx − cosky)Σ1N
i + (cos 2kx − cos 2ky)Σ3N

i

+
√

2(cos 2kx cosky − coskx cos 2ky)Σ4N
i + (cos 3kx − cos 3ky)Σ6N

i . (8.5)

As stated in the previous section, from Figure 8.5 it can be seen that the leading contributions

are given by the A1g and B1g irreducible representations. Consequently, we can focus only on

the nodal structure from those 2 IRs, distinguishing the spin-singlet and spin-triplet characters.

In Figure 8.7, the convergent values after performing the self-consistent calculations are shown,

corresponding to spin singlet and, therefore, orbital triplet, remembering that all odd-parity

channels are suppressed. As observed, the structure for the A1g IR fulfills all the symmetries of

the point group D4h, whereas the B1g IR breaks some symmetries, and it has nodes along the

diagonals.
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(a) (b)

Figure 8.7: Real part of the superconducting order parameter in momentum space for a) A1g and b)

B1g irreducible representations. The color bar corresponds to the values of the gap, and the zeros indicate

the nodes. We consider N = 81, kBT = 0.01 meV, J = 12 meV, λSOC = 35 meV and a boost α = 1.7. Both

cases correspond to the leading spin-singlet and orbital-triplet channel in Table 7.1.

Since we are interested in the values of the gap at the Fermi level, where the electrons

contributing to superconductivity are located, the best way to visualize the zeros of the gap is

to project the nodal structure onto the Fermi surface. We can see the results of this projection

in Figure 8.8, where it is plotted the momentum dependence of the superconducting gap for

the leading even-parity solutions A1g and B1g, distinguishing now between spin-singlet and

spin-triplet solutions.

In agreement with Figure 8.5b, the leading solution corresponds to the basis functions trans-

forming as an A1g IR, whereas the ones transforming as a B1g are subleading. In addition, it can

also be seen that the spin-triplet character has a non-negligible contribution, although the nodal

structure shows significant differences when comparing with the singlet case. In particular, form

Figure 8.8b we can observe that for the A1g IR with spin triplet, the α and the β bands have no

nodes. This contrasts with Figure 8.8d, which corresponds to the B1g IR again with spin-triplet

character, since all bands display nodes. We can realize that the real part of the order parameter

is plotted, since we are interested in the changes of the sign of the gap. Importantly, as shown

in Figure 8.9, the absolute value of the gap displays the same nodes.

The nodal structure for other Hund’s coupling values has also been calculated, as presented

in Appendix F. Importantly, all Hund’s couplings studied have an almost identical structure

of the gap for the leading irreducible representations. Additionally, the results for the nodal

structure omitting the on-site interactions are also included (see Figure F.3).
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(a) A1g (A1g, spin singlet) (b) A1g (A1g, spin triplet)

(c) B1g (B1g, spin singlet) (d) B1g (B1g, spin triplet)

Figure 8.8: Real part of the superconducting order parameter projected on the Fermi surface, where

the color bar corresponds to the values of the gap. We consider N = 81, kBT = 0.01 meV, J = 12 meV,

λSOC = 35 meV and a boost α = 1.7. The corresponding irreducible representation in momentum space

is specified in each caption, and in parenthesis it is detailed the IR in orbital/spin space and the spin

character of the particular channel.
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(a) A1g (A1g, spin singlet) (b) B1g (B1g, spin singlet)

Figure 8.9: Absolute value of the superconducting order parameter projected on the Fermi surface,

where the color bar corresponds to the values of the gap. We consider N = 81, kBT = 0.01 meV, J = 12

meV, λSOC = 35 meV and a boost α = 1.7. The corresponding irreducible representation in momentum

space is specified in each caption, and in parenthesis it is detailed the IR in orbital/spin space and the

spin character of the particular channel.

8.5 Time-reversal symmetry

From the previous results, it is clearly seen that at low temperatures there is a coexistence of

s′ (A1g) and dx2−y2 (B1g). Therefore, this seem to indicate that the total superconducting state

could be in a combination of the type s′ ± dx2−y2 or s′ ± idx2−y2 . At this point, time-reversal

symmetry (TRS) becomes crucial to identify the state, since the second proposal would break it

as a consequence of the i factor. Nevertheless, we are dealing with a multi-orbital model, and,

as a consequence, we need to generalise the TRS operator in the basis {xz ↑, xz ↓, yz ↑, yz ↓, xy ↑
xy ↓}. With this purpose, we remember that, as previously stated, in the usual spin basis {↑, ↓},

the TRS operator is given by Θ = iσyK, where K denotes complex conjugation.

Since in the orbital degrees of freedom TRS acts only as a complex conjugation, in the basis

chosen the generalization is simple and corresponds to

Θ = 1λ ⊗ (iσy)K. (8.6)

Therefore, the Hamiltonian including the normal-state and the spin-orbit coupling, and the

order parameter 6 × 6 matrices fulfill TRS if

ĥ(k) = Θ ĥ(k) Θ−1,

∆̂(k) = Θ ∆̂(k) Θ−1. (8.7)
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With the explicit form of the operator in the 6 × 6 basis, these expressions correspond to

ĥ(k) = 1λ ⊗ σy [ĥ(−k)]∗ 1λ ⊗ σy,

∆̂(k) = 1λ ⊗ σy [∆̂(−k)]∗ 1λ ⊗ σy. (8.8)

We can verify first that the normal-state Hamiltonian will be invariant under TRS, which is

trivial when recalling its form given in equation (5.33), as it couples to 1σ and is real and even

under k → −k. The same happens for the spin-orbit coupling Hamiltonian,

HSOC = λSOC

2
(λ2σz − λ5σx + λ7σy), (8.9)

which fulfills

1λ ⊗ σy [λ2σz − λ5σx + λ7σy]∗ 1λ ⊗ σy = σy(−λ2σz + λ5σx + λ7σy)σy =HSOC, (8.10)

using the form of the Gell-Mann matrices shown in Appendix B.

Once the previous checks have been performed, we can see if the order parameter fulfills

TRS. As a first step, a test case has been considered with the simple case of a three band model

with on-site attraction, back to the first part of the thesis. By applying the TRS operator,

we have been able to demonstrate that this symmetry is not broken. However, an appropriate

choice of the gauge has to be made so that all order parameter components are real.

Finally, we are able to deal with the model for Sr2RuO4 including the spin-fluctuation mech-

anism. Remarkably, for all Hund’s couplings considered, below the transition temperature TRS

is broken, which would be in agreement with the muon spin relaxation and polar Kerr effect

experimental evidences introduced in Chapter 2. Further studies should be performed to verify

this. Similar to the one-band model with nearest neighbors interactions, a natural next approach

would be to solve the same three-orbital model in the real space case, so that the existence of

currents around impurities could be studied, as expected for a TRS breaking state (see Figure

6.3).

8.6 Specific heat

After having studied the coexistence of the different channels, it is also interesting to compute the

electronic specific heat. This way, we are able to see if the different irreducible representations

lead to different phase transitions or, on the other hand, if only one phase transition is found,

which would agree with the experimental evidence shown in Figure 2.6a.

In Figure 8.10, it is plotted the entropy, the electronic specific heat and the electronic specific

heat divided by temperature as a function of temperature, for the case J = 12 and a boost α = 1.7.

Therefore, it corresponds to the same data shown for the order parameter channels as in Figure

8.5b, and we can indeed see that the phase transition from the superconducting to the normal
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state occurs at the same temperature. As expected, above the critical temperature the behaviour

is the same as in the normal-state case, shown in Figure 7.2. Importantly, although we can see

that the form for Ce/T seems to agree with the experimental measurements, no evidence for

two phase transitions is observed. However, since all phases seem to have the same transition

temperature it could be that they are all contained in the same curve.

In the case of Hund’s couplings J = 0 meV and J = 24 meV, similar results have been

observed displaying only one phase transition. Nonetheless, the case J = 36 meV is remarkable.

As shown in Figure 8.11, the entropy only has a small bump, and therefore the shape of Ce/T is

different. This behaviour is attributed to the effect of considering a very large Hund’s coupling.

(a) (b)

(c)

Figure 8.10: Entropy, specific heat and specific heat divided by temperature as a function of tem-

perature, including up to sixth neighbors and on-site interactions. We consider N = 141, J = 12 meV,

λSOC = 35 meV, and boost α = 1.7.
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(a) (b)

(c)

Figure 8.11: Entropy, specific heat and specific heat divided by temperature as a function of tempera-

ture, including up to sixth neighbors and on-site interactions. We consider N = 81, J = 36 meV, λSOC = 35

meV, and boost α = 0.75.

8.7 Effect of the boost

As may have been noticed from the last sections, the appropriate choice of the boost has an

important effect in order to obtain superconducting order parameters of the order of a few meV,

in agreement with STM experiments (see Figure 2.7). In addition, since we have a compli-

cated three-band model, the effect of the boost in the order parameters is not linear, as would

be expected in a simple one-band model. Moreover, depending on the boost the transition

temperature to the normal state changes accordingly.

In this section, we investigate the effect of a larger boost, leading to the appearance of new

superconducting order parameters channels. Therefore, these results will allow us to study how

the specific heat changes when new phases arise, and confirm if we are able to detect two phase

transitions.
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To begin with, we consider the case of J = 12 meV with a boost α = 3. As seen in Figure

8.12a, two transition temperatures occur when looking at the order parameter IRs. The two

distinct phase transitions could be explained since new order parameters appear with a global

transformation B1g, considering both momentum and spin/orbital behaviour, which is in con-

trast with the total transformation as an A1g obtained for the order parameters channels with

the larger transition temperature.

In this case, we would expect that the specific heat would show some jump at the lower

transition temperature. However, as presented in Figure 8.12b, only one transition is seen. This

could be due to a numerical convergence issue, since the transition to the normal state for the

lower critical temperature does not show a sharp decrease, necessary to observe a jump in the

specific heat. Therefore, this could be resolved by increasing the precision of the convergence

condition.

In addition, we have also studied the same effect for the largest Hund’s coupling, shown in

Figure 8.13. Similarly, focusing on the order parameters, two transition temperatures can be

seen, but the curves show a sharper decrease to the normal state. In contrast to the previous

case, the specific heat displays two transitions, being the first one considerably smaller that the

second one. Therefore, further studies should be performed in the future to see the effect of the

numerical convergence, since it is extremely important to see a sharp transition to the normal

state.

(a) (b)

Figure 8.12: Leading superconducting order parameter channels according to Table 7.1 and correspond-

ing specific heat as a function of temperature, including up to sixth neighbors and on-site interactions.

The odd-parity solutions are suppressed. We consider N = 81, J = 12 meV, λSOC = 35 meV, and a boost

α = 3. The first label in the legend corresponds to the basis function IR specifying the range of the

interaction, and inside the parenthesis it is included the IR in orbital and spin space, detailing the spin

character. Other channels with a smaller gap are also present, with the same transition temperatures.
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(a) (b)

Figure 8.13: Leading superconducting order parameter channels according to Table 7.1 and correspond-

ing specific heat as a function of temperature, including up to sixth neighbors and on-site interactions.

The odd-parity solutions are suppressed. We consider N = 81, J = 36 meV, λSOC = 35 meV, and a boost

α = 1. The first label in the legend corresponds to the basis function IR specifying the range of the

interaction, and inside the parenthesis it is included the IR in orbital and spin space, detailing the spin

character. Other channels with a smaller gap are also present, with the same transition temperatures.
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Chapter 9

Conclusions and outlook

9.1 Conclusions

In this thesis we have constructed a three-orbital model that is able to describe superconductivity

in Sr2RuO4, by performing a mean-field decoupling in the Cooper channel and solving self-

consistently for the order parameter. In the first part, superconductivity was included as an

on-site attractive term, whereas in the second part, a more realistic interaction was implemented

driven by the spin-fluctuation mechanism. In the latter case, a new model was derived based on

the inclusion of up to 28 neighbors, performing a thorough classification of the order parameter

symmetry according to the basis functions and the orbital and spin space character, using the

point group symmetry of Sr2RuO4. This model successfully allowed us to distinguish the mixture

between spin singlet and spin triplet, and introduced a numerical improvement when solving

self-consistently.

In the three-orbital on-site attractive model, we have shown that impurities have an effect

even in the sites further from the defect. The one-band model including nearest neighbor

interactions revealed a region where the A1g and the B1g irreducible representations coexist. In

contrast with the case of Sr2RuO4, two separate transition temperatures were seen. By studying

the currents in the coexistence region, we verified that time-reversal symmetry is broken.

The results obtained from a spin-fluctuation mechanism indicate that the s′ phase is leading

for all Hund’s coupling considered, although for the smaller J values there is also an important

subleading contribution from the dx2−y2 symmetry. Therefore, our results prove that the coex-

istence does not correspond to an accidental degeneracy for a single Hund’s coupling, since it is

always present at lower temperatures. Remarkably, we have seen that both phases have the same

transition temperature. Considering that smaller values for the spin-orbit coupling significantly

changed the results, we have concluded that the role of a large coupling is extremely important.

The effect of the boost has also been studied, showing that different transitions can be seen in

the specific heat.
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Finally, since the challenge in Sr2RuO4 is to propose a superconducting state compatible

with all experimental observations, we conclude by comparing our results with the measure-

ments. In agreement with the recent Knight shift experiments [6], we have observed that the

leading symmetries always correspond to an even-parity spin-singlet character. The suppression

of the odd-parity channels further corroborates that Sr2RuO4 can no longer be considered a chi-

ral p−wave superconductor as previously accepted. Moreover, by generalizing the time-reversal

symmetry operator to a multi-orbital system, we have seen that below the critical temperature

this symmetry is broken, in agreement with muon spin relaxation and polar Kerr effect mea-

surements [5, 37]. We have also observed the coexistence of the s′ and the dx2−y2 symmetries,

corresponding to a two-component order parameter. In addition, we have studied the nodal

structure of the superconducting order parameter at the Fermi surface, finding the existence

of nodes in all the leading channels, in agreement with STM measurements [40, 41]. Further-

more, we have obtained a specific heat curve in the case J/U = 0.1 similar to the experimental

measurements [38], where only one phase transition is observed.

9.2 Outlook

Recent ultrasound measurements have provided evidence for a two-component superconducting

order parameter in Sr2RuO4 with a total symmetry xy [57, 58]. With the addition of longer-

range Coulomb interactions in the linearized gap equation, it has been revealed the possibility

of a s′ + idxy phase [59], which seems to fulfill all experimental constrains. Hence, the inclusion

of these longer-range Coulomb interactions would be a crucial additional investigation.

Furthermore, it has been suggested that the two phase transitions could be hidden inside the

peak observed. As done in Ref. [43], this can be resolved by applying a strain to our system,

which should separate the transition temperatures. Nevertheless, under the effect of a strain,

the system lowers its symmetry to the point group D2h. Consequently, the classification in terms

of the irreducible representations of the point group D4h no longer holds. In order to obtain the

channels in the new point group, an essential continuation would be to derive the basis functions

and the tables for orbital and spin space in this case.

Another further study would be to derive the same model for the real space case, including

spin-fluctuation mediated pairing. This would allow us to observe the effect of impurities in

a more realistic model, and see how they affect the homogeneous solutions. Importantly, with

the inclusion of impurities we would be able to study the currents, and verify that time-reversal

symmetry is broken below the critical temperature. Finally, another interesting extension would

be to study the effect of magnetism. In this thesis, we have only included the mean-field

decoupling in the Cooper channel to study solely the superconducting effects, but the decoupling

in the particle-hole channel could also be added, probably yielding to the interplay of new exotic

phenomena.
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Appendix A

On-site superconductivity in a

one-band model using the spinor

notation

We consider the BCS Hamiltonian, which is given by

HBCS = ∑
kσ

ξkc
†
kσckσ − ∑

kk′
Vkk′c

†
k↑c

†
−k↓c−k′↓ck′↑. (A.1)

We perform a mean-field decoupling by introducing the gap ∆ = −V ∑k′ ⟨c−k′↓ck′↑⟩, so that the

Hamiltonian reads

HMF
BCS = ∑

kσ

ξkc
†
kσckσ +∑

k

∆c†k↑c
†
−k↓ +∑

k

∆∗c−k↓c
†
k↑. (A.2)

Introducing the Bogoliubov operators,

⎛
⎝
ck↑

c†−k↓

⎞
⎠
=
⎛
⎝
uk v∗k
−vk u∗k

⎞
⎠
⎛
⎝
γk↑

γ†
−k↓

⎞
⎠
, (A.3)

the Hamiltonian becomes diagonal,

HMF
BCS = ∑

k

Ekγ
†
kσγkσ, (A.4)

with Ek =
√
ξ2
k + ∣∆∣2, ∣uk∣ =

√
1
2 (1 + ξk

Ek
) and ∣vk∣ =

√
1
2 (1 − ξk

Ek
).

The gap in terms of the new operators can then be written as

∆ = −V ∑
k

ukv
∗
k(1 − 2f(Ek)) = −V ∑

k

∆

2Ek
tanh

Ek
2kBT

, (A.5)

also in agreement with equation (5.15), which will be derived from a general formulation for a

multi-orbital system.
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The self-consistent equation for the gap can be solved numerically in k-space for a 2D square

lattice in the tight-binding model, considering the dispersion ξk = −2t(coskxa + coskya). From

the solution we can plot the gap ∆ as a function of temperature, obtaining the plot in Figure

A.1.

Figure A.1: Superconducting order parameter ∆ as a function of temperature kBT , considering an

attraction strength of 1 meV.
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Appendix B

SU(2) Generators and SU(3)

Generators

The SU(2) Generators correspond to the Pauli matrices, forming a basis in 2 × 2 space with the

identity matrix, and are given by

σx =
⎛
⎝

0 1

1 0

⎞
⎠
, σy =

⎛
⎝

0 −i
i 0

⎞
⎠
, σz =

⎛
⎝

1 0

0 −1

⎞
⎠
, 1σ =

⎛
⎝

1 0

0 1

⎞
⎠
. (B.1)

Consequently, since they form a basis we can write all elements of a 2× 2 matrix in terms of the

previous matrices as

⎛
⎝
x y

z x′
⎞
⎠
= 1σ + σz

2
x + 1σ − σz

2
x′ +

σx + iσy
2

y +
σx − iσy

2
z. (B.2)

The SU(3) Generators correspond to the Gell-Mann matrices, which form a basis in a 3 × 3

space, together with the identity matrix, and correspond to

λ1 =
⎛
⎜⎜
⎝

0 1 0

1 0 0

0 0 0

⎞
⎟⎟
⎠
, λ2 =

⎛
⎜⎜
⎝

0 −i 0

i 0 0

0 0 0

⎞
⎟⎟
⎠
, λ3 =

⎛
⎜⎜
⎝

1 0 0

0 −1 0

0 0 0

⎞
⎟⎟
⎠
,

λ4 =
⎛
⎜⎜
⎝

0 0 1

0 0 0

1 0 0

⎞
⎟⎟
⎠
, λ5 =

⎛
⎜⎜
⎝

0 0 −i
0 0 0

i 0 0

⎞
⎟⎟
⎠
, λ6 =

⎛
⎜⎜
⎝

0 0 0

0 0 1

0 1 0

⎞
⎟⎟
⎠
,

λ7 =
⎛
⎜⎜
⎝

0 0 0

0 0 −i
0 i 0

⎞
⎟⎟
⎠
, λ8 =

1√
3

⎛
⎜⎜
⎝

1 0 0

0 1 0

0 0 −2

⎞
⎟⎟
⎠
, 1λ =

⎛
⎜⎜
⎝

1 0 0

0 1 0

0 0 1

⎞
⎟⎟
⎠
. (B.3)
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Therefore, we can write each element of a 3 × 3 matrix as a combination of these 9 matrices:

⎛
⎜⎜
⎝

1 0 0

0 0 0

0 0 0

⎞
⎟⎟
⎠
= 1

3
1λ +

1

2
λ3 +

1

2
√

3
λ8,

⎛
⎜⎜
⎝

0 1 0

0 0 0

0 0 0

⎞
⎟⎟
⎠
= 1

2
λ1 +

i

2
λ2,

⎛
⎜⎜
⎝

0 0 1

0 0 0

0 0 0

⎞
⎟⎟
⎠
= 1

2
λ4 +

i

2
λ5,

⎛
⎜⎜
⎝

0 0 0

1 0 0

0 0 0

⎞
⎟⎟
⎠
= 1

2
λ1 −

i

2
λ2,

⎛
⎜⎜
⎝

0 0 0

0 1 0

0 0 0

⎞
⎟⎟
⎠
= 1

3
1λ −

1

2
λ3 +

1

2
√

3
λ8,

⎛
⎜⎜
⎝

0 0 0

0 0 1

0 0 0

⎞
⎟⎟
⎠
= 1

2
λ6 +

i

2
λ7,

⎛
⎜⎜
⎝

0 0 0

0 0 0

1 0 0

⎞
⎟⎟
⎠
= 1

2
λ4 −

i

2
λ5,

⎛
⎜⎜
⎝

0 0 0

0 0 0

0 1 0

⎞
⎟⎟
⎠
= 1

2
λ6 −

i

2
λ7,

⎛
⎜⎜
⎝

0 0 0

0 0 0

0 0 1

⎞
⎟⎟
⎠
= 1

3
1λ −

1√
3
λ8. (B.4)
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Appendix C

Character table and product table

for the point group D4h

Table C.1: Character table for the group D4h, including the irreducible representations (IR), where g

and u denote respectively the even and odd IR, and the representative basis for rotations and functions

to quadratic order.

IR E C2 2C4 2C ′
2 2C ′′

2 I σh 2S4 2σv 2σd Linear, Rotations Quadratic

A1g 1 1 1 1 1 1 1 1 1 1 x2 + y2, z2

A2g 1 1 1 -1 -1 1 1 1 -1 -1 Rz

B1g 1 1 -1 1 -1 1 1 -1 1 -1 x2 − y2

B2g 1 1 -1 -1 1 1 1 -1 -1 1 xy

Eg 2 -2 0 0 0 2 -2 0 0 0 (Rx,Ry) (xz, yz)

A1u 1 1 1 1 1 -1 -1 -1 -1 -1

A2u 1 1 1 -1 -1 -1 -1 -1 1 1 z

B1u 1 1 -1 1 -1 -1 -1 1 -1 1

B2u 1 1 -1 -1 1 -1 -1 1 1 -1

Eu 2 -2 0 0 0 -2 2 0 0 0 (x, y)
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Table C.2: Product table for the point group D4h.

⊗ A1g A2g B1g B2g Eg A1u A2u B1u B2u Eu

A1g A1g A2g B1g B2g Eg A1u A2u B1u B2u Eu

A2g A2g A1g B2g B1g Eg A2u A1u B2u B1u Eu

B1g B1g B2g A1g A2g Eg B1u B2u A1u A2u Eu

B2g B2g B1g A2g A1g Eg B2u B1u A2u A1u Eu

Eg Eg Eg Eg Eg
A1g ⊕A2g

⊕B1g ⊕B2g

Eu Eu Eu Eu
A1u ⊕A2u

⊕B1u ⊕B2u

A1u A1u A2u B1u B2u Eu A1g A2g B1g B2g Eg

A2u A2u A1u B2u B1u Eu A2g A1g B2g B1g Eg

B1u B1u B2u A1u A2u Eu B1g B2g A1g A2g Eg

B2u B2u B1u A2u A1u Eu B2g B1g A2g A1g Eg

Eu Eu Eu Eu Eu
A1u ⊕A2u

⊕B1u ⊕B2u

Eg Eg Eg Eg
A1g ⊕A2g

⊕B1g ⊕B2g
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Appendix D

Representation in Nambu space

Due to spin-orbit coupling, we need to represent the elements g ∈ D4h in orbital and spin

space. Nevertheless, Nambu space must also be included in the matrix representation. In this

Appendix, the inclusion of the 2 × 2 Nambu space will be treated. The derivation is based in

section 3.1 of Ref. [52].

We consider a general Hamiltonian describing a fermionic system of the form

H = Ψ̂†ĥΨ̂ + 1

2
Ψ̂†∆̂(Ψ̂)T + 1

2
Ψ̂∆̂Ψ̂, (D.1)

where ∆̂ and ĥ corresponds to the order parameter and non-interacting Hamiltonian, respec-

tively, and Ψ̂† (Ψ̂) are the Nambu spinors containing the single fermion creation (annihilation)

operators for multiple bands (spin and orbital in our model for Sr2RuO4).

As detailed in [52], ∆̂ and ĥ will transform differently under a unitary transformation U with

matrix representation d̂(U), since they correspond to particle-hole and particle-particle terms,

respectively. Therefore, they transform as

ĥ′ = d̂†(U) ĥ d̂(U)

∆̂′ = d̂†(U) ∆̂ d̂∗(U).
(D.2)

The Hamiltonian can be rewritten in matrix form by using the fermionic anticommutation

relations as

H = 1

2
χ̂†ĤBdGχ̂, where ĤBdG =

⎛
⎝
ĥ ∆̂

∆̂† −ĥT
⎞
⎠
. (D.3)

In the expression above, we have introduced the enlarged Nambu spinor χ̂† = (Ψ̂† Ψ̂T ) and

have omitted the constant terms.

Under a unitary transformation, the Hamiltonian ĤBdG becomes

(ĤBdG)′ = D̂†(U)ĤBdGD̂(U). (D.4)
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We can see that the matrix representation for this unitary transformation in Nambu space that

leads to the correct transformations stated in equation (D.2) is given by

D̂(U) =
⎛
⎝
d̂(U) 0

0 d̂∗(U)
⎞
⎠
. (D.5)

Including the description in both orbital and spin space, if we want to represent an element

g ∈D4h, the matrix representation corresponds to

D̂(g) =
⎛
⎝
d̂λ(g)d̂σ(g) 0

0 d̂∗λ(g)d̂
∗
σ(g)

⎞
⎠
= 1τ

d̂λ(g)d̂σ(g) + d̂∗λ(g)d̂
∗
σ(g)

2
+ τz

d̂λ(g)d̂σ(g) − d̂∗λ(g)d̂
∗
σ(g)

2
,

(D.6)

where the Pauli matrices and the identity 2 × 2 matrix {1τ , τx, τy, τz} represent the basis for

Nambu space.

At first sight, the full representation in Nambu space seems very involved. Nonetheless, here

is where the notation ∆̂ = (ψ̂+ d̂ ⋅σ)iσy ≡ α̂iσy becomes extremely convenient. If iσy is absorbed

into the spinor, the Hamiltonian can be written as

H = 1

2
χ̂†

1Ĥ
BdG
1 χ̂1, where ĤBdG

1 =
⎛
⎝
ĥ α̂

α̂† −σyĥTσy
⎞
⎠
, (D.7)

where now the spinor is given by χ̂† = (Ψ̂† − iσyΨ̂T ).
From equation (D.2), we can see that, under a unitary operation, α̂ transforms as

α̂′ = d̂†(U) α̂ σyd̂∗(U)σy. (D.8)

Thus, in this case, to obtain the correct form for the transformed Hamiltonian, the matrix

representation for the unitary transformation corresponds to

D̂′(U) =
⎛
⎝
d̂(U) 0

0 σyd̂
∗(U)σy

⎞
⎠
. (D.9)

In the same way, adding explicitly the description in orbital and spin space and noticing that

σy only acts in spin space, the matrix representation now leads to

D̂′(g) =
⎛
⎝
d̂λ(g)d̂σ(g) 0

0 d̂∗λ(g)σyd̂
∗
σ(g)σy

⎞
⎠

= 1τ
d̂λ(g)d̂σ(g) + d̂∗λ(g)σyd̂

∗
σ(g)σy

2
+ τz

d̂λ(g)d̂σ(g) − d̂∗λ(g)σyd̂
∗
σ(g)σy

2
.

(D.10)

To simplify the expression above, we need to remember the matrices representing the different

operations in the point group D4h in orbital and spin space. On the one hand, from equation

(5.49) we can observe that in our particular case all matrices in orbital space fulfill

d∗λ(g) = dλ(g) (D.11)
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for all g ∈D4h, which means that the representations are real.

On the other hand, focusing on spin space, we recall the matrix representations written in

equation (5.54). It can be easily checked that now the following condition is satisfied:

σyd
∗
σ(g)σy = dσ(g), (D.12)

again for all g ∈D4h.

Hence, the previous equation (D.10) can be simply rewritten as

D̂′(g) = 1τdλ(g)dσ(g). (D.13)

This form is extremely important since Nambu space will transform always as an A1g irreducible

representation. Recalling the product table in Appendix C, all IR will remain invariant under

the product with A1g. Consequently, we only need to focus on how orbital and spin space

transform under the different point group operations.
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Appendix E

Order parameter for further

neighbors

In this section, we will include the derivation of the equation for the gap for the next-nearest

neighbors up to the sixth neighbors. The representative basis functions found in each case is

summarized in Tables 7.5, 7.6. The final expression including all neighbors is written in the

main text, corresponding to equation (7.21).

Next-nearest neighbors

In this case, the pairing interactions in real space fulfill the following symmetries:

[V(1,1)]
µ̃i,µ̃k
µ̃j ,µ̃l

= [V(−1,1)]
µ̃i,µ̃k
µ̃j ,µ̃l

= [V(1,−1)]
µ̃i,µ̃k
µ̃j ,µ̃l

= [V(−1,−1)]
µ̃i,µ̃k
µ̃j ,µ̃l

≡ [V 2N ]µ̃i,µ̃kµ̃j ,µ̃l
. (E.1)

Therefore, including only second neighbors and taking the Fourier transform back to momentum

space, equation (7.9) for the gap now corresponds to

[∆2N
k ]µ̃iµ̃j =

1

N ∑k′
∑
µ̃k,µ̃l

{[V 2N ]µ̃i,µ̃kµ̃j ,µ̃l
(e−i(kx+k

′
x+ky+k′y) + e−i(−kx−k

′
x+ky+k′y)

+ e−i(kx+k
′
x−ky−k′y) + ei(kx+k

′
x+ky+k′y))

− [V 2N ]µ̃i,µ̃lµ̃j ,µ̃k
(e−i(kx−k

′
x+ky−k′y) + e−i(−kx+k

′
x+ky−k′y)

+ e−i(kx−k
′
x−ky+k′y) + ei(kx−k

′
x+ky−k′y))} ⟨ĉ−k′µ̃l ĉk′µ̃k⟩ . (E.2)

Likewise, this equation can also be written in terms of the cosine functions as

[∆2N
k ]µ̃iµ̃j =

1

N ∑k′
∑
µ̃k,µ̃l

{[V 2N ]µ̃i,µ̃kµ̃j ,µ̃l
4 cos(kx + k′x) cos(ky + k′y)

− [V 2N ]µ̃i,µ̃lµ̃j ,µ̃k
4 cos(kx − k′x) cos(ky − k′y)} ⟨ĉ−k′µ̃l ĉk′µ̃k⟩ . (E.3)
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To rewrite it with separate terms corresponding to different IR, we can rewrite the cosines of a

sum and difference. After some manipulation, it can be expressed as

[∆2N
k ]µ̃iµ̃j =

1

N ∑k′
∑
µ̃k,µ̃l

{([V 2N ]µ̃i,µ̃kµ̃j ,µ̃l
− [V 2N ]µ̃i,µ̃lµ̃j ,µ̃k

) (2 coskx cosk′x) (2 cosky cosk′y)

+ ([V 2N ]µ̃i,µ̃kµ̃j ,µ̃l
− [V 2N ]µ̃i,µ̃lµ̃j ,µ̃k

) (2 sinkx sink′x) (2 sinky sink′y)

− ([V 2N ]µ̃i,µ̃kµ̃j ,µ̃l
+ [V 2N ]µ̃i,µ̃lµ̃j ,µ̃k

) (2 coskx cosk′x) (2 sinky sink′y)

− ([V 2N ]µ̃i,µ̃kµ̃j ,µ̃l
+ [V 2N ]µ̃i,µ̃lµ̃j ,µ̃k

) (2 sinkx sink′x) (2 cosky cosk′y)} ⟨ĉ−k′µ̃l ĉk′µ̃k⟩ , (E.4)

so that we finally obtain

[∆2N
k ]µ̃iµ̃j =

1

N ∑k′
∑
µ̃k,µ̃l

{[2 coskx cosky] [([V 2N ]µ̃i,µ̃kµ̃j ,µ̃l
− [V 2N ]µ̃i,µ̃lµ̃j ,µ̃k

)2 cosk′x cosk′y]

+ [2 sinkx sinky] [([V 2N ]µ̃i,µ̃kµ̃j ,µ̃l
− [V 2N ]µ̃i,µ̃lµ̃j ,µ̃k

)2 sink′x sink′y]

− [2i sinkx cosky] [([V 2N ]µ̃i,µ̃kµ̃j ,µ̃l
+ [V 2N ]µ̃i,µ̃lµ̃j ,µ̃k

) (−2i) sink′x cosk′y]

− [2i sinky coskx] [([V 2N ]µ̃i,µ̃kµ̃j ,µ̃l
+ [V 2N ]µ̃i,µ̃lµ̃j ,µ̃k

) (−2i) sink′y cosk′x] } ⟨ĉ−k′µ̃l ĉk′µ̃k⟩ .

(E.5)

Notice that the factors of 2 inside the basis functions in front of each term are necessary in order

to fulfill the normalization condition 1
N ∑k(g

Γ
k)

∗gΓ′

k = δΓ,Γ′ .

In this case, the identification of each IR becomes more involved. With this purpose, we

can Fourier transform back to real space, and consider the basis functions up to second nearest

neighbors. For instance, we can focus on the example sinkx sinky. Expanding the sine functions

and considering only second order terms,

sinkx sinky
2nd orderÐÐÐÐÐ→ kxky

Real space
ÐÐÐÐÐ→ xy. (E.6)

Considering the character table for the group D4h in C.1, we can see that this form factor

transforms as the B2g irreducible representation under all group operations. Identical analysis

can be done for all basis functions. Therefore, as summarized in Table 7.5, the form factors by

order of appearance in the previous expression correspond to the A1g, B2g, Exu, Eyu irreducible

representations.

Third neighbors

Similarly to the first neighbors case, the symmetry in the interactions corresponds to

[V(2,0)]
µ̃i,µ̃k
µ̃j ,µ̃l

= [V(−2,0)]
µ̃i,µ̃k
µ̃j ,µ̃l

≡ [V 3N
x ]µ̃i,µ̃kµ̃j ,µ̃l

[V(0,2)]
µ̃i,µ̃k
µ̃j ,µ̃l

= [V(0,−2)]
µ̃i,µ̃k
µ̃j ,µ̃l

≡ [V 3N
y ]µ̃i,µ̃kµ̃j ,µ̃l

. (E.7)
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The procedure to write the equation for the gap is analogous to the first neighbors case, so

that equation (7.18) now reads

[∆3N
k ]µ̃iµ̃j =

1

N ∑k′
∑
µ̃k,µ̃l

⟨ĉ−k′µ̃l ĉk′µ̃k⟩ { − [i
√

2 sin 2ky] [−i
√

2 ([V 3N
y ]µ̃i,µ̃kµ̃j ,µ̃l

+ [V 3N
y ]µ̃i,µ̃lµ̃j ,µ̃k

) sin 2k′y]

− [i
√

2 sin 2kx] [−i
√

2 ([V 3N
x ]µ̃i,µ̃kµ̃j ,µ̃l

+ [V 3N
x ]µ̃i,µ̃lµ̃j ,µ̃k

) sin 2k′x]

+ [cos 2kx + cos 2ky][ ([V 3N
x ]µ̃i,µ̃kµ̃j ,µ̃l

− [V 3N
x ]µ̃i,µ̃lµ̃j ,µ̃k

) cos 2k′x

+ ([V 3N
y ]µ̃i,µ̃kµ̃j ,µ̃l

− [V 3N
y ]µ̃i,µ̃lµ̃j ,µ̃k

) cos 2k′y]

+ [cos 2kx − cos 2ky][ ([V 3N
x ]µ̃i,µ̃kµ̃j ,µ̃l

− [V 3N
x ]µ̃i,µ̃lµ̃j ,µ̃k

) cos 2k′x

− ([V 3N
y ]µ̃i,µ̃kµ̃j ,µ̃l

− [V 3N
y ]µ̃i,µ̃lµ̃j ,µ̃k

) cos 2k′y]}. (E.8)

We can observe that these form factors correspond to higher harmonics of the first neighbors

case, and thus the corresponding irreducible representations would be the same, as shown in

Table 7.5.

Fourth neighbors

In this case, from Figure 7.1 we can see that to account for all fourth neighbors we must include

both the purple and the green dots. It has been checked that now the purple neighbors fulfill

the symmetries for the real space pairing interaction given by

[V(2,1)]
µ̃i,µ̃k
µ̃j ,µ̃l

= [V(−2,1)]
µ̃i,µ̃k
µ̃j ,µ̃l

= [V(2,−1)]
µ̃i,µ̃k
µ̃j ,µ̃l

= [V(−2,−1)]
µ̃i,µ̃k
µ̃j ,µ̃l

≡ [V 4N
x2 ]µ̃i,µ̃kµ̃j ,µ̃l

, (E.9)

whereas for the green neighbors we will have a different pairing interaction,

[V(1,2)]
µ̃i,µ̃k
µ̃j ,µ̃l

= [V(−1,2)]
µ̃i,µ̃k
µ̃j ,µ̃l

= [V(1,−2)]
µ̃i,µ̃k
µ̃j ,µ̃l

= [V(−1,−2)]
µ̃i,µ̃k
µ̃j ,µ̃l

≡ [V 4N
x1 ]µ̃i,µ̃kµ̃j ,µ̃l

. (E.10)

Including only the fourth neighbors, the symmetrized pairing interaction derivation is sim-

ilar to the next-nearest neighbors case, except that now we will need to add eight neighbors.

Therefore, in this case the equation for the gap in momentum space is given by

[∆4N
k ]µ̃iµ̃j =

1

N ∑k′
∑
µ̃k,µ̃l

{[V 4N
x2 ]µ̃i,µ̃kµ̃j ,µ̃l

4 cos(2kx + 2k′x) cos(ky + k′y)

− [V 4N
x2 ]µ̃i,µ̃lµ̃j ,µ̃k

4 cos(2kx − 2k′x) cos(ky − k′y)

+ [V 4N
x1 ]µ̃i,µ̃kµ̃j ,µ̃l

4 cos(kx + k′x) cos(2ky + 2k′y)

− [V 4N
x1 ]µ̃i,µ̃lµ̃j ,µ̃k

4 cos(kx − k′x) cos(2ky − 2k′y)} ⟨ĉ−k′µ̃l ĉk′µ̃k⟩ . (E.11)
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This can be rewritten in terms of the basis functions for the different irreducible representations,

leading to

[∆4N
k ]µ̃iµ̃j =

1

N ∑k′
∑
µ̃k,µ̃l

{[
√

2 cos 2kx cosky +
√

2 coskx cos 2ky]

× [ ([V 4N
x2 ]µ̃i,µ̃kµ̃j ,µ̃l

− [V 4N
x2 ]µ̃i,µ̃lµ̃j ,µ̃k

)
√

2 cos 2k′x cosk′y + ([V 4N
x1 ]µ̃i,µ̃kµ̃j ,µ̃l

− [V 4N
x1 ]µ̃i,µ̃lµ̃j ,µ̃k

)
√

2 cosk′x cos 2k′y]

+ [
√

2 cos 2kx cosky −
√

2 coskx cos 2ky]

× [ ([V 4N
x2 ]µ̃i,µ̃kµ̃j ,µ̃l

− [V 4N
x2 ]µ̃i,µ̃lµ̃j ,µ̃k

)
√

2 cos 2k′x cosk′y − ([V 4N
x1 ]µ̃i,µ̃kµ̃j ,µ̃l

− [V 4N
x1 ]µ̃i,µ̃lµ̃j ,µ̃k

)
√

2 cosk′x cos 2k′y]

+ [
√

2 sin 2kx sinky +
√

2 sinkx sin 2ky]

× [ ([V 4N
x2 ]µ̃i,µ̃kµ̃j ,µ̃l

− [V 4N
x2 ]µ̃i,µ̃lµ̃j ,µ̃k

)
√

2 sin 2k′x sink′y + ([V 4N
x1 ]µ̃i,µ̃kµ̃j ,µ̃l

− [V 4N
x1 ]µ̃i,µ̃lµ̃j ,µ̃k

)
√

2 sink′x sin 2k′y]

+ [
√

2 sin 2kx sinky −
√

2 sinkx sin 2ky]

× [ ([V 4N
x2 ]µ̃i,µ̃kµ̃j ,µ̃l

− [V 4N
x2 ]µ̃i,µ̃lµ̃j ,µ̃k

)
√

2 sin 2k′x sink′y − ([V 4N
x1 ]µ̃i,µ̃kµ̃j ,µ̃l

− [V 4N
x1 ]µ̃i,µ̃lµ̃j ,µ̃k

)
√

2 sink′x sin 2k′y]

− [2i sinkx cos 2ky] [([V 4N
x1 ]µ̃i,µ̃kµ̃j ,µ̃l

+ [V 4N
x1 ]µ̃i,µ̃lµ̃j ,µ̃k

) (−2i sink′x cos 2k′y)]

− [2i sinky cos 2kx] [([V 4N
x2 ]µ̃i,µ̃kµ̃j ,µ̃l

+ [V 4N
x2 ]µ̃i,µ̃lµ̃j ,µ̃k

) (−2i sink′y cos 2k′x)]

− [2i sin 2kx cosky] [([V 4N
x2 ]µ̃i,µ̃kµ̃j ,µ̃l

+ [V 4N
x2 ]µ̃i,µ̃lµ̃j ,µ̃k

) (−2i sin 2k′x cosk′y)]

− [2i sin 2ky coskx] [([V 4N
x1 ]µ̃i,µ̃kµ̃j ,µ̃l

+ [V 4N
x1 ]µ̃i,µ̃lµ̃j ,µ̃k

) (−2i sin 2k′y cosk′x)] } ⟨ĉ−k′µ̃l ĉk′µ̃k⟩ . (E.12)

The correspondence between the IR and the basis functions is also summarized in Table 7.6.

Notice that the A2g irreducible representation basis function
√

2 sin 2kx sinky −
√

2 sinkx sin 2ky

can also be expressed in the more familiar way 2
√

2(coskx − cosky) sinkx sinky, which is the

basis function commonly associated to the g-wave superconducting phase.

Fifth neighbors

Recalling again Figure 7.1, we can see that the basis functions for the fifth neighbors would cor-

respond to higher harmonics of the next-nearest neighbors case. Therefore, since the symmetry

[V(2,2)]
µ̃i,µ̃k
µ̃j ,µ̃l

= [V(−2,2)]
µ̃i,µ̃k
µ̃j ,µ̃l

= [V(2,−2)]
µ̃i,µ̃k
µ̃j ,µ̃l

= [V(−2,−2)]
µ̃i,µ̃k
µ̃j ,µ̃l

≡ [V 5N ]µ̃i,µ̃kµ̃j ,µ̃l
, (E.13)

is still preserved for the interactions in real space, similar to equation (E.5) the expression for

the gap can be written as

[∆5N
k ]µ̃iµ̃j =

1

N ∑k′
∑
µ̃k,µ̃l

{[2 cos 2kx cos 2ky] [([V 5N ]µ̃i,µ̃kµ̃j ,µ̃l
− [V 5N ]µ̃i,µ̃lµ̃j ,µ̃k

)2 cos 2k′x cos 2k′y]

+ [2 sin 2kx sin 2ky] [([V 5N ]µ̃i,µ̃kµ̃j ,µ̃l
− [V 5N ]µ̃i,µ̃lµ̃j ,µ̃k

)2 sin 2k′x sin 2k′y]

− [2i sin 2kx cos 2ky] [([V 5N ]µ̃i,µ̃kµ̃j ,µ̃l
+ [V 5N ]µ̃i,µ̃lµ̃j ,µ̃k

) (−2i) sin 2k′x cos 2k′y]

− [2i sin 2ky cos 2kx] [([V 5N ]µ̃i,µ̃kµ̃j ,µ̃l
+ [V 5N ]µ̃i,µ̃lµ̃j ,µ̃k

) (−2i) sin 2k′y cos 2k′x] } ⟨ĉ−k′µ̃l ĉk′µ̃k⟩ .
(E.14)
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The irreducible representation corresponding to each basis function is shown in Table 7.6.

Sixth neighbors

In the same way, the sixth neighbors interaction potentials in real space fulfill

[V(3,0)]
µ̃i,µ̃k
µ̃j ,µ̃l

= [V(−3,0)]
µ̃i,µ̃k
µ̃j ,µ̃l

≡ [V 6N
x ]µ̃i,µ̃kµ̃j ,µ̃l

,

[V(0,3)]
µ̃i,µ̃k
µ̃j ,µ̃l

= [V(0,−3)]
µ̃i,µ̃k
µ̃j ,µ̃l

≡ [V 6N
y ]µ̃i,µ̃kµ̃j ,µ̃l

. (E.15)

Therefore, the basis functions would correspond to higher harmonics of the first and third

neighbors case, as indicated in Table 7.6. Analogously to those two cases, the equation for the

gap is given by

[∆6N
k ]µ̃iµ̃j =

1

N ∑k′
∑
µ̃k,µ̃l

⟨ĉ−k′µ̃l ĉk′µ̃k⟩ { − [i
√

2 sin 3ky] [−i
√

2 ([V 6N
y ]µ̃i,µ̃kµ̃j ,µ̃l

+ [V 6N
y ]µ̃i,µ̃lµ̃j ,µ̃k

) sin 3k′y]

− [i
√

2 sin 3kx] [−i
√

2 ([V 6N
x ]µ̃i,µ̃kµ̃j ,µ̃l

+ [V 6N
x ]µ̃i,µ̃lµ̃j ,µ̃k

) sin 3k′x]

+ [cos 3kx + cos 3ky] [([V 6N
x ]µ̃i,µ̃kµ̃j ,µ̃l

− [V 6N
x ]µ̃i,µ̃lµ̃j ,µ̃k

) cos 3k′x + ([V 6N
y ]µ̃i,µ̃kµ̃j ,µ̃l

− [V 6N
y ]µ̃i,µ̃lµ̃j ,µ̃k

) cos 3k′y]

+ [cos 3kx − cos 3ky] [([V 6N
x ]µ̃i,µ̃kµ̃j ,µ̃l

− [V 6N
x ]µ̃i,µ̃lµ̃j ,µ̃k

) cos 3k′x − ([V 6N
y ]µ̃i,µ̃kµ̃j ,µ̃l

− [V 6N
y ]µ̃i,µ̃lµ̃j ,µ̃k

) cos 3k′y] }.
(E.16)

Inclusion of the on-site interactions

Once the full picture with up to sixth neighbors is included, which corresponds to accounting for

28 neighbors, the on-site interactions must also be included to have a realistic model for Sr2RuO4.

However, since the interactions are repulsive, they are expected to destroy superconductivity,

and it can only be stabilized by including the longer range attractive interactions. It is important

to notice that the bare-interactions in equation (3.7) have to be added, as well as the on-site

repulsion term originated from the spin-fluctuation pairing mechanism. As a consequence, for

the on-site term, equation (7.9) can be written as

[∆On-site]µ̃iµ̃j =
1

N ∑k′
∑
µ̃k,µ̃l

([U]µ̃i,µ̃kµ̃j ,µ̃l
+ [V (0)]µ̃i,µ̃kµ̃j ,µ̃l

− [V (0)]µ̃i,µ̃lµ̃j ,µ̃k
) ⟨ĉ−k′µ̃l ĉk′µ̃k⟩ . (E.17)

Since the on-site interaction term has no k dependence, the corresponding form factor would be

gOn-site
k = 1, which trivially transforms as the A1g irreducible representation.
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Appendix F

Nodal structure for different Hund’s

couplings

In this Appendix, we will study the nodal structure for other Hund’s coupling values. If we

consider the case J = 0 meV, recalling Figure 8.5, the gaps corresponding to the spin-singlet

and spin-triplet character are expected to have a similar energy. This is indeed what we observe

in the projection of the gap on the Fermi surface (Figure F.1). Nonetheless, we also expect

an almost identical contribution form the two dominant IRs, but when the contributions from

all neighbors are summed the A1g appears to be clearly dominant. If we compare the nodal

structure with the case of J = 12 meV (Figure 8.8), for the dominant A1g with spin singlet

character the nodes in the α band are displaced now. On the contrary, for the dominant A1g

channel with spin triplet, nodes in the α band appear in the case J = 0 meV. The structure for

the B1g IR seems almost identical in both cases.

For completeness, the cases of J = 24 meV and J = 36 meV are also studied. Since for

these Hund’s couplings the spin-triplet character is almost suppressed and the B1g component

is smaller (see Figure 8.5), we can consider only the structure of the gap for the A1g channel

with spin singlet, shown in Figure F.2. For these two Hund’s couplings, the nodal structure is

similar to the case with J = 12 meV.

To understand the effect of the on-site interactions, it is also instructive to consider the

leading spin-singlet irreducible representations in the case where they are not implemented,

as shown in Figure F.3a, F.3b. When on-site interactions are included the order parameter

is smaller, as expected since the strong on-site repulsion partially destroys superconductivity,

although the leading irreducible representations are not modified. Focusing on the structure of

the gap on the Fermi surface, interestingly in both cases the same nodes appear, even in the α

band for the A1g channel with spin-singlet character.
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(a) A1g (A1g, spin singlet) (b) A1g (A1g, spin triplet)

(c) B1g (B1g, spin singlet) (d) B1g (B1g, spin triplet)

Figure F.1: Real part of the superconducting order parameter projected on the Fermi surface, where

the color bar corresponds to the values of the gap. We consider N = 81, kBT = 0.01 meV, J = 0 meV,

λSOC = 35 meV and a boost α = 1.5. The corresponding irreducible representation in momentum space

is specified in each caption, and in parenthesis it is detailed the IR in orbital/spin space and the spin

character of the particular channel.
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(a) J = 24 meV, α = 1.2, A1g (A1g, spin singlet) (b) J = 36 meV, α = 0.75, A1g (A1g, spin singlet)

Figure F.2: Real part of the superconducting order parameter projected on the Fermi surface in the

case where on-site interactions are not implemented, where the color bar corresponds to the values of

the gap. We consider N = 81, kBT = 0.01 meV, and λSOC = 35 meV in both cases, while the boost and

the corresponding Hund’s coupling value if specified in each caption. The irreducible representation in

momentum space is also detailed, and in parenthesis it is included the IR in orbital/spin space and the

spin character of the particular channel.

(a) A1g (A1g, spin singlet) (b) B1g (B1g, spin singlet)

Figure F.3: Real part of the superconducting order parameter projected on the Fermi surface in the

case where on-site interactions are not implemented, where the color bar corresponds to the values of

the gap. We consider N = 81, kBT = 0.01 meV, J = 12 meV, λSOC = 35 meV and a boost α = 1.7.

The corresponding irreducible representation in momentum space is specified in each caption, and in

parenthesis it is detailed the IR in orbital/spin space and the spin character of the particular channel.
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