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Abstract

Thomas Schandorf HALBERG

Low Energy Neutrino Reconstruction in IceCube and the ICU

The upcoming Upgrade for the IceCube Neutrino Observatory will in 2022-23 deploy
seven new strings featuring multi-PMT optical modules and new calibration devices, en-
hancing the sensitivity to O(1-100) GeV neutrinos used in atmospheric neutrino oscilla-
tion measurements. Precision reconstruction of neutrino energy and direction is essential
to maximizing the sensitivity of these oscillation analyses. Technical challenges are met
when applying current reconstruction methods to the new detector hardware, as previ-
ous symmetries in the detector required by the method break.

Here a likelihood-based reconstruction method where neutrino event hypotheses are
generated using direct simulation is presented. The direct reconstruction method is in-
dependent of symmetries in the detector, with the ability to fully utilize the new instru-
mentation and realistic ice models in the IceCube Upgrade.

The direct reconstruction method has been tested on Monte Carlo simulated event
samples in DeepCore, the existing low energy extension of IceCube, and the IceCube Up-
grade. In DeepCore, direct reconstruction has shown a performance close to the current
reconstruction method. Although the successful reconstruction of events using the di-
rect simulation method has been achieved during this work, both for DeepCore and the
Upgrade, detailed investigations have revealed a number of limitations and challenges
of the present implementation. These include the stability of the likelihood space, unex-
pected behavior from time binning of photons, and the execution speed of the algorithm.
These issues should be the focus for future work on this technique in the lead-up to the
first detector data from the IceCube Upgrade.
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1 Neutrino Phenomenology

1.1 History of the Neutrino

One of the most fundamental rules we learn about in physics is the conservation of en-
ergy in all possible processes we observe. However, in the years 1910-1920, when physi-
cists observed radioactive beta-decays from natural elements, they discovered a violation
of this rule. It was observed that the total energy before and after the radioactive decay
was not equal, as the total energy of emitted particles was lower than the particle that
produced them. It was as if some of the energy had just disappeared.

In December 1930 Wolfgang Pauli proposed a solution to the missing energy prob-
lem[1]. The idea was the addition of a new invisible particle, which was created together
with the electron and was carrying away energy. Even though it was a big claim, it was
quickly adopted by the community, and in 1933, Enrico Fermi wrote the theory that im-
plemented this new particle[2]. He named it neutrino, which means little neutral in Italian,
and it’s noted by the Greek letter v.

1.2 Neutrino Properties

The neutrino is a subatomic particle and is currently one of the least understood particles
in the Standard Model. It is the lightest subatomic particle with a non-zero rest mass.
The neutrino is part of the lepton family but distinguishes itself from the other leptons
by being neutral, as opposed to the electron, muon, and tau that all carry an electric
charge.

Since it is neutral, it does not interact via the electromagnetic force, and by being
a lepton, it does not interact via the strong nuclear force either. Neutrinos interact via
the weak nuclear force and gravity, though the coupling strength of gravity is so weak
that it can be neglected. This leaves only the weak force, and as the name suggests,
this interaction is weak in comparison to the electromagnetic and strong forces. Because
neutrinos interact so weakly with matter, they are very difficult to observe and are often
called “ghost-particles” because they propagate through matter as if it was not there at
all.

While neutrinos often get associated with being very difficult to observe, it is not due
to the lack of their numbers. Neutrinos are some of the most abundant particles in our
universe. They are so plentiful that about 100 trillion of them pass through our bodies
every second here on Earth, and it would take, on average, 100 years for a neutrino to
interact with a human.

Many of them are produced in nuclear fusion processes in the Sun, typically referred
to as solar neutrinos, while others come from radioactive decay processes. Neutrino beams
of high intensity can be generated using accelerators and is a popular method used for
studying them. In addition, neutrinos are constantly being created from cosmic ray in-
teractions in our atmosphere.

The elusive nature of neutrinos make them very challenging to study, but it also
makes them excellent astrophysical messengers, enabling us to probe the far reaches of
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the universe, as their trajectory is not disturbed by astrophysical magnetic fields and dust.
If neutrinos can be observed, and their trajectory reconstructed, it would be possible to
trace them back to their source.

1.3 Neutrino Flavors

Since the first discovery of the neutrino, two additional neutrino flavors have been ob-
served. Each neutrino flavor is associated with one of the charged leptons e, i, and T,
and are noted by v;, with the subscript I indicating the lepton flavor. Experiments mea-
suring Z boson decays using the electron-positron colliders SCL and LEP reported a best
tit value of N, = 2.9840 £ 0.0082[3] for the number of active light neutrinos, which is in
good agreement with the three flavors that have been observed. Neutrinos are part of
the Standard Model of particle physics and are shown in the bottom left of Figure 1.1,
immediately below their associated leptonic partner.

Standard Model of Elementary Particles

three generations of matter

(fermions)
| Il 11
mass | =2.2 MeV/c2 =1.28 GeV/c2 =173.1 GeV/c? 0 125.09 GeV/c?
charge [12/3 2/3 2/3 0 0
spin | 1/2 u 1/2 C 1/2 t 1 % 0 H
up charm top gluon Higgs
—
~4.7 MeV/c2 =96 MeV/c? =4.18 GeV/c? 0
-1/3 -1/3 -1/3 0
12 d 12 S 12 b 1 y
down strange bottom photon
———
20.511 MeV/c? ~105.66 MeV/c2 =1.7768 GeV/c? =91.19 GeV/c?
-1 -1 -1 0
12 e 12 “- 12 T 1 y
electron muon tau Z boson
———
<2.2 eV/c? <1.7 MeV/c* <15.5 MeV/c* ~80.39 GeV/c?
0 0 0 +1
1/2 Ve 1/2 VIJ 1/2 VT 1 W
electron muon tau W boson
neutrino neutrino neutrino

FIGURE 1.1: The Standard Model of elementary particles. The neutrinos can be seen in the
bottom left, immediately below their associated leptonic partners.

All leptons (including neutrinos) have an associated lepton number (lepton charge). The
lepton number takes values of +1 and there is a unique lepton number for each lep-
ton flavor, noted by L; with [ indicating the flavor. The lepton number is shared by the
neutrino-lepton pairs. The lepton number is important as it determines the possible in-
teractions involving leptons, e.g. in neutrino-nucleon scattering

v+ N—=I1+N/, (1.1)

where v; is a neutrino with flavor [ and N is a nucleon. For interaction to be allowed, the
lepton number must be conserved on both sides of the equation. The conservation of lep-
ton number is true in point-like neutrino interactions, but it is not universally conserved
property. Neutrinos have been observed changing flavors as they propagate through
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Neutrino Lepton L; L

TABLE 1.1: Relationship between neutrinos and charged leptons, including their lepton num-
ber.

space, known as neutrino oscillation, which in turn break the conservation of lepton
number.

Each of the three neutrino flavors have an associated anti-particle (anti-neutrino), i.e.
7, 7, and 7z, for which the associated leptons become e, ", and 7. Anti-leptons (in-
cluding anti-neutrinos) have identical lepton numbers, but with the sign reversed e.g. 7,
have lepton number L, = —1 (see table 1.1 for more). This property allows for interac-
tions such a neutron decay,

N—= P +7,4+e, (1.2)

where the sum of lepton numbers from the e~ and 7, equals 0, conserving the lepton
number on both sides.

1.4 The Weak Force

The weak force is mediated by two exchange particles, the Z° and W* bosons. The W
boson has a charge of either plus or minus 1, while the Z° boson is electrically neutral.

The W' and W~ bosons are involved in interactions that include neutrino emission
and absorption and are known as charged current (CC) interactions. CC interactions in
neutrino-nucleon scattering involve quarks changing flavor, as well as the production
of a charged lepton in place of the neutrino. The flavor of the charged lepton is highly
dependent on the flavor of the neutrino.

Weak interactions mediated by the 70 boson are called neutral current (NC) interac-
tions since no transfer of electric charge is involved. Instead, NC interactions involve
the transfer properties such as the energy, spin, and momentum. However, above neu-
trino energies of a few GeV NC interactions can destroy the nucleon, creating a shower
of hadronic particles in the process.

The W= and Z° bosons are heavy particles, with masses of around 80 GeV and 91 GeV
respectively. In weak interactions, as the bosons are exchanged they are, what is known
as, virtual particles that are spontaneously created to mediate the weak force. As this is
violating conservation of energy, it is only allowed because of the uncertainty principle
stating AtAE < /2. From this principle, given a very short interaction time, the uncer-
tainty in energy can be very large. As a result, the W* and Z° boson created in weak
interactions are very short-lived, in turn making the interaction range short as well. The
range of the weak interaction is about 1/1000 times the diameter of a proton.

In neutrino-nucleon scattering a CC interaction is described as

U+N—=I1+X, (1.3)
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where v; is a neutrino of flavor /, N is a nucleon, [ is a lepton, and X is one or more
hadrons. NC interactions from neutrino-nucleon scattering can be described as

v+ N—=v+ X (1.4)

1.5 Particle Handedness

Particles have a quantum property called spin, which is especially important in neutrino
interactions for reasons that will soon be described. Spin defines a particles handedness.
The handedness depend on the direction of the particles spin in relation to its direction
of motion. If a particles spin-direction is parallel to its motion, the particle is considered
right-handed, while in the case where they are anti-parallel the particle is considered left-
handed. An illustration of handedness is shown in Figure 1.2.

Right-handed: Left-handed:
. p . p
S S

FIGURE 1.2: Illustration of handedness (helicity). When the spin of a particle is pointing in

the same direction as its motion, the particle is said to be right-handed as seen on the right. A

particle is left-handed if the spin direction is opposite to its motion as seen on the left. Figure
taken from [4].

For massless particles the handedness of a particle is invariant, as massless particles
move at the speed of light. However, for massive particles, if the reference frame moves
at speeds exceeding that of the particle, the handedness will be observed to flip to the
opposite handedness.

Chirality is a property closely related to particle handedness but is defined using in-
herent quantum properties of the particle, making it invariant to the reference frame. For
massless particles the handedness and the chirality is the same. However, for massive
particles handedness and chirality must be distinguished, as the handedness of a mas-
sive particle can change depending on the reference frame.

The weak force is different from the other forces as it has a preference for particle
handedness. It was first discovered during a famous experiment in 1956 by physicist
Chien-Shiung Wu, who studied the decay of cobalt-60 atoms[5]. The experiment in-
volved cooling cobalt-60 atoms to near absolute zero and aligning their spin using a
strong magnetic field. As the cobalt-60 atoms decay, the direction of the emitted electron
was measured, and the results showed that electrons were emitted in the same directing
for all of decays.

As the spin of the system must be conserved, the spin of the electron and 7, from the
decay must have the same spin. Since the momentum of the system must be conserved
as well, the direction of the two particles must be opposite of each other. This resulted in
only left-handed neutrinos being produced in the decay, showing the strong preference
of handedness in weak interactions. Since neutrinos only interact via the weak force, no
right-handed neutrinos or left-handed anti-neutrinos have ever been observed. However,
this does not conclude whether right-handed neutrinos or left-handed anti-neutrinos ex-
ist, but rather that we are not able to measure them, as they do not interact.
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1.6 Neutrino Oscillation

Neutrino oscillation is the phenomena in which a neutrino produced with one flavor can
later be observed with a different flavor. As neutrinos propagate through space, they os-
cillate between different flavors. The oscillation probability of the neutrino depends on
several factors, most notably the initial flavor state, the energy of the neutrino, and how
far it has propagated. That neutrinos oscillate came as a surprise when it was first dis-
covered, since it requires neutrinos having a mass, while the Standard Model of particle
physics was formulated assuming neutrinos having zero mass [6].

1.6.1 Neutrino Masses

The three know flavors (v, v, and v¢) are related to the three mass states (v1, v2, and v3)
by the Pontecorvo-Marki-Nakagawa-Sakata (PMINS) matrix

Ve Uy Up Ues 1
1/” = uy1 uyz uy3 1%) (1.5)
Vr Uy U Uz V3

where each element of the matrix represents the mixing of flavor state and a mass state,
e.g., the fraction of the flavor state v, in 1, is defined by the matrix element |U,, |2. If there
were no mixing of the flavor states and mass states, i.e., all off-diagonal in Equation (1.5)
equal to 0, there would be no neutrino oscillation.

The two mass states, v; and v, are very close in mass, while v3 is either a lot heavier
or a lot lighter than the two other. The normal mass hierarchy is defined as vy, 1> < v3,
while the inverted mass hierarchy is defined as v, v, >> v3. In Figure 1.3 the normal and
inverted mass hierarchy is illustrated along with the fraction of each mass state in differ-
ent flavors.

Neutrino Mass Hierarchy

Normal Scp

I

sol

FIGURE 1.3: The neutrino mass hierarchy. The color indicates the fraction of a mass state
present in a neutrino flavor [7].
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1.6.2 Three Flavor Oscillation Model

Neutrinos are created in a pure flavor eigenstate that can be written in terms of the mass
eigenstates

V) Z xi v (1.6)

where a notes the flavor eigenstate and j notes the mass eigenstate. However, since neu-
trinos oscillate, they do not remain in their pure flavor eigenstate. Equation (1.6) de-
scribes a neutrino at a particular moment in time, but for a neutrino propagating through
space, the time evolution of the state is described as

v, t) ZU* e Bt ;) (1.7)

where E; is the total energy of the jth mass eigenstate defined as E; = ,/p? + m]2 The
probability of a neutrino interacting as one of the three flavors thus depends on the initial
flavor eigenstate and the time experienced by the neutrino. The probability of a neutrino
starting in the flavor eigenstate & and interacting as the flavor f is described as

2

P(vy — vg) = | (v,

0[Va, >‘ ZuﬁJU* e v;) (1.8)

The expression in Equation (1.8) can be expanded by explicitly including the complex
conjugate

P(vy — vg) = ZU&U«:Z »illgje (EEDt (1.9)

The neutrino masses can be assumed very small, motivated by cosmological fits to the
sum of the three neutrino masses giving an upper limit of about 0.2 eV[8]. For this reason,
neutrinos can be assumed highly relativistic, allowing the approximations E > m; and
t ~ L, where L is the distance traveled by the neutrino. In addition, the exponential term
e "(Ei~E)t in Equation (1.9) can be rewritten using Euler’s formula

AmZL Am?L
—i(Ej—E)t . 2 ji . ji
e it =1—2sin ( iF ) +zs1n< oF ) (1.10)

— m?. The PMNS term in Equation (1.9) can be expanded as

2

where Am]z-i = m;

2
= dup +2) ) Upilllp Uy (1.11)

i<j i

Z uﬁ] aj

where 4, is the Kronecker delta function. Using Equations (1.10) and (1.11) the oscilla-
tion probability can be formulated as
AmiriL
4E

2
AmjzuL
+2) Im( Ug;UyiUg;iU,;) sin >F

l )
i<j

P(va — vg) = Gop — 4 ) Re(UgUyUpgiUy;) sin

i<j

(1.12)




1.6. Neutrino Oscillation 7

The imaginary part in Equation (1.12) does not contribute to the oscillation probability.
By using simplifications based on the detection energy threshold and energy resolution
of neutrino telescopes, as well as assuming mixing between 3 flavors and 3 mass states
only, the oscillation probability of an atmospheric v, can be expressed as

Am3, L
Plvy = v,) = 1-— 4sin” B3 cos? B13(1 — sin® O3 cos? 0;3) sin? (1%) (1.13)
Am3,L
P(v, = v,) = 4sin® 0y cos? by sin? 0;3 sin? (’Z?) (1.14)
AmZ,L
Plvy —ve) = 4 sin? 03 cos? 013 cos? 03 cos? 013 sin’ (Z‘?) (1.15)

where 6 is the mixing angle. Figure 1.4 shows the oscillation probability for a muon in a
three flavor model, as a function of energy. The probability is shown for three different
zenith angles. For atmospheric neutrinos, the zenith angle relates to the baseline distance
traveled by the neutrino.

> 10—

= Re cos(6,) = 0.0
8 ( )
o = P(y, > Ve
g 0.51 'R P(V“—H)’J)
G m— P(V, - Vr)
"

© o.o—¥. ; . ; ;

10 20 30 40 50 60
> 1.0 ]
E ...----l"""'---

_r.éu 0.5 ‘._.-‘ cos(6,)= —0.5
a.

g N

© 0.0 : . ' . .

10 20 30 40 50 60
£ cos(6,)= —1.0
a
©
Qo
o
a
3
o

FIGURE 1.4: Oscillation probability of a neutrino with initial flavor v, using a three flavor

model, calculated[9] using oscillation input values from [10]. The oscillation probability is

shown for three different zenith angles (cos(f,)) that relate to the baselines of the neutrino.

Here, cos(6,) = 0 is horizontal, cos(,) = —0.5 corresponds to 45°, and cos(f,) = —1 is
directly upwards-going. Figure courtesy of D. Jason Koskinen

The magnitude of P(v, — v;,) and P(v, — vz) is mainly driven by 63, as they both
have a very similar dependence on 0;3 that is relatively small (613 ~ 8.5°) compared to
63 ~ 45°. Using the approximation cos(6y3) = 1, P(v, — v,) and P(v, — v;) can
effectively be expressed in terms of a single mixing angle 603, though the underlying
matrix elements are still different. This is an important concept, as the v, — v, and
vy — V¢ channels both probe the mixing angle 653.

From this it becomes feasible to probe the T-sector in the PMNS matrix, which is
very essential since: the oscillation of v, — v; from atmospheric neutrinos is too small,
and measuring v: — v, requires a high flux of v, which is not present naturally on
Earth and is hard to produce through experiments. For neutrino experiments that rely
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on atmospheric neutrinos, such as IceCube, the oscillation parameters of interest are in
general 63, Am%l, or vr-appearance normalization N, .

The normalization term, N,_, scales the number of predicted v, in the different ob-
servation channels. In IceCube most v; are observed as cascades from either v; NC in-
teractions or v, CC interactions where the T decay to hadrons (hadronic cascade) or an
electron (electromagnetic cascade). However, 17% of the T from v, CC interactions de-
cay to a p [11],and is observed as a track. The N, scaling factor is found by matching
the expected contributions from v; in each channel to the observation. A normalization
of N,. = 1 would correspond no discrepancies between theoretical predictions and the
observations.

1.6.3 The PMNS Matrix

Under the assumption of unitarity and using a three flavor model, the PMNS matrix from
Equation (1.5) can be expressed as

Ve 1 0 0 C13 0 Slgefi(scp c1p s1p O] 1

vy | = |0 c23 s3] - 0 1 0 —S1p c1p O vy
Vr 0 —so3 23 —sp3eidcr () 13 0 0 1| \us 16
[ €13€12 13512 size P (1 (110

= | —c23512 — $13523€126°CP  C23017 — S13523512€°CF 13523 V2

| 23512 — S13023C126°CP  —S301p — S13€23512€° 7 c13803 | \V3

where ¢;; = cos 8;;, s;; = sin 6;; and dcp is the charge-parity phase. The so-called Majorana
phases, a, and B can be added under the assumption that the neutrino is a Majorana par-
ticle, but they are decoupled from neutrino oscillation and so they are neglected here[7].

Each of the three sub-matrices in the first part of Equation (1.16) represents differ-
ent neutrinos sources (left-to-right: atmospheric, reactor, solar) and are used to measure
different portions of the mixing matrix.



2 Detecting Neutrinos

Neutrinos cannot be directly observed as they are neutral particles. They do not leave
any trace of their presence unless they interact. What is observed in detectors such as
IceCube is the light from charged particles created from neutrino collisions in the ice. As
charged particles propagate through the ice photons are emitted through the process of
Cherenkov radiation, and this is the main source of photon production in IceCube.

2.1 Cherenkov Radiation

When a charged particle moves through a dielectric medium faster than the phase ve-
locity of light in the medium, photons are emitted through Cherenkov radiation. The
photons are not emitted by the charged particle itself, but are instead a consequence of
the medium being dielectric. As the charged particle propagates, the surrounding atoms
in the medium are polarized by the particles electric field, and as a result the electrons
are displaced from the nucleus causing a tiny dipole moment. When the particle have
passed, the polarized atoms fall back to their original lower energy state, in turn emitting
photons in isotropic directions.

FIGURE 2.1: Illustration of the process of Cherenkov radiation from a charged particle moving
in a dielectric medium. (left) Charged particles moving slower than the phase velocity of
light, produce photons with small shifts in the phase causing destructive interference. (right)
Charged particles moving faster than the phase velocity of light produces photons for which
constructive interference creates a wavefront that is observable. Illustration taken from[12]
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When the particle is moving slower than the phase velocity of light in the medium,

the Cherenkov photons will have a small shift in their phase causing destructive inter-
ference, and effectively canceling the effect. This is illustrated in Figure 2.1 (left). When
the particle is moving faster than the phase velocity of light, constructive interference of
the photons produces a wavefront, as illustrated in Figure 2.1 (right). The wavefront is
analogous to the shock wave produced by objects moving at supersonic speeds in air.
The wavefront produced by the charged particle moves away from the trajectory of the
particle at an angle 6c (the Cherenkov angle), forming a cone of light. The Cherenkov
angle 0¢ depends on the velocity of the particle, as well as the index of refraction in the
medium. The angle can be calculated from the relation

CUﬁC

cos(fc) = (2.1)

nmediumv.
2.2 Neutrino-Nucleon Scattering

Neutrino-nucleon scattering generally involves one of three scenarios: Quasi-elastic scat-
tering (QE), resonance production (RES) or deep-inelastic scattering (DIS). The cross sec-
tion for each scattering interaction is shown as a function of energy in Figure 2.2a and 2.2b
for the neutrino and anti-neutrino respectively, with quasi-elastic scattering indicated by
the dashed line, resonance production by the dash-dotted line, and deep inelastic scatter-
ing by the dotted line.

0.4
0.35
0.3
0.25

0.2

tion / E, (10°® cm?/ GeV)

0.15
0.1

0.05

V Cross sec

E, (GeV) E, (GeV)

(A) caption (B) caption

FIGURE 2.2: (a) Neutrino cross section as a function of energy, shown for different nucleon
scattering processes. (b) Anti-neutrino cross section as a function of energy, shown for different
nucleon scattering processes[13].

2.2.1 Elastic and Quasi-Elastic Scattering

Neutrinos undergoing elastic scattering, scatter off the entire nucleon. Quasi-elastic scat-
tering refers to elastic scattering via CC interactions, while elastic scattering refers to the
same process but via NC interactions[13]. As indicated by Figure 2.2, QE scattering is
dominant at energies below 1 GeV. Examples of QE scattering for a v, and 7, is shown in
Equations (2.2) and (2.3) respectively.
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vyt+n—pu +p (2.2)

Tu+p—pu+n (2.3)

Elastic scattering off nucleons via NC interactions can be generalized for all neutrino
flavors, as the outcome of the interaction is identical. Examples of NC elastic scattering
interactions are shown in Equations 2.4 and 2.5.

vi+n—=v+mn, vi+p—v+p (2.4)

vp+n— v +mn, Vt+p—=>v+p (2.5)

where p is a proton and 7 is a neutron.

2.2.2 Resonance Production

At energies above 1 GeV RES starts becoming dominant. Resonance production (RES) oc-
curs when a neutrino scatters off a nucleon and induces an excited state, in turn produc-
ing a baryonic resonance (A, N*). The baryonic resonant decays to a variety of possible
mesonic final states, most commonly a nucleon and single pion

v,N = u~N* N* - N’ (2.6)

where N / N’ is a proton or neutron. Figure 2.3 shows the Feynman diagram of RES
via a CC interaction for which a proton is excited to resonant state producing a A™ " that
decays to a 7" and a proton.

Y [

il

N u}p

FIGURE 2.3: Resonant production from a neutrino-nucleon charged current interaction. The
induced resonance creates a AT " that decays to a 7" and a proton.

RES starts at neutrino energies slightly higher than QE scattering (0.2-0.3 GeV), and
becomes the dominant interaction at around 2 GeV, but quickly drops off at higher en-
ergies where DIS is dominant. RES in neutrino scattering off a free nucleon includes
seven possible resonant single pion channels (including seven from anti-neutrinos) and
are shown in Equations (2.7-2.13). Three of them are from CC interactions,

Vutp—pu +p+m, vutp—out+p+, (2.7)

vy+n—>y’—|—p—|—7r0, 17H+p—>],t++n+7'c0, (2.8)
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vutn—put+n+m, vun+ —ut+n+mn, (2.9)

with the remaining four being from neutral current interactions,

v+ p = v+ p+ 7, Uy +p+— vy +p+nr° (2.10)
vy+n—>vy+n+7t0, ﬁy+n—>ﬁy+n+no (2.11)
vutp— v tn+nt, Vu+p— v +n+nt (2.12)
vyt+n—=vy+p+m, Vyt+n— v +p+ (2.13)

2.2.3 Deep Inelastic Scattering

Deep Inelastic Scattering (DIS) occurs at neutrino energies above ~1GeV, and becomes
the dominant neutrino-nucleon interaction above ~10 GeV. When a neutrino undergoes
DIS, it scatters off a quark in the nucleon producing a shower of hadronic particles in the
process[13].

DIS interactions occurs in both CC and NC interactions, with the difference being the
lepton produced in (CC) and the neutrino left intact in (NC) carrying away some of the
energy. Feynman diagrams of CC and NC DIS interactions are shown in Figures 2.4a and
2.4b respectively.

Y I’ Y Y

X X

(a) v, DIS CC interaction (B) vy, DIS NC interaction

FIGURE 2.4: Feynman diagrams showing (a) DIS CC interaction with a neutrino and quark
and (b) DIS NC with a neutrino and quark.

2.3 Electromagnetic and Hadronic Showers

In neutrino-nucleon interactions producing particle showers, there is generally distin-
guished between two types of particle showers: Electromagnetic showers and hadronic
showers. Electromagnetic showers are produced in v, CC interactions by the outgoing
electron, as well as in T decays, from bremsstrahlung along the path of a muon, and in
pair production interactions [14].

Electromagnetic showers have nearly identical light depositions patterns that are in-
dependent on the energy (below PeV scale). The length of the shower increases loga-
rithmically with energy. Electrons produced in CC v, interactions quickly begin emitting
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photons through bremsstrahlung. The photons produced undergo pair production, re-
sulting in a continues cycle as a shower of electrons and photons quickly forms.

Hadronic showers are produced in flavor independent NC interactions, in all DIS
interactions, in T decays, and from muon photonuclear interactions. The light signature
from hadronic showers is very similar to that of an electromagnetic shower, but with
a suppressed light yield duo to the production of neutrinos carrying away some of the
energy, in addition to a lower amount of free energy being available as a consequence
of the heavy rest masses of hadrons. The light yield produced from hadronic showers
at around 100 GeV is on average only 74% (with variations of 17%) the amount of light
obtained from an electromagnetic shower at same energy [14].

The energy deposition from electromagnetic showers created by CC v, interactions is
nearly identical to the energy of the v,. On the other hand, NC interactions producing
hadronic showers leave big uncertainties in of the deposited energy from the neutrino
staying intact carrying away the remaining energy. The relationship between the energy
of the neutrino and the energy from charged particles in the shower is shown in Figure
2.5 for CC interactions to the right and NC interactions to the left.

Probability density [arb. units]
1073 102 107 10°

107 - MR B BRI B

Charged current Neutral current

10° |

10° |

10%

Energy in charged particles [GeV]

103 I | | | 1 |
10° 10 10° 10° 107 10* 10° 10° 10’
v, energy [GeV] v, energy [GeV]

FIGURE 2.5: (left) Energy deposition from the magnetic shower produced by v, CC interac-
tions. (right) Energy deposition from the hadronic shower produced by v, NC interactions.
The big uncertainties in energy stem from energy being carried away by the neutrino(s)[14].

2.4 Track-like Events

Track-like events occur from v, CC interactions and get its characteristic track-like light
signature from the muon being produced in the interaction. v, CC interactions are the
only type leaving a track-like signature, since the other leptons, v, and v, quickly become
particle showers shortly after they are produced. Muons, on the other hand, can travel
several hundred meters in the detector.

Low energy muons (E;, <1 TeV) produced from neutrino interactions in the ice of Ice-
Cube travel about 5m per GeV of energy while producing photons through Cherenkov
radiation [15]. If the muon is produced with enough energy, it leaves a track-like signa-
ture in the detector that extends much further than the size of the cascade. However, at
low energies (<10 GeV) it can become very difficult to distinguish cascade and track-like
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events, as the track-length of the muon approaches lengths equal to the cascade size. A
track-like event and a cascade event is shown in Figures 2.6a and 2.6b respectively.

(A) Track-like event (B) Cascade-like event

FIGURE 2.6: (a) A track-like event in the detector, from a muon depositing 74 TeV worth of

energy with the remaining energy being carried away. (b) A cascade that deposited 1070 TeV

in the detector. For cascades fully contained in the detector, the energy can be determined
directly.

2.5 Atmospheric Neutrinos

When cosmic rays interact in Earth’s atmosphere they produce a shower of particles.
Many of the particles from the shower are unstable, and as they decay neutrinos are
produced. These neutrinos are referred to as atmospheric neutrinos.

Cosmic rays are composed of charged particles or atomic nuclei that have been ac-
celerated towards Earth through different astrophysical phenomena. Cosmic rays can be
enormously energetic, reaching energies in the EeV scale (10'®eV). The most energetic
cosmic ray ever observed (as of 2019) was the Oh-My-God particle, with an estimated en-
ergy of (3.2 +£0.9) - 10¥ eV, or 50]. This is energy equivalent to a baseball traveling at 94
km/h, all being contained in a single particle. The full energy spectrum of cosmic rays is
shown in Figure 2.7.

Cosmic rays in the GeV /nucleon region are mainly composed of protons, while about
5% are Helium nuclei and an even smaller fraction being heavier nuclei. Cosmic rays also
include electrons and photons, but they do not produce neutrinos as they interact in the
atmosphere[6].

Cosmic rays that intersect Earth, interact with the nuclei in the upper atmosphere and
typically produce at a lot of 77 mesons, with the addition of a few K mesons. Mesons are
unstable and decay into other particles. For example 7" decays to

nt = v+ ut (2.14)



2.6. Oscillation Analysis 15

T LR | T T T LR | T T T

-
=
=

Grigorov
JACEE
MGU
Tien-Shan
Tibet07
Akeno
CASA-MIA
HEGRA
Fly’s Eye x
Kascade e
Kascade Grande H
IceTop-73 T
HiRes 1
HiRes 2 T
Telescope Array Q
© Auger

LR LLL S

[y
(=]
u
T
Lol

E*SF(E) [GeV"®* m2 s sr1]
s

—
=}

o 0o 00 %< 0O0O0C<edqd49dlp>

RIS R TT] B SR ST W1 SN S A1 S SIS E 171 S WA W W71 M SRR AN T TT] N SR A AR TAT] B 1

10" 10° 10" 10" 10" 10" 10%
E [eV]

T

(—]
A
w

FIGURE 2.7: All-particle cosmic ray flux as a function of energy, measured by various air
shower experiments[11].

The u™ is unstable and as it decays additional neutrinos are produced

ut =+ vetet (2.15)

Similar decay processes occur for 71~ and K mesons as well. When highly energetic
cosmic rays interact in the atmosphere they become a shower of less energetic particles
through these decay processes, as illustrated in Figure 2.8.

Earth is constantly bombarded by cosmic rays from all directions. As a result, atmo-
spheric neutrinos are constantly produced, and because of the neutrinos small cross sec-
tion, they easily pass through the entirety of Earth. Atmospheric neutrinos are a source
for neutrino oscillation experiments, as they allow for baselines distances of up to the
diameter of Earth (12,700 km).

2.6 Oscillation Analysis

As discussed in section 1.6 oscillation parameters such as 63 can be studied from v, — v,
and v, — vr. These studies are often referred to as v, disappearance and the v, appear-
ance. v, disappearance refers to the fraction of missing v, events, based on what is ex-
pected from the atmospheric neutrino flux. The deficit of v, would be the consequence
some having oscillated to v; and v,. v; are rarely created in cosmic ray interactions in the
atmosphere or other processes on Earth. However, as a consequence of neutrino oscilla-
tion, v; are produced in measurable numbers, which is what v, appearance refers to.

The neutrino flux is complex and difficult to calculate precisely, giving rise to uncer-
tainties in the oscillation physics analysis. Using the processes described in Equations
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\C osmic ray

FIGURE 2.8: Highly energetic cosmic rays interact with nuclei in the upper atmosphere, in
turn creating a shower of particles through production and decay mechanism. The neutrinos
produced in these decays are referred to as atmospheric neutrinos [6].

(2.14) and (2.15), the flux can be estimated fairly well at certain energies. From Equa-
tion (2.14) 2 (v, plus 7,) and 1 (v, or 7,) are produced for every m* decay. This the ratio
between v, / 7, and v, / 7. becomes approximately 2, assuming the neutrinos mainly
comes from charged pions. This approximation is not far off the truth if staying below
energies of a couple of GeV where muons decay before reaching the surface. Figure 2.9
shows the (v, + 7,)/(ve + 7¢) ratio as a function of neutrino energy, calculated by three
independent groups|6].
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FIGURE 2.9: The atmospheric neutrino flux ratio (v, + 7,)/(ve + 7¢), calculated by the three
independent groups Honda, Bartol and Fluka [6].

From the atmospheric neutrino flux, the expected number of neutrinos that would
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appear in IceCube can be calculated. The distributions of reconstructed energy and cos ¢
(baseline) from observations are compared to simulation based on the flux and the os-
cillation parameters. The oscillation parameters are estimated by modifying them in the
simulated template so they match the observation.

The azimuth angle ¢ and zenith angle 8 are commonly used in astrophysics when de-
scribing directions in relation to Earth and the sky. Azimuth describes to the longitudinal
angle around Earth, while zenith describes the latitudinal angle as illustrated in Figure
2.10a.

The neutrino oscillation probability is very dependent on the baseline distance and
becomes an important factor in oscillation analysis. When observing atmospheric neutri-
nos interactions, the angle of the intersecting neutrino can be used to determine baseline
distance. Since the path of a neutrino is virtually unaffected by matter, precisely knowing
its angle of incidence allows for the baseline to be calculated, as it can be traced through
the Earth to the point where it was produced. Figure 2.10b illustrates the relationship
between the ingoing and outgoing angles 6. In IceCube atmospheric neutrinos from all
directions are observed, which allows for a range of baselines to be included in the anal-
ysis.

Zenith

Zenith angle r

North

$ East

Azimuth angle

(A) Azimuth and Zenith angle (B) Relationship of 6;;, and 6,

FIGURE 2.10: (A) The azimuth and zenith angle are commonly used in astrophysics when
describing directions in relation to Earth[16]. (B) The relationship of 0;, and 6, for a neutrino
traversing Earth[6].
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3 The IceCube Detector

The IceCube Neutrino Observatory holds the largest neutrino detector in the world. It
is situated at the geographical South Pole and was built for studying very high energy
neutrinos originating from some of the most energetic events in our universe, e.g. ex-
ploding stars, gamma-ray bursts, blazars, and cataclysmic events involving black holes
and neutron stars [17].

The detector consists of a huge array of highly sensitive light sensors, that have been
deployed in the very clear glacial ice beneath the surface of the South Pole, spanning
roughly 1 km? in total. Information about any neutrinos is gathered from the Cherenkov
light induced by charged particles created from neutrino collisions within the ice.

lceCube Lab
IceTop

50 m :\ 324 optical sensors

IceCube Array
86 strings including

8 DeepCore strings
5160 optical sensors

i DeepCore

8 strings-spacing optimized
'tllll m
| : Eiffel Tower

for lower energies
1111 | | | J F: ] 324 m
‘ 1 ‘ | -

1450 m

480 optical sensors

2450 m

2820 m

FIGURE 3.1: Schematic of the full IceCube detector, including the cosmic ray air shower array
IceTop at the surface, and the in-ice sub-array DeepCore marked in red.

The detector is equipped with a cosmic ray air shower array IceTop, that is located at
the surface. IceTop consists of 81 stations with a total of 162 ice-filled tanks instrumented
by light sensors similar to those in the in-ice array. IceTop is sensitive to very high energy
cosmic rays at energies of PeV to EeV, with an energy resolution of 25% at 2 PeV improv-
ing to 12% above 10PeV. It also serves as a partial veto for downwards-going neutrinos
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observed in IceCube. However, as IceTop is not an integral part of the instrumentation
used for oscillation physics, and will not be referenced any further in this thesis.

The in-ice detector contains a sub-array DeepCore, that has been optimized for the
detection of low energy neutrinos. In DeepCore the instrumentation is more densely
packed than in the rest of the detector and the majority of the instrumentation is situated
in the deepest region of the ice (DeepCore is described with more detail in Section 3.3). A
schematic of the full detector is shown in Figure 3.1.

The detector was deployed using a hot-water drill, lowering multiple long cables
(strings) into the depths of the glacial ice, each equipped with 60 Digital Optical Modules
(DOMs). The DOMs are situated at depths between 1500 m and 2500 m, where the ice is
very clear and the surroundings dark. The full in-ice detector consists of 86 strings (eight
of them DeepCore strings), arranged in a hexagonal shape. Non-DeepCore strings are
horizontally spaced by 125 m with a vertical DOM-to-DOM spacing of 17 m.

The eight DeepCore strings are accompanied by instrumentation from the bottom-
third of seven IceCube strings. The average horizontal distance between 13 of the 15
DeepCore strings is 72m which corresponds to about 1.5 times the average scattering
length in that part of the ice[15]. Six of the strings have an average horizontal distance
of only 42 m, roughly three times smaller than the 125m for standard IceCube strings.
The vertical DOM spacing is 7 m, making DeepCore strings twice as dense as standard
IceCube strings, in the regions that are instrumented.

One terabyte of unfiltered data is collected by IceCube daily. The IceCube Lab (ICL),
at the surface of the South Pole, houses the computers handling the initial data processing
as well as the data transmission. Before transmission, the unfiltered data is run through
the online Processing and Filtering (PnF) system that handles all the triggered events. The
treatment includes the application of calibration constants, event characterization and
selection, extraction of data quality monitoring information, and the generation of real-
time alerts for events of astrophysical interest. The treatment also includes the creation of
data files and meta information for long-term archiving. The data volume is reduced to
a level that can be accommodated by the satellite bandwidth, resulting in about 100 GB
of data being sent daily[17].

3.1 Digital Optical Module

A Digital Optical Module (DOM) is the fundamental data acquisition unit in IceCube.
The DOM consists of a spherical glass housing equipped with a downward-facing 10”
photomultiplier tube (PMT) with a circuit board (mainboard) sitting on top. All com-
munication, control, calibration, low-voltage power conversion, and data acquisition is
integrated on the mainboard, the cable provides power and transmits the digital signal
to the ICL. A schematic of an IceCube DOM with a photograph as comparison is shown
in Figure 3.2.

3.1.1 Glass housing, gel and magnetic shielding

The housing is made of a glass pressure sphere with an outer diameter of 13” and a thick-
ness of 0.5”, and protects the electronics and PMT from the immense pressures caused by
the surrounding ice. It has been designed to handle long-term applied pressure of 250 bar
(equivalent to 2.6 km water depth), as well the temporary pressure of 690 bar that can oc-
cur during the refreezing phase post deployment[17].
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FIGURE 3.2: (Left) A schematic of a Digital Optical Module (DOM) [18]. (Right) A photograph
of an assembled DOM [19]. The DOM:s are connected to a cable supplying the power and
enabling communication with IceCube Laboratory at the surface.

The pressure sphere was made using borosilicate glass with low amounts of radioac-
tive trace elements, in order to reduce the dark noise contribution (dark noise is described
in section 3.1.4). The PMTs used in standard IceCube DOMs are the 10” Hamamatsu
R7081-02, specified by Hamamatsu for wavelengths in the 300-650 nm range, with peak
quantum efficiency at around 25% for wavelengths of 390 nm.

The downwards-facing PMT is secured in high-strength silicone gel, providing a good
optical coupling, as well as being a mechanical support for the PMT. The gel thickness
between the PMT and glass sphere is approximately 1 cm. The gel is optically very clear
with a transmission of 97% for wavelengths of 400 nm to 65% for wavelengths of 300 nm.

The PMT is surrounded by a mu-metal magnetic shielding cage that helps reduce the
effects from the ambient South Pole magnetic field. Without such shielding, the PMT
would exhibit a 5-10% lower collection efficiency, poorer single photoelectronic resolu-
tion, as well as 20% gain variation, depending on azimuthal orientation[17].

3.1.2 Photomultiplier Tubes

Photomultiplier tubes (PMTs) are photon detectors that function in the ultraviolet to near-
infrared ranges of light. They serve as a tool for converting photons to an electrical signal
that can be read by a computer. The PMT amplifies the weak signal from a single photon
using electron multipliers, increasing the signal strength by up to factors of 107 [17].

On the face of the PMT sits a photocathode that when hit by a photon emits an elec-
tron, as a consequence of the photoelectric effect [20]. After emission, a focusing electrode
applying an electric field guides the electron towards the electron multiplier, which con-
sists of a set of electrodes (dynodes). When the first dynode is struck by the electron
a number of electrons are emitted from the dynode through the process of secondary
emission. The newly emitted electrons are driven towards the next dynode releasing ad-
ditional electrons when hit, creating a bigger and bigger cascade of electrons for every
dynode stage. The number of electrons increases exponentially for each stage, yielding a
measurable electrical signal by the end, corresponding to a photon having hit the PMT.
A schematic of a PMT is shown in Figure 3.3.
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FIGURE 3.3: Schematic of a photomultiplier tube. The incoming photon hits a photocathode

emitting an electron as a consequence of the photoelectric effect. The electron is then guided

towards a series of dynodes that initiates a cascade of electrons, amplifying the original signal.
The illustration is taken from [21].

The PMT used in standard IceCube DOMs has 10 linear dynode stages and achieves a
nominal gain of 10”. A single photon pulse yields a signal strength of about 8 mV, which
is well above the digitizer precision and electronic noise, both of which are around ~0.1
mV [22].

3.1.3 Local Coincidence

The cable holding the DOMs is not only connected the ICL, but includes specific wiring
to its two neighboring DOMs. One wire pair which carries the power and bidirectional
communication is ultimately connected to the computers at the ICL and additionally each
DOM has two wire pairs connecting it to the DOM directly above and below (this illus-
trated in Figure 3.4 (Right)). These DOM-to-DOM wire pairs are dedicated for observing
local coincidences (LC) between neighboring DOMs and allow for quick recognition of
coincidence hits within a common time window (set to 1 us) [17].
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FIGURE 3.4: (Left) Illustration of a DOM being deployed. (Right) Schematic of the connec-
tions between a set of four DOMs. The DOM-to-DOM wiring allow for recognition of local
coincidence (LC) hits [17].
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The majority of background hits on in-ice DOMs are caused by dark noise. The first
step in the data cleaning process uses LC to identify DOMs that should have their dig-
ital signal transmitted to the ICL. If hits meet the LC criteria they are flagged as Hard
Local Coincidence hits (HLC) and the full digitized waveforms are included. Isolated
non-LC hits are flagged as Soft Local Coincidence hits (SLC) and are compressed more
aggressively, only saving timestamp and minimal amplitude / charge information.

3.1.4 Dark Noise

Dark noise is the hits that were not caused by incident photons from charged particles
in the ice, and provides a significant contribution to the background hits in the in-ice
detector [17]. Dark noise stems from multiple effects leading to the emission of an elec-
tron from the PMTs cathode in the absence of an external photon source and is caused by
thermionic emission, field emission within the PMT, Cherenkov light from radioactive
decays and scintillation / luminescence in the glass of the PMT and pressure sphere.

Dark noise in IceCube can be characterized by a combination of uncorrelated noise
pulses with a rate between 230-250 Hz and a correlated component with a rate between
280-340 Hz (The average in-ice hit rate for a standard IceCube DOM is 560 Hz[17]). Ex-
periments using a bare PMT at low temperatures suggest that the main contributor of
noise originates from the glass pressure sphere.

Detector noise becomes an increasingly big problem at low energies (<10 GeV). Events
at these energies only leave a few dozen hits in the detector, from which noise becomes a
big contribution. Cleaning algorithms are commonly used to process hits from an event
before it is reconstructed. This step is important, since the addition of noise hits con-
tribute to uncertainties in the reconstruction, as the noise hits add inaccurate information
about the signature of the event. However, not all noise hits can be removed since they
can be hard to distinguish from signal.

3.2 Ice Properties

The glacial ice making up IceCube is very clear, but not entirely homogeneous. Mineral
dust correlated with climatological history results in changing scattering and absorption
properties at varying depths in the ice [15].

The dust concentration is highest in a band from 2000 m to 2100 m depth, and is re-
ferred to as the dust layer. The placement of DeepCore modules was motivated by these
observations, leading to the majority of the optical modules being placed beneath the
dust layer. Ice at depths below 2100 m is estimated to be 40%-50% clearer, on average,
than the ice between 1500 m and 2000 m. The ice is clearest at around 2400 m depth, with
an average scattering length close to 50 m and absorption length close to 190m. These
values are based on light with wavelengths around 400 nm, which is a wavelength close
to the peak of the DOM sensitivity, as well as being the most transparent in ice.

Most of the photon propagation happens in the glacial ice not affected by the drill
holes from string deployment, and this part of the ice is referred to as bulk ice. The struc-
ture and optical properties of the bulk ice has been measured using dust-loggers[23] that
were lowered into the ice via the drill holes. A horizontal laser beam on the dust-logger
was used to illuminate the bulk ice, from which a small fraction of light was redirected
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back into the drill hole where it was measured by a downwards-facing PMT. In addi-
tion, measurements using flashing LEDs situated on the DOMs have been used to derive
models of the bulk ice [24].

3.2.1 Hole Ice

When a string has been deployed using a hot-water drill, the water surrounding the
string is allowed to refreeze, and the column of refrozen ice is named hole ice. The re-
freezing process has been studied using a dedicated camera at the bottom of string 80,
and it was observed that the drill hole was completely refrozen after 15 days[24][17]. The
optical properties of the hole ice are currently less understood than those of the bulk ice,
causing big uncertainties in neutrino oscillation measurements.

It was observed that hole ice consists of three distinct regions (illustrated in Figure
3.5). The outermost region consists of bulk ice. The outer region of the drill holes consists
of the refrozen ice, and contains equal or better optical properties compared to the bulk
ice. The central region of the hole ice (marked by the blue circle in Figure 3.5), shows
significantly worse optical properties in comparison to the bulk ice. The observations
from this region are consistent with cylindrical freezing, where impurities and bubbles in
the ice are pushed along the freezing boundaries towards the center where they merge.
This central region of the hole ice is referred to as the bubble column.

Diameter of initial hole: ~55cm

Hole ice (always tentered):
i pwzi__sc/

DOM:35cm ™
Typically tcuchi

FIGURE 3.5: Illustration of different regions in the hole ice, caused by the refreezing of wa-

ter post deployment. The blue shaded region show the bulk ice (unaffected glacial ice). The

central region, indicated by the blue circle, marks the ice were significantly worse optical prop-
erties has been observed.

In simulation, the optical properties of the hole ice are treated using a hole-ice pa-
rameterization. The bubble column is modeled by a column of ice approximately 30 cm in
radius surrounding the IceCube string. The hole-ice parameterization accounts for the in-
creased scattering by modifying the effective angular sensitivity curve of the DOMs[25].

3.3 DeepCore

DeepCore is a sub-array within IceCube that is optimized for low energy neutrinos (~10 GeV).
DeepCore consists of eight specialized strings equipped with high quantum efficiency
PMTs (HQE DOMs), improving the quantum efficiency by 35% in comparison to stan-
dard modules. The horizontal spacing between strings and the vertical spacing between
DOM:s is much smaller in DeepCore than in rest of the detector. This enables low energy
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events to produce hits on multiple DOMs and strings, otherwise not be possible due to
the low number of photons produced in such events.

Each DeepCore string holds a total of 60 DOMs, with 50 out of 60 placed beneath
the dust layer in depths between 2100 m and 2450 m. This is the deepest region in the
detector, where the ice is clearest and has the best optical properties. This arrangement is
separate from standard IceCube strings where all 60 DOMs sit equally spaced in depths
between 1450 m and 2450 m, as illustrated in Figure 3.6.

The 10 remaining DOMs are situated above the dust layer, between 1750 m and 1860 m,
and are being used as an added veto for atmospheric muons from directly above. In Fig-
ure 3.6, the green region shows the DOMs beneath the dust layer, while the red region
shows the ones above. The dust concentration is shown to the left as a function of depth,
clearly indicating the dust layer.

Even though the IceCube Neutrino Observatory was originally built for observing
very high energy neutrinos (E > 1TeV), the addition of DeepCore has opened a new
window for physics analyses based on low energy neutrinos. These analyses include the
search for weakly interacting massive particles (WIMPs) and the study of neutrino os-
cillation parameters. DeepCore lowers the neutrino detection energy threshold by more
than an order of magnitude, giving a lower bound at around 10 GeV.

o0} R IceCube

| L] +

i Ll
4004 ® L4 .

1 - & *

L4 -

300 . ° DeepCore

k| * -

L]
200§ M . s "
« v "

1 -

1w & ° . ®
&

i * L

6 o. o+ S 1

i L)

i L hd
100} + T e ®

ie * i e *

L]
2001 * -
- * . L *

i B

300} . hd

; ".500 500 -400 500 -200 108 |0 100 P00 aD0 40b 500 60C

<
E.nso
= g
.‘g 5)—1550
@
=
c s
@«
21l
o 2\-1750 10 DOMs
E ] 10 m spacing
20 - 1750 -1860 m
m | { (in red)
/1950
—r .
_‘;:_—e - dust layer
i }‘-2159
8\ 50 DOMs
" [ 7 m spacing
[ 2107-2450 m
P Y2350 (in green)
r= il
[2450

FIGURE 3.6: Illustration of the placement of DeepCore modules in IceCube. The green region

indicates the modules placed beneath the dust layer, in the clearest section of ice. The red

region indicates the modules placed above the dust layer, acting as an added veto for atmo-
spheric muons. The concentration of dust is shown on a graph to the left [26].
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In addition to the improved sensitivity in energy, DeepCore allows for a good ability
to veto background events from atmospheric cosmic ray muons, by using the surround-
ing IceCube detector as an active veto to identify the background muons. This veto is
very effective since downwards-going muons are very likely to hit an IceCube DOM be-
fore reaching DeepCore. This is essential since muons have a trigger rate in the detector
approximately 10° times higher than that of atmospheric neutrinos[15]. Figure 3.7 shows
the event rates of atmospheric muons (pink line) as a function of different levels in the
event selection. The figure shows the efficiency of the muon veto, reducing the atmo-
spheric muon rates by many orders of magnitude [27].
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FIGURE 3.7: The event rates in DeepCore as a function the event selection level. Because of
DeepCore’s good ability to veto background muons, the rate of atmospheric muons (pink line)
in the event sample can be reduced by many orders of magnitude[27].

3.4 IceCube Upgrade

The IceCube Upgrade (ICU) is an extension to the IceCube detector which is not yet de-
ployed. The extension involves the addition of seven new strings, adding more than
700 DOMs to the detector, as well as introducing two new module types, the D-Egg and
mDOM. On June 25, 2019, the National Science Foundation (NSF) approved the fund-
ing of 23M USD (total cost being 34M USD) for the extension and it is scheduled to be
deployed during 2022-2023 [28].

The seven new strings will be placed within the volume of DeepCore and the pro-
posed string positions can be seen in Figure 3.8. The horizontal spacing between strings
will be in the order of 20m, and the vertical spacing between DOMs is reduced to 2.4 m,
being almost three times as dense as DeepCore strings. In addition, the new optical mod-
ules will be two to three times more sensitive than those currently used in the detector
[29].

The majority of DOMs are placed at depths similar to that of DeepCore, which is
the region with the best optical properties. The ICU will lower the neutrino detection
energy threshold to just a few GeV, as well as greatly improving the event reconstruction.
The extension is predicted to yield great improvements for IceCube neutrino oscillation
analysis, which is very reliant on the performance of low energy neutrino reconstruction
methods. The ICU strings will be equipped with new calibration devices, in addition to
the new and more sensitive DOMs.
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FIGURE 3.8: Proposed placement of the seven new strings that are schedule to be deployed

in 2022-2023 as part of the IceCube Upgrade. The strings are placed within the volume of

DeepCore and have denser instrumentation. It also introduces two new module types, the
D-Egg and mDOM. Illustration courtesy of the IceCube Collaboration.

3.4.1 The D-Egg and mDOM

Standard IceCube DOMs are equipped with just a single downwards-facing PMT, which
has the limitation of only being able to detect light coming from below. The two new
modules being added with the IceCube Upgrade extension have been designed to avoid
this limitation, in addition to other improvements.

The D-Egg consists of two 8” Hamamatsu R5912-100 HQE PMTs, with one facing
directly upwards, and the other downwards (the D-Egg is shown in Figure 3.9a). The D-
Eggs PMTs are enclosed in an elongated UV-transparent pressure-resistant housing with
a diameter of 305 mm. While the PMTs themselves are slightly smaller than the 10” found
in standard IceCube DOMs, the total detection area almost doubles, and the addition of
an upwards-facing PMT will improve the directional sensitivity of the ICU[D-Egg].

The mDOM is equipped with a total of 24 nearly isotropically oriented 3" PMTs,
housed in a 14" borosilicate glass pressure vessel [30]. The shape of the vessel deviates
slightly from a sphere, as the design is driven by the limited diameter of the borehole
and the size of the PMTs. Curing two-component silicone gel is poured between the
PMTs and the pressure vessel, providing an optical coupling in addition to structural sta-
bility. Around the entrance of the PMTs are mounted light concentrators, increasing the
effective area of the PMT.

The design of the mDOM (Figure 3.9b) comes with several advantages compared to
the current IceCube DOMs. The area of 24 3” PMTs results in more than a doubling in
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(A) D-Egg (B8) mDOM

FIGURE 3.9: (a) The D-Egg is equipped with two 8’ PMTs, one facing directly upwards and

the other downwards. (b) The mDOM is equipped with 24 3” PMTs each with different orien-

tations. The mDOM and D-Egg will be part of the IceCube Upgrade extension being deployed
in 2022-2023.

combined detection area for the mDOM, compared to the standard DOMs. One of the
advantages of multiple PMT orientations is the improved angular sensitivity. mDOMs
hit by multiple photons in separate PMTs provide information about the timing and di-
rection of the photons, which is very useful in event reconstruction.

One of the problems currently faced in the ICU is the limitations of the current re-
construction methods. In IceCube, the final reconstruction is based on tables containing
parameterizations of light yield for different configurations in the detector, used for find-
ing the hypothesis that best matches the observation.

The tables are about 1 GB in size, all of which must be kept in memory for efficiency.
This becomes a significant problem when they are used in distributed computing, where
several 100s or 1000s of computers run in parallel, each of which requires the needed
memory. In addition, the tables are already limited by approximations in order to reduce
their dimensionality. Providing the additional information from the multiple PMT ori-
entations in the new modules might prove infeasible as the dimensionality of the tables
will grow, which is problematic as they are already limited by size. Direct reconstruction,
is a new reconstruction method that is based on direct simulation. Instead of using pre-
constructed tables, direct reconstruction directly computes the expected light yield used
when finding the best matching hypothesis in reconstruction. By using direct simulation,
the full information from multi-oriented PMTs can be exploited.

In this thesis, the direct reconstruction algorithm is investigated using simulated data
in DeepCore and the ICU. Its performance will be tested and compared to that of table
reconstruction.
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4 Simulation

Simulation is used in many fields of physics as a way to test our understanding of what
we observe. Simulation has proved especially useful in particle physics, which involves
many interactions where the outcome is based on probabilities. Monte Carlo (MC) simu-
lation refers to algorithms where a chain of probabilistic events are numerically evaluated
using a random number generator (RNG), in order to simulate one of many possible sce-
narios.

When a particle is observed in a detector, the information available for analysis de-
pends on the instrumentation. In experiments where light is the source of information
(e.g. Cherenkov detectors), photomultiplier tubes (PMTs) can be used to detect photons
from particle interactions by converting them to an electrical signal (PMTs are described
in Section 3.1.2).

Simulation is widely used by IceCube in making predictions, testing theories, and as
an essential component in the reconstruction process. It is crucial that the simulation pre-
cisely reflects the complex nature of neutrinos and other particles involved in interactions
in the detector, as it provides an understanding of the data being observed.

Oscillation analysis in DeepCore and the ICU is based entirely on atmospheric neu-
trinos. The simulation is divided into separate stages involving the full chain of events
of going from cosmic rays producing showers in the atmosphere to simulating the pho-
tons produced in neutrino interactions in the ice of IceCube. This section provides an
overview of the separate simulation stages used for generating DeepCore data samples,
creating atmospheric muons for event-selection, and its use in reconstruction.

4.1 CORSIKA

In the first stage of the simulation chain, background muons from cosmic ray interactions
in the atmosphere are simulated using the CORSIKA generator from Karlsruhe Institute
of technology [31]. CORSIKA (COsmic Ray SImulation for KAscade), is a generator that
provides detailed simulations of the extensive air showers initiated by cosmic rays in our
atmosphere. In CORSIKA a range of particles, such as protons, light nuclei up to iron,
and photons can be used as the primary particle of the cosmic ray. The density variations
of the atmosphere at different altitudes are modeled by five atmospheric layers, with the
seasonal differences in density taken into account.

The primary particle starts at the upper border of the atmospheric model, where they
are tracked through the atmosphere until they interact with a nucleus in the air. The
height of the interaction and the targeted nucleus is selected at random but can be de-
fined explicitly by the user as well. Secondary particles created in the interactions are
propagated towards the surface, and effects from energy losses, scattering, and deflec-
tion in Earth’s magnetic field are taken into account. Particles created in decay processes
and interactions from secondary particles are propagated as well, in turn forming the air
shower.

Many of the particles produced in cosmic ray interactions decay before reaching the
surface or are stopped by the shielding from the Antarctica glacier before reaching the
in-ice detector. Still, the trigger rate of background events in the IceCube detector is 10°
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times higher than for neutrinos. In order to produce muons with enough energy to reach
the in-ice detector, cosmic rays must have energies of approximately 600 GeV. As IceCube
is mostly interested in the muons reaching the in-ice detector, CORSIKA is only used to
simulate cosmic rays above the 600 GeV cutoff.

The CORSIKA code has been adapted by the IceCube collaboration to identify the
muon and neutrino components of the air shower. IceCube uses CORSIKA by selecting
the muons propagated to the surface that have a geometric angle, resulting in them trav-
eling through the in-ice detector. The selected muons are then further simulated in the ice
of IceCube using separate software where energy losses from ionization and stochastic
effects in the ice are taken into account.

CORSIKA could be used in the same way for simulating neutrinos, but in practice,
it becomes extremely inefficient because of the low cross section of neutrinos compared
to muons. It would only be relevant in analyses looking at muons and neutrinos coming
from the same shower.

4.2 MuonGun

CORSIKA is very computationally expensive to use and does not allow for a lot of ways
to directly control the spectrum of events. For analyses where the targeted muon simula-
tion falls within a smaller phase space (being it energy, angle or position in the detector),
it is useful to have a separate simulation tailored for a specific analysis[26].

For this IceCube has developed a tool that bypasses the full simulation in CORSIKA.
The tool is named MuonGun and has the benefit of removing the computationally expen-
sive simulation of the full shower, in addition to giving more control for the user, at the
cost of losing information about the initial shower. However, it allows for a flexible and
efficient way to produce high statistics samples of background atmospheric muon events
that are needed in analyses and event selections.

Because the abstraction of MuonGun disassociates itself from the cosmic ray and
the air shower produced, an effective parameterization is used to weight the muon, ac-
counting for the cosmic ray spectrum dependence. The parameterization is constructed
through a separate simulation using the full shower from CORSIKA and a substantial
number of samples, creating a clean parameterization in energy and zenith angle of the
muons. Even though simulating the full shower is computationally expensive, this only
has to be done once.

4.3 Simulating Neutrino Interactions

For neutrino simulation with energies ranging from about 1 GeV to 1TeV, IceCube uses
the GENIE generator[32]. The GENIE code is widely used within the oscillation commu-
nity, and includes various information about interactions, and cross sections involved in
neutrino physics for energies of a few MeV and upwards.

The events generated by GENIE are produced from a power law energy spectrum
with a given spectral index. The events are then forced to interact with electrons or nuclei
within some specified volume in the detector. The interaction type is simulated using the
cross section for the given neutrino flavor and energy. The cross section model includes
neutrino interactions by elastic scattering, quasi-elastic scattering, resonance production,
and deep inelastic scattering. Deep inelastic scattering is the dominant neutrino interac-
tion for DeepCore energies (>10GeV).
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The particles produced by the neutrino interactions in GENIE are propagated out of
the nucleus. In addition, GENIE includes final state interactions, allowing the hadrons to
re-interact before leaving the nucleus. Hadrons produced from GENIE simulation with
energies of less than 30 GeV are propagated individually using GEANT4. For hadrons
with energies above 30 GeV, the lower variability between events permit the use of a
parameterized light output.

GEANT4 is a toolkit developed by CERNI[33] used for simulating particle propaga-
tion through matter. It offers a comprehensive range of interactions, including electro-
magnetic, hadronic and optical processes. GEANT4 is used by IceCube to simulate the
photon production from particles due to energy losses in the medium. Energy losses
from different mechanisms are shown in Figure 4.1 as a function of energy, for a muon
propagating in ice.

GEANT4 is also responsible for propagating muon and tau leptons, as well as elec-
trons and photons below 100 MeV. For energies above 30 GeV the variations between
events are small enough to permit the use of a parameterized light output for the hadrons.
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FIGURE 4.1: Relative energy loss from different mechanisms that affect muons as they propa-
gate in ice, shown as a function of the muon energy[34].

4.4 Simulating Light Propagation

The charged particles produced in neutrino interactions produce light as they propagate
in the ice via different energy loss mechanisms, notably Cherenkov emission.

Neutrino interactions involve the production of leptons and hadrons. With energies
below 30 GeV these particles are propagated separately, in order to simulate the contin-
uous and stochastic light emission due to energy losses. The simulated energy losses
produce photons that require additional simulation, in order to include the optical prop-
erties of the ice, which affect the path of the photons.

The leptons and hadrons not being propagated by GEANT4 are propagated using
PROPOSAL. PROPOSAL contains parameterization of ionization, electron pair produc-
tion, bremsstrahlung, photonuclear interactions, and decay processes in ice. When the
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particles are propagated through the ice, these processes are being simulated, giving pho-
ton emissions along the way.

44.1 CLSim

The photons produced by PROPOSAL and GEANT4 are propagated using CLSim, a pho-
ton propagation software package developed by IceCube [35]. IceCube uses other photon
propagation software as well, but CLSim is the framework used in this thesis and will be
the only one described in further detail.

CLSim is named after the programming framework OpenCL from which it is based.
OpenCL is a framework that allows for kernels to be executed on a Graphical Processing
Unit (GPU), ideal for highly parallelized programming[36]. Alternative frameworks ex-
ist for this purpose, but OpenCL distinguishes itself by being non-proprietary as well as
allowing for the code to be executed on a central processing unit (CPU) without the need
for modifications.

A typical muon event at the energies observed in IceCube, creates in excess of 107
Cherenkov photons. Each photon must be simulated individually, which becomes a very
computationally expensive task. Running photon propagation code on GPUs allows for
massive parallel programming, which has shown a significant acceleration of factors up
to 150 or more (compared to a single CPU core)[35].

The number of parallel threads a processing unit can execute simultaneously depends
on the number of cores available in the unit. The number of cores in desktop CPUs usu-
ally ranges from about 2-8, while GPUs can have several thousand. Parallelized pro-
gramming on GPUs usually requires two conditions to be met: The code (kernel) being
executed on the individual cores (or threads) must the same, as well as the processes be-
ing independent of each other. Both of these conditions are met in photon propagation
simulation, as the photons are described by the same behavior (uses the same code), and
can be assumed uncorrelated with each other.

CLSim uses ray tracing algorithms to simulate the path of the photon through the
ice, including optical properties such as scattering and absorption. The optical properties
are based on an ice model that accounts for the anisotropy in the glacial ice of IceCube.
Photons are simulated until they are absorbed in the ice or intersect a DOM. DOMs in
CLSim are represented by virtual spheres with a user defined radius. The centers of the
virtual spheres depend on the DOM positions fed by a GCD (Geometry Calibration and
DetectorStatus) file; thus separate GCD files are used for DeepCore and the ICU simula-
tion.

4.5 PMT Response

CLSim does not handle the PMT response simulation. It returns only the photons that
intersected a virtual sphere, including the corresponding string and DOM number of the
sphere it hit. Photons are treated individually when calculating the detection probabil-
ity. The detection probability depends on several factors such as intersection point on
the DOM, wavelength dependencies, and the direction of incidence. Separate algorithms
have been designed for each DOM-type, in order to calculate the final detection proba-
bility.
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CLSim is currently limited to a single radius and shape for all virtual spheres. Since
the individual DOM-types (pDOM, D-Egg and mDOM) differ both in size and shape
the photon positions must be corrected to accommodate this difference, in relation to the
virtual sphere. The probability of a photon releasing a photo-electron (PE) from the pho-
tocathode in a PMT depends on several factors such as transmission probability through
glass/gel, quantum efficiency, and the position and orientation of the PMT w.r.t. the pho-
ton.

451 pDOM and D-Egg

The pDOM is an updated version of the original IceCube DOMs that will be used in
the ICU along the new DOM-types. The main difference comes from the design of the
mainboard, but in simulation, the PMT response is calculated in the same way.

For pDOMs the photon acceptance probability is mainly based on two factors: the
wavelength and angle of the photon. The angular dependence is based on the zenith
angle 0 of the photon w.r.t. the PMT orientation. It does not depend on the azimuth
angle, as the pDOM has an approximately symmetric photon acceptance in azimuth.
The angular photon acceptance curve for cos(f) going from -1 to 1 is shown in Figure
4.2a.

With a downwards-facing PMT, cos(#) = 1 corresponds to a photon moving directly
upwards (anti-parallel to PMT), cos(f) = 0 is a photon moving horizontally (perpen-
dicular to PMT), and cos(#) = 1 is a photon moving downwards (parallel to PMT). The
highest photon acceptance occurs at cos(6) = 1, which is to be expected as it corresponds
to a photon hitting the pDOM directly from below, normal to the PMT orientation.

For pDOMs the wavelength dependence describes the probability of the photon pen-
etrating both glass and gel, in turn releasing a photo-electron from the PMT-cathode. The
wavelength acceptance for photons between 290 nm and 700 nm is shown in Figure 4.2b,
with a peak acceptance at wavelengths of around 420 nm with an acceptance of 10%.
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FIGURE 4.2: (A) Angular acceptance for the pDOM as a function of the zenith angle 6 w.r.t.
the DOM. (A) Wavelength acceptance curve as a function of the photon wavelength.

It should be noted that the wavelength acceptance shown in the figure is not deter-
mined by quantum efficiency (QE) alone, but includes the transmission through glass
and gel. However, the QE is about 25% in a pDOM, suggesting that more than half of the
photons are lost from propagating through the glass and gel. This seems unlikely, as the
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glass and gel used in IceCube DOMs are chosen specifically for its good optical transmis-
sion properties. The reason for this low wavelength acceptance is still not known.
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FIGURE 4.3: Total detection probability of photons coming from isotropic directions on a
pDOM, (A) skymap-projection (B) 3D-view

The pDOMs PMT response algorithm was tested using a simulation of isotropically
distributed photons on a virtual sphere. All photons have a wavelength of A =394 nm
(close to the peak acceptance), and a direction oriented towards the center of the sphere.
The detection probability was calculated for each photon and the results are shown in
Figure 4.3a (skymap-projection), and Figure 4.3b (3D-view). Since the wavelength is con-
stant, the change in detection probability is determined by the angular acceptance. The
tigures show a peak detection probability of less than 10%, and is dominated by the low
wavelength acceptance as seen in Figure 4.2b (P(A = 394 nm) ~ 10%).
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FIGURE 4.4: (A) Angular acceptance for the D-Egg as a function of the zenith angle § w.r.t. each
PMT: (red) upwards-facing PMT (blue) downwards-facing PMT. (B) Wavelength acceptance
curve as a function of the photon wavelength.

D-Eggs are effectively two pDOMs put together, with one facing up and the other
down, and the PMT response is calculated accordingly. The angular acceptance of the
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two PMTs is the same, but mirrored as shown in Figure 4.4a, where (red) is the upwards-
PMT and (blue) the downwards-PMT. The wavelength acceptance is shown in Figure
4.4b. Results from the PMT response simulation test can be seen in figure 4.5. The peak
acceptance is only slightly above 11%, and as with the pDOM, this value seems low.
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FIGURE 4.5: Total detection probability of photons coming from isotropic directions on a D-
Egg, (A) skymap-projection (B) 3D-view

452 mDOM

The mDOMs are slightly more complicated and are treated in more detail when calcu-
lating the PMT response. The detection probability relies on four different factors: The
angle and wavelength of the photon, as well as the transmission probability through the
glass and the gel, depending on the photons path-length through both materials. For the
pDOM and D-Egg the glass and gel transmission probability is included in the wave-
length dependence term shown in Figures 4.2b and 4.4b.

The transmission probability for the mDOMs PMT response is divided into: PMT
quantum efficiency (QE), glass transmission, and gel transmission. The glass and gel
transmission probability depends on both the wavelength and the path-length of the
photons through the material. The path-length is calculated using the photons (corrected)
position and direction w.r.t. the mDOM. For the calculations, the PMTs in the mDOM are
treated as discs, and only considers photons intersecting a PMT-disc from the front. The
transmission probability is defined as

PGlass,Gel(A) = exp(_xglass/Aglass(A) - xgel/Agel(A)) (41)

where x is the path-length in the material and A(A) is the absorption length in the ma-
terial as a function the wavelength A. Figure 4.6a shows the absorption length through
glass and gel as a function of the wavelength, while Figure 4.6b shows the acceptance
probability calculated from Equation (4.1) using Xgj4ss = Xge1 = 2 cm.
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FIGURE 4.6: (A) Absorption length as a function of wavelength for (red) gel and (blue) glass.
(B) Combined transmission probability as a function of wavelength calculated using Equation
(4.1) with xgjsss = Xge = 2 cm.

The mDOMs angular acceptance is shown in Figure 4.7a for cos(0) between -1 to 1. The
angular acceptance cuts off at cos(0) < 0, which is due to the PMT-circle approximation
where photons coming from behind the PMT are not considered. The wavelength accep-
tance is shown in Figure 4.7b for photon wavelengths between 290 and 700 nm. When
comparing the acceptance probability scale to Figures 4.2b and 4.4b it is noticeably higher
at the peak. This is because, in contrast to pPDOM and D-Eggs, photons acceptance have
a hard cutoff in the angular acceptance, whereas the pPDOM and D-Eggs always have a
finite probability.
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FIGURE 4.7: (A) Angular acceptance as a function of the zenith angle 6 w.r.t. the DOM. (B)
Wavelength acceptance curve as a function of the photon wavelength.

The PMT response test on the mDOM is shown in Figure 4.8, where photons with 0%
detection probability are shown by translucent gray dots. The acceptance probabilities
in the figure are significantly higher than those in Figures 4.2 and 4.5. It is important
to notice that the detection probability shown in Figure 4.8 does not reflect the average
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detection probability, that in reality is lower from the contribution of photons with 0%
detection probability, which is different for the other modules.
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FIGURE 4.8: Total detection probability of photons coming from isotropic directions on an
mDOM. (A) skymap-projection (B) 3D-view

4.5.3 Single Photo-Electron Template

The signal being measured when a photo-electron (PE) is emitted from the photocathode
in a PMT varies between individual hits. IceCube simulation uses a Single PhotoElectron
template (SPE template) to model the response measured in the PMT to a number of PEs.
The SPE template consists of two components: A Gaussian and an exponential. The
full model (black solid), as well as the Gaussian (red dash-dotted) and exponential (blue
dash-dotted) is shown in Figure 4.9.

= Full SPE Model
== = Exponential Part
= Gaussian Part

Response (AU)

Charge (PE)

FIGURE 4.9: Single photoelectron template, used to model the response from a DOMs PMT in
number of PEs [26].

The Gaussian component is related to the stochasticity of the dynode amplification.
The exponential component consists of a combination of noise and cases where the initial
photo-electron misses the first dynode plate, in turn losing a big fraction of the final
signal. The template is calculated using laboratory measurements on 118 DOMs, done
prior to deployment [37].

Photon hits from simulation with a non-zero detection probability are evaluated using
a random number generator (RNG) to draw from a uniform distribution between 0 and
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1. If the detection probability is greater than the random value, it is treated as the photon
having emitted a PE. The final PMT response is then calculated by drawing from the
distribution (black line) shown in 4.9.

4.6 Simulating noise

Hits that are not triggered by charged particles in the ice (dark noise), must be included
in the simulation to properly reflect what is observed in IceCube (dark noise is described
in section 3.1.4).

Noise hits are modeled using Vuovuzela[26][17], which is a noise simulation module
used by IceCube. The noise consists of a Poissonian and non-Poissonian. The Poissonian
component resulting from thermal noise and radioactive decay processes is being sim-
ulated using rates fit to each of the DOMs in the detector. The thermal noise is a large
component of noise in IceCube DOMs, with a rate of about 200 Hz, while the noise from
traces of radioactive elements in the DOM glass has typical rates between 50-100 Hz.
The non-Poissonian component from the model adds additional noise with a rate of 400
Hz[26].

Noise hits are included in the simulated data samples used for reconstruction, and
are being treated as real hits, as they would in observations at IceCube. Algorithms are
often applied to the series of pulses in the data sample, removing most of the noise hits.
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5 Neutrino Reconstruction

In particle physics, reconstruction refers to the process of inferring knowledge of what
was observed in a detector, based on the signals measured. In IceCube, all information is
obtained from photons emitted by particles from neutrino interactions. Since neutrinos
are neutral, they do not leave any trace in the IceCube detector until they scatter on a
nucleus or quark in the ice, producing a shower of particles.

The number of photons produced in an interaction depends on the energy of the
neutrino involved. The IceCube detector is huge, as it is designed to contain the enor-
mous cascade of photons and long muon tracks produced by very high energy neutrinos
(E>1PeV), in turn making the instrumentation in the detector sparse, with more than
100 m between individual strings. In low energy events (E<100 GeV), the sparsity of the
instrumentation becomes a big problem, as the low number of photons produced in the
neutrino interactions leaves only a few hits in the detector.

Low energy neutrinos are very important for oscillation analyses in IceCube, since
the neutrino oscillation probability becomes negligible at energies above ~100GeV for
baselines in the order of Earths diameter (as seen in Figure 5.1). This was one of the
motivations behind DeepCore, as the dense instrumentation allows for the detection of
neutrinos with energies ~10 GeV.

Figure 5.1 shows the survival probability of a v, as a function of neutrino energy and
Cos(Zenith) (baseline). As is evident from the figure, the neutrino oscillation probability
is very reliant on the energy E and zenith angle 6 of the neutrino, in turn making them
the two most significant reconstruction parameters oscillation physics.
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FIGURE 5.1: Survival probability of a v, as a function of energy and Cos(Zenith) (baseline)[26].

Reconstruction becomes increasingly difficult at lower neutrino energies, as the light
distribution becomes less reliant and uncertainties from noise hits can become dominant.
In this thesis, the reconstruction of low energy neutrinos in DeepCore and the ICU is
investigated using a new method that relies on direct simulation (direct reconstruction).



5.1. Impact of Uncertainties in Reconstruction 39

In addition, the performance of direct reconstruction is compared to the current final
reconstruction method based on spline-tables.

5.1 Impact of Uncertainties in Reconstruction

Uncertainties in the reconstructed E and 0 often become the biggest contribution to un-
certainties in oscillation analyses. Figure 5.2 shows the survival probability of a v, as a
function of energy, calculated at a baseline corresponding Earth’s diameter (12,700 km).
The blue curve shows the true underlying survival probability as a function of energy,
while the red dots show the estimated P(v,, — v;,) at different energies that are impacted
by uncertainties in the reconstructed E. From the figure it becomes apparent that uncer-
tainties in the energy can significantly impact the oscillation parameter fits, as the oscilla-
tion probability at specific energies becomes very uncertain. Improving the performance
of the reconstruction directly impacts the quality of the fit. This is especially true at lower
energies where the probability rapidly changes with energy.
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FIGURE 5.2: Uncertainties in the energy reconstruction are symbolized by the red dots, while

the blue curve shows the true underlying oscillation probability. If the energy reconstruction

was near perfect, the red dots would follow the blue line, strongly constraining the allowed

fit parameters. As uncertainties in the energy reconstruction are present, especially at lower

energies, the fit parameters are less restricted, causing uncertainties in the best fit values as a
consequence.

The impact of an increased performance E reconstruction becomes especially appar-
ent at low energies where the oscillation probability rapidly changes with energy. At the
lowest neutrino energies up to a few GeV the oscillation probability changes so rapidly
that it acts as a lower limit for neutrino oscillation experiments, the oscillation probability
in this region can be assumed 0.5.

Currently, IceCube is only sensitive to the first peak/dip (around 15-20 GeV), because
of the uncertainties in the energy reconstruction at lower energies. With an increased
performance in the reconstruction at low energies, IceCube would be able to probe both
the first and oscillation peaks. This would greatly impact the quality of the oscillation
parameter fits, as the second peak would restrict the allowed parameter space consider-
ably.

In IceCube, neutrino oscillation is mainly studied by looking at v, disappearance and
vr appearance. As the name suggests, v, disappearance is the deficit of observed v, in
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comparison to what is expected from the atmospheric neutrino flux. The v, disappear-
ance is due to the v, having oscillated to other neutrino flavors, as it propagated through
Earth. On the other hand, v; appearance is determined by the number of observed v
in the detector. Atmospheric v, are very rare, making the observed v; in IceCube the
result of the others neutrino flavors (mainly v,) having oscillated to v, hence v; appear-
ance. One of the strengths of the IceCube detector is its ability to observe neutrino with
varying baselines. Since the atmospheric neutrino flux on Earth is isotropic, the neutrinos
observed in IceCube have short as well as very long baselines.

5.2 Reconstruction Parameters

Neutrino events in IceCube can be described using 8 parameters
e Interaction vertex position: x, y, z
o Time of the interaction: time

Direction in zenith: 0

Direction in azimuth ¢

Energy: E
e Muon track length: L

The interaction vertex describes the position of the neutrino interaction in the spatial
coordinates x, y, z. IceCube uses a coordinate system relative to the detector, with the
origin situated about 2000 m below the surface of the ice, and the z-axis pointing upward
normal to Earth’s surface. Time describes the time of the interaction in nano-seconds rel-
ative to tg, with ¢y defined by the time window that starts about 1us before the event was
triggered. The direction of the neutrino is described using two angles: azimuth (¢) and
zenith (0) (as described in section 2.6). E describes the energy of the cascade created from
the interaction and L describes the track length of the muon produced in v, CC interac-
tions. The track length is used to identify v, CC events, as it is unique for this interaction,
ass e and T leptons decay too quickly to leave a track (except occasionally when a yu is
produced from the T decay). The reconstructed track-length L is important in neutrino
oscillation physics since it is directly relates to the energy of the muon.

As events become lower in energy, the muon track-length approaches distances close
to the size of cascades, and the two event topologies become difficult to distinguish.
Muons travel roughly 5m per GeV of energy at the energies in DeepCore. With a stan-
dard IceCube string-spacing (125 m), a muon needs an energy of at least 100 GeV to pass
four strings. In contrast, DeepCore, with its lower string spacing, allows the detection of
muon tracks at much lower energies (~10 GeV).

Knowing the event-topology prior to reconstruction often becomes difficult at low en-
ergies. The common approach in dealing with this problem involves doing two separate
reconstructions, one using a single cascade hypothesis, and the other a track + cascade
hypothesis. The hypothesis that best matches the observation decides the outcome of the
final reconstruction.

As this thesis focuses on cascade reconstruction alone, the track-length L will be dis-
regarded and not referenced further, leaving the reconstruction parameters defined as: x,
y, z, time, ¢, 0, E.
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5.3 The Likelihood Model

The strategy employed in low energy reconstruction relies on utilizing simulation as a
way to predict the hits in space and time for a given hypothesis. The hypothesis is mod-
ified as part of an iterative process to find the one that best matches the observation. To
measure how well a hypothesis matches an observation, a likelihood function that re-
lies on the relationship between the predicted and observed hits is evaluated at every
iteration in the reconstruction process, guiding the algorithm towards the most probable
hypothesis.

The light profile from electromagnetic and hadronic cascades have light emission that
scales linearly with the energy. This allows for the showers to be used as a fundamen-
tal energy unit that scales a template simulation to match the energy from the observed
data. The energy from as cascade can be estimated by comparing the number of photons
in a bin (DOM) k, to the expectation A from a template event with a reference energy
(usually 1 GeV) [14]. The template functions are typically created using tabulated Monte
Carlo simulation (spline-tables), but can also be derived from analytical approximations
and direct Monte Carlo simulation (as for direct reconstruction).

The number of detected photons in a bin is expected to follow a Poisson distribution
with a mean value A = AE. The Poisson likelihood function £ is formulated as

k
L= % e (5.1)
which expressed in terms of A = AE gives
AE)*
L= ( k') ceAE, (5.2)

Using the natural logarithm of the likelihood In £ and adding the contribution from each
DOM-bin, Equation 5.2 becomes

Npoms
InL= Y kin(A;E)—A;E—In(k;!) (5.3)
i=1
This expression can be maximized by setting azalé‘[: = 0 and expressing it in terms of E
Npoms k]. A;
0= — A
= NAE
Npoms ki
=) S A; (54)
i=1
Npowms [
E= L
Ai

i=1

Contribution from noise hits can be included by changing A = AE — A = AE + p, with
p being expected number of noise hits. The log-likelihood expression including noise
becomes

Npowms
InL= Y klIn(AE+p)— (AE+p)—In(k!). (5.5)
i=1
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Equation (5.5), as opposed to Equation (5.3), does not have a closed-form solution in
terms of E. However, the solution can still be obtained numerically using gradient-
descent minimization algorithms[14].

It is possible to include timing information from the photons as well, which in general
improves the performance of the reconstruction. Timing is added by separating DOM
hits in bins based on the arrival times of the photons. From this, A; becomes the expected
number of hits in a bin within some time window. In reconstruction, the time window in
the i’th bin is usually defined using the observed hits k;.

In reality, the expected light yield A does not depend on the energy alone. The ex-
pected light yield in a DOM depends on the DOM-position (xpom, ¥Ypom, Zpom), the
position of the interaction vertex (xy, ¥», zo), the direction of neutrino (6, ¢) as well as the
time of the interaction. The photon distribution also relies on the optical properties of the
ice, as the interaction vertex usually sits a few scattering lengths away from the observer,
as well as the complex wavelength dependency of photons. This, in turn, makes an ana-
lytical form of A impossible. In simulation, A becomes a function of the 7 reconstruction
parameters used to describe the neutrino interaction. Using ©® = [x,v,z, time,¢,0,E], the
likelihood function in reconstruction becomes

Npowms

INL(@) = Y kiIn(A(®)+p) — (Ai(®) +p) — In(k;?). (5.6)
i=1

In situations where speed is more essential than accuracy, analytical approximations to
A exist. However, in reconstruction, A is primarily obtained using Monte Carlo simu-
lation, although analytical approximations can be used as an initial guess (seed) for the
minimizer algorithm.

Two separate reconstruction methods based on Monte Carlo are used in this thesis.
The first reconstruction method relies on tabulated Monte Carlo simulation of light dis-
tribution in the detector smoothed with a multi-dimensional spline surface, in order to
compute A. Reconstruction using spline-tables is currently the favored final reconstruc-
tion method in IceCube, and was applied in the most recent generation of oscillation
analysis[26]. The other reconstruction method uses direct simulation as a way to com-
pute A during the minimization process, and is the reconstruction method investigated
in this thesis.

5.4 Table Reconstruction

The splines-tables are constructed through Monte Carlo simulation based on different
source configurations in the detector. The simulation results provide a Cumulative Den-
sity Function (CDF) of the light yield, that is smoothed using a multi-dimensional spline
surface fit, that provides a high-quality parameterization of the expected light yield A,
for a given source configuration.

By using symmetries in the IceCube detector, the dimensionality of the tables can be
reduced. Particularly the azimuthal and lateral translational symmetry of light propaga-
tion allow for a parameterization of A that depends on just 6 parameters: Depth, zenith
angle from source, displacements vector to the receiver and the time difference in light
detection between production and observation. Table lookups are independent of the
energy, as A always corresponds to a 1 GeV hypothesis. In reconstruction, A is scaled by
the energy of the hypothesis being evaluating the log-likelihood (LLH).
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Figure 5.3a shows the raw CDF as a function of source depth and zenith angle. Figure
5.3b shows a slice from 5.3a at a source depth of 4.44m, showing the discrete values of
the CDF and the spline-fit. The spline-tables are about 1 GB in size that must be kept in
memory for efficiency, with a lookup time in the order of 1us.
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FIGURE 5.3: (A) A 2-dimensional slice from the cascade spline-tables. Each point shows the
CDF of the light yield for a specific source depth and zenith angle. (B) Discrete values and
spline fit for a specific source depth in (A). [38].

5.5 Direct Reconstruction

Direct reconstruction uses cascade simulations to directly compute the expected light
yield A for a given hypothesis. The direct simulation uses a cascade parametrization
modeled as a point-like emission, producing photons that are propagated afterward us-
ing CLSim (CLSim is described in section 4.4.1). Direct reconstruction relies on evaluating
the log-likelihood (LLH) gradient directly, using the 7 reconstruction parameter. The re-
construction process uses a minimization algorithm to perform gradient descent, similar
to the table reconstruction. Figure 5.4 shows an illustration of the process involved when
computing A through direct simulation.
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FIGURE 5.4: Illustration of direct simulation computing the expected light yield A, using a

cascade hypothesis in the ice of IceCube. Photons produced in the cascade are propagated in

the ice, and as they hit a DOM they are binned in time (shown in the histogram), from which
the hypothesis can be evaluated based on the hits from the observation.

In direct simulation, the cascade hypothesis is simulated multiple times, as simulat-
ing the cascade hypothesis only once does not necessarily yield a representative light
distribution. Effects such as scattering in the ice during photon propagation result in a
different A from one simulation to another, and by simulating the cascade hypothesis
multiple times, statistical uncertainties from the simulation are smoothed. The number
of simulation trials is referred to as the oversampling factor (illustrated in Figure 5.5).
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FIGURE 5.5: In direct reconstruction, a neutrino cascade hypothesis most be evaluated through
several trials to smooth out statistical uncertainties. The number of simulation trials for a
single evaluation is referred to as oversampling [39].

In direct reconstruction, the oversampling factor is usually in the order of 10%, though
it depends on the accuracy desired A as well as the event itself. The oversampling factor
is a trade-off between computation time and accuracy, and choosing an optimal over-
sampling factor is not always trivial, as it can depend on the minimizer’s sensitivity to
fluctuations in the LLH, as well as the average number of iterations needed for the recon-
struction to complete.

In direct reconstruction, the main computational expense comes from the photon
propagation. For this thesis, CLSim is used for the photon propagation in the direct simu-
lation. Since CLSim is optimized for photon propagation on GPUs, direct reconstruction
is best run on a computer with GPUs available, since running photon propagation on a
CPU is many times slower (factor 10-100).
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5.6 Spline-tables versus Direct Simulation

The two reconstruction methods each come with advantages and disadvantages. The
main benefit of the tables is that lookups are very fast, allowing for fast reconstructions.
The tables have shown to perform well in comparison to other reconstruction methods,
which is the reason why it is currently used for the final reconstruction in IceCube anal-
yses.

Constructing a set of spline-tables requires huge amounts of simulation time, as all
possible source configurations must be covered. The process of creating and verifying a
set of tables usually costs about 6 months of a PhD students time. This would not be an
issue if the tables never had to be replaced. However, as the simulation keeps improving
and better models of the complex glacial ice are derived, a new set of tables must be
constructed to include this new information.

With tables already being 1 GB in size they are starting to reach their limit, as this
becomes significant when running the reconstruction using distributed computing on
several 100-1000 computers. For this reason, expanding the dimensionality of the tables
becomes an issue. Currently, the tables are constructed under the assumption that DOMs
are of the same type, and with the introduction of DOMs with multiple-oriented PMTs,
tables would need to expand the dimensionality to include this information, as symme-
tries previously used breaks down. Currently, tables have been constructed for the ICU,
but are based on a homogeneous ice model and cannot be used for real data collected by
the ICU.

The benefit of direct reconstruction lies with its flexibility and the more accurately
computed light yield, as it is based on direct simulation and not a parameterization like
the tables. In addition, direct reconstruction it not restricted to a homogeneous ice model
when used for reconstruction in the ICU. The new DOMs with multi-oriented PMTs can
have their full potential utilized, without the loss of accuracy due to approximations,
such as simple ice models.

Direct reconstruction is faced with two issues that currently make it less desired than
table-reconstruction. The evaluation time of a hypothesis is much longer in direct recon-
struction, since the hypothesis must directly simulated, and often requires a high over-
sampling factor (>1000) for a good performance.

In addition, the current performance of direct reconstruction is not entirely on par
with the table reconstruction, even at high oversampling. This is unexpected, as the
A computed in direct simulation should be at least as, or more, accurate than the one
gotten from table lookups. Though if the issue in performance can be solved, direct
reconstruction becomes a good candidate for replacing table reconstruction in the ICU,
which is urgently needed. The investigation of direct reconstruction is covered in section
6, using simulation from DeepCore and the ICU, while comparing the performance with
table-based reconstruction.

5.7 Millipede

Millipede is a reconstruction framework developed by IceCube, and is used by table re-
construction as well as direct reconstruction. Millipede is used to set up the full recon-
struction process, allowing for different minimizer algorithms to be used in the recon-
struction. Millipede also handles the construction of the time bins, that is calculated
based on the hits in the event being reconstructed.
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5.7.1 Time binning

The hits in the detector that represents an event consist of a set of pulses, that can vary
in amplitude and width. Each pulse is mapped using an OMKey that contains the string,
module, and PMT number. Millipede uses the pulses of an event to construct the time
bins, based on settings configurable by the user. Multiple pulses can be merged in sin-
gle bins if they are close in time. When setting the input variable PhotonsPerBin to -1,
time binning is not used, and all pulses sharing an OMKey are merged into a single bin,
spanning the full time window of the event.

For PMTs without any pulses, a single bin is created that spans the full time window.
If a single pulse was observed, three bins are created. The first bin covers the beginning
of the time window to the pulse. The middle bin contains the observed pulse, and has a
bin width corresponding to the pulse width, and the last bin covers the remaining time
window. The width of pulses is of order O(1-30 ns), while the full time window covers a
whole us. As a result, the initial and final time bins are much larger in comparison to the
bins containing pulses.

W1 T Wa w3 Wy : Ws
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FIGURE 5.6: Simple example of a possible time binning created by millipede based on two

pulses. The two pulses are binned in w, and w4 with widths in the order of O(1-30 ns). The

widths of w; and ws are typically much larger than the pulse bins, as they cover the remaining
time window that covers a whole us. Illustration from [40].

5.7.2 Likelihood Functions

The default likelihood function used in millipede is a Poisson log-likelihood (LLH) very
similar to Equation (5.5), defined as

Nbpins
InL =Y kiln(A;) = A; —InT(k; +1). (5.7)
i=1
Table reconstruction uses the LLH function in Equation (5.7). Direct reconstruction uses a
different LLH function called the DIMA-LLH, named after the founder. The DIMA-LLH
accounts for model errors and weighted simulation[DIMA-LLH]. The version of the
DIMA-LLH used for direct reconstruction is slight different, as it only uses the weighted
simulation terms

Nbins

1n£DIMA = l:Zl Ns -8 111(%) +d1‘ 11’1<Z:>, (58)
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where y is defined as

pi = (ns-si+d;)/(ns +1). (5.9)

Here, d; and s; is the observed and expected charge in the i’th bin respectively and s is
the number of simulated trials (oversampling). Direct reconstruction can use the Poisson-
LLH in Equation 5.7 for reconstruction as well. The effects from switching between the
two LLH functions in direct reconstruction is still not understood in detail, and require
more careful investigation, though in general DIMA-LLH has been observed to perform
slightly better.

5.7.3 Energy Reconstruction

In millipede, energy reconstruction can be handled in two separate ways. The first one is
by allowing the minimizer to adjust E, along with the other 6 reconstruction parameters.
Alternative, millipede has an analytical energy fitting method based on Preconditioned
Conjugate Gradient (PCG) Poisson fit[41].

The PCG energy fit in millipede was originally designed for table reconstruction but
can be used in direct reconstruction as well. Since tables do not include a dimension
for the energy, table lookups of A correspond to a 1GeV cascade hypothesis. For this
reason, millipede’s PCG fit is specifically designed for a 1GeV A, which is not what is
computed in direct simulation, as it depends on the energy of the cascade hypothesis. By
downscaling the A computed in direct simulation by the energy of cascade simulated,
direct reconstruction can use the PCG energy fit. The PCG fit returns a scaling factor for
A that is applied before the likelihood evaluation.

Using the PCG energy fit in direct reconstruction has shown equal performance to
using the minimizer, and it is still undecided which method is the preferred.

5.7.4 The Simplex Algorithm

Millipede allows for a variety of minimization algorithms to be used in the reconstruc-
tion. The Simplex algorithm is the only one used for reconstruction in this thesis, and
will be the only one described in detail. Millipede’s simplex minimizer is based on the
Nelder-Mead[42] variant (not be confused with Dantzig’s simplex algorithm).

The simplex algorithm is a numerical minimization method used in optimization for
multidimensional problems without the use of derivatives. The algorithm searches for
the lowest point of the objective function, defined by the log-likelihood (LLH) in recon-
struction.

The algorithm uses a simplex, a special type of polytope with n+1 vertices in an n-
dimensional problems. The n+1 points in the simplex, as used as test points, that deter-
mines how the algorithm moves. Based on the LLH evaluated at each test point, a set of
different progression techniques are applied, that move or replace test points in the sim-
plex. The algorithm always maintains a total of n+1 test points. In millipede, the initial
simplex of test points is based on the seed hypothesis and the defined step size.

Two criteria determine whether the minimization process terminates. The first criteria
is based on the differences between the LLH in the simplex, stopping if it drops below
a certain tolerance. The other criteria is based on the size simplex, stopping if the size
drops below the tolerance.
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6 Reconstruction Studies

In this section, the performance of direct reconstruction is compared to table reconstruc-
tion. The current limitations and possible improvements for direct reconstruction are in-
vestigated and discussed. The event reconstruction is limited to cascade events only (v,
CC), as cascade+track reconstruction adds additional layers of complexity, which might
overshadow more fundamental issues in the reconstruction method. In addition, direct
reconstruction of cascades should show better, or equal, performance to table reconstruc-
tion before the more complex cascade+track reconstruction process is studied.

Reconstructions in this thesis use data samples that are based on Monte Carlo simu-
lation and include only v, CC events (no NC). The performance of direct reconstruction
is investigated using simulated data samples from DeepCore, as well as the ICU. The
reconstruction has been optimized for low energy events, and the data samples contain
energies ranging from 10 GeV to 100 GeV. The focus on low energy reconstruction is mo-
tivated by the impact of low energy neutrinos in oscillation analyses, as the atmospheric
neutrino oscillations significantly reduce at energies above 100 GeV.

6.1 Investigating the Oversampling Factor

In direct reconstruction, the oversampling factor determines the number of times a cas-
cade hypothesis is re-simulated, before the log-likelihood (LLH) function is evaluated.
By simulating multiple times, the statistical uncertainties in the computed distribution of
light is reduced. However, the oversampling factor becomes a trade-off between an accu-
rate representation of the expected light yield A and the execution time of an evaluation.

6.1.1 Uncertainties in Likelihood Evaluations

During the direct reconstruction process, the hypotheses proposed by the minimizer is
evaluated through direct simulation of a cascade event represented by the 7 parameters
of the hypothesis (x, y, z, time, ¢, 0, E). The validity of the hypothesis is evaluated by
the log-likelihood (LLH) function, that depends on the expected light yield from the hy-
pothesis A and the detector hits from the event being reconstructed. As uncertainties in
A are present, because of the probabilistic nature of Monte Carlo simulation, the LLH
is impacted as well. The uncertainty in LLH might cause problems in the minimization
process, as even a good hypothesis can result in a bad LLH evaluation. The uncertainties
can be mitigated by increasing the oversampling factor, yielding a more reliable A from
the simulation, at the cost of longer evaluation times.

The impact of oversampling on the uncertainty in likelihood evaluations has been
investigated using a cascade event (v, CC) with an energy of 36 GeV. The choice of the
event was motivated by having an interaction vertex close to a string; increasing the
available information. The event being tested is shown in Figure 6.1 and represents a well
behaved event. Here, well behaved describes an event with a well-defined distribution
of light, only few unlucky photon scatters in the ice, and where the noise cleaning has
successfully removed the worst noise pulses. The size of the colored spheres in the figure
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indicates the amount of charge observed in the DOM, while the color shows the time
of the pulses, going from red to blue for early and late pulses respectively. The purple
sphere indicates the interaction vertex of the event and the dotted line shows the neutrino
direction, which in this case is upwards going (cos 6 close to -1).

23:39:59 UTC
60.1ns .

NUE NotSet

FIGURE 6.1: Cascade event from a 36 GeV v, CC interaction shown in IceCube’s event viewer.
The size of the spheres indicate the amount of observed charge in a DOM, and the purple
sphere shows the position of the interaction vertex of the event.

The true parameters of the event is used as the cascade hypothesis in the simulation.
To clarify what is meant by true parameters: true refers to the fact that the event is based
on simulation and the true information is available in the files (in contrast to real data),
while parameters refer to the 7 reconstruction parameters used to defined a cascade event
in simulation. For convenience the true parameters (Xyue, Ytrue, Ztrue, timeyy,e, P irver Otrue,
E;.e) as obtained from the event file, will be defined as ©¢,,e.

The uncertainty of the likelihood was investigated at five different oversampling fac-
tors, increasing an order of magnitude by each value. For a specific oversampling factor,
20 independent simulations were run, in turn calculating 20 independent LLH values for
the same hypothesis (only LLH evaluations are run, not full fits). The uncertainty of the
LLH is defined from the width of the 90% confidence bound of the 20 LLH values.

The results are presented in Figure 6.2 and show the uncertainty of the LLH reducing
as the oversampling factor increases. This is expected since the statistical fluctuations
from the Monte Carlo simulation should smooth as the number of cascade re-simulations
increase.

The uncertainty in LLH is reduced by a factor ~6 when going from an oversampling
factor of 10? to 10°. Having a more stable LLH might increase the performance of the
direct reconstruction. However, the execution time grows almost linearly with oversam-
pling, thus going from an oversampling factor of 102 to 10°, increases the evaluation time
by a factor of 10%.

As part of this work, it has not been concluded whether the performance of direct
reconstruction continuously grows with oversampling. It was observed that the per-
formance didn’t significantly increase beyond oversampling factors of 10* in DeepCore
reconstruction. The impact of an increased oversampling factor might vary depending
on the minimizer algorithm, as some algorithms are more prone to an unstable likelihood
space than others. Oversampling factors above 10° were never tested for full reconstruc-
tions, as the reconstruction time becomes too long for a representative sample to be pro-
duced. The results in Figure 6.2 are dependent on the chosen event and the hypothesis



50 Chapter 6. Reconstruction Studies

6,
" o
o
5,
)
[
s 4
9]
23
o)
T
:nl 2- [ ]
1- °
102 103 104 10° 106

Oversampling

FIGURE 6.2: Uncertainty in the log-likelihood (LLH) tested at varying oversampling using
direct simulation. The LLH uncertainty is calculated using the width of the 90% confidence
bound from 20 LLH values calculated computed from independent simulation trials.

being evaluated, but the reduction in uncertainty for increasing oversampling is expected
to follow the same behavior for other events.

6.1.2 Oversampling and energy fitting

During the investigation of the direct reconstruction algorithm, it was observed that the
reconstructed energy E consistently increased with higher oversampling. This behavior
was very unexpected, as an increase in oversampling simply increases the statistics. The
trend was observed across multiple events, and was not due to unlucky reconstructions,
as the reconstructions were repeated for the same events. The relationship between fitted
energy and the oversampling factor was tested using three separate events with energies
of 25 GeV, 26 GeV, and 36 GeV. The events were chosen based on inspection in the event
viewer, determining that they were well behaved.

In the tests only the energy was fitted, using a cascade hypothesis in the direct sim-
ulation based on ©y,,. The energies were fitted using millipedes PCG fit (described in
section 5.7.3). 10 independent energy fits were run for each oversampling factor to ensure
the consistency of the fit. The energy fits were tested for oversampling factors between
102 and 8 - 10* and the results are shown in Figure 6.3(A, C, E) for each of the three
events. The true energy of the event is shown by the horizontal black line, while the
green line shows the energy fit from a table-based energy fit using the same hypothesis.
The tests show a clear trend in the fitted energy as the oversampling factor increases,
and is observed across all three events. The increase in fitted energy slows down as the
oversampling factor becomes large (>40,000).

It was investigated whether the trend was due to a difference in the total light yield
computed in the direct simulation as oversampling increased, but no such trend was
found. Since the only component being fed to the PCG fit is the expected light A, in each
time bin, it suggests that the trend in fitted energy stems from statistical effects in the
sometimes narrow time bins used by millipede.

The statistical effect on the energy fit, from millipedes time bins, was tested using the
setting PhotonsPerBin (PPB) that when set to -1 removes time binning in millipede, giving
only a single bin for A in each PMT bin. Tests equal to those shown in Figure 6.3(A, C,
E) were run using PPB = -1, and the results are shown in Figure 6.3(B, D, F). From the
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FIGURE 6.3: Three separate events fitted in energy using direct simulation and millipede’s
PCG energy fit. The cascade hypothesis used in the simulation is based on ©¢,, of the events.
The energy fits were tested at oversampling factors between 102 and 8 - 10%. (A, C, E) show
energy fits with time bins enabled in millipede. (B, D, F) show energy fits without time bins

(PhotonsPerBin = -1).
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figure it is evident that when using a single time bin the trend completely disappears,
strongly suggesting that time binning in millipede is the root cause of the odd energy
titting behavior at varying oversampling.

When comparing the fitted energies in Figure 6.3 with and without time bins, two
things become apparent. The fitted energies in the three events are being significantly
overestimated, suggesting that there is a general bias in energy when using direct simu-
lation. In addition, the energy fits for increasing oversampling, using time binning, does
not converge towards the case with no time binning.

It becomes hard to interpret which method provides the best results, as they are both
off the mark. In general, the most accurate energy fits occur at the lowest and second
lowest oversampling factors. However, using a lower oversampling factor (fewer simu-
lations) increase the uncertainties in A (as shown in Figure 6.2), which is not a favorable
trait, even though it might produce more accurate energy fits.

The results suggest that there are some unresolved issues at the core of the simulation
and evaluation process. The full explanation of the statistical effect has not been derived
in this thesis, and requires a more detailed investigation of the statistical behavior of the
time bins used in millipede when running direct simulation.

6.2 Likelihood Scans

The LLH landscape of an event can be investigated by evaluating discrete points in LLH
space. In addition, the scans can provide insight into the LLH landscape of two dimen-
sions as a function of each other.

As seen in the previous section, odd behavior was found when fitting the energy of an
event using different oversampling factors. The effects from an increasing oversampling
factor have been investigated using 2-dimensional LLH scans in energy E and zenith
angle 0.

event: 12940, oversampling: 100 event: 12940, oversampling: 100

G
2ALLH
Energy [GeV]

1.6 1.8 2.0 2.2 2.4 1.6 1.8 2.0 2.2 2.4 2.6 2.8 3.0

0 [rad] ' ' ' ' 6 [rad]

(4) (B)

FIGURE 6.4: LLH scans in zenith angle 6 and energy E, showcasing the need for making mul-

tiple scans to compensate for the uncertainties in LLH at low oversampling. (A) A single scan

using an oversampling of 100. (B) The average grid value of 100 scans using an oversampling
of 100.

As shown in Figure 6.2, the uncertainty in LLH depends on the oversampling factor.
As a consequence, doing a single scan using a low oversampling factor, e.g. 100, will not
yield a very meaningful representation LLH landscape, as it is dominated by fluctuations
in LLH evaluations. This is illustrated in Figure 6.4a where a single scan was performed
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in @ and E in the ranges = [5, 7] rad and E = [20,80] GeV. Instead, by doing 100
scans using the same grid points and computing the average grid value, a more complete
picture of the LLH landscape can be provided for low oversampling. This is illustrated
in Figure 6.4b.

By using the average value of the grid points from multiple scans as in Figure 6.4b,
similar tests as in Figure 6.3 can be performed. In Figures 6.4a and 6.4b the cascade hy-
pothesis used in simulation is defined by @, with the exception of the two dimensions
being scanned. The color in the scan shows the 2ALLH defined as 2(LLH - LLHj,;), with
LLHy,s; defined as the lowest -LLH in the scan. LLHy,s is marked by the black cross,
while true event parameters are marked by the purple cross. The 1, 2 and 3 ¢ contours of
the LLH landscape are shown as the purple, blue and green lines respectively, calculated
using 7 degrees of freedom corresponding to the number of reconstruction parameters.

As was observed in Figure 6.3 the steepest change in the fitted energy occurred be-
tween 100 and 1000 oversampling. For this reason, the oversampling factors chosen for
the LLH scans were 100, 500, 1000, and as an edge case 100,000 oversampling was chosen
for the last scan.

In Figures 6.5a-6.5d LLH scans in 8 and E are shown for oversampling factors of 100
(A), 500 (B), 1000 (C), and 100000 (D). The figures indicate a trending transformation of
the LLH landscape in 8 and E as the oversampling increases.
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FIGURE 6.5: LLH scans in zenith angle 8 and energy E for oversampling factors of (A) 100 (B)
500 (C) 1000 (D) 100000.

The minimum of the LLH landscape in the E-dimension increases with the oversam-
pling, as expected from the observations in the previous section. A trend is seen in 6
as well following a decreasing behavior as the oversampling increases. However, the
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trend in 0 cannot be generalizable as it is very dependent on the event, though it is still
indicated that the LLH landscape of 8 changes with oversampling factor.

From the behavior observed in the LLH scans it becomes hard to interpret results from
direct simulation, as it is biased by the oversampling. Intuitively, a high oversampling
should give better results as more statistics are produced, but from the scans shown in
Figure 6.5, the directly opposite effect is observed. The worst overall best fit scan point
was found in the scan using the highest oversampling.

No exact explanation was found describing the nature of the oversampling behavior,
though clues from Figure 6.3 indicated that millipedes time bins might be part of the
problem. However, time bins are important for the performance of the reconstruction;
thus removing them is not a viable solution to the problem. Even though the results from
the direct reconstruction become hard to interpret with what has observed in mind, the
focus of this work is turned towards increasing the performance of the reconstruction
algorithm in its current state.

6.3 Minimizer Movement

As a part of this work, millipede was updated to allow for the hypothesis being evaluated
by the minimizer to be stored for later inspection. By looking at how the hypothesis
is being changed by the minimizer, the movement of the algorithm can be visualized
through the parameter(s) of the LLH space. Studying the movement of the minimizer
can provide insight into whether the multi-dimensional LLH space is being properly
explored, and can help debug issues related the minimizer algorithm. Looking at the
behavior of the minimizer can also help with adjustment of settings such as step size and
tolerance. In Figure 6.6 the minimizer movement from a direct reconstruction is shown
for the 0 and E dimensions. The movement of all parameters can be found in Appendix

A.
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FIGURE 6.6: Minimizer movements from an event reconstruction in the parameters (A) zenith
angle 0 (B) energy E

The horizontal black line shows the true value of the event, while the green line shows
the initial seed used in the reconstruction. The seed used in this reconstruction is based
on an analytical fit for the primary vertex, and does not provide information about the
energy of the event, which is why the energy starts a 1 GeV. The reconstruction uses
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the PCG energy fit, and is why the reconstruction quickly moves away from the seed in
Figure 6.6b. This is a consequence of the PCG fit being independent of the energy used
in the simulation, as the computed A is downscaled to represent a 1 GeV cascade when
using PCG (for details about PCG see section 5.7.3). The color scale of the dots indicate
the LLH at each iteration and shows whether the minimizer is moving towards a better
minimum in the LLH space.

The reason the algorithm is not moving in 6 during the first few iterations is that the
minimizer is setting up the initial simplex (see section 5.7.4 for info about the minimizer).
From Figure 6.6 it is confirmed that the minimizer algorithm is moving towards a better
minimum than what was provided by the seed.

The step size of the minimizer reduces as it approaches the minimum, which can be
seen in the last iterations. The minimum found by the minimizer is not always the global
minimum, as high dimensional LLH spaces are prone to having several local minima.
However, the minimum found by the reconstruction in Figure 6.6 is clearly a better esti-
mation of O, than what was provided by the seed. It should be noted that the global
minimum of the LLH rarely sits exactly at @, as scattering in the ice, limited statistics,
and noise hits distort the LLH space.

6.4 Final Reconstruction DeepCore

This section covers the results from direct reconstruction of cascades in DeepCore, us-
ing a data sample based on DeepCore Monte Carlo simulation with energies from 10 to
100 GeV (the majority being below 20 GeV). The data sample used in the final reconstruc-
tion in DeepCore contains 865 v, events. The results are shown in Figures 6.7a and 6.7b
for the reconstructed 0 and E respectively, showing table reconstruction to the left and
direct reconstruction to the right. The resolution of the reconstruction is provided by the
width 1o band in the y-axis, and is often used as the benchmark for the performance.

Figure 6.7a shows 0reco — Otrue as a function of Eye. The performance of the recon-
struction is very similar between the two methods, and are both centered around 0. Direct
reconstruction gets slightly better resolutions above energies of around 50 GeV.

Figure 6.7a shows the relative difference between E,.c, and Ej.. The table recon-
struction shows a better performance in the E than direct reconstruction for all energies.
A negative bias (underestimating E) is observed in the table reconstruction present at all
energies. Direct reconstruction show a positive bias (overestimating E) across all ener-
gies.

The overestimation of E in direct reconstruction follows the trend that was observed
previously, where a high oversampling, in general, resulted in a fitted energy above the
true value and from this the bias in E can be argued. However, the worse resolution is
perhaps a separate issue. From studying the LLH scans in Figure 6.5, it is hard to deter-
mine whether the contours in the E LLH-dimension broaden as oversampling increases.
The effects from oversampling mostly resemble a shift in E rather than a flattening of the
LLH landscape.

For the results shown in Figure 6.7, direct reconstruction was run with the setting
OneGeV, which sets the energy of the cascade being simulated to 1 GeV at all times. The
setting was initially created as a way to use the PCG fit that expects a 1 GeV cascade
hypothesis (as described in section 5.7.3). Using OneGeV allows for a much bigger over-
sampling to be used, since a 1 GeV cascade produces a lot less photons, while the photon
propagation is the bottleneck of the simulation time. For this reason, an oversampling of
200,000 was used. The motivation behind these settings was based on slight increases in
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performance tested on a smaller subset of events in order to determine the final recon-
struction settings.
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FIGURE 6.7: Final results from DeepCore reconstruction in (A) reconstructed zenith angle 0

and (B) reconstructed energy E. Performance of (left) table reconstruction and (right) direct

reconstruction is compared. The resolution of the reconstruction is provided by the width 1o

band in the y-axis. The color of the bins indicate the number of events. The majority of the
events are at energies between 10 GeV and 20 GeV.

It is worth mentioning that direct reconstruction uses a different LLH function than
table reconstruction. Direct reconstruction uses millipedes DIMA-LLH[43], while tables
use the Poisson-LLH (the LLH functions are described in section 5.7.2). The DIMA-LLH
accounts for statistical uncertainties from simulation by incorporating terms that depend
on the number of simulated trials (oversampling). Direct reconstruction can also run
using the Poisson-LLH, and was tested as well on the initial subset of events, but was not
chosen as the performance slightly decreased. The impact of using either LLH function
with direct reconstruction has not been studied in detail in this work, but might be worth
investigating in the future, including other possible LLH functions.

6.5 Direct Reconstruction in the ICU

The direct reconstruction code was designed for DeepCore, and had to be modified in
order to accommodate the new optical modules. The GCD file used for simulation maps
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the instrumentation using two separate keys. The first key ModuleKey is defined by the
string- and module-number and maps the position and radius of each DOM, which is
used in CLSim to define the virtual spheres (as described in section 4.4.1). The second
key OMKey is defined by the string-, module- and PMT-number and maps the position
and orientation of each PMT, and is used by direct simulation to calculate the PMT re-
sponse. The photons returned from CLSim contain the string and DOM number based
on the virtual sphere they intersected, and which is used to create a ModuleKey from
which the DOM-type can be mapped.

The data samples created for the ICU reconstruction are simulated with the Deep-
Homogeneous ice model, where the scattering and absorption properties of the ice are
identical at all depths. The Deep-Homogeneous ice model provides spatial symmetries
in the detector that allow for tables to be constructed using the new multi-PMT mod-
ules. However, the ice in IceCube is not homogeneous, and the tables currently used
for reconstruction in the ICU cannot be used for real data. Direct reconstruction is one
of the potential reconstruction methods where realistic ice models can be used in com-
bination with the new multi-PMT modules. Since the data samples are based on the
Deep-Homogeneous ice model, the same ice model is currently used for the simulation
in direct reconstruction.

6.6 Determining Reconstruction Settings

Initially, tests were run confirming that the energy fit and oversampling relationship was
still present. However, even at the highest oversampling factors tested, the energy fits
showed an underestimation of E (opposite of what was observed in DeepCore). Pre-
liminary reconstruction results using a small sample of events showed a majority of the
events reconstructing 0 E. The effect was present using both energy fitting methods (min-
imizer and PCG).

Reconstructing E = 0 indicates that the noise hypothesis used in millipede is the
preferred hypothesis. The noise hypothesis in millipede is applied to A before calculating
the LLH, and is fed to the PCG fit as well. Millipede uses noise rates from the GCD file
to create the noise hypothesis, though currently the noise rates for the new modules are
manually defined prior to reconstruction.

The effect of the noise hypothesis on the energy reconstruction was tested using a
LowNoise hypothesis that was implemented by manually reducing all noise rates (low-
ered 3 orders of magnitude). Reconstructions using the LowNoise hypothesis showed
less E = 0 reconstructions, though a negative bias was still present. In addition, the en-
ergy of the cascades being simulated in direct reconstruction was fixed at 20 GeV, down-
scaling the computed light yield by a factor 20 as well (representing a 1 GeV cascade) and
before the LLH is evaluated, the light yield is rescaled by the energy determined from the
minimizer or the PCG fit. This prevented additional events from reconstructing E = 0,
as it ensured that low energy events produced enough photons to properly represent the
light distribution.

The oversampling factor was tested for values between 10% and 10%, showing no sig-
nificant improvements for oversampling factors above 5000, and was chosen as the over-
sampling for the initial reconstruction. The reconstruction sample contains 198 events
with energies between 10 and 100 GeV. The energy distribution of the reconstruction data
sample is shown in Figure 6.8, indicating that most events in the sample have energies
around 10 GeV. The results from the reconstruction is shown in Figure 6.9a and 6.9a for 6
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and E respectively. The results are shown as 1D histograms as the sample is too small for
it to be binned in energy.

100- B Data Sample (the ICU)
80-
60-
40-

20-

% 10 20 30 40 50 60 70 80
Energy [GeV]

FIGURE 6.8: Distribution of energies in the data sampled used for direct reconstruction in the
ICU.

The change in performance in the ICU can be estimated from the reconstruction in
DeepCore shown in Figure 6.7. The performance in 6 is roughly the same for the Deep-
Core and the ICU direct reconstruction, when comparing the first energy bin. However,
the performance in E improved a lot in terms of the resolution (factor 2 if comparing the
tirst energy bin). The bias in the reconstructed E is opposite in DeepCore and the ICU,
and it is still uncertain why this is the case.
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FIGURE 6.9: Results from the initial reconstruction in the ICU. (A) shows the performance in
reconstructed 0, while (b) show the performance in reconstructed E.

6.7 Investigating Badly Reconstructed Events

The reconstructed 0 did not show any improvements in going from DeepCore to the
ICU reconstruction. The direct reconstruction was expected to perform a lot better in
the ICU, as the denser spacing and new modules provide a lot more information for the
reconstruction. As a result, the behavior of 8 was investigated. Some of the events from
the initial reconstruction sample showed very poorly reconstructed 6. It was observed
that in the majority events with a poorly reconstructed 6 the minimizer did not move
away from the initial seed which was badly fitted as well. The events with the worst 6
reconstruction were investigated to determine whether the issue was related to the LLH
landscape or the minimization process.

The minimizer movement in 6-dimension for one of the poorly reconstructed events
is shown in Figure 6.10a. The minimizer can be seen stepping in the direction of the true
value of 6, but as indicated by the color scale these moves returned bad LLH evaluations,
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and as a result, only a small region in 8-space was explored. From the figure it is hard to
know whether the bad evaluations were due to the LLH space of 8 not being good, or if
it was caused by movement in one of the other six dimensions.

event: 5721
3.0 S ot o°
[N J ® <« o [
2.5-
[ ]

2.0- ® Minimizer Step

@ ° — True 6
— seed 6

1.5-

1.0-

05 ‘ ‘ | | ‘ ‘

0 20 40 60 80 100 120
Iteration
N
—1150 —~1100 —~1050 —1000 —950 —900
LLH
(a)

780-
I
|
—1760-

740- \\/\

0.0 0.5 1.0 1.5 2.0 2.5 3.0
e)

(B)

FIGURE 6.10: (A) Minimizer movement of an event with a poorly reconstructed 6. The mini-

mizer does not move away from the bad initial seed shown by the green line. (B) 1D LLH scan

in 6 using the parameters from the final reconstruction of the event in (A). The scan indicates

that at better LLH minimum in the 6 dimension exists or which the minimizer was not able to
find.

Figure 6.10 shows a 1-dimensional LLH scan in 0 for the same event, with all param-
eters fixed at the final reconstruction of the event, except 0 that is scanned. The black
line shows the true value of 0, the green line shows the reconstructed 6 and the blue line
shows the best fit 8 from the scan. 8 was scanned at 30 points from 0 to 7r. At each 0 the
LLH was evaluated 5 times and the best LLH at each 6 is shown by the red line. From the
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red line it is clear that a better position in 0-space is available, that was not explored by
the minimizer as it stopped. This indicates that a bad reconstruction in 8 may be caused
by the 8-space not being properly explored by the minimizer, rather than the LLH-space
itself being inaccurate (though it is possible as well).

As improper exploration in 8-space might cause poorly reconstructed 0, scans were
made in 6 for all events in the reconstruction sample, based on the final reconstruction
(as in Figure 6.10b). The best fit 0 of the post-reconstruction scans are shown in Figure 6.9
along with the originally reconstructed 0. The post-reconstruction scan-fits improve the
resolution of 6 and further indicate that better places in the LLH space can be obtained
than what was gotten from the reconstruction.
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FIGURE 6.11: Comparison between (blue) 6 from a full reconstruction and (red) post-
reconstruction 1D-scan best fit of 6.

6.8 High Oversampling

As discussed in the previous section, issues in the minimization process are most likely
the cause of badly reconstructed events, as some dimensions are not being properly ex-
plored. New reconstructions were run on some of the bad events using an oversampling
factor of 20,000 in order to see whether reducing the uncertainty in the LLH evaluations
could improve the minimization process. Events were reconstructed for each of the en-
ergy fitting methods to investigate the impact on the energy fit at higher oversampling. In
the high oversampling reconstructions, some events showed a significant improvement
in the reconstruction of 0, as the minimizer was able to move away from the bad initial
seed.

Figure 6.12a and 6.12b show the minimizer movement from the initial reconstruction
using 5000 oversampling. Figure 6.12c and 6.12d show the minimizer movement for the
new reconstruction using oversampling of 20,000 and no PCG energy fit.
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The results from the reconstructions using 20,000 oversampling indicate that the in-
stability of the LLH might be a significant issue in the minimization process, which is
reduced by a higher oversampling factor. However, it should be noted that using a very
high oversampling significantly increases the reconstruction time. The reconstruction
time of the event in Figure 6.12 from the initial reconstruction sample using 5000 over-
sampling took a total of 3 hours to complete, whereas the new reconstruction took 16.5

hours to complete.

event: 16769

30 TRARTI ST
2.5
2.0
c
()
N
1.5
1.0
® Minimizer Step
= True zen
0.5- — seedzen
0 20 40 60 80 100 120 140 160
Iteration

—-2100 —2000 —-1900 —1800 —-1700 —1600 —1500 —1400
LLH

(a)

event: 16769

e Minimizer Step

3.0- *. * :._ — True zen
. L‘.‘f; — seed zen
2.5-
° L
2.0
C
[J]
N
1.5- \
1.0 =
0.5-
0 50 100 150 200
Iteration
—-2400 —2200 —2000 —1800 —1600 —1400 —1200 —1000
LLH
(©)

event: 16769

18-
® Minimizer Step
16 = True E
—— seed E
14
12
10
w L4 [ ] T L]
8
Y .‘ o.o‘ o 9
o o
6 ° :o. ° U
o ° °
4 ° ...‘. ° -
L]
IR e
L]
0 20 40 60 80 100 120 140 160
Iteration
—-2100 -2000 —-1900 —1800 —1700 -1600 —1500 —1400
LLH
(B)
event: 16769
L]
20
18-
16- =
L[]
wi4- .
09. °
122 ‘e e o__.
oo o o. A5 1
- .ﬂ NE° o e
10- e S e oV °
5" e ® oo e Minimizer Step
° : ¢ ° — True E
8 ° © — seed E
0 50 100 150 200
Iteration
—-2400 —2200 —2000 —1800 —1600 —1400 —1200 —1000
LLH
(D)

FIGURE 6.12: Minimizer movement in 6 and E space from the reconstruction of an event using
(a-b) 5000 oversampling and (c-d) 20,000 oversampling.

6.9 Future Work

This section highlights some of the observations that were made during the investiga-
tion of direct reconstruction algorithm, but was never explicitly tested because of time

limitations and priorities.
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6.9.1 Simulation and PMT Response

The Monte Carlo simulation currently used in direct reconstruction does not include the
GENIE generator. GENIE is the code that generates particles from neutrino interactions,
while GEANT4 and PROPOSAL propagate the particles and generate photons. The di-
rect simulation is currently based on a cascade parametrization modeled as a point-like
emission source. Potential improvements in the direct reconstruction could be obtained
from using the full simulation though it might come at a cost in runtime, which is already
a pressing issue.

In addition, the linear relationship between the energy of the cascade being simulated
and the oversampling used was never fully verified. Tests should be made confirming
that a 1 GeV cascade being simulated 20 times corresponds to a 20 GeV cascade being
simulated once, which has been the assumption.

The photons in direct simulation are currently being treated slightly different than
how they are treated when constructing the spline-tables. When tables are constructed,
the photons returned from the photon propagation in CLSim are either accepted or re-
jected based on the calculated detection probability. If the photon is accepted, it counts
as 1 PE in the associated bin. In direct simulation, photons are not accepted or rejected,
and what is saved in the associated time bin is the detection probability. It is uncertain
whether the result of the two methods give identical results, but it might be worth inves-
tigating.

6.9.2 LLH Stability and Minimization

As shown in Figure 6.2, the LLH value computed using the same hypothesis can fluctuate
a lot, depending on the oversampling factor being used. Possible issues in the minimiza-
tion process from the instability of the LLH at low oversampling was observed in the ICU
reconstruction.

Having a fluctuating LLH caused by statistical uncertainties from the simulation might
result in the minimizer sometimes being discouraged from moving in the correct direc-
tion if the hypothesis being evaluated computes an unlucky LLH. Currently, the only
way to mitigate the uncertainty of the LLH is by increasing the oversampling factor, in
turn increasing the reconstruction time.

The statistical uncertainties from the simulation are not present in the same way for
the spline-tables as for direct simulation, during the minimization process. Even though
the spline fits are affected by the statistical uncertainties of the simulation, the LLH being
computed when evaluating a hypothesis is the same every time; thus instability in the
LLH is not present during the minimization process, as seen from the perspective of the
minimizer. Whether this effect is what separates the performance of direction reconstruc-
tion and table reconstruction has not been concluded.
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7 Conclusion

It has been shown in this thesis that direct reconstruction is a functional reconstruction
method, though it is still faced by some fundamental issues that must be studied and
corrected.

From the investigation of the direct reconstruction algorithm, trends were observed
in the reconstructed energy for increasing oversampling. It was shown that with the
removal of the time bins in millipede the trend disappeared. However, removing the
time bins entirely is not a proper solution to the problem, as the time bins are important
for other reconstruction parameters such as 6.

The final results from DeepCore show comparable performance in reconstructed 0
between the direct reconstruction and table reconstruction methods. Direct reconstruc-
tion is still being outperformed by table reconstruction in E, especially at low energies.
In theory, direct reconstruction should perform just as well or better than the table re-
construction, since the light yield is calculated using a direct simulation instead of a
multi-dimensional spline fit parameterization. Why direct reconstruction is still being
outperformed is not a simple question, and might depend on several different issues.

As shown from the direct reconstruction in the ICU, badly reconstructed events might
be related to issues in the minimization process. It was shown that often when given a
bad initial seed the minimizer did not properly explore the 6 dimension. Tests redoing the
reconstruction using an oversampling of 20,000 instead of 5000, which was initially used,
showed a significant improvement for some of the badly reconstructed events, though at
the cost of a much longer reconstruction time.

From the results in the ICU, the direct reconstruction method has been shown to work
correctly using the new geometry and the new multi-PMT modules. The direct recon-
struction method has shown some potential, and might become a viable candidate for
replacing tables in the future, as new reconstruction methods are needed for the ICU.
However, improvements in the performance and reconstruction times are still needed
for it to become a viable reconstruction method, and solutions must be found for some of
the issues addressed in this thesis.

For the next step in the development of the direct reconstruction method, checks must
be made of the fundamental lower level elements in the direct simulation as well as the
minimization process. The effects of oversampling and time binning should be rigorously
investigated, down to the level of impact on individual DOMs. In addition, it should be
understood how the statistical uncertainties on the log-likelihood evaluations affect the
minimizer’s behavior, and whether increasing oversampling is the only solution to this
problem.
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FIGURE A.1: (a) Movements in (b) Anti-neutrino cross section as a function of energy, shown
for different nucleon scatting processes.
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FIGURE A.2: (a) Movements in (b) Anti-neutrino cross section as a function of energy, shown
for different nucleon scatting processes.
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