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Abstract

Autonomous tuning of gate-controlled

quantum dots and Hall bars

by Torbjørn Raasø Rasmussen

As the scientific community moves towards realising quantum computers in semiconductor

devices, these gate-controlled nanoscale devices themselves are becoming progressively more

complex. The need for automated solutions for tuning and characterisation has become appar-

ent, as the parameter space of very complex devices are quickly becoming too large to manually

investigate. In this project we have focused on two different platforms for the investigation of

automated exploration of quantum devices. For spin-qubits in gate-defined quantum dots we

have developed an algorithm that automatically estimates the charge state boundaries in two-

and three- dimensional gate-voltage space. For optimisation of quantum Hall physics within

the constriction of a quantum point contact, we have implemented an algorithm that modulates

the gate voltages applied to an array of pixel gates located above the constriction of the quan-

tum point contact. Both algorithms have been tested on real devices in dilution refrigerators at

subkelvin temperatures.
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Chapter 1

Introduction

The race for quantum supremacy is on and while many different possible platforms for im-

plementation are suggested, the platform we have chosen is semiconducting devices [11, 27,

15]. Even within semiconducting devices there are several possibilities and some of the pros

associated with semiconducting devices are the well developed fabrication lines, the computer

industry already relies heavily on manufacturing semiconducting devices, so there is immense

infrastructure already established. Other pros are associated with specific implementations of

qubits, such as scalability and robustness against noise or decoherence [25, 30]. However there

are also challenges, specifically when talking about scalability, scaling the number of qubits

will always require more axes of manipulation leading to very complex device structures. The

complex devices require complex manipulation, a task that for humans become almost infeasi-

ble when the dimensionality becomes too large. However the increased interest in combining

machine learning and quantum devices seek to alleviate some of these problems. In ref. [23]

the authors seek to automatically tune a gate defined double quantum dot device to a regime

where double dot features appear. Simultaneously the same authors have made another al-

gorithm for efficiently measuring bias triangles of double quantum dots[26], one can already

grasp how not long in the future we will be able to cool down a device in the evening and

come back next morning to a device that has been tuned and characterized without supervi-

sion. These cases were specialized for specific physical features, but they show that there is

much to be gained in combining machine learning with quantum devices. The integration of

machine learning and quantum devices can prove useful in two different avenues, as suggested

above both in terms of automatising work previously done by scientists regarding preparation

of devices, but also exploratory work. Where allowing algorithms to explore large parameter

spaces can lead to new physics that are not yet understood.
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In this thesis I will present work related to investigation and manipulation of quantum

devices, specifically related to quantum dot arrays, quantum Hall effect and quantum point

contact physics. The thesis will contain three major chapters, the first related to estimation of

charge state boundaries in gate-voltage space in an array of quantum dots. The work presented

in chapter 2 resulted in two manuscripts, [5] and [21], and a presentation by me at the 11th

International Conference on Quantum Dots. In chapter three I will present work related to the

optimisation of the physics of a quantum point contact in a device that simultaneously is used

for quantum Hall effect experiments. Finally in chapter 4 I will briefly discuss the impact and

future of these experiments.
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Chapter 2

Automatic discovery of charge state

transitions in quantum dots

2.1 Theory

2.1.1 Quantum Dots

Quantum dots are zero dimensional systems, where electrons are confined in all directions,

such that they can only be on or off the dot. This enables some very interesting behaviour used

widely to make spin-qubits, encoding bits of quantum information that can be used as the basis

of the quantum computers of the future. One method of making quantum dots such as those

used in this experiment is to first make a quantum wire, a one dimensional system, and then

apply gate voltages along this wire to confine electrons in the last direction. Another typical

method for making quantum dots would be to define them completely in a two-dimensional

electron gas (2DEG) by applied gate voltages. Whichever method is chosen, their phenomenol-

ogy is the same; quantum dots show nonlinear conductance and exhibit Coulomb blockade in

certain regions of gate space where transport through them is not allowed. First, I will define

what constitutes Coulomb blockade by looking at the Coulomb energy associated with elec-

trons in close proximity. For N electrons on a small two-dimensional island of radius r the

electrostatic energy is [16]

Eelstat(N) =
e2N2

2C
=

e2N2

16εεrr
. (2.1)



Chapter 2. Automatic discovery of charge state transitions in quantum dots 4
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FIGURE 2.1: Conductance of a Quantum dot. Schematic of a quantum dot and two different cases of
plunger gate voltage showing coulomb blockade and conductance resonance. a) Schematic setup. b)
Coulomb blockaded transport because no energy level aligns with the source/drain electrochemical
potential. c) Conductance resonance when the energy level of the dot is perfectly aligned with the
energy level of source and drain.

If we assume that already N electrons are present on the island, the energy required to add

another, known as the charging energy, is

Ec(N + 1) = Eelstat(N + 1)− Eelstat(N) =
e2

C
(N +

1
2
) ≈ e2

C
N. (2.2)

Typically we want the general charging energy for adding an electron,

∆EC = EC(N + 1)− EC(N) =
e2

C
=

e2

8εε0r
. (2.3)

This also gives a condition on the temperature of the environment. To be able to observe the

physics of quantum dots the temperature must follow

kBT � ∆EC =
e2

C
(2.4)

which is simultaneously a condition on the size of the island. Since the capacitance of a big

island will be larger, making islands sufficiently small is crucial; typical sizes of quantum dots

are in the order of tens of nm.

To understand what this means for the conductance of a quantum dot I will go through an

example with a single dot tunnel coupled to two electron reservoirs we call drain and source,

and a plunger gate that controls the electrochemical potential of the dot through capacitive

coupling, schematically shown in Fig. 2.1a). µS and µD are typically related by an applied

voltage bias µS − µD = −|e|VSD on one of the reservoirs. The electrochemical potential of the
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quantum dot is dependent not just on the number of electrons on the dot, but also the plunger

gate voltage applied. The energy levels of the dot as a function of small deviations in plunger

gate voltages around a specific plunger gate voltage V0
pg are [16]

EN(Vpg) = EN(V0
pg)− |e|Nαpg∆Vpg. (2.5)

Here ∆Vpg = Vpg −V0
pg is the small deviation in plunger gate voltage, and αpg is the lever-arm

of the plunger gate when acting on the dot. With this we can now calculate the electrochemical

potential for adding the N’th electron to the dot

µN(Vpg) = EN(Vpg)− EN−1(Vpg). (2.6)

Combining these two equations gives an expression for the electrochemical potential of adding

the Nth electron, that is independent of N

µN(Vpg) = µN(V0
pg)− |e|αpg∆Vpg. (2.7)

Now in Fig. 2.1b) and c) the system is shown in the situations of Coulomb blockade and

conductance resonance respectively. When the system is in Coulomb blockade the dot has N +

1 electrons on it, and the energy required to add the N + 2th electron is greater than the energy

gained from removing an electron from the source, µN+2 > µS, µD, thus the transport through

the dot is blocked and no current will flow. On conductance resonance, the electrochemical

potentials of the source and drain contacts are aligned with the electrochemical potential of

adding the N + 1th electron to the dot, and there can flow a single electron through the level at

a time. Additionally if there is a potential difference between the source and drain contacts, a

window of |e|VSD is available for transport. If the quantum dot has an energy level, µ, within

this range, current can flow between the two reservoirs.[16]

2.1.2 Constant Interaction Model

This can be extended for multiple quantum dots, given a system like shown in figure 2.2, where

we for now ignore cross capacitances from one plunger gate to the dot it is not directly coupled
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FIGURE 2.2: Double Quantum Dot. A system of two quantum dots with their own plunger gates, and
connected through a tunneling barrier characterized by a resistor and a capacitor [29].

to. The total energy of the system is given by [29]

U(N1, N2) =
1
2

N2
1 EC1 +

1
2

N2
2 EC2 + N1N2ECM + f (V1, V2), (2.8)

with

f (V1, V2) =
1
−|e| (C1V1(N1EC1 + N2ECM) + C2V2(N2EC2 + N1ECM)) +

1
e2

(
1
2

C2
1V2

1 EC1 +
1
2

C2
2V2

2 EC2 + C1V1C2V2ECM

) (2.9)

where EC1(2) is the charging energy of a single dot, and ECM is the electrostatic coupling energy

which is the energy change of one dot when an electron is added to the other. In terms of

capacitances these energies are

EC1 =
e2

C1

 1

1− C2
M

C1C2

 ; EC2 =
e2

C2

 1

1− C2
M

C1C2

 ; ECM =
e2

CM

(
1

C1C2
CM
− 1

)
(2.10)

This system of equations can be extended to any number of dots, and we have used it as the

basis of a simulation with 4 dots that the algorithm shown in this chapter has been tested on. I

will not discuss the simulation further here but instead reference the paper it was used for [21].
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ground truth

δ 

V2

V1
-

-

-

-V2

V1

estimate

time-stamp 
uncertainty

classify initial points if new points validate estimate

estimate polytope by
maximizing margin to points

propose & execute line searches
to reject/improve estimate

iterate

execute initial line searches return estimate and terminate

FIGURE 2.3: Algorithm for Estimation of Convex Polytopes. Algorithm consisting of two tasks.
Estimate (red lines) is done on the set of inner and outer points generated by line searches (blue and
orange points). New points are measured by performing line searches (green lines) through midpoints
and vertices of estimates facets. Algorithm terminates if two succeeding estimates agree to sufficient
degree. [5]

2.2 Algorithm

Our algorithm for the estimation of charge state transitions in an array of quantum dots is

built on the assumption that the individual charge states are convex polytopes in gate voltage

space. This assumption allows us to define points as being outside or inside the charge state

based solely on line searches starting within the charge state. If you perform a line search from

a point inside, at some point you will encounter the boundary to another charge state, and

you will know with certainty that the initial charge state will not reappear anywhere beyond

that boundary. The algorithm is based on active learning to iteratively propose new search

directions for improving the estimate of the polytope [21]. For this we have built an algorithm

that develops on the principles of large margin classifiers such as the support vector machine.

Large margin classifiers are tasked with separating labeled points of two categories with a

decision boundary that has the largest margin to the points. In other words, it seeks to find the

hyperplane separating the two point clouds that is equidistant from the closest points [3]. In

Fig. 2.3 an overview of the algorithm is given. I will now explain in a bit more detail every step
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of the algorithm. Given a starting point known to be inside the unknown polytope, the first

step is to perform line seaches in randomly chosen directions to generate a set of starting points.

Next, one cycle of what I will refer to as estimation is performed, encapsulated in the left circle

of Fig. 2.3. One cycle of estimation starts with a convex hull on the inner set of points, which

generates a starting set of facets. These facets will be optimised by the large margin classifier

to maximally separate the inner and outer points associated with each facet. Simultaneously,

all the facets will be regularized in a way that favors setting multiple facets to zero, meaning

that they will no longer be a part of the optimisation and not be assigned any new points, this

is done to prune extra untrue facets. Now after estimation we are left with a set of facets that is

the closest current estimate to the unknown polytope. The measurement part of the algorithm

comes next and is encapsulated by the right circle in Fig. 2.3. This consists of choosing search

directions and then performing the line searches themselves. The directions chosen will always

be measuring through the vertices of two intersecting facets and the midpoints of those facets;

this process will then return a new set of points. If the new points are consistent with the current

best estimate, the algorithm will terminate. However if they do not agree with the current best

estimate, the estimation process repeats.
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2.3 Experimental Setups

100nm

SV3
V2

V1
V4

D

a)

b)

100nm

SV2

V1
V4

D

b) V2

V1 V4

a)

b)

FIGURE 2.4: 2x2 Quantum Dot
Device. Foundry fabricated array
of quantum dots in silicon [1]. a)
SEM with annotated dots, gates and
reservoirs. White dot is kept in
Coulomb blockade (unused), red
dots are active and black dot is used
as a sensor dot. b) Schematic
drawing of device.

We have carried out the experiment on the device shown

in Fig. 2.4, where it is shown both in a scanning electron

microscope (SEM) image in a) and schematically in b). The

device has been entirely foundry fabricated and consists of

an undoped silicon channel with four overlapping metal-

lic polysilicon gates [1]. The quantum dots are denoted by

circles and the black dot is used as a sensor dot. For the

algorithm in two dimensions, using two quantum dots, the

red dots are in use and the white dot under gate G3 is kept

in Coulomb blockade. Having a sensor dot in this exper-

iment constitutes having a dot kept at a constant electro-

chemical potential equal to the electrochemical potential of

the nearby reservoir of electrons, such that it constantly ex-

changes electrons with the lead. This process results in a non-zero signal as measured by RF

reflectometry, which is our method of measurement (as detailed in [1] and [28]). It involves

compensating the sensor dot for the cross capacitances it feels from the other metal gates, which

allows us to measure raster scans such as the one shown in Fig. 2.5a). Here, the compensated

region is (11). Whenever an electron moves within the array, the potential felt by the sensor

dot is changed and it will therefore fall off the Coulomb peak, resulting in a large change in the

demodulated voltage. This almost “digital” signal difference, is what is used to trigger the line

searches to return a timestamp, such as shown in Fig. 2.5b). Here the green lines are the line

search directions and red points are returned trigger points. This gives accurate information

of the boundary of this (11) state to the other charge states while only measuring and saving a

fraction of the data used in a raster scan.
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FIGURE 2.5: Experimental Line Search Method. The analog line search method is based reading the
signal of a compensated sensor dot continually while ramping, triggering when a certain voltage drop
in the signal is seen, and then only returning the timestamp for the trigger to the computer. Digitally
the timestamp in combination with the ramp parameters are then used to reconstruct the gate values
applied at the time of triggering. a) Conventional raster scan of the region containing the interdot
transition (20)-(11), white lines added manually. b) Sparse acquisition with triggered line searches,
essentially obtaining the same knowledge of boundaries. c) Schematic of the hardware setup with
reflectometry circuit on 1 gate for the sensor dot. d) Digital reconstruction of voltages at time of trigger.
[5]

2.4 Results

We have applied the algorithm to a 2x2 array of quantum dots in silicon [1], with either 2

or 3 dots and a sensor dot turned on at a time, where the unused dots are kept in Coulomb

blockade by their associated gates. The results are shown in Fig. 2.6, in a) a conventional

raster scan is shown in a blue/green/yellow color scale, overlaid on this is the result from

the estimation algorithm. The red lines are the estimation of individual facets at termination.

The overlay demonstrates the good fit with the dataset from a conventional raster scan. In

total the algorithm run-time including measurement of 56 line searches, is less than a minute,

in comparison to the conventional raster scan which has a measurement time upwards of 15

minutes. Such an upgrade of measurement time becomes even more significant when moving

to higher dimensions where raster scans scale poorly. On top of the much better measurement

time, the algorithm finds two interdot transitions that are hardly visible in the raster scan, but

of great importance to qubit research, since these are where electron wavefunction overlaps

within the array take place. In b) the result of the algorithm applied to the same device with

all three dots filled by an electron, ie the (111) charge state, is shown. Validation of the triple

dot result is more difficult since performing a raster scan with sufficient resolution would be

very time consuming. In addition, the large amount of time taken means that the sensor would

not be stable over this time period due to environmental drift. However overlaying cuts of the

estimated 3 dimensional polytope on 2 dimensional raster scans of the same cuts shows good

agreement. Interestingly, this algorithm estimation found 10 facets where one might expect
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FIGURE 2.6: Estimation of Charge State Transitions. Results from running the algorithm on the array
of quantum dots shown in Fig. 2.4. a) Two-dimensional results shown as red lines from measured blue
and orange inner points, overlaid on top of conventional raster scan confirming the validity of the
estimate generated by the algorithm. b) Three dimensional polytope estimated by running the
algorithm with all three non-sensor dots in use. The marked cut of the polytope is consistent with a).
[21]

there to be 12, involving 3 pairs of dot-to-lead transitions and 3 pairs of interdot transitions,

however simulations of the system show that for specific arrangement of capacitances in the

system, different numbers of facets can be achieved. The red lines cutting the polytope at

V−3 = 150mV is a cut equivalent to what is shown in a).



12

Chapter 3

Optimization of Quantum Point

Contacts

3.1 Motivation and Device

300 nm

FIGURE 3.1: SEM of Device. Scanning
electron micrograph of our gate pattern to
form a tunable quantum point contact in the
2DEG located below the gate layer. In a
completed device, ohmic contacts located on
the left and right of this gate pattern allow the
measurement of current flowing horizontally
below the gate pattern (see also Fig. 3.3 and
3.11). Importantly, the 3x3 array of
independent gate electrodes allow tuning of
the potential landscape experienced by the
2DEG by application of independent gate
voltages.

The main focus of this experiment is investigat-

ing how optimisation can be used to improve the

physical features of quantum devices, in the par-

ticular experiment we are focused on quantum

point physics, for its use in making interferom-

eters for creating non-Abelian quasiparticles [24,

2, 17]. We have fabricated devices like shown in

Fig. 3.1 with a 3x3 array of pixels deposited be-

tween sets of outer gates making a constriction in

the 2DEG layer. Thus they can be used to fine-

tune the potential in the constriction region and

improve hopefully visibility of fractional quan-

tum Hall states. The device has been fabricated

on a GaAs wafer with a 190nm deep 2DEG that is

highly doped for a mobility of 24.6 · 106 cm2

Vs . The

gates are fabricated with lithography for optimal

in plane control, and made of gold. Further infor-

mation on device fabrication can be found in the

Master thesis by Bertram Brovang [4].
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FIGURE 3.2: Two Dimensional Electron Gas. Formation of a two-dimensional electron gas (2DEG) in a
GaAs quantum well (QW) in a AlGaAs/GaAs heterostructure. The vertical axis is the growth direction
of the crystal, with a thin GaAs layer forming the surface of the crystal. Bandgap engineering and
appropriate doping result in a Fermi level just above the first quantized subband of the quantum well
(red line), thereby effectively restricting the spatial degrees of freedom of the electron gas to the two
dimensions perpendicular to the growth direction.

3.2 Theory

3.2.1 Two Dimensional Electron Gas

The Two Dimensional Electron Gas, or 2DEG for short, is one of the most useful invented

structures, being building blocks of many electronic devices in the form of Metal Oxide Semi-

conductor Field Effect Transistors (MOSFET). The MOSFET is as the name suggests made up

of a semiconducting material, overgrown with an oxide and a metal gate, the metal gate can be

applied a voltage and its electrical field will modulate the charge concentration of the semicon-

ductor through the oxide. Thus one can realize a channel beneath the gate, where conduction

can be turned off or on with the control of the metal gate. The 2DEG has been developed

further for experimental use in the heterostructure, among other materials a hetero structure

suitable for 2DEGs can be realised in GaAs/AlGaAs. This combination is especially suitable

because their lattice constants are close to each other, and the band gap difference is suitable to

make a quantum well in a layer of GaAs between 2 layers of AlGaAs. In Fig. 3.2 such a hetero

structure can be seen with associated conductance band energies, the lower conduction band

energy in GaAs allows trapping electrons in this spatial region, and the confinement potential
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resembles a quantum well with allowed energy levels,

En =
n2π2h̄2

2m∗d2 , (3.1)

where m∗ is the effective electron mass in GaAs and d the depth of the GaAs layer. For the

electrons to be confined the difference in energy between n = 1 and n = 2 must be larger than

the other energy scales involved with the system. [16]

The 2DEG in hetero-structures also allows for gating regions of the 2DEG by depositing

metal gates on top of the structure, these can again modulate the carrier density in the region

below them.

3.2.2 Quantum Point Contact

W

L

a) b)

μL μR

Gate
Depleted 2DEG

FIGURE 3.3: Quantum Point Contacts. Conductance quantization in quantum point contacts. (a)
Theoretical model of a ballistic one-dimensional conductor connecting the left (L) and right (R)
reservoir. Experimentally, the predicted conductance quantization in such a geometry is hard to
observe, due to scattering within the wire. (b) Geometry of a gate-controlled quantum point contact,
suitable for observing conductance quantization in high-mobility 2DEGs.

The quantum point contact is characterised by the experimental observation of conductance

quantization, it was first observed in 1988 by van Wees and co-workers, and also independently

by Wharam and co-workers. A quantum point contact is a narrow constriction allowing for

ballistic transport between two connected electron reservoirs, this is typically realised in 2DEG

systems with the constriction defined electrostatically by metallic gates, see Fig. 3.3. There

is a set of criteria for observing the quantized conductance, as follows: the mean free path of

electrons must be much bigger than the width and length of the constriction, lm � W, L, the

Fermi-wavelength must be comparable to the width, λ f ≈W, and lastly the energy splitting of

transverse modes in the constriction must be much greater than the thermal energy, ∆En � kbT.
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Here I will go through the theoretical background for conductance quantization in quantum

point contacts. The quantum problem in the wire is separable into the transverse modes and

the modes along the wire. Combined, their wave functions are:

ψnk(r) = χn(y, z) · eikxx
√

L
(3.2)

Here, L is the normalisation length and χn the transverse modes. Assuming a parabolic energy

dispersion along the wire,

En(kx) = En +
h̄2k2

x
2m∗

(3.3)

En is the contribution due to quantization of modes normal to the propagation direction. kx

accounts for both left and right movers depending on the sign, left movers will come from

the right reservoir with electrochemical potential µR and right movers will have electrochem-

ical potential µL. Now we want to figure out what the differential current of a single mode

contributes. We start with the current density,

djnkx
(r) = − |e|h̄

2im∗
(
ψ∗nkx

(r)∇ψnkx(r)− ψnkx(r)∇ψ∗nkx
(r)
)

. (3.4)

Inserting the wave function, eq. 3.2, gives

djnkx
(r) = −|e|

L
|χn(y, z)|2 h̄kx

m∗
ex, (3.5)

where ex is the unit vector in the wire direction. Inserting dkx = 2π/L leads to

djnkx
(r) = −ex

|e|
2π
|χn(y, z)|2 h̄kx

m∗
dkx (3.6)

Treating this as the equivalent of j = ρv in electrodynamics, we realize that the charge density

is ρ = −|e|dkx|χn(y, z)|2/2π, and the expectation value of the velocity in the x-direction is

vn(kx) = ex
h̄kx

m∗
= ex〈nkx|

∂H
∂px
|nkx〉 = ex

1
h̄

∂En(kx)

∂kx
. (3.7)

With this expression for the velocity and introducing the spin degeneracy gs the current

density becomes

djnkx
(r) = −exgs

|e|
h
|χn(y, z)|2 ∂En(kx)

∂kx
dkx. (3.8)



Chapter 3. Optimization of Quantum Point Contacts 16

Then substitution of dkk = dE ∂kx
∂En(kx)

and letting the energy terms associated with the den-

sity of states and the velocity cancel out, we are left with

djnkx
(r) = ∓exgs

|e|
h
|χn(y, z)|2dE (3.9)

with − for right movers, and + for left movers. Now getting the differential current requires

integration over the cross-section of the wire, but since the transverse modes are normalized,

we get

dIn(E) = ∓exgs
|e|
h

dE. (3.10)

Now the total current through the wire when the reservoirs are not in thermodynamic equi-

librium is

Itot = gs
|e|
h ∑

n

∫ ∞

En

dE[ fl(E)− fR(E)] (3.11)

with f being the Fermi-Dirac distribution function fi =
1

exp
(

E−µi
kBT

)
+1

. Assuming a small volt-

age difference applied to the reservoirs is much smaller energetically than the thermal energy,

we can expand

fL(E)− fR(E) =
∂ fL(E)

∂µL
(µL − µR) = −

∂ fL(E)
∂E

|e|VSD. (3.12)

Inserting this into eq. 3.11 and integrating over the energy gives

Itot = gs
e2

h ∑
n

fL(En)VSD. (3.13)

Thus the conductance is

G =
Itot

VSD
= gs

e2

h ∑
n

fL(En). (3.14)

Now in the limit of zero temperature where fL is a perfect step function, we arrive at the

perfectly quantized conductance,

G = gs
e2

h
N, (3.15)

where N is the number of occupied modes.
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3.2.2.1 Saddle Point Potential

A potential model for the quantum point contact has been made in the saddle point potential,

it assumes a potential of the form

V(x, y, z) = −1
2

m∗ω2
xx2 +

1
2

m∗ω2
yy2 + V(z) (3.16)

The V(z) potential is governed by the 2DEG and its quantized states with energy Ez is assumed

to have much greater separation of levels than any other energy scale present. Given the har-

monic oscillator solutions in the y-direction and the separability of the electron motion, the

equation of motion in the x-direction becomes

(
− h̄2

2m∗
∂2

x −
1
2

m∗ω2
xx2

)
ξ(x) = Exξ(x) (3.17)

By introducing the normalized energy scale ε = 2Ex/h̄ωx and the length scale l2
x = h̄/m∗ωx,

we can rewrite as (
l2
x∂2

x +
x2

l2
x
+ ε

)
ξ(x) = 0 (3.18)

The solutions to the equation of motion is given as a linear combination of parabolic cylinder

functions Dν(x)

ξ(x) = c1D− 1
2 i(ε−i)[(1 + i)x/lx] + c2D 1

2 i(ε+i)[(−1 + i)x/lx] (3.19)

Choosing the coefficients, c1 and c2 such that for x � 0 there is only transmitting modes, and

for x � 0 there is incoming and reflected modes, it can be shown that the transmission of mode

m is given by [16]

Tm(E) =
1

1 + e−2πεm
(3.20)

with

εm =
E− h̄ωy(m + 1

2 )− Ez

h̄ωx
(3.21)

The shape and transmission is shown in Fig. 3.4 a and b respectively.
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FIGURE 3.4: Saddle Point Potential. Saddle point potential to model a simple quantum point contact.
a) The curvatures of the potential shape plotted here correspond to ωy/ωx = 3., with current flow
along x. b) Predicted transmission through the saddle point potential (see text).

3.2.3 Quantum Hall Effect

FIGURE 3.5: Integer Quantum Hall Effect. ρxy and
ρxx as a function of magnetic field, as presented in
the Nobel lecture by K. Klitzing who was awarded
the Nobel price for its discovery in 1980 [20]. ρxy
shows plateaus and ρxx is at zero resistivity for the
same values of magnetic field.

The Hall effect is a well known phenomenon

occurring when a magnet field is applied per-

pendicular to the flow of current in a con-

ducting material. The extension of Hall effect

into the quantum regime for 2 dimensional

materials, such as 2DEGs, is called quantum

Hall effect and occurs for higher magnetic

fields, the characteristics of the effect are eas-

ily recognized. The Hall resistance of a sam-

ple in the direction transverse to the current

flow will increase and at higher magnet field

values show plateaus, while the resistance

along the current flow will oscillate and at

higher magnet fields show peaks of high re-

sistance and valleys of zero resistance. In

Fig. 3.5 a plot from the Nobel Lecture by

Klaus Von Klitzing is shown with these ef-

fects clearly visible, the discovery was made in 1980 and he was given the Nobel Prize in 1985.

Arriving at an explanation for the high field behaviour requires first to solve Scrhödingers
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equation for an electron in a magnetic field. The hamiltonian is

H =
(p + |e|A)2

2m∗
+ V(z) (3.22)

Here V(z) is given by the confinement in the direction perpendicular to the 2D material. We

are free to choose a vector potential giving the magnetic field B = (0, 0, B), and for simplicity

we choose A = (−By, 0, 0). The hamiltonian can then be separated into

Hz = −
h̄2

2m∗
∂2

∂z2 + V(z) (3.23)

and

Hxy =
(px − |e|Bzy)2 + p2

y

2m∗
(3.24)

The latter of which is independent of the confinement potential V(z). Given that the energy

level spacing of the confinement potential is large, only the lowest level will be occupied, with

an educated guess on the wave-function we can solve the 2D problem

ψ(x, y) = eikxxη(y) (3.25)

giving the eigenvalue problem

(
p2

y

2m∗
+

1
2

m∗ω2
c

(
y− h̄kx

|e|Bz

)2
)

ηkx(y) = Eηkx(y) (3.26)

Where ωc =
|e|B
m∗ is the cyclotron frequency. This equation is equivalent to a quantum mechan-

ical harmonic oscillator with center coordinate y0 = h̄kx
|e|B , and as a result we know the energy

levels given by

En = h̄ωc(n +
1
2
) (3.27)

This leaves us with quantum states labeled with kx and n, given that eq. 3.27 is independent of

kx, the states labeled by different kx but the same n will be degenerate, this is called Landau-

levels. The requirement arising from the center coordinate y0 = h̄kx/eB having to be within

the width of the sample, and the density of kx states in a sample of length, L being L/2π leads

to a requirement on the allowed values of kX. Given a sample of length L, width W and area

A = WL, the allowed values for kx obey 0 ≤ kxL/2π ≤ (eB/h)A. Giving a total number of
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FIGURE 3.6: DOS in a Magnetic Field Density of States in the bulk of a 2DEG for increasing magnetic
field strength. a) No magnetic field applied and just the 2DEG DOS. b) magnetic field is applied and
landau levels appear, here also shown with Zeeman splitting. c) At even stronger field values the
energy levels are pushed higher in energy and as a result higher levels will be depopulated.

allowed kx states per unit area of

nL =
|e|B

h
(3.28)

Combined with the electron density of the sample, ns we get the filling factor of the sample,

ν = ns
nL

= hns
|e|B at magnetic field B. Because the degeneracy of each Landau level is dependent on

the magnetic field, as the magnetic field is increased, so is the degeneracy of the Landau-levels

and higher energy states will be depopulated. The density of states in a sample will go through

a transition from being continuous at 0 field to being discrete at higher field. In addition to this,

there is Zeeman splitting of the electronic levels to take into account, so far we have neglected

the spin of the electrons. The full energy levels are

E±n = h̄ωc(n +
1
2
)± 1

2
g∗µBBz (3.29)

This effect is shown in Fig. 3.6 for no magnetic field in a), a stronger magnetic field in b) and

even stronger yet in c). The broadening of levels is caused by, among other things, scattering at

both long and short range.

Fully understanding why the longitudinal resistance drops to zero while the transverse

resistance plateaus require treating the edges of the sample [13]. I will now go through the the-

oretical understanding of edge states to fully account for integer quantum Hall effect. Starting
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from eq. 3.26 we introduce a confinement potential in the y-direction giving

(
p2

y

2m∗
+

1
2

m∗ω2
c

(
y− h̄kx

|e|Bz

)2

+ V(y)

)
ηkx(y) = Enηnkx(y) (3.30)

Treating V(y) as a small perturbation gives 〈V(y)〉 = V(y0(kx)) = V(h̄kx/|e|Bz). We obtain

the eigenenergies

En(kx) = h̄ωc(n +
1
2
) + V(h̄kx/|e|Bz). (3.31)

The Landau level degeneracy is lifted at the edges by the potential, and when they inter-

sect with the Fermi level they create 1 dimensional conductance channels, running in the x-

directions. These channels carry current with group velocity

vx =
1
h̄

∂V
∂kx

=
∂V(y)

∂y

∣∣∣∣∣
y=h̄kx/(eB)

1
|e|B . (3.32)

Around integer filling factors, in the interior region of the sample, the electrons are localized

and therefore do not couple the edge states at opposite edges running in opposite directions.

This results in something analogous to the the modes of the quantum point contact, with no

back scattering. In the quantum Hall effect the back scattering is almost completely suppressed

because the modes moving in opposite directions are spatially separated [16]. At integer filling

factors the longitudinal voltage drops to zero because contacts on the same side of the sample

are connected by these edge channels that are perfect conductors.

3.2.4 Fractional Quantum Hall Effect

Furthermore the quantized conductance has been observed for filling factors that are not inte-

ger, this is what is known as fractional quantum Hall effect, owing its name to the fractional

filling factors at which it appears. This effect is not yet fully understood, however the most

commonly accepted theory is that of composite fermions, where electrons combine to particles

with fractional charge [18, 19].
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3.3 Optimization Algorithm

3.3.1 Loss Functions

Over the course of this experiment we have performed optimisations with a variety of loss

functions and iterated these loss functions whenever we encountered problems that could be

solved by accounting for them in the loss function. I will go through two of the loss functions

we have used, those are also responsible for the two presented algorithm runs later. All the

loss functions have in common some overall features, they share input and output and are all

designed with staircases in mind. For the input we are using the measurement trace, a series

of conductance measurements, this is converted to some output value, the loss which we are

trying to minimize.

The first and simpler loss function has two main factors, one evaluating the "staircasiness"

of the trace and another accounting for points with conductance equal to zero, in our case

the staircasiness is to be minimised, so a lower staircasiness is given to a better staircase. The

second factor is an example of a minor change implemented based on feedback from running

the optimisation. For a measurement, M, with N total points:

S1 =
∑N−1

i=1
3
√
|Mi+1 −Mi|+ εnoise

1 + N(M>1e−5)
N

(3.33)

In eq. 3.33 the numerator calculates the staircasiness and the denominator scales the stair-

casiness by the number of non-zero points such that measurements with more points above

g = 1e − 5 are favoured. Combined, this loss function seeks to minimise the staircasiness,

while also maximising the number of points above 0 conductance to avoid closing off the con-

ducting channel completely.

The second loss function I will go over is a modified version of the first where instead of

looking at the entire measurement it looks only at points within a given interval. For this to

work properly it has to normalise with respect to the number of points found within a given in-

terval and the exact points measured at the borders of the interval. For a given upper and lower

limit, µu and µl , if a measurement is completely outside we return 1. For measurements with

points inside and outside the interval, we then find the outermost points within the interval,

Mµl and Mµu , and their respective indices, Iµl and Iµu . From this we calculate the difference,

D = Mµu −Mµl and length of the interval L = Iµu − Iµl . Now I introduce the power variable,
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p which serves a similar function as the cube root in the simpler loss function, experimentally

we have chosen 0.2 for the value of p. All combined the loss function looks like this:

S2 =
∑

µu−1
i=µl

(|Mi+1 −Mi|/D)p

(L− 1)1−p (3.34)

Additionally we have introduced L1 and L2 regularisation, L1 for feature selection and L2 to

combat overfitting, both of these have only been tested in combination with the Fourier modes

that I will go over next. With Xi being the ith optimisation parameter the regularisation terms

are [3]:

L1 = λ1

N

∑
i=0
|Xi| , L2 = λ2

N

∑
i=0

X2
i (3.35)

All loss functions written for this project can be found within appendix C.

3.3.2 Fourier Modes 1
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FIGURE 3.7: Fourier Modes. Individual Fourier
modes for optimisation, each mode parameter is
named in red, and its resulting voltages for
parameter equal to 1 is shown in the 3x3 square
corresponding to the pixels.

We have found the best results when includ-

ing a Fourier transform, such that the opti-

misation is instead done on the Fourier pa-

rameters and then converted to gate voltages

before being applied. This method involves

a slight increase in computational time for

measuring each trace, but the increase in per-

formance by the algorithm makes up for it.

The explanation for the performance increase

from optimising Fourier modes, is likely that

some of the parameters already resemble a

saddle point potential. Thus the optimisation

algorithm will have an easier time finding the overall shape of a saddle point potential, but it

keeps the full degrees of freedom that would be lost if we instead chose to manually group sets

of gates. The Fourier modes are obtained from the following method: The full real-valued 2D

Fourier series is [9]
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f (x, y) =
inf

∑
n=0

inf

∑
m=0

αn,mcos
(

2πnx
λx

)
cos
(

2πmy
λy

)
+

inf

∑
n=0

inf

∑
m=0

βn,mcos
(

2πnx
λx

)
sin
(

2πmy
λy

)
+

inf

∑
n=0

inf

∑
m=0

γn,msin
(

2πnx
λx

)
cos
(

2πmy
λy

)
+

inf

∑
n=0

inf

∑
m=0

δn,msin
(

2πnx
λx

)
sin
(

2πmy
λy

)
.

(3.36)

Since we are not working on an infinite lattice, n and m will only run up to 1, this means

that a significant number of terms will drop out, and we will be left with only 9 terms, resulting

in:

f (x, y) =α0,0 + α0,1cos
(

2πy
λ

)
+ α1,0cos

(
2πx

λ

)
+ α1,1cos

(
2πx

λ

)
cos
(

2πy
λ

)
+

β0,1sin
(

2πy
λ

)
+ β1,1cos

(
2πx

λ

)
sin
(

2πy
λ

)
+

γ1,0sin
(

2πx
λ

)
+ γ1,1cos

(
2πx

λ

)
cos
(

2πy
λ

)
+

δ1,1sin
(

2πx
λ

)
sin
(

2πy
λ

)
.

(3.37)

In Fig. 3.7 these Fourier modes are shown with all coefficients set to 1. Some modes im-

mediately stick out as obvious choices for making a saddle point potential, modes like α0,1 and

α1,0 combined can almost make it entirely on their own as they represent the transverse and

longitudinal curvature. These Fourier modes were intended for use with the algorithm, but

due to unforeseen difficulties with the device, we only used Fourier modes for optimisation on

the simulated device.

3.3.3 Algorithm

We have implemented two optimisation algorithms for use on the quantum point contact de-

vices. We started out by using a conjugate gradient descent algorithm, but quickly moved on

to a gradient free approach from covariant matrix adaptation evolutionary strategies (CMA-

ES). The gradient based approach is well developed and has been used on a wide range of

different problems, both in physics and countless other topics. However for this optimisation
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Measure candidate points,
rank all measured points
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Starting mean 
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FIGURE 3.8: CMA-ES Algorithm. Flowchart of the CMA-ES algorithm, user provides the starting
point for optimisation, then one iterations is as follows: sample the normal distribution with covariance
matrix C. Next measure and evaluate the fitness of the sampled points and arrange them after best
fitness together with all other measured points. Lastly update the mean and covariance matrix using
the best encountered points. There are multiple available stopping criterions that will be checked after
each iterations, these include time, stepsize, fitness goal, fitness stagnation and many more.

problem a different algorithm had more promising features, specifically the gradient calcula-

tion is in our case very inefficient and the gradient itself does not necessarily provide much

information. Given our big search space in 9 dimensions, a numerical evaluation of the gra-

dient is very costly. The loss landscape of staircasiness from a quantum point contact is often

not monotonically increasing or decreasing along certain directions, but has both hills and val-

leys scattered across the landscape, a rugged landscape like this can be solved using gradient

based approaches, but the combination of a rugged landscape and costly gradient calculation

ultimately steered us away from this approach.

I will focus on describing the optimisation algorithm we have primarily used, CMA-ES.

In Fig. 3.8 a flowchart of the CMA-ES algorithm is shown, the algorithm works by sampling

points from a normal distribution with a given mean and covariance matrix and iteratively

updating this mean and covariance matrix to move the search space in the direction of a global

optimum for the parameters. Thus the optimisation is gradient free and is well suited for more

rugged landscapes, two characteristics evaluated highly when choosing a loss function for this

problem. [14] The code for interacting with the CMA-ES package can be found in appendix B.

3.3.4 Algorithm Test with Kwant Package

While fabricating devices we have run several test runs using the Kwant python package as a

device simulation [12]. The Kwant package uses the tight binding model to simulate quantum
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transport, and has been used for quantum Hall effect, Majorana states and more. We have

built a basic simulation of the device utilising a simple calculation of gate potentials and add

them directly to the energy of each tight binding lattice site. The simplistic simulation allows in

conjunction with Qcodes to test out the algorithm and ensure that everything runs and is ready

for the device. Kwant also includes features that allow for direct inspection of the scattering

wave function which give insight into the performance of the algorithm.
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FIGURE 3.9: Kwant Simulation. The simulation is shown along with some of the features
implemented with it. a) Simulation lattice, gates in green, sites in blue and leads in red. b) Simulated
potential in energy units with strong outer gates. c) Scattering wave function from the left lead, with
the potential from b) applied. d) Disorder implemented in simulation zoomed in to pixel region.

In Fig. 3.9a) the base of the simulation is shown, a lattice of size 70x120 and a set of rect-

angular gates with their potentials added directly to lattice site energies. The potentials are

calculated from the gate dimensions following these formula:

g(u, v) = arctan2

(
u · v,

d ·
√

u2 + v2 + D2

2π

)
, (3.38)

E(x, y, V) = −V · (g(x− L, y− B) + g(x− L, T − y) + g(R− x, y− B) + g(R− x, T − y)) .

(3.39)
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Where D is the vertical distance to the gates from the lattice layer, L is the leftmost point, R

is the rightmost point, B is the bottom and T is the top, x and y are the coordinates of the lattice

sites, the energy contribution is calculated for and V is the voltage applied to that specific gate.

[8]

All gate potentials are simply summed up to get the final energy for a lattice site. This

method is not physically accurate, but it acts well enough for us to test out the algorithm with-

out having to build an accurate physical simulation of electrostatics of gate potentials. In Fig.

3.9b) an example of such a calculated potential is shown, where the outer gates are at a strong

negative value and the pixel gates are zero. There is a small disorder potential added as well,

this is done by randomly generating values and add them to specific lattice sites evenly dis-

tributed in the lattice with a length scale equivalent to the size of the pixels, and then interpo-

lating from these sites to the rest of the lattice sites. An example of just the disorder potential is

shown in Fig. 3.9d) zoomed in to the region around the pixels.

The general approach to optimisation taken on the simulator was to use the outer gates for

defining a quantum point contact, and then sweep the average voltage of the pixel gates to

close off the channel. Optimisation is then done on the offset of the pixels, constrained by

keeping the pixels to a set average. Lastly I will show an example of this algorithm in action

on the simulated device. The method will be as described above, setting the outer gates to a set

value, sweeping the pixels and optimising on their individual offset through Fourier modes.

In Fig. 3.10 the results from such a run are shown, a) shows the improvement from the non

optimised case to the best encountered measurement, there is clearly better definition of steps

at higher VQPC. In b) and c) the resulting voltages and the optimised Fourier modes are shown,

as seen in c) for this run a single mode is dominating. In d) and e) the scattering wave-function

from the left lead is shown at two different values of VQPC, looking closely at the pixel region

one can actually see that in d) there are 4 visible modes, while in e) there are 5 in agreement

with the conductance value. The code for simulating the device can be found in appendix A.
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FIGURE 3.10: Simulated Algorithm Run. Running the algorithm on the simulated system in Kwant,
we see obvious improvement, the resulting voltages are a bit puzzling, but this could be a result of
punishing too heavily with L1 regularisation. a) Unoptimised and best optimised measurement. b)
Applied voltages to pixels. c) Fourier modes found for best optimised run. d) and e) Scattering wave
function at different values of VQPC, d) at -4 and e) at -3. Looking closely at the constriction region, one
can see a different number of modes being let through, corresponding very to the conductance.

3.4 Experimental Setups

3.4.1 Device Schematic

The device is designed with two primary purposes in mind, it should be suited for quantum

Hall measurements and QPC measurements, with the end goal of stabilizing fractional quan-

tum Hall levels in the QPC constriction. Realizing these purposes requires ohmics for measur-

ing on both sides of the gate fan outs, see Fig. 3.11 a), where the fan out of gates is shown in

red. In Fig. 3.11 b) a zoomed in schematic of the gates are shown, the thought process behind

this design is that the 8 outer most gates VO1-VO8 should entirely deplete the 2DEG beneath

them and create a narrow constriction between them. The pixel gates VP1-VP9 are placed on top

of this constriction and should help fine tune the potential in the constriction. There are two

main factors the pixels should take care of, first the overall landscape of the potential, having

this array of 3x3 pixels allows for great control of the potential, making the constriction wider,

narrower, longer, deeper or more shallow. The second factor is disorder in the material, not all

devices are created equally and if there is a very disordered potential in this region, optimal
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FIGURE 3.11: Device Overview. a) Mesa overview, showing the 2DEG in grey, ohmic contacts in blue
and gate bond pads in brown. The fan-out of gates are shown in red. b) Layout of the pixel array, note
especially how the middle row of pixels is connected to the bond pads by thin lines out from the pixel
array.

QPC operation might not be possible, the pixels should allow tuning away some of this dis-

order. Of course in practice we will never really know which factor is the main contributor to

improving the QPC features, since the potential cannot be exactly known.

3.4.2 Voltage Bias vs Current Bias

When performing measurements on the device we have been using two measurement tech-

niques, voltage bias and current bias. They have been used in two different scenarios, we have

been using voltage bias for measuring the quantum point contact conductance and current bias

when measuring the quantum Hall effect.

When voltage biasing the device, we set up a 4-point measurement applying a voltage

directly to an ohmic to create a potential difference across the QPC, measuring the current

flowing out of a different ohmic and measuring the potential difference between two different

ohmics situated on different sides of the QPC constriction. An example of this is shown in Fig.

3.12 a), where we are using the qdac voltage source to supply a DC offset to the ohmic, and in

addition we use a lockin amplifier to supply an AC excitation to measure both the voltage drop

and current using lockin techniques. The measurements are performed on 2 different lockins,

one that gets its signal from an LI-75 voltage amplifier with amplification factor 100, this is
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FIGURE 3.12: Voltage and Current Bias. Different setups used for measuring the quantum point
contact features and quantum Hall effect features, voltage bias is used for the quantum point contact
and current bias for the quantum Hall effect. a) Voltage bias. b) Current bias.

measuring the voltage difference between the two ohmics. The other lockin is fed a signal from

the Ithaco current to voltage converter, thus measuring the current running out of an ohmic.

In Fig. 3.12 b) an example of a current bias measurement is shown, instead of applying a

voltage directly, we apply a voltage first to a large resistor, typically 10MΩ. This is to ensure

that the total resistance of the system (lines, device and the large resistor) is dominated by the

large resistance [6]. Thus the current throughout the system should be independent of device

and fridge resistance, this also means we do not measure the current flowing out. Since we

have been using this setup for measuring quantum Hall effect we have still used two lockin

amplifiers fed signals through LI-75 voltage amplifiers in A-B mode, exactly the same as in

voltage bias setup. The two measurements are done such that one measures the voltage differ-

ence along the flow of current, while the other measures the voltage difference across the flow

of current.
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FIGURE 3.13: Pinch Off Curves. a) Pinch off with all gates. b) Pinch off with only outer gates, clear
depletion at around -1V, the outer gates here manage to actually pinch off the channel completely, but
this was not always the case. c) Pinch off with only pixel gates, clear depletion at -1V and then slow
pinch off before -1.5V.

3.5 Preliminary Results

3.5.1 Pinch off and hand tuned QPCs

Some of the first measurements we did on this device are pinch off curves, these measurements

are crucial in determining the gating action and give insight into when depletion occurs. Deple-

tion is especially important for our purposes, since forming a QPC requires a very large portion

of the 2DEG to be completely depleted only allowing a narrow channel to exist between to elec-

tron reservoirs. In Fig. 3.13 we show the pinch-of-curves taken for all gates combined, outer

gates combined and pixel gates combined. All gates pinching off is completely as expected

and is mainly done as a first test to see some form of gating action. The test with outer gates

in Fig. 3.13b) has some more interesting features, it shows clearly that the outer gates deplete

the 2DEG region beneath them at around 1V, this is the steep drop in conductance. From the

depletion of the outer gate regions, as the gates become stronger, they are also able to pinch

off the channel between them entirely, this however has not always been the case. We have

seen varying degrees of pinch off from the outer gates, sometimes they can not pinch off at -3V,

sometimes they pinch off completely at -2V, we have not arrived at a satisfying explanation

for this behaviour and have not been able to discern any specific pattern for when they act in

which way. As a last note on the outer gate pinch off, this inconsistent behaviour was a large

factor in the choice to move the measurement sweeping style away from sweeping the outer

gates to instead sweeping on a set of the pixel gates. In Fig. 3.13c) the pixel gates are the only

gates being touched, meaning that the outer gates are kept to 0V, the fact that the pixel gates

pinch off on their own is quite surprising and worrisome for the use of the device. Ideally

the pixel gates should only affect the small region located beneath them inside the constriction
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FIGURE 3.14: Waiting Times. Strange behaviour of the device forced us to include a jump to 0V and
some waiting time there, before taking a new measurement. All measurements shown are done solely
with the right QPC. a) Sweeping down and up in sequence b) Only sweeping down waiting for 10s at
0V and 3s at -1.3V for the QPC gates. c) Only sweeping down waiting for 20s at 0V and 10s at -1.3V for
the QPC gates.

of the QPC made by the outer gates. The fact that they can pinch off alone suggests that the

lines connecting the gates to their bond pads have a much stronger effect on the 2DEG than

intended. This also suggests that the lines very close to the pixels have the same strong effect,

this might strongly influence how the pixels affect the 2DEG in the constriction region and will

have unintended effects. This issue does not mean that the device is of no use at all, but it

complicates the interpretation of optimisation results.

3.5.2 Magnet Field Sweeps

Here I will present the results of preliminary magnetic field measurements, the measurements

are conducted with current bias using an excitation of 4nA. Both Vxx and Vxy are measured

through voltage amplifiers with lockin amplifiers, see ch. 3.4.2. For both measurements the

gates are grounded and all the ohmics not actively being used are floating.

In Fig. 3.15 the first magnetic field sweep is shown, in a) the setup used is shown, this setup

was chosen because it makes a regular Hall bar like setup and the Hall voltage measurement,

Vxy, could be used directly for diagonal voltages VD, with the QPC turned on. In b) the result

is shown, some features are easily recognizable in Rxx, there are clear peaks forming at higher

voltages and Rxy as well seems to even out more in the regions where Rxx is not on a peak.

This indicates that Landau levels are getting depleted as we move higher in field, but with this

measurement it is not obvious to discern what is actual features and what isn’t. We suspected

that even though the gates were grounded their presence might cause strain at the interface or

in some other way interfere with the 2DEG beneath them.
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FIGURE 3.15: First Magnet Field Sweep. a) Measurement setup for measuring Vxx and Vxy in current
bias. b) Result with Rxx in red and Rxy in blue. Rxx shows oscillations as expected, but does not drop to
0Ω in between peaks. Rxy also shows plateaus, where plateaus are consistent in location with Rxx but
not flat.
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FIGURE 3.16: Second Magnet Field Sweep. a) Measurement setup for measuring Vxx and Vxy in
current bias. Here all instruments are applied to one side of the fan-out of gates. b) A much better
result than previously. Filling factors are assigned by first calculating the density from SdH oscillations,
then calculating the filling factor locations in B from that density, method described in text.
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Our next step was to perform the measurement again, but with all ohmics used located on

1 side of the gate-fanouts. This would allow the current to flow between contacts without go-

ing through the regions of the 2DEG below the gates. In Fig. 3.16a) we show the setup used, all

ohmics used for measurements are located in the lower right corner of the mesa. In Fig. 3.16b)

the resulting measurement is shown, where the improvement is dramatic, both Rxx and Rxy

now show the features known from integer quantum Hall effect. But we do not identify any

plateaus we suspect to arise from fractional quantum Hall effect. The plateaus we do see have

been assigned filling factors according to the following method [7]:

1. Identify peak locations of Rxx in magnetic field, the values used are:

1.71T, 2.05T, 2.46T, 3.34T, 4.77T

2. Calculate the density of electrons from the following formula:

ns =
2e/h

1
Bi
− 1

Bi+1

(3.40)

Where Bi and Bi+1 are sequential peak locations from the list above.

3. Calculate the the location of specific filling factors ν using the above calculated density.

Bj =
ns

2eνj/h
(3.41)

When calculated from this method the locations of filling factors line up with locations of

plateaus in Rxy, however this method comes with several error modes attached. The locations

are not exact extractions but instead chosen by eye, the calculated density, nscal = 5.21e+11cm−2

is higher than the reported density of the wafer from the manufacturer, nsrep = 3.06e+11cm−2.

The density calculated is an average of the four sequential pairs and even within these four

pairs there is quite a large variance, with them ranging from ns = 4.50e+11cm−2 to ns =

5.93e+11cm−2. To conclude the method is not strict enough for us to trust it completely and

the data gathered is inconsistent with data reported by the manufacturer, at these values of

magnetic field we expected to see clear signs of fractional quantum Hall effect, but these were

not present. This suggests that there might be something wrong with this chips material. It has

been suggested that the material was harmed during fabrication due to too high temperature

when annealing ohmics.
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3.6 Optimization Results

This section will go over 2 seperate runs of the algorithm, both runs are performed a bit dif-

ferently that we had initially intended. The original plan was to make the constriction solely

with the outer gates, then sweep the pixel gates combined to close off the channel, and op-

timise on the offset. This unfortunately did not produce any meaningful results, we suspect

that dimensions are too big, with a spacing of the outer gates of 1.4µm the constriction was

not sufficiently narrow to support a quantum point contact. Instead for both runs we have

chosen to make a both narrower and shorter QPC by instead sweeping a set of the pixel gates,

and optimising on the rest. The two presented runs are one with the right QPC and one with

the middle QPC where an additional parameter is introduced to the algorithm, allowing it to

move the measurement window up or down in gate voltage. For the latter middle QPC run,

the loss function used has been changed to accommodate the effect of moving the window of

measurement around. The code for the right QPC run can be found in appendix D.

3.6.1 Right QPC
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FIGURE 3.17: Algorithm Results Right QPC. Overview of the results running the algorithm of the
rightmost QPC. a) Gate assignments. b) Voltages applied to pixels for best result, exact values shown in
red. c) Best loss measured for each iteration. d) Traces from start (0V) on pixels and the best measured
trace, showing a clear improvement where the QPC behaviour is present for 2 additional steps.

First I will show an algorithm run coming from the right QPC, this has also previously

shown the best handmade QPCs. The run is performed with a DC bias and AC excitation in

voltage bias, see Fig. 3.12a). We are using 100µV DC, and 40µV AC with a frequency of 17Hz,

furthermore the run was performed at 100mT field. The fields presence is due to the dilution
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refrigerator being shared with another team, but the small magnet field should theoretically

make quantum point contacts easier to make, due to splitting left and right moving electrons

spatially. In Fig. 3.17 an overview of this run is shown. The algorithm in total has 7 parameters,

orange in 3.17a), these seven parameters are optimised freely in the range -1V to 0.3V. The two

green pixels are used to narrow the QPC and swept within the same -1.1V to -1.5V range each

time. Getting the most consistent results for the right QPC required including a jump to 0V for

all of the pixel gates, waiting for 20s, before jumping them to the starting values of each trace,

waiting another 10s and then starting the measurement. In b) the resulting voltages obtained

from this run are shown. One expectation we had when starting the experiment was that the

middle row of pixels would be best left at positive voltages to deepen the trench along the QPC.

At this point it is difficult to say how much of this discrepancy is due to the effect of the thin

lines connecting to the pixels, since they are routed on the outside of the other pixels, their effect

could be screening the QPC gates. In c) the best loss encountered is shown for each iteration,

already at 40 iterations the loss is starting to saturate at values around 36-38. At this point the

average change of voltages within an iteration is less than 100mV and the difference between

each measurement can just as well be dominated by hysteresis. The starting measurement with

all pixels at 0V and the best measurement is shown in d), there is clear improvement throughout

the run. The best evaluated measurement shows clear step-like features and also pinches off

completely.

An investigation into the algorithm performance is shown in Fig. 3.18, where a select num-

ber of iterations are shown. Going through the iterations a few obvious things occur that are

good indicators that the algorithm is working. First, the measurements by eye begin to look

better as we go through the iterations. At 10 iterations we begin to see some step like features,

at 25 iterations a few more steps are achieved starting from 0 conductance, and at 50 iterations

we see even better staircases. Second, both the voltages and the measurements start becoming

closer to each other. As we move toward a minimum in the loss landscape the voltages applied

to the pixels converge to some value, and those values give reproducible results.
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FIGURE 3.18: Iteration Overview Right QPC. Overview of the algorithm evolving through iterations.
Each panel contains all the traces obtained in an iteration, the best three highlighted in green, blue and
red. Their corresponding voltages are framed by the same colour. This really shows a good
improvement by the algorithm, and it shows that both the algorithm and loss function has good
potential for improving QPCs. a) iteration 0 b) iteration 10 c) iteration 25 d) iteration 50.

3.6.2 Middle QPC

The middle QPC, has generally shown worse behaviour than the right QPC, but we have tried

running the optimisation on this regardless. The run is again performed in voltage bias, this

time with 125µV DC bias, 60µV AC excitation and 150mT field. As mentioned previously, we

have included an additional parameter for the algorithm to control, this parameter controls the

window of operation. With a fixed window size of 800mV we allow the algorithm to freely

move this window such that it can take on values between -2V and 0V, and optimise this pa-

rameter exactly as the rest. To account for moving the window around, we have introduced a
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FIGURE 3.19: Algorithm Results Middle QPC. Overview of the results running the algorithm of the
middle QPC. a) Gate assignments. b) Voltages applied to pixels for best result, exact values shown in
red. c) Best loss measured for each iteration. d) Traces from start (0V) on pixels and the best measured
trace.

different loss function that only evaluates on conductance values between 0.01 e2

h and 11 e2

h , see

ch. 3.3.1, previous runs without this condition saw the window being pushed far negative such

that no conductance was allowed. Measurements without values spanning this entire range are

given a score of 1.

In Fig. 3.19 we show an overview of the results from the optimisation run, while the result

is not as good as the previously shown run for the right QPC, it still shows some promising

results produced by the algorithm. The layout is the same as for Fig. 3.17, and the things to

take note of are that we see a minima in the loss throughout the run at a very early iteration,

and it even ends up being the global minimum shown in b) and d) as well. The loss overall

does not decrease by a lot, but it is trending downwards. The run was unfortunately cut short

by an instrumentation error, so it did not get to progress as far as we had hoped.

Fig. 3.20 again shows a set of iterations, where it is more obvious that the algorithm moves

the window to the lowest part of the allowed region, and it also has a clear trend in the applied

voltages in d). While not as homogeneous as the run with the right QPC, the voltages are

still at this point fairly close and show a distinctly different pattern than for the right QPC.

Whether it would have ended in a similar configuration as the right QPC is unfortunately too

early to tell, and it is likely more difficult to find an optimum as the middle QPC seems more

hysteretic. Interestingly we see some step-like features in b) at iteration 15, they just happen to

occur outside the window we are trying to optimise in, which is 0.01 e2

h to 11 e2

h , this means they

will have no effect on the run going forward with this loss function.
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FIGURE 3.20: Iteration Overview Middle QPC. Overview of the algorithm evolving through
iterations. Each panel contains all the traces obtained in an iteration, the best three highlighted in
green, blue and red. Their corresponding voltages are framed by the same colour. a) iteration 0 b)
iteration 15 c) iteration 30 d) iteration 42.

3.7 Summary

For the purpose of autonomously controlling the spatial flow of electrons within the constric-

tion of a quantum point contact, we have developed an algorithm and a set of loss functions

that shows promising results. The algorithm has been tested on a basic simulation using the

Kwant python package for quantum transport, and later tested on a real device fabricated by

Bertram Brovang [4]. The algorithm can easily be adapted to specific applications, which has

been useful since the simulated device and the actual device behaved quite differently. Despite

challenges associated with hysteretic gating behaviour in the actual device, conductance stair-

cases typical for quantum point contacts could be tuned up algorithmically. Overall, this shows
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promise for optimising the core problem of modulating the potential at the 2DEG. Further de-

velopment of both the algorithm and devices may lead to interesting experiments within the

realm of quantum point contacts and quantum Hall effects.
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Chapter 4

Outlook

Using two very different material and device geometries, namely capacitively coupled quan-

tum dots in silicon and gate-controlled quantum point contacts on GaAs Hall bars, we have

demonstrated promising features of combining machine learning and quantum devices. As

research into quantum devices progress, the devices themselves become more and more com-

plex, the devices of the future might have many more axes of interaction than we even dream

off now. Evidently developing programs that can interact with quantum devices, without hu-

man oversight will be needed, and it is very possible that optimisation based on artificial intel-

ligence can lead to results not otherwise obtained by human scientists. The two experiments

carried out served two different specific purposes, one was to estimate the multi dimensional

polytope of a charge state in an array of quantum dots, the other two optimise the shape of a

potential in a 2DEG to improve electrical capabilities. While the first was very successful, there

is still room for further interesting experiments, a first step would be to test out the algorithm

in even higher dimensions. A feasible platform for testing the algorithm in higher dimensions

could be a 2xN array made in a long quantum wire [22, 10]. For the second algorithm, namely

optimising spatially the potential of quantum point contact, our preliminary results from non-

ideal devices show promise and would benefit greatly from more well-behaved devices. We

are already in the process of fabricating new devices hoping that they will not show the same

issues. On another front, the optimisation algorithm is not specific to the quantum point con-

tact physics, only the loss function is specialised. The algorithm could be readily applied to a

wide variety of different optimisation problems in quantum devices, the only changes needed

to the loss function.
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Appendix A

Kwant Simulation

import kwant

from kwant . d i g e s t import uniform

import numpy as np

from math import atan2 , pi , s q r t

from cmath import exp

import m a t p l o t l i b . pyplot as p l t

from m a t p l o t l i b . c o l l e c t i o n s import P a t c h C o l l e c t i o n

from m a t p l o t l i b . patches import Rectangle

from . new_disorder import make_disorder , make_pixel_disorder

from types import SimpleNamespace

import sc ipy . sparse . l i n a l g as s l a

def rec tangular_gate_pot ( dims ) :

""" Compute t h e p o t e n t i a l o f a r e c t a n g u l a r g a t e .

The g a t e h o v e r s a t t h e g i v e n d i s t a n c e o v e r t h e p l a n e where t h e

p o t e n t i a l i s e v a l u a t e d .

Based on J . Appl . Phys . 77 , 4504 ( 1 9 9 5 )

h t t p : / / dx . d o i . o rg / 1 0 . 1 0 6 3 / 1 . 3 5 9 4 4 6

"""

distance , l e f t , r ight , bottom , top = dims [ 0 ] , dims [ 1 ] , dims [ 2 ] ,

dims [ 3 ] , dims [ 4 ]
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d , l , r , b , t = dis tance , l e f t , r ight , bottom , top

def g ( u , v ) :

return atan2 ( u * v , d * s q r t ( u * * 2 + v * * 2 + d * * 2 ) ) / (2 * pi )

def func ( x , y , vol tage ) :

return vol tage * ( g ( x−l , y−b ) + g ( x−l , t −y ) +

g ( r −x , y−b ) + g ( r −x , t −y ) )

return func

def make_gates ( d i s t a n c e _ t o _ g a t e =5 , l e f t =30 , r i g h t =50 , spacing = 2 . 5 ,W=80 ,

L=80 , ga tes_outs ide =0) :

p i x e l _ s i z e =( r ight − l e f t −2* spacing ) /3

a r r a y _ s i z e =3* p i x e l _ s i z e +2* spacing

c e n t e r =(W/2 ,L/2)

gate1dims =[ dis tance_ to_gate , l e f t , r ight , − gates_outs ide , c e n t e r [0] −

a r r a y _ s i z e /2−spacing ]

gate11dims =[ dis tance_to_gate , l e f t , r ight , c e n t e r [ 0 ]+ a r r a y _ s i z e /2+

spacing ,W+gates_outs ide ]

bottom_of_array=c e n t e r [0] − a r r a y _ s i z e /2

gates =[ gate1dims ]

for i in range ( 3 ) :

for j in range ( 3 ) :

ga tes . append ( [ d is tance_ to_gate ,

l e f t + j * ( p i x e l _ s i z e +spacing ) ,

l e f t + j * ( p i x e l _ s i z e +spacing ) + p i x e l _ s i z e ,
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bottom_of_array+ i * ( p i x e l _ s i z e +spacing ) ,

bottom_of_array+ i * ( p i x e l _ s i z e +spacing ) +

p i x e l _ s i z e ] )

gates . append ( gate11dims )

return gates

# s t a n d a r d s i z e

i f Fa lse :

W=70

L=60

a l lgatedims=make_gates ( l e f t =20 , r i g h t =40 ,W=W, L=L , spacing =2 ,

ga tes_outs ide =10)

e lse :

# l o n g e r

W=70

L=120

a l lgatedims=make_gates ( l e f t = i n t ( L/2 −10) , r i g h t = i n t ( L/2+10) ,W=W, L=

L , spacing =2 , ga tes_outs ide =10)

# a l l g a t e d i m s =[ gate1d ims , ga t e2d ims , ga t e3d ims , ga t e4d ims , ga t e5d ims ,

ga t e6d ims , ga t e7d ims , ga t e8d ims , ga t e9d ims , gate10d ims , g a t e 1 1 d i m s ]

# g a t e 1 and 11 a r e t h e o u t e r g a t e s , 2−10 a r e t h e p i x e l a r r a y

_gate1 = rec tangular_gate_pot ( a l lga tedims [ 0 ] )

_gate2 = rec tangular_gate_pot ( a l lga tedims [ 1 ] )

_gate3 = rec tangular_gate_pot ( a l lga tedims [ 2 ] )

_gate4 = rec tangular_gate_pot ( a l lga tedims [ 3 ] )

_gate5 = rec tangular_gate_pot ( a l lga tedims [ 4 ] )

_gate6 = rec tangular_gate_pot ( a l lga tedims [ 5 ] )

_gate7 = rec tangular_gate_pot ( a l lga tedims [ 6 ] )
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_gate8 = rec tangular_gate_pot ( a l lga tedims [ 7 ] )

_gate9 = rec tangular_gate_pot ( a l lga tedims [ 8 ] )

_gate10 = rec tangular_gate_pot ( a l lga tedims [ 9 ] )

_gate11 = rec tangular_gate_pot ( a l lga tedims [ 1 0 ] )

def qpc _pot ent ia l ( s i t e , V1 , V2 , V3 , V4 , V5 , V6 , V7 , V8 , V9 , V10 , V11

) :

x , y = s i t e . pos

return _gate1 ( x , y , V1 ) + _gate2 ( x , y , V2 ) + _gate3 ( x , y , V3 ) +

_gate4 ( x , y , V4 ) + \

_gate5 ( x , y , V5 ) + _gate6 ( x , y , V6 ) + _gate7 ( x , y , V7 ) +

_gate8 ( x , y , V8 ) + \

_gate9 ( x , y , V9 ) + _gate10 ( x , y , V10 ) + _gate11 ( x , y , V11

)

disorder_values=make_disorder ( L , W, l e n g t h _ s c a l e =5 , random_seed =2) . T

# p r i n t ( d i s o r d e r _ v a l u e s )

p i x e l _ d i s o r d e r _ v a l u e s=make_pixel_disorder ( L ,W, a l lga tedims [ 1 : 1 0 ] )

def disorder ( s i t e , U0) :

x , y= s i t e . tag

# p r i n t ( x , y )

return disorder_values [ x , y ] * U0

def p i x e l _ d i s o r d e r ( s i t e , U0) :

x , y= s i t e . tag

# p r i n t ( x , y )
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return p i x e l _ d i s o r d e r _ v a l u e s [ x , y ] * U0

def disorder_old ( s i t e , U0 , s a l t =13) :

return U0 * ( uniform ( repr ( s i t e ) , repr ( s a l t ) ) − 0 . 5 )

def hopping ( s i t e _ i , s i t e _ j , phi ) :

xi , y i = s i t e _ i . pos

x j , y j = s i t e _ j . pos

return −exp ( −0 .5 j * phi * ( x i − x j ) * ( y i + y j ) )

c l a s s pixelarrayQPC ( ) :

def _ _ i n i t _ _ ( s e l f ,W=W, L=L , p l o t=False , disorder_type= ’ regular ’ ) :

#

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# S e t up KWANT b a s i c s

# P a r a m e t e r s a r e :

# phi , f l u x through u n i t c e l l o f t h e l a t i c e p h i =Ba^2

# V1−V3 v o l t a g e on t h e t h r e e g a t e s ,

# s a l t i s a p a r a m e t e r c o n t r o l l i n g random nr g e n e r a t i o n in

kwant . d i g e s t . uni form , used in d i s o r d e r

# U0 p a r a m e t e r c o n t r o l l i n g t h e amount o f d i s o r d e r in t h e

sys t em

# e nerg y i s t h e f e r m i l e v e l

# t i s a hopp ing p a r a m e t e r

#

#

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

l a t = kwant . l a t t i c e . square ( norbs =1)
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s e l f . phi=0

s e l f . s a l t =13

s e l f . U0=0

s e l f . energy=1

s e l f . t =1

s e l f . V1=−2

s e l f . V2=0

s e l f . V3=0

s e l f . V4=0

s e l f . V5=0

s e l f . V6=0

s e l f . V7=0

s e l f . V8=0

s e l f . V9=0

s e l f . V10=0

s e l f . V11=−2

def make_lead_x ( s t a r t , stop , t =1) :

s y s t = kwant . Bui lder ( kwant . TranslationalSymmetry ( [ −1 ,

0 ] ) )

s y s t [ ( l a t ( 0 , y ) for y in np . arange ( s t a r t , stop ) ) ] = 4 * t

#no d i s o r d e r in l e a d

s y s t [ l a t . neighbors ( ) ] = hopping

return s y s t
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def make_barrier ( pot , dis , W=W, L=L , t =1) :

def o n s i t e ( s , V1 , V2 , V3 , V4 , V5 , V6 , V7 , V8 , V9 , V10 ,

V11 , U0 , s a l t , t ) :

return 4 * t − pot ( s , V1 , V2 , V3 , V4 , V5 , V6 , V7 , V8 ,

V9 , V10 , V11 ) + dis ( s , U0)

# C o n s t r u c t t h e s c a t t e r i n g r e g i o n .

s r = kwant . Bui lder ( )

s r [ ( l a t ( x , y ) for x in range ( L ) for y in range (W) ) ] =

o n s i t e

s r [ l a t . neighbors ( ) ] = hopping

lead = make_lead_x ( s t a r t =0 , stop=W, t = s e l f . t )

s r . a t t a c h _ l e a d ( lead )

s r . a t t a c h _ l e a d ( lead . reversed ( ) )

return s r

i f disorder_type== ’ p i x e l ’ :

s e l f . d isorder_func= p i x e l _ d i s o r d e r

e lse :

s e l f . d isorder_func=disorder

s e l f . qpc = make_barrier ( qpc_potent ia l , s e l f . disorder_func , t =

s e l f . t )

# P l o t t i n g t h e g a t e s and s i t e s / l e a d s and p o t e n t i a l

i f p l o t :

f ig , ax= p l t . subplots ( )

kwant . p l o t ( s e l f . qpc , ax=ax )

r e c t s = [ ]
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for gate , dims in enumerate ( a l lga tedims ) :

r e c t =Rectangle ( ( dims [ 1 ] , dims [ 3 ] ) , dims [2] − dims [ 1 ] ,

dims [4] − dims [ 3 ] , zorder =999)

r e c t s . append ( r e c t )

# ax . t e x t ( x=dims [ 1 ] , y=dims [ 3 ] , s= s t r ( g a t e ) )

pc=P a t c h C o l l e c t i o n ( r e c t s , f a c e c o l o r = ’ green ’ , alpha =10)

ax . a d d _ c o l l e c t i o n ( pc )

xlims=ax . get_xl im ( )

ylims=ax . get_ylim ( )

f i g . s a v e f i g ( r ’C:\ Users\ T o r b j r n \Google Drev\UNI\

Mas tersP ro je c t\Thesis\Figures\QPC chapter\algorithm\

l a t t i c e . pdf ’ , format= ’ pdf ’ )

# copy p a s t e o f p l o t p o t e n t i a l s e c t i o n

bounds = ( ( 0 , L ) , ( 0 ,W) )

f ig , ax= p l t . subplots ( )

va l s=np . zeros ( [ bounds [ 0 ] [ 1 ] − bounds [ 0 ] [ 0 ] , bounds [ 1 ] [ 1 ] −

bounds [ 1 ] [ 0 ] ] )

i =0

for x in np . arange ( bounds [ 0 ] [ 0 ] , bounds [ 0 ] [ 1 ] ) :

j =0

for y in np . arange ( bounds [ 1 ] [ 0 ] , bounds [ 1 ] [ 1 ] ) :

s i t e =SimpleNamespace ( tag =(x , y ) , pos =(x , y ) )

va l s [ i , j ]=4* s e l f . t −qpc_ poten t ia l ( s i t e , s e l f . V1 ,

s e l f . V2 , s e l f . V3 , s e l f . V4 , s e l f . V5 , s e l f . V6 ,

s e l f . V7 , s e l f . V8 , s e l f . V9 , s e l f . V10 , s e l f . V11

) + s e l f . d isorder_func ( s i t e , s e l f . U0)
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j +=1

i +=1

h=ax . imshow ( va ls . T , o r i g i n = ’ lower ’ , e x t e n t =( bounds [ 0 ] [ 0 ] ,

bounds [ 0 ] [ 1 ] , bounds [ 1 ] [ 0 ] , bounds [ 1 ] [ 1 ] ) )

p l t . c o l or ba r ( h )

# kwant . p l o t t e r . map ( s e l f . qpc , lambda s : 4* s e l f . t −

q p c _ p o t e n t i a l ( s , s e l f . V1 , s e l f . V2 , s e l f . V3 , s e l f . V4 ,

s e l f . V5 , s e l f . V6 , s e l f . V7 , s e l f . V8 , s e l f . V9 , s e l f . V10

, s e l f . V11 ) \

# + s e l f . d i s o r d e r _ f u n c ( s , s e l f . U0) )

s e l f . fqpc = s e l f . qpc . f i n a l i z e d ( )

def t ransmiss ion ( s e l f ) :

Params= s e l f . _ _d i c t_ _

smatr ix = kwant . smatr ix ( s e l f . fqpc , s e l f . energy , params=

Params )

return smatr ix . t ransmiss ion ( 1 , 0 )

def p l o t _ d i s o r d e r ( s e l f , bounds = ( ( 0 , L ) , ( 0 ,W) ) , ax=None ) :

i f ax i s None :

f ig , ax= p l t . subplots ( )

va l s=np . zeros ( [ bounds [ 0 ] [ 1 ] − bounds [ 0 ] [ 0 ] , bounds [ 1 ] [ 1 ] − bounds

[ 1 ] [ 0 ] ] )

i =0

for x in np . arange ( bounds [ 0 ] [ 0 ] , bounds [ 0 ] [ 1 ] ) :

j =0

for y in np . arange ( bounds [ 1 ] [ 0 ] , bounds [ 1 ] [ 1 ] ) :

s i t e =SimpleNamespace ( tag =(x , y ) , pos =(x , y ) )

va l s [ i , j ]= s e l f . d isorder_func ( s i t e , s e l f . U0)

j +=1
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i +=1

h=ax . imshow ( va ls . T , o r i g i n = ’ lower ’ , e x t e n t =( bounds [ 0 ] [ 0 ] ,

bounds [ 0 ] [ 1 ] , bounds [ 1 ] [ 0 ] , bounds [ 1 ] [ 1 ] ) )

p l t . c o l or ba r ( h )

return f ig , ax , va l s

def p l o t _ p o t e n t i a l ( s e l f , bounds = ( ( 0 , L ) , ( 0 ,W) ) , ax=None) :

i f ax i s None :

f ig , ax= p l t . subplots ( )

va l s=np . zeros ( [ bounds [ 0 ] [ 1 ] − bounds [ 0 ] [ 0 ] , bounds [ 1 ] [ 1 ] − bounds

[ 1 ] [ 0 ] ] )

i =0

for x in np . arange ( bounds [ 0 ] [ 0 ] , bounds [ 0 ] [ 1 ] ) :

j =0

for y in np . arange ( bounds [ 1 ] [ 0 ] , bounds [ 1 ] [ 1 ] ) :

s i t e =SimpleNamespace ( tag =(x , y ) , pos =(x , y ) )

va l s [ i , j ]=4* s e l f . t −qpc_ poten t ia l ( s i t e , s e l f . V1 , s e l f

. V2 , s e l f . V3 , s e l f . V4 , s e l f . V5 , s e l f . V6 , s e l f . V7 ,

s e l f . V8 , s e l f . V9 , s e l f . V10 , s e l f . V11 ) + s e l f .

d isorder_func ( s i t e , s e l f . U0)

j +=1

i +=1

h=ax . imshow ( va ls . T , o r i g i n = ’ lower ’ , e x t e n t =( bounds [ 0 ] [ 0 ] ,

bounds [ 0 ] [ 1 ] , bounds [ 1 ] [ 0 ] , bounds [ 1 ] [ 1 ] ) )

p l t . c o l or ba r ( h )

return f ig , ax , va l s . T

def s e t _ a l l _ p i x e l s ( s e l f , val ) :

i f i s i n s t a n c e ( val , f l o a t ) :

s e l f . V2=val

s e l f . V3=val
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s e l f . V4=val

s e l f . V5=val

s e l f . V6=val

s e l f . V7=val

s e l f . V8=val

s e l f . V9=val

s e l f . V10=val

e l i f i s i n s t a n c e ( val , np . ndarray ) or i s i n s t a n c e ( val , l i s t ) :

s e l f . V2=val [ 0 ]

s e l f . V3=val [ 1 ]

s e l f . V4=val [ 2 ]

s e l f . V5=val [ 3 ]

s e l f . V6=val [ 4 ]

s e l f . V7=val [ 5 ]

s e l f . V8=val [ 6 ]

s e l f . V9=val [ 7 ]

s e l f . V10=val [ 8 ]

def p l o t _ c u r r e n t ( s e l f , eig_num ) :

# C a l c u l a t e t h e wave f u n c t i o n s in t h e sys t em .

f ig , ax= p l t . subplots ( )

Params= s e l f . _ _d i c t_ _

ham_mat = s e l f . fqpc . hamiltonian_submatrix ( sparse=True ,

params=Params )

evals , evecs = s l a . e igsh ( ham_mat . t o c s c ( ) , k=eig_num , sigma

=0)

# C a l c u l a t e and p l o t t h e l o c a l c u r r e n t o f t h e 10 th e igenmode

.

J = kwant . operator . Current ( s e l f . fqpc )
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current =0

for i in range ( eig_num ) :

current += J ( evecs [ : , i ] , params=Params )

kwant . p l o t t e r . current ( s e l f . fqpc , current , c o l or ba r=True , ax=

ax )

return f ig , ax

def wave_func ( s e l f , lead =0 , ax=None , s e l f _ p l o t =True , plot_both=Fa lse

) :

i f ax==None :

f ig , ax= p l t . subplots ( )

Params= s e l f . _ _d i c t_ _

wfs = kwant . wave_function ( s e l f . fqpc , energy= s e l f . energy ,

params=Params )

i f plot_both :

s c a t t e r i n g _ w f 1=wfs ( 0 )

s c a t t e r i n g _ w f 2=wfs ( 1 )

t o t a l =np . sum( abs ( s c a t t e r i n g _ w f 1 ) * * 2 , a x i s =0)+np . sum( abs (

s c a t t e r i n g _ w f 2 ) * * 2 , a x i s =0)

h=ax . imshow ( t o t a l . reshape ( ( L ,W) ) . T , o r i g i n = ’ lower ’ ,cmap= ’

in ferno ’ )

return f ig , ax , h

s c a t t e r i n g _ w f = wfs ( lead ) # a l l s c a t t e r i n g wave f u n c t i o n s

from l e a d " l e a d "

i f s e l f _ p l o t :

h=ax . imshow ( np . sum( abs ( s c a t t e r i n g _ w f ) * * 2 , a x i s =0) .

reshape ( ( L ,W) ) . T , o r i g i n = ’ lower ’ ,cmap= ’ in ferno ’ )
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# kwant . p l o t t e r . map ( s e l f . f qpc , np . sum ( a b s ( s c a t t e r i n g _ w f ) * * 2 ,

a x i s =0) , ax=ax )

return f ig , ax , h
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Appendix B

CMAES

import cma

# g e n e r a l

import numpy as np

import os

import j son

import p i c k l e

def folder_name ( data_path ) :

i f not os . path . e x i s t s ( data_path+" outcmaes " ) :

os . mkdir ( data_path+" outcmaes " )

f o l d e r s = f o l d e r s = l i s t ( os . walk ( data_path+" outcmaes/" ) ) [ 0 ] [ 1 ]

l i s =[ i n t ( f ) for f in f o l d e r s ]

l i s . append ( 0 )

newfolder=data_path+ ’ outcmaes/ ’+ ’ { } / ’ . format (max ( l i s ) +1)

return newfolder

def optimize_cma ( func_to_minimize , datahandler , s t a r t _ p o i n t , maxfevals

=99999 , sigma = 0 . 5 , stop_time=None , c a l l b a c k s =[None ] , args = [ ] , opt ions

= { } ) :

#make a s e p e r a t e f o l d e r f o r t h i s run

data_path=datahandler . data_path
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newfolder=folder_name ( data_path )

print ( " data saved to : " )

print ( newfolder )

os . mkdir ( newfolder [ : − 1 ] )

# s t a r t a d a t a d i c t and measure t h e s t a r t i n g p o i n t , cma− e s f o r

some r e a s o n d o e s n t measure t h e s t a r t i n g p o i n t

d a t a d i c t ={ ’ next_key ’ : 0 , ’ measurements ’ : { } , ’ s t a r t i n g _ p o i n t ’ : { ’

next_key ’ : 0 , ’ measurements ’ : { } } }

func_to_minimize ( s t a r t _ p o i n t , d a t a d i c t [ ’ s t a r t i n g _ p o i n t ’ ] )

args_send =[ d a t a d i c t ]

args_send . extend ( args )

options_send ={ ’ maxfevals ’ : maxfevals , ’ verb_f i l enamepre f ix ’ :

newfolder }

for key in options :

options_send [ key ]= options [ key ]

i f not stop_time==None :

options_send [ ’ timeout ’ ]= stop_time

x , es=cma . fmin2 ( func_to_minimize , s t a r t _ p o i n t , sigma0=sigma , args=

args_send , opt ions=options_send , c a l l b a c k = c a l l b a c k s )

# s a v e s t o p p i n g c r i t e r i o n

with open ( newfolder+" s t o p p i n g _ c r i t e r i o n . t x t " ,mode= ’w’ ) as

f i l e _ o b j e c t :

print ( es . stop ( ) , f i l e = f i l e _ o b j e c t )

# s a v e t h e e s i n s t a n c e
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s t r i n g =es . pickle_dumps ( )

with open ( newfolder+ ’ saved_es . pkl ’ , ’wb ’ ) as f i l e :

f i l e . wri te ( s t r i n g )

# s a v e t h e d a t a d i c t

with open ( newfolder+" d a t a d i c t . t x t " ,mode= ’w’ ) as f i l e _ o b j e c t :

f i l e _ o b j e c t . wri te ( j son . dumps( d a t a d i c t ) )

return x , es , i n t ( newfolder [ −3 : −1] )
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import numpy as np

import m a t p l o t l i b . pyplot as p l t

from sc ipy . optimize import c u r v e _ f i t

def i n v d i s t _ t o _ p l a t e a u ( s t a i r c a s e , plateau ) :

d i s t s =np . abs ( s t a i r c a s e −plateau )

i n v d i s t s =1− d i s t s

return np . fmax ( 0 , i n v d i s t s )

def make_gauss_fi t ( s t a i r c a s e , plateau , p l o t=Fa l se ) :

y= i n v d i s t _ t o _ p l a t e a u ( s t a i r c a s e , plateau )

x=np . arange ( len ( y ) )

n = len ( x )

mean = sum( x * y ) /n

sigma = sum( y * ( x−mean) * * 2 ) /n

def gaus ( x , a , x0 , sigma ) :

return a *np . exp ( −( x−x0 ) * * 2 / ( 2 * sigma * * 2 ) )

popt , pcov = c u r v e _ f i t ( gaus , x , y , p0 =[1 ,mean , sigma ] )
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i f p l o t :

p l t . p l o t ( x , y , ’ b +: ’ , l a b e l = ’ data ’ )

p l t . p l o t ( x , gaus ( x , * popt ) , ’ ro : ’ , l a b e l = ’ f i t ’ )

p l t . legend ( )

p l t . t i t l e ( ’ F i t f o r plateau { } ’ . format ( plateau ) )

p l t . x l a b e l ( ’ index ’ )

p l t . y l a b e l ( ’max( 0 , d i s t _ t o _ p l a t e a u ) ’ )

p l t . t e x t ( 1 , 0 . 8 , " sigma = { : . 2 f } " . format ( popt [ 2 ] ) )

# p l t . s a v e f i g ( ’ O p t i m i z a t i o n / F i t f o r p l a t e a u { } . png ’ . f o r m a t (

p l a t e a u ) )

p l t . show ( )

return abs ( popt [ 2 ] )

def m a k e _ s t a i r c a s e _ f i t ( s t a i r c a s e , p l o t=Fa l se ) :

def s t a i r c a s e _ f u n c ( h ,w, a , x ) :

return h * ( 1 / 2 * np . cosh ( a /2)/np . sinh ( a /2) *np . tanh ( a * ( ( x/w−np .

f l o o r ( x/w) ) −0 .5 ) ) + 1/2 + np . f l o o r ( x/w) )

def l i n e a r _ f u n c ( a2 , b , x ) :

return a2 * x+b

def f i t _ f u n c ( x , height , width , a , a2 , b , xs , xs2 ) :

i f i s i n s t a n c e ( x , np . ndarray ) :

d a t a l i s t = [ ]

d a t a l i s t . extend ( np . zeros ( len ( x [ x<xs ] ) ) )

d a t a l i s t . extend ( s t a i r c a s e _ f u n c ( height , width , a , x [ ( xs <=x )

& ( x<xs2 ) ] ) )

d a t a l i s t . extend ( l i n e a r _ f u n c ( a2 , b , x [ x>=xs2 ] ) )

return d a t a l i s t
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# e l i f i s i n s t a n c e ( x , f l o a t ) :

# i f x<xs :

# r e t u r n s t a i r c a s e _ f u n c ( h e i g h t , width , a , x )

# e l s e :

# r e t u r n l i n e a r _ f u n c ( a2 , b , x )

popt , pcov = c u r v e _ f i t ( f i t _ f u n c , np . arange ( len ( s t a i r c a s e ) ) ,

s t a i r c a s e , p0 = [ 2 . 5 , 3 0 , 3 0 0 , 0 . 2 , − 1 5 , 2 5 , 1 7 5 ] )

i f p l o t :

f ig , ax= p l t . subplots ( )

ax . p l o t ( f i t _ f u n c ( np . arange ( len ( s t a i r c a s e ) ) , * popt ) )

ax . p l o t ( s t a i r c a s e )

return popt , pcov

c l a s s s t a i r c a s i n e s s ( ) :

def _ _ i n i t _ _ ( s e l f , d e l t a =0 .05 , l a s t _ s t e p =20 , f a v o r i t e =100) :

s e l f . d e l t a = d e l t a

s e l f . b ins = [ ]

s e l f . l a s t _ s t e p = l a s t _ s t e p

i f i s i n s t a n c e ( f a v o r i t e , i n t ) :

f a v o r i t e =[ f a v o r i t e ]

s e l f . f a v o r i t e = f a v o r i t e

for i in range ( l a s t _ s t e p ) :

s e l f . b ins . extend ( [ i +1− del ta ,1+ i + d e l t a ] )

s e l f . arange=np . arange ( 1 , l a s t _ s t e p )

def histogram ( s e l f , s t a i r c a s e ) :

t e s t =np . histogram ( s t a i r c a s e , s e l f . b ins ) [ 0 ]

m u l t i p l i e r =np . zeros ( len ( t e s t ) )
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m u l t i p l i e r [ range ( 0 , len ( m u l t i p l i e r ) , 2 ) ] = 0 . 1

score=sum( t e s t * m u l t i p l i e r ) +1

return 1/ score

def g a u s s i a n _ f i t ( s e l f , s t a i r c a s e ) :

score =1

highes t_p la teau= i n t ( np . f l o o r ( np . max ( s t a i r c a s e ) ) )

for plateau in np . arange ( 1 , h ighes t_pla teau ) :

score+=make_gauss_fi t ( s t a i r c a s e , plateau , p l o t=True )

return 1/ score

def der iv_metr ic_zeros1 ( s e l f , s t a i r c a s e ) :

r es =0

zero_count =0

for i in range ( len ( s t a i r c a s e ) −1) :

r es += np . s q r t ( np . abs ( s t a i r c a s e [ i +1]− s t a i r c a s e [ i ] ) )

i f s t a i r c a s e [ i ]<=1e −5: # added a f t e r w a r d s

zero_count+=1

r es /= np . s q r t ( np . max ( s t a i r c a s e ) −np . min ( s t a i r c a s e ) )

r es/=len ( s t a i r c a s e ) −zero_count

return r es

def deriv_metric_cube_addsmall ( s e l f , s t a i r c a s e ) :

r es =0

for i in range ( len ( s t a i r c a s e ) −1) :

re s += np . c b r t ( np . abs ( s t a i r c a s e [ i +1]− s t a i r c a s e [ i ] ) + 0 . 0 1 )

return r es
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def sta irLossFunk ( s e l f , s t a i r c a s e ) :

Res=0

for i in range ( len ( s t a i r c a s e ) −1) :

Res+=np . c b r t ( np . abs ( s t a i r c a s e [ i +1]− s t a i r c a s e [ i ] ) + 0 . 0 1 )

P_zeros=len ( np . where ( s t a i r c a s e <1e −5) [ 0 ] ) /len ( s t a i r c a s e )

return Res * P_zeros

def sta irLossFunk2 ( s e l f , s t a i r c a s e ) :

r es =0

for i in range ( len ( s t a i r c a s e ) −1) :

r es+=np . c b r t ( np . abs ( s t a i r c a s e [ i +1]− s t a i r c a s e [ i ] ) + 0 . 0 1 )

P_not_zeros=len ( np . where ( s t a i r c a s e >1e −5) [ 0 ] ) /len ( s t a i r c a s e )

return re s /( P_not_zeros +1)

def deriv_metric_cube_addsmall_zeros ( s e l f , s t a i r c a s e ) :

r es =0

# z e r o _ c o u n t =0

for i in range ( len ( s t a i r c a s e ) −1) :

i f s t a i r c a s e [ i ]<=1e −5: # added a f t e r w a r d s

continue

r es += np . c b r t ( np . abs ( s t a i r c a s e [ i +1]− s t a i r c a s e [ i ] ) + 0 . 0 1 )

# r e s *= l e n ( np . where ( s t a i r c a s e <=1e −3) [ 0 ] ) / l e n ( s t a i r c a s e )

r es/=np . c b r t ( np . max ( s t a i r c a s e ) )

return re s

def d e r i v _ m e t r i c _ o r i g i n a l ( s e l f , s t a i r c a s e ) :

r es =0
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for i in range ( len ( s t a i r c a s e ) −1) :

r es += np . s q r t ( np . abs ( s t a i r c a s e [ i +1]− s t a i r c a s e [ i ] ) )

r es /= np . s q r t ( np . max ( s t a i r c a s e ) −np . min ( s t a i r c a s e ) )

return re s

def deriv_metr ic_cube_zeros ( s e l f , s t a i r c a s e ) :

r es =0

zero_count =0

for i in range ( len ( s t a i r c a s e ) −1) :

r es += np . c b r t ( np . abs ( s t a i r c a s e [ i +1]− s t a i r c a s e [ i ] ) )

i f s t a i r c a s e [ i ]<=1e −5: # added a f t e r w a r d s

zero_count+=1

r es /= np . s q r t ( np . max ( s t a i r c a s e ) −np . min ( s t a i r c a s e ) )

r es/=len ( s t a i r c a s e ) −zero_count

return r es

def deriv_metric_cube_mask ( s e l f , s t a i r c a s e , maskvals = [ 0 . 1 , 2 0 ] ) :

mask=np . where ( ( maskvals [0] <= s t a i r c a s e ) & ( s t a i r c a s e <=

maskvals [ 1 ] ) ) [ 0 ]

msta i rcase= s t a i r c a s e [ mask ]

r es =0

for i in range ( len ( msta i rcase ) −1) :

r es += np . c b r t ( np . abs ( msta i rcase [ i +1]− msta i rcase [ i ] ) )

r es /= np . s q r t ( np . max ( s t a i r c a s e ) −np . min ( s t a i r c a s e ) )

return r es
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def window_loss ( s e l f , s t a i r c a s e , p = 0 . 2 , noise_eps =0) :

upper_lim=9

lower_lim=1e−2

i f s t a i r c a s e [0] > upper_lim :

return 2

i f ( s t a i r c a s e <upper_lim ) . a l l ( ) or ( s t a i r c a s e >lower_lim ) . a l l

( ) :

return 2

small = np . where ( s t a i r c a s e < lower_lim ) [ 0 ]

l a r g e = np . where ( s t a i r c a s e > upper_lim ) [ 0 ]

i f small . shape [ 0 ] > 0 :

small = small [ −1]

e lse :

small = 0

i f l a r g e . shape [ 0 ] > 0 :

l a r g e = l a r g e [ 0 ]

e lse :

l a r g e = s t a i r c a s e . shape [ 0 ]

numel = l a r g e − small

d i f f = ( s t a i r c a s e [ l a r g e − 1] − s t a i r c a s e [ small ] )

r es = 0

for i in range ( small , l a r g e − 1) :

x = ( s t a i r c a s e [ i +1] − s t a i r c a s e [ i ] ) / d i f f

r es += np . abs ( x+noise_eps/numel ) * * p #

i f numel==1:

return 2

e lse :
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return re s * ( 1 . 0 / ( numel −1) ) ** (1 −p )

def L _ 1 _ r e g u l a r i z a t i o n ( s e l f , x , lamb ) :

return lamb *np . sum( abs ( np . array ( x ) ) )

def L _ 2 _ r e g u l a r i z a t i o n ( s e l f , x , lamb ) :

return lamb *np . sum( np . array ( x ) * * 2 )

def s t e p _ l o s s ( s e l f , l a s t _ t r a n s m i s s i o n , t ransmiss ion ) :

indexs=np . d i g i t i z e ( np . array ( [ l a s t _ t r a n s m i s s i o n , t ransmiss ion

] ) , s e l f . b ins )

# p r i n t ( i n d e x s )

i f indexs [0]%2==1:

i f indexs [1]== indexs [ 0 ] :

# p r i n t (" same ")

return abs ( np . round ( l a s t _ t r a n s m i s s i o n ) −transmiss ion )

e l i f indexs [1] >= indexs [ 0 ] :

# p r i n t (" a b o v e " )

return abs ( ( np . round ( l a s t _ t r a n s m i s s i o n ) +1−

transmiss ion ) )

e lse :

# p r i n t (" be low ")

return 10

e lse :

c e i l =np . c e i l ( l a s t _ t r a n s m i s s i o n )

i f t ransmiss ion >=( c e i l + s e l f . d e l t a ) :

return 10

e lse :
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return abs ( c e i l −transmiss ion )

def window_histogram ( s e l f , s t a i r c a s e , l i n e a r _ f a c t o r =0 ,p=3 , p l o t=

False , ax=None) :

i f not ( ( s t a i r c a s e >1e −2) & ( s t a i r c a s e <11) ) . any ( ) :

return 1e4

i f not ( ( s t a i r c a s e <1e −2) ) . any ( ) :

return 1e4

i f not ( ( s t a i r c a s e >11) ) . any ( ) :

return 1e4

mask=( s t a i r c a s e >1e −2) & ( s t a i r c a s e <11)

s t a i r c a s e = s t a i r c a s e [ mask ]

num_bins=100

h i s t , b ins=np . histogram ( s t a i r c a s e , num_bins , dens i ty=True )

width=bins [1] − bins [ 0 ]

l o s s =np . sum( abs ( np . d i f f ( h i s t * width ) + l i n e a r _ f a c t o r ) * * p )

i f p l o t :

i f ax !=None :

bin_mids = [ ( bins [ i ]+ bins [ i +1 ] ) /2 for i in range ( len (

bins ) −1) ]

ax . p l o t ( bin_mids , h i s t * width , l a b e l =" %.3 f "%l o s s )

return 1/ l o s s
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def multiple_windows_histogram ( s e l f , s t a i r c a s e , l i n e a r _ f a c t o r =0 ,p

=3 , p l o t=False , ax=None ) :

i f not ( ( s t a i r c a s e >1e −2) & ( s t a i r c a s e <11) ) . any ( ) :

return 1e4

i f not ( ( s t a i r c a s e <1e −2) ) . any ( ) :

return 1e4

i f not ( ( s t a i r c a s e >11) ) . any ( ) :

return 1e4

windows=np . arange ( 1 , min ( np . max ( s t a i r c a s e ) , 1 2 ) , 2 )

l o s s =0

for i in range ( len ( windows ) −1) :

mask=( s t a i r c a s e >=windows [ i ] ) & ( s t a i r c a s e <windows [ i + 1 ] )

i f not mask . any ( ) :

continue

num_bins=20

h i s t , b ins=np . histogram ( s t a i r c a s e [ mask ] , num_bins , dens i ty=

True )

width=bins [1] − bins [ 0 ]

l o s s +=np . sum( abs ( np . d i f f ( h i s t * width ) + l i n e a r _ f a c t o r ) * * p )

# i f p l o t :

# i f ax != None :
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# b in_mids = [ ( b i n s [ i ]+ b i n s [ i +1 ] ) / 2 f o r i in range ( l e n

( b i n s ) −1) ]

# ax . p l o t ( b in_mids , h i s t * width , l a b e l ="%.3 f"%l o s s )

return 1/ l o s s
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Example Run Device

import numpy as np

from l o s s f u n c t i o n s . s t a i r c a s i n e s s import s t a i r c a s i n e s s

from datahandling . datahandling import datahandler ,

save_opt imizat ion_dic t , l o a d _ o p t i m i z a t i o n _ d ic t

from opt imizat ion . f o u r i e r . fourier_modes_hardcoded import

f o u r i e r _ t o _ p o t e n t i a l , plot_fourier_modes

from opt imizat ion . cma2 import optimize_cma , resume_cma

from opt imizat ion . newpoint import new_point

import m a t p l o t l i b . pyplot as p l t

import time

from t r i t o n 7 . pixel_sweep import sweep_gates

from opt imizat ion . newpoint import new_point , simple_new_point

def o u t e r _ g a t e s _ s e t ( val ) :

qdac . BNC13( val )

qdac . BNC16( val )

qdac . BNC17( val )

qdac . BNC20( val )
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qdac .BNC6( val )

qdac .BNC4( val )

qdac .BNC1( val )

qdac . BNC49( val )

outer_gates = qc . Parameter (name= ’ outer_gates ’ , l a b e l = ’ outer gates

p i x e l device ’ , uni t= ’v ’ , set_cmd= o u t e r _ g a t e s _ s e t )

p i x e l _ g a t e s _ l i s t =[ qdac . BNC12 ,

qdac . BNC15 ,

qdac . BNC5,

qdac . BNC18 ,

qdac . BNC48 ,

qdac . BNC3,

qdac .BNC2]

def parameter_p ixe l s_se t ( val ) :

qdac . BNC12( val )

qdac . BNC15( val )

qdac .BNC5( val )

qdac . BNC18( val )

qdac . BNC48( val )

qdac .BNC3( val )

qdac .BNC2( val )

parameter_pixels = qc . Parameter (name= ’ BNC_12_15_5_18_48_3_2 ’ , l a b e l = ’

BNC_12_15_5_18_48_3_2 ’ , uni t= ’V ’ , set_cmd=parameter_p ixe l s_se t )

def se t_19_50 ( val ) :

qdac . BNC19( val )
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qdac . BNC50( val )

gate_19_50 = qc . Parameter (name= ’ BNC_19_and_50 ’ , l a b e l = ’BNC19, 5 0 ’ , uni t

= ’V ’ , set_cmd=set_19_50 )

def Conductance_get ( ) :

vol tage=lock in2 . X ( ) /100

current= lock in3 . X ( ) *1 e−7

i f current ==0:

return 0

return 1 /( ( vol tage/current ) /25.8125 e3 )

Conductance = qc . Parameter (name= ’ g ’ , l a b e l = ’ Conductance ’ , uni t=r ’ $e^2/

h$ ’ , get_cmd=Conductance_get )

#%%

bounds = ( − 1 , 0 . 3 )

p f a c t o r = 0 .001

s t a r t = −1

stop = −1.8

points = 400

wait = 0 . 1

va l s = np . l i n s p a c e ( s t a r t , stop , points )

s t a i r s = s t a i r c a s i n e s s ( d e l t a =0 .05 , l a s t _ s t e p =30)
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dat = datahandler ( ’BBQPC3 ’ )

def func_to_minimize ( x , t a b l e ) : #x l e n 7

voltages , penalty=simple_new_point ( x , bounds ) # new_point f i x e s t h e

sum t o 0 , s i m p l e _ n e w _ p o i n t j u s t s e t s v a l u e s beyond bounds t o

t h e bounds

voltages_send=vals

# implement go ing t o 0 and w a i t i n g

gate_19_50 ( 0 )

parameter_pixels ( 0 )

time . s leep ( 2 0 )

# s e t t h e p i x e l s

for i in range ( len ( p i x e l _ g a t e s _ l i s t ) ) :

p i x e l _ g a t e s _ l i s t [ i ] ( vo l tages [ i ] )

gate_19_50 ( s t a r t )

time . s leep ( 1 0 )

r e s u l t , dataid=sweep_gates ( [ gate_19_50 ] , voltages_send , wait ,

Conductance )

#np . f l i p r e s u l t h e r e b e c a u s e we measure towards p i n c h o f f
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val= s t a i r s . s ta irLossFunk2 ( np . f l i p ( r e s u l t ) ) #+ s t a i r s .

L _ 1 _ r e g u l a r i z a t i o n ( v o l t a g e s , 0 . 0 0 1 ) + s t a i r s . L _ 2 _ r e g u l a r i z a t i o n

( v o l t a g e s , 0 . 0 0 1 )

key= t a b l e [ ’ next_key ’ ]

t a b l e [ ’ next_key ’ ]+=1

t a b l e [ ’ measurements ’ ] [ key ] = { ’ l o s s ’ : val+penalty * pfac tor , ’

s t a i r c a s e ’ : r e s u l t , ’ x ’ : x . t o l i s t ( ) , ’ vo l tages ’ : vo l tages . t o l i s t ( )

, ’ dataid ’ : dataid , ’ der iv_metr ic ’ : s t a i r s . der iv_metr ic_zeros1 ( np

. f l i p ( r e s u l t ) ) }

return val+penalty * p f a c t o r

#%%

# s e t b i a s on 1 ohmic with qdac

qdac .BNC8( 0 . 0 0 0 1 2 5 )

lock in2 . amplitude ( 0 . 0 6 ) #40uV

outer_gates ( −2)

time . s leep ( 1 0 )

xbest , es , run_id=optimize_cma ( func_to_minimize , dat , s t a r t _ p o i n t =np .

zeros ( 7 ) , stop_time =18*3600 , opt ions ={ ’ t o l x ’ : 1 e −3 } )
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