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## Abstract

I focus on the scalar one-point functions in $S O(6)$ sector of D5-D3 probe-brane set-up. Start with a general introduction of integrability, I explore both coordinate Bethe ansatz and algebraic Bethe ansatz, with possible generalization. I then shortly review how to use the Bethe ansatz in $\mathcal{N}=4$ super Yang-Mills theory, and then apply such procedure to the D5-D3 system. The dual field theory of such system corresponds to a defected version of $\mathcal{N}=4$ super Yang-Mills theory, where the one-point functions of certain scalars are non-zero. The calculation of one-point functions is mapped to the overlap between matrix product states and Bethe states. The matrix product states are found to be solutions of the twisted Boundary Yang-Baxter equation, and equivalently the representations of extended twisted Yangian. By dressing procedure or coproduct property, we can connect the scalar matrix product state and higher dimension matrix product states. We have used the branching rules to find the connection with some detailed parameters needed to be fixed. Such method can not only be used for calculations of one-point functions in probe-branes system, but also shed some light on non-equilibrium system.
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## Chapter 1

## Introduction

Postulated in 1997 by Maldacena [1], AdS/CFT correspondence is one of the major developments in theoretical physics over the last two decades (now generally known as gauge/gravity duality). The most studied version is the one has a duality between $\mathcal{N}=4$ super Yang-Mills (SYM) theory with $U(N)$ gauge symmetry and type II B string theory with the near-horizon limit of a stack of D3-branes placed in flat space.

Even though such theory is conjectured to be true at general setting, AdS/CFT is actually lack of rigorous proof. It turns out that in the free/planar sector, where the gauge coupling $g_{Y M} \rightarrow 0$ and colors $N \rightarrow \infty$ with 't Hooft coupling $\lambda=g_{Y M}^{2} N$ kept fixed, one can solve the AdS/CFT completely. The miracle tool which leads to such a solution is called integrability $[2,3]$. Integrability techniques are originally introduced to solve $2 D$ manybody systems, particularly spin chains, in condensed matter physics. How can we relate a $2 D$ system to a $4 D$ field theory? The answer lies on the state-operator correspondence [4], which is a mapping of the Hilbert spaces between two systems, the $\mathcal{N}=4$ SYM and $2 D$ spin chain system [5].

Integrability, a useful tool to solve physical system from a non-perturbatively way. In classical sense, there is a very clear definition of integrability due to Liouville [6]. That the integrals of motions are many enough to fully determine the phase space. In quantum level, a system is said integrable if the scattering process is factorized. That is to say that higher point collision can be decomposed into two point collision. In an equivalent way, our R-matrix should satisfy the Yang-Baxter equations [7, 8], and the conserved charges, classical analog of integrals of motions, can be generated by transfer matrix constructed from R-matrix, and they are commutative. The eigenstates of the transfer matrix are called the Bethe states, which encode different kind of excitations of our system. From the coordinate Bethe ansatz, by imposing the periodic boundary condition on the wave function in spin chain system, one can obtain Bethe equation on each level of excitation. These Bethe equations completely solve our system. On the other hand, in stead of constructing complicated wave function, one can get the eigenvalues of transfer matrix, Bethe equations and Bethe states using the RTT-relation as commutation relation in algebraic Bethe ansatz. This method can be generalized to arbitrary symmetry property of certain integrable system using fusion procedure [9] and Bazhanov-Reshetikhin determinant formula [10] (or Tableau sum [11]).

In the real world, all systems have impurities and different types of defects that break translational and rotational symmetries into subgroups. Hence, it is worth studying a defected generalization of the above $\mathcal{N}=4 \mathrm{SYM}$. According to the correspondence, what we are interested in are those which have a gravity dual in the string theory side. An important gravity set-up is to add a stack of $N_{f}$ Dp-branes, the flavor branes, into the near-horizon geometry, which will give rise to fields that transform in the fundamental representation of the gauge group. This is quite useful for investigating quark fields in QCD. Anyway in this thesis, we
will restrict to a single $N_{f}=1$ D5-branes codimension-one intersection (we will assume it sits at $x_{3}=0$ ) so that probe limit $N_{f} / N \rightarrow 0$ is satisfied. In the set-up we can neglect the backreaction of D5-branes, and treat it as a probe brane [12]. In the field theory side, the associated theory is a defect conformal field theory where ( $2+1$ ) dimensional matter fields are coupled to a gauge theory in ( $3+1$ ) dimensions. The brane intersection preserves 8 of 32 real charges, $(2+1)$ dimensional $S O(3,2)$ conformal symmetry, and our global $S O(6)$ R-symmetry breaks down to a subgroup $S U(2) \times S U(2)$.

In our probe-brane system, the codimension-one defect will separate our space into $x_{3}<0$ and $x_{3}>0$. As a consequence, there are three scalar fields at $x_{3}>0$ obtain a $x_{3}$-dependent vacuum expectation value (vev) parametrized by $\mathfrak{s u}(2)$ algebra, all the other fields have zero vev at both side. Due to the intersection of branes between these two region differs, one would expect another parameter $k$ as the intersection number identifies our system. The gauge group will break to $U(N-k)$ in $x_{3}<0$ and $U(N)$ in $x_{3}>0$. However, due to the vev, the gauge symmetry $U(N)$ in $x_{3}>0$ will further break down to $U(N-k)$ [13].

The non-vanishing vev gives us a non-zero $x_{3}$ dependent one-point functions even at tree level for scalar fields. Such data is quite important for bootstrapping general correlation functions. As show in [14], we can use the integrability techniques to extract such information, and the so-called matrix product states (MPS) will come into play, as the role of "defect states". And correspondingly the computation of the one-point functions in dCFT maps to the computation of overlaps between the MPS and the Bethe eigenstates of the spin chain. Due to the codimension one property, our system will also show up in the dCFT applications in condensed matter system with space two dimensional defect. Moreover, the MPS turn out to coincide with the integrable initial state in a quantum quench of an integrable system, for calculation of time evolution after the quench. As showed in [15], the integrable initial states, can also be achieved by solving the twisted Boundary Yang-Baxter equation (BYB). From the commutativity of transfer matrix, one can get build initial integrable states, with higher auxiliary dimensions, out of the original one by definition. And we call it dressing procedure. Such property is captured by the coproduct of the twisted Yangian for $\operatorname{SU}(N)$ spin chain, extended twisted Yangian for $S O(N)$ spin chain. More interestingly, the BYB takes a quite similar form as part of the definition of twisted Yangian or extended twisted Yangian. The MPS maps the representations of the twisted Yangian algebra or extended twisted Yangian algebra. The RTT relations are encoded in definition of Yangian and extended Yangian, of which the twisted Yangian and extended twisted Yangian are subalgebra. There is also an important property that Yangian and its descendances may satisfy, that a relation satisfied by classical group, it also satisfies in quantum group level. We will use this property to guide our calculation, like branching rules.

So in conclusion, we calculate the simplest scalar representation of twisted Yangian, find the overlap between this solution with Bethe states using thermodynamic Bethe ansatz technique. Then do the dressing procedure, we can build the higher dimensional MPS, compare dressed solution with the complicated original MPS, then one can obtain the overlap formula.

The remainder of the thesis is structured as follows: In Chapter 2, we will give a short introduction to both coordinate Bethe ansatz and algebraic Bethe ansatz. With the help of Appendix A, B, C, D, one can get a taste of how Bethe ansatz derived in general symmetry of integrable system. In Chapter 3, the famous mapping from $\mathcal{N}=4$ SYM to spin chain system is introduced, by calculating the one-loop anomalous dimension in scalar section, which corresponds to energy eigenvalue in spin chain system. Further we introduce the stateoperator correspondence, which is a mapping from scalar operators to certain excitations states in spin chain. In Chapter 4, the set-up of D5-D3 probe brane system is introduced, and we use the state-operator correspondence to map our one-point functions to the overlap
between MPS and Bethe states. The result for $S U(2)$ sector $S U(3)$ sector as well as $S O(6)$ are presented by direct calculation. In Chapter 5, follow [15], we connect our MPS used in Chapter 5 to the solutions of BYB. We reproduce the derivation of $\operatorname{SU}(3)$ sector [16] in Chapter 6. And guided by the same method, we present the unfinished work in full $S O(6)$ sector in Chapter 7.

## Chapter 2

## Integrability and Bethe ansatz

Integrability is an elegant tool to solve physical system from a non-perturbatively way. In classical sense, if a phase has $2 n$ degrees of freedom, and there are number $n$ coordinates are in involution. We will call such system integrable due to Liouville. In quantum world, the Poisson bracket turns to commutator. Our integrability condition becomes the famous Yang-Baxter equations. I will first present $X X X$ spin chain system to give a taste of what are dealing with, the possible generalizations are presented in Appendix. The coordinate Bethe ansatz (CBA) is quite physical, we are basically dealing with $2 D$ scattering problem, and it turns out integrability in this case is just factorized scattering. And the R-matrix is replayed by the scattering matrix. In algebraic Bethe anzatz (ABA), we need to construct the R-matrix for satisfying certain system and Yang-Baxter equations. And the scattering is replaced by commutation relation, the RTT relation. And in this way, the calculation is more compact and easy to generalize.

### 2.1 Coordinate Bethe ansatz for XXX Spin Chain

### 2.1.1 The XXX Hamiltonian and Scattering phase factor

A spin is described by an element of the vector space

$$
\begin{equation*}
\mathbb{V}=\mathbb{C}^{2} \tag{2.1}
\end{equation*}
$$

Hence a spin chain of length $L$ is a $L$-fold tensor product

$$
\begin{equation*}
\mathbb{V}^{\otimes L}=\mathbb{V}_{1} \otimes \cdots \otimes \mathbb{V}_{L} . \tag{2.2}
\end{equation*}
$$

The Hamiltonian operator $H: \mathbb{V}^{\otimes L} \rightarrow \mathbb{V}^{\otimes L}$ is homogenous and acts on nearest neighbours

$$
\begin{equation*}
\mathcal{H}=\sum_{k} H_{k, k+1}, \quad H_{k, l}: \mathbb{V}_{k} \otimes \mathbb{V}_{l} \rightarrow \mathbb{V}_{k} \otimes \mathbb{V}_{l} \tag{2.3}
\end{equation*}
$$

The pairwise kernel $H_{k, l}$ for the Heisenberg chain reads

$$
\begin{equation*}
H_{k, l}=J_{0}\left(1_{k} \otimes 1_{l}\right)+J_{x}\left(\sigma_{k}^{x} \otimes \sigma_{l}^{x}\right)+J_{y}\left(\sigma_{k}^{y} \otimes \sigma_{l}^{y}\right)+J_{z}\left(\sigma_{k}^{z} \otimes \sigma_{l}^{z}\right) . \tag{2.4}
\end{equation*}
$$

For $X X X$ spin chain, we take the value

$$
\begin{equation*}
J_{0}=-J_{x}=-J_{y}=-J_{z}=\frac{1}{2} J . \tag{2.5}
\end{equation*}
$$

With this choice, the Hamiltonian kernel reads

$$
\begin{equation*}
H_{k, l}=\frac{J}{2}\left(I_{k, l}-P_{k, l}\right), \tag{2.6}
\end{equation*}
$$

where $P_{k, l}$ is the permutation operator acting with rules

$$
\begin{equation*}
P_{k, l}\left(\mathbb{V}_{k} \otimes \mathbb{V}_{l}\right)=\mathbb{V}_{l} \otimes \mathbb{V}_{k} \tag{2.7}
\end{equation*}
$$

We will focus on periodic boundary condition mainly, such that $\mathbb{V}_{L+1}=\mathbb{V}_{l}$. Using the commutation relations for $S U(2)$ generators, one can first prove $\left[\sigma_{k}^{\alpha} \otimes I+I \otimes \sigma_{k+1}^{\alpha}, H_{k, k+1}\right]=0$, then it is easily to show that

$$
\begin{equation*}
\left[Q^{\alpha}, \mathcal{H}\right]=0, \tag{2.8}
\end{equation*}
$$

with $Q^{\alpha}=\sum_{k=1}^{L} \frac{1}{2} \sigma_{k}^{\alpha}, \alpha=1,2,3$. Prepared with this setup, we are now ready to calculate the spectrum of our $X X X$ spin chain system. Start with the vacuum state

$$
\begin{equation*}
|0\rangle=|\uparrow \uparrow \ldots \uparrow\rangle \tag{2.9}
\end{equation*}
$$

This state has zero energy

$$
\begin{equation*}
H_{k, k+1}|0\rangle=\frac{J}{2}\left(I_{k, k+1}-P_{k, k+1}\right)|0\rangle=J|0\rangle-J|0\rangle=0 \tag{2.10}
\end{equation*}
$$

Now we flip one spin at site $n$

$$
\begin{equation*}
|n\rangle=|\uparrow \uparrow \ldots \uparrow \downarrow \uparrow \ldots \uparrow\rangle \tag{2.11}
\end{equation*}
$$

Analogous with Bloch wave, one can find the following eigenstate with one spin down, also fixed momentum

$$
\begin{equation*}
|p\rangle=\sum_{n}^{L} \mathrm{e}^{i p n}|n\rangle . \tag{2.12}
\end{equation*}
$$

This state is called a magnon state, it can be viewed as one particle excitation of the vacuum state. Act with $\mathcal{H}$ on $|p\rangle$ and obtain

$$
\begin{align*}
\mathcal{H}|p\rangle & =\frac{J}{2} \sum_{k} \mathrm{e}^{i p n}(\overbrace{|n\rangle-|n-1\rangle}^{H_{n-1, n}}+\overbrace{|n\rangle-|n+1\rangle}^{H_{n, n+1}})  \tag{2.13}\\
& =J / 2 \sum_{n} \mathrm{e}^{i p n}\left(1-\mathrm{e}^{i p}+1-\mathrm{e}^{-i p}\right)|n\rangle \\
& =E(p)|p\rangle
\end{align*}
$$

with eigenenergy

$$
\begin{equation*}
E(p)=J(1-\cos p)=2 J \sin ^{2}\left(\frac{1}{2} p\right) \tag{2.14}
\end{equation*}
$$

For a closed chain, the momentum would further be quantized by the periodic boundary condition to

$$
\begin{equation*}
p=\frac{2 \pi n}{L}, \quad \text { with } n=0, \ldots, L-1 \text {. } \tag{2.15}
\end{equation*}
$$

A shift of $2 \pi$ corresponds to a change of "Brillouin zone" which leaves the eigenstate unchanged. We continue with states with two spin flipped

$$
\begin{equation*}
\left|n_{1}<n_{2}\right\rangle=\left|\uparrow \uparrow \ldots \uparrow \downarrow^{n_{1}} \uparrow \ldots \uparrow \downarrow^{n_{2}} \ldots \uparrow \ldots \uparrow\right\rangle . \tag{2.16}
\end{equation*}
$$

here we assume $n_{1}<n_{2}$. Since our periodic boundary condition, it is just a way to indicate the relative position of $n_{1}$ and $n_{2}$. Here, analogous with one magnon state, we make a plane wave eigenstate ansatz

$$
\begin{equation*}
|p<q\rangle=\sum_{n_{1}<n_{2}} \mathrm{e}^{i p n_{1}+i q n_{2}}\left|n_{1}<n_{2}\right\rangle . \tag{2.17}
\end{equation*}
$$

Act with $\mathcal{H}$ on $|p<q\rangle$,

$$
\begin{align*}
& \mathcal{H}|p<q\rangle=\sum_{n_{1}<n_{2}-1} \mathrm{e}^{i p n_{1}+i q n_{2}}\left[\left|n_{1}, n_{2}\right\rangle-\left|n_{1}-1, n_{2}\right\rangle+\left|n_{1}, n_{2}\right\rangle-\left|n_{1}+1, n_{2}\right\rangle\right. \\
&\left.\quad+\left|n_{1}, n_{2}\right\rangle-\left|n_{1}, n_{2}-1\right\rangle+\left|n_{1}, n_{2}\right\rangle-\left|n_{1}, n_{2}+1\right\rangle\right] \\
&+\sum_{n_{1}=n_{2}-1} \mathrm{e}^{i p n_{1}+i q n_{2}}\left[\left|n_{1}, n_{2}\right\rangle-\left|n_{1}-1, n_{2}\right\rangle+\left|n_{1}, n_{2}\right\rangle-\left|n_{1}, n_{2}\right\rangle\right. \\
&\left.+\left|n_{1}, n_{2}\right\rangle-\left|n_{1}, n_{2}+1\right\rangle\right] \\
&= \sum_{n_{1}<n_{2}} \mathrm{e}^{i p n_{1}+i q n_{2}} 4\left|n_{1}, n_{2}\right\rangle-\sum_{n_{1}=n_{2}-1} \mathrm{e}^{i p n_{1}+i q n_{2}} 2\left|n_{1}, n_{2}\right\rangle \\
&-\mathrm{e}^{i p} \sum_{n_{1}<n_{2}} \mathrm{e}^{i p n_{1}+i q n_{2}}\left|n_{1}, n_{2}\right\rangle+\mathrm{e}^{i p} \sum_{n_{1}=n_{2}-1} \mathrm{e}^{i p n_{1}+i q n_{2}}\left|n_{1}, n_{2}\right\rangle \\
&- \mathrm{e}^{i q} \sum_{n_{1}<n_{2}} \mathrm{e}^{i p n_{1}+i q n_{2}}\left|n_{1}, n_{2}\right\rangle-\mathrm{e}^{-i p} \sum_{n_{1}<n_{2}} \mathrm{e}^{i p n_{1}+i q n_{2}}\left|n_{1}, n_{2}\right\rangle \\
&-\mathrm{e}^{-i q} \sum_{n_{1}<n_{2}} \mathrm{e}^{i p n_{1}+i q n_{2}}\left|n_{1}, n_{2}\right\rangle+\mathrm{e}^{-i q} \sum_{n_{1}=n_{2}-1} \mathrm{e}^{i p n_{1}+i q n_{2}}\left|n_{1}, n_{2}\right\rangle, \tag{2.18}
\end{align*}
$$

then

$$
\begin{align*}
& {[\mathcal{H}-E(p)-E(q)]|p<q\rangle } \\
= & -\sum_{n_{1}=n_{2}-1} \mathrm{e}^{i p n_{1}+i q n_{2}} 2\left|n_{1}, n_{2}\right\rangle+\mathrm{e}^{i p} \sum_{n_{1}=n_{2}-1} \mathrm{e}^{i p n_{1}+i q n_{2}}\left|n_{1}, n_{2}\right\rangle \\
+ & \mathrm{e}^{-i q} \sum_{n_{1}=n_{2}-1} \mathrm{e}^{i p n_{1}+i q n_{2}}\left|n_{1}, n_{2}\right\rangle  \tag{2.19}\\
= & \left(\mathrm{e}^{i p+i q}-2 \mathrm{e}^{i q}+1\right) \sum_{n_{1}} \mathrm{e}^{i(p+q) n_{1}}\left|n_{1}, n_{1}+1\right\rangle .
\end{align*}
$$

In Eq.(2.18) and Eq.(2.19), I have replaced $\left|n_{1}<n_{2}\right\rangle$ with $\left|n_{1}, n_{2}\right\rangle$. Use exactly the same procedure for $|q<p\rangle$, one would obtain

$$
\begin{align*}
& {[\mathcal{H}-E(p)-E(q)]|q<p\rangle } \\
= & \left(\mathrm{e}^{i p+i q}-2 \mathrm{e}^{i p}+1\right) \sum_{n_{1}} \mathrm{e}^{i(p+q) n_{1}}\left|n_{1}, n_{1}+1\right\rangle \tag{2.20}
\end{align*}
$$

Combine Eq.(2.19) with Eq.(2.20), we can construct an eigenstate

$$
\begin{equation*}
|p, q\rangle=|p<q\rangle+S(p, q)|q<p\rangle \tag{2.21}
\end{equation*}
$$

with a scattering phase factor

$$
\begin{equation*}
S(p, q)=-\frac{\mathrm{e}^{i p+i q}-\mathrm{e}^{i q}+1}{\mathrm{e}^{i p+i q}-\mathrm{e}^{i p}+1} \tag{2.22}
\end{equation*}
$$

### 2.1.2 Coordinate Bethe Ansatz

Now let's have a look at three-magnon states, there are $6=3$ ! different configurations for magnons which carry one momentum $p_{n}$ each. A useful ansatz for an eigenstate is the socalled Bethe ansatz

$$
\begin{align*}
\left|p_{1}, p_{2}, p_{3}\right\rangle= & \left|p_{1}<p_{2}<p_{3}\right\rangle+S_{12}\left|p_{2}<p_{1}<p_{3}\right\rangle \\
& +S_{23}\left|p_{1}<p_{3}<p_{2}\right\rangle+S_{13} S_{23}\left|p_{3}<p_{1}<p_{2}\right\rangle  \tag{2.23}\\
& +S_{12} S_{13}\left|p_{2}<p_{3}<p_{1}\right\rangle+S_{12} S_{13} S_{23}\left|p_{3}<p_{2}<p_{1}\right\rangle
\end{align*}
$$

In this combination, all pairwise contact terms $n_{1}+1=n_{2}$ of the Hamiltonian action conserved by the construction due to the choice of appropriate pairwise scattering factors between any two partial wave function. Normally, one should anticipate a triple contact term

$$
\begin{equation*}
(\mathcal{H}-E)\left|p_{1}, p_{2}, p_{3}\right\rangle \sim \sum_{k} \mathrm{e}^{i P k}|k<k+1<k+2\rangle . \tag{2.24}
\end{equation*}
$$

However, due to a miracle this contact term is absent without further fuss. This miracle is called integrability. It works for any number of magnons as we will discuss below. We only need the two-magnon scattering factor to construct all the states. This also give rise to the Yang-Baxter relation:

$$
\begin{equation*}
S_{12} S_{13} S_{23}=S_{23} S_{13} S_{12} \tag{2.25}
\end{equation*}
$$

For closed spin chain with the periodic boundary condition, the wavefunction of M-magnon state must satisfy

$$
\begin{equation*}
\left|p_{1}, p_{2}, \ldots, p_{M}\right\rangle=\left|p_{2}, \ldots, p_{M}, p_{1}+L\right\rangle \tag{2.26}
\end{equation*}
$$

This leads to the Bethe equations for a closed chain

$$
\begin{equation*}
\mathrm{e}^{i p_{k} L} \prod_{\substack{j=1 \\ j \neq k}}^{M} S\left(p_{k}, p_{j}\right)=1, \quad \text { for all } \mathrm{k}=1, \ldots, \mathrm{M} . \tag{2.27}
\end{equation*}
$$

Graphically, the Bethe equation can be represented as Fig. 2.1 The total energy and total momentum of the energy eigenstate can be read off from the set of magnon momenta $p_{k}$

$$
\begin{equation*}
E=\sum_{k=1}^{M} E\left(p_{k}\right), \quad P=\sum_{k=1}^{M} p_{k} \tag{2.28}
\end{equation*}
$$

It's convenient to introduce a set of different variables rapidities or Bethe roots $u_{k}$ to replace the momenta $p_{k}$

$$
\begin{equation*}
H p_{k}=2 \operatorname{arccot} 2 u_{k}, \quad u_{k}=\frac{1}{2} \cot \frac{1}{2} p_{k}, \quad \mathrm{e}^{i p_{k}}=\frac{u_{k}+\frac{i}{2}}{u_{k}-\frac{i}{2}} \tag{2.29}
\end{equation*}
$$

This transformation will kill the $2 \pi$-ambiguity of $p_{k}$. The scattering phase factor reduces to

$$
\begin{equation*}
S(u, v)=\frac{u-v-i}{u-v+i} \tag{2.30}
\end{equation*}
$$



Figure 2.1: Bethe equations in periodic spin chain [6]

The Bethe equations take the form

$$
\begin{equation*}
\left(\frac{u_{k}+\frac{i}{2}}{u_{k}-\frac{i}{2}}\right)^{L}=\prod_{\substack{j=1 \\ j \neq k}}^{M} \frac{u_{k}-u_{j}+i}{u_{k}-u_{j}-i} \text { for } k=1, \ldots, M \tag{2.31}
\end{equation*}
$$

Each solution of the Bethe equations corresponds to an eigenstate, whose momentum and energy eigenvalues can be extracted easily via

$$
\begin{equation*}
\mathrm{e}^{i P}=\prod_{k=1}^{M} \frac{u_{k}+\frac{i}{2}}{u_{k}-\frac{i}{2}}, \quad E=\sum_{j=1}^{M} \frac{2 J}{4+u_{j}^{2}} \tag{2.32}
\end{equation*}
$$

### 2.2 The algebraic Bethe Ansatz

### 2.2.1 Lax operator and R-matrix

In this section we will use a different approach to study the XXX Heisenberg spin chain. In this way, our formalism is easy to generalize to other spin chain model[17].

The basic tool of the algebraic Bethe Ansatz[18] is the so-called Lax operator L. Consider a spin chain with $N$ sites and the corresponding Hilbert space $\mathcal{H}=\bigotimes_{n=1}^{N} h_{n} . h_{n}$ are called local quantum space, in this model it will be $\mathbb{C}^{2}$. We also need to add an additional auxiliary space $V_{a}$, which again is $\mathbb{C}^{2}$. The Lax operator is an operator $L: h_{n} \otimes V_{a} \rightarrow h_{n} \otimes V_{a}$ and for us it takes the form

$$
\begin{equation*}
L_{n, a}(u)=u \mathrm{I}_{n} \otimes \mathrm{I}_{a}+i \sum_{\alpha} S_{n}^{\alpha} \otimes \sigma^{\alpha} \tag{2.33}
\end{equation*}
$$

where $\sigma^{\alpha}$ are Pauli matrices

$$
\sigma^{x}=\left(\begin{array}{ll}
0 & 1  \tag{2.34}\\
1 & 0
\end{array}\right), \quad \sigma^{y}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), \quad \sigma^{x}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

For spin- $\frac{1}{2} S^{\alpha}=\frac{1}{2} \sigma^{\alpha}, u$ is a complex parameter, called the spectral parameter. Similar to
classical Lax operator, we can express Eq.(2.33) as a matrix in auxiliary space with entries as the operator acting on the physical space

$$
L_{n, a}(u)=\left(\begin{array}{cc}
u+i S_{n}^{z} & i S_{n}^{-}  \tag{2.35}\\
i S_{n}^{+} & u-i S_{n}^{z}
\end{array}\right)
$$

Let us introduce the permutation operator

$$
P=\frac{1}{2}\left(\mathrm{I} \otimes \mathrm{I}+\sum_{\alpha} \sigma^{\alpha} \otimes \sigma^{\alpha}\right)=\left(\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{2.36}\\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

and it acts in $\mathbb{C}^{2} \otimes \mathbb{C}^{2}$

$$
\begin{equation*}
P(x \otimes y)=y \otimes x \tag{2.37}
\end{equation*}
$$

Then Lax operator yields

$$
\begin{equation*}
L_{n, a}(u)=\left(u-\frac{i}{2}\right) \mathrm{I}_{n, a}+i P_{n, a} \tag{2.38}
\end{equation*}
$$

Now, since we know the commutation relation of spin operators

$$
\begin{equation*}
\left[S^{a}, S^{b}\right]=i \epsilon^{a b c} S^{c} \tag{2.39}
\end{equation*}
$$

we can figure out the commutation between two Lax operators $L_{n, a_{1}}\left(u_{1}\right)$ and $L_{n, a_{2}}\left(u_{2}\right)$, with the same quantum space but different auxiliary space $V_{1}$ and $V_{2}$ respectively. Written in a compact form

$$
\begin{equation*}
R_{a, b}\left(u_{1}-u_{2}\right) L_{n, a}\left(u_{1}\right) L_{n, b}\left(u_{2}\right)=L_{n, b}\left(u_{2}\right) L_{n, a}\left(u_{1}\right) R_{a, b}\left(u_{1}-u_{2}\right) \tag{2.40}
\end{equation*}
$$

where $R$ is called the quantum R-matrix with

$$
\begin{equation*}
R_{a, b}(u)=u \mathrm{I}_{a, b}+i P_{a, b} \tag{2.41}
\end{equation*}
$$

Relation Eq. (2.40) is called the fundamental commutation relation, it is easily checked by using permutation operators

$$
\begin{gather*}
\left(\left(u_{1}-u_{2}\right) \mathrm{I}_{a, b}+i P_{a, b}\right)\left(\left(u_{1}-\frac{i}{2}\right) \mathrm{I}_{n, a}+i P_{n, a}\right)\left(\left(u_{2}-\frac{i}{2}\right) \mathrm{I}_{n, b}+i P_{n, b}\right)=  \tag{2.42}\\
\left(\left(u_{2}-\frac{i}{2}\right) \mathrm{I}_{n, b}+i P_{n, b}\right)\left(\left(u_{1}-\frac{i}{2}\right) \mathrm{I}_{n, a}+i P_{n, a}\right)\left(\left(u_{1}-u_{2}\right) \mathrm{I}_{a, b}+i P_{a, b}\right)
\end{gather*}
$$

and also relation $P_{n, a_{1}} P_{n, a_{2}}=P_{a_{1}, a_{2}} P_{n, a_{1}}=P_{n, a_{2}} P_{a_{2}, a_{1}} .{ }^{1}$
From the fundamental commutation relation (FCR) one can show that the R-matrix needs to satisfy the Yang-Baxter equation. Consider the following product of L-operators (omit the common $n$ index)

$$
\begin{equation*}
L_{1} L_{2} L_{3}=R_{12}^{-1} L_{2} L_{1} L_{3} R_{12}=R_{12}^{-1} R_{13}^{-1} L_{2} L_{3} L_{1} R_{13} R_{12}=R_{12}^{-1} R_{13}^{-1} R_{23}^{-1} L_{3} L_{2} L_{1} R_{23} R_{13} R_{12} \tag{2.43}
\end{equation*}
$$

[^0]on the other hand
\[

$$
\begin{equation*}
L_{1} L_{2} L_{3}=R_{23}^{-1} L_{1} L_{3} L_{2} R_{23}=R_{23}^{-1} R_{13}^{-1} L_{3} L_{1} L_{2} R_{13} R_{23}=R_{23}^{-1} R_{13}^{-1} R_{12}^{-1} L_{3} L_{2} L_{1} R_{23} R_{13} R_{12} \tag{2.44}
\end{equation*}
$$

\]

Therefore, for both these two equations to be satisfied, we need to impose that our R-matrix

$$
\begin{equation*}
R_{12} R_{13} R_{23}=R_{23} R_{13} R_{12} \tag{2.45}
\end{equation*}
$$

This is the so-called Yang Baxter equation, and it tells us that our model is indeed integrable.

### 2.2.2 Monodromy and transfer matrix

The spin system has $N$ sites. Then, using the Lax operator to define the monodromy matrix

$$
\begin{equation*}
T_{a}=L_{N, a}(u) \ldots L_{1, a}(u) . \tag{2.46}
\end{equation*}
$$

It can be seen as a Wilson loop on auxiliary space whose entries are operators act on the physical Hilbert space. Write it as

$$
T(u)=\left(\begin{array}{ll}
A(u) & B(u)  \tag{2.47}\\
C(u) & D(u)
\end{array}\right)
$$

From this monodromy matrix we can generate the tower of the conserved charges that characterize integrable systems. First we need to find the commutation relations between the different entries of the monodromy matrix. It can be easily derived by repeated using Eq. (2.40) for Lax operator. We find

$$
\begin{equation*}
R_{a b}\left(u_{1}-u_{2}\right) T_{a}\left(u_{1}\right) T_{b}\left(u_{2}\right)=T_{b}\left(u_{2}\right) T_{a}\left(u_{1}\right) R_{a b}\left(u_{1}-u_{2}\right) \tag{2.48}
\end{equation*}
$$

It's convenient to introduce the transfer matrix

$$
\begin{equation*}
t(u)=\operatorname{Tr}_{a} T_{a}(u)=A(u)+D(u) \tag{2.49}
\end{equation*}
$$

Rewrite the Eq. (16) as follows

$$
\begin{equation*}
T_{a_{1}}\left(u_{1}\right) T_{b}\left(u_{2}\right)=R_{a b}\left(u_{1}-u_{2}\right)^{-1} T_{b}\left(u_{2}\right) T_{a}\left(u_{1}\right) R_{a b}\left(u_{1}-u_{2}\right) \tag{2.50}
\end{equation*}
$$

and then take the trace over the auxiliary space, by the cyclicity of the trace one find

$$
\begin{equation*}
\left[t\left(u_{1}\right), t\left(u_{2}\right)\right]=0 \tag{2.51}
\end{equation*}
$$

Since the transfer matrix depends on a spectral parameter, we can make a Taylor expansion in $u_{1}$ and $u_{2}$, generating a set of commutating operators for different powers. Moreover from classical counterpart, the Hamiltonian will be one of them. In order to see it's indeed so, we expand the monodromy matrix around $u=\frac{i}{2}$. To the zeroth order,

$$
\begin{equation*}
T_{a}\left(\frac{i}{2}\right)=i^{N} P_{N, a} P_{N-1, a} \ldots P_{1, a}=i^{N} P_{12} P_{23} \ldots P_{N-1, N} P_{N, a} \tag{2.52}
\end{equation*}
$$

where we have used the properties of permutation operator listed in below Eq. (2.42). Now take the trace and use $\operatorname{tr}_{a} P_{N, a}=\mathrm{I}_{N}$, one can achieve

$$
\begin{equation*}
i^{-N} t\left(\frac{i}{2}\right)=P_{12} P_{23} \ldots P_{N-1, N}=\mathcal{U} \tag{2.53}
\end{equation*}
$$

which is simply the shift operator. By definition, momentum $P$ produces an infinitesimal shift and one can identify

$$
\begin{equation*}
\mathrm{e}^{i P}=\mathcal{U} \tag{2.54}
\end{equation*}
$$

Proceed with taking the next order expansion

$$
\begin{align*}
\left.\frac{d T_{a}}{d u}\right|_{u=\frac{i}{2}} & =i^{N-1} \sum_{n=1}^{N} P_{N, a} \ldots \hat{P}_{n, a} \ldots P_{1, a}  \tag{2.55}\\
& =i^{N-1} \sum_{n=1}^{N} P_{12} P_{23} \ldots \hat{P}_{n-1, n+1} \ldots P_{N-1, N} P_{N, a}
\end{align*}
$$

where $\hat{P}$ means that the corresponding term is absent. Use the result in Eq. (2.53), take the trace

$$
\begin{equation*}
\left.\left(t(u)^{-1} \frac{d t(u)}{d u}\right)\right|_{u=\frac{i}{2}}=\left.\frac{d}{d u} \ln t(u)\right|_{u=\frac{i}{2}}=\frac{1}{i} \sum_{n} P_{n, n+1} . \tag{2.56}
\end{equation*}
$$

Then the Hamiltonian can be rewritten in terms of the above quantity,

$$
\begin{equation*}
H=\frac{N J}{2}-\frac{J}{2} \sum_{n} P_{n, n+1}, \tag{2.57}
\end{equation*}
$$

So as promised, we can indeed generate the Hamiltonian from the transfer matrix.Actually it will spit out $N-1$ commuting operators, plus the total spin component $Q_{\alpha}$, completes the N commuting operator. In classical language, there are $N$ operator in involution, so as a classical counterpart of this system.

### 2.2.3 Algebraic Bethe Ansatz

What remains is to find the spectrum of the Hamiltonian. From the transfer matrix, we figure out a family of commuting operators, now we are going to diagonalize them simultaneously. In particular, we would like to find the eigenvalue of the transfer matrix directly. Since Hamiltonian can be constructed from transfer matrix, as a matter of fact we have worked out the spectrum of the Hamiltonian. Even more we have found all the eigenvalues of all the commuting conserved charges. Again we assume that the state where all spin are flipped up

$$
\begin{equation*}
|0\rangle=|\uparrow \uparrow \ldots \uparrow \uparrow\rangle, \tag{2.58}
\end{equation*}
$$

it is easy to show directly by Eq. (2.35) and Eq. (2.46) that

$$
T(u)|0\rangle=\left(\begin{array}{cc}
\alpha^{N}(u) & *  \tag{2.59}\\
0 & \delta^{N}(u)
\end{array}\right)|0\rangle,
$$

where

$$
\begin{equation*}
\alpha(u)=u+\frac{i}{2}, \quad \delta(u)=u-\frac{i}{2} . \tag{2.60}
\end{equation*}
$$

In other words we have

$$
\begin{align*}
& A|0\rangle=\prod_{n}\left(u+i S_{n}^{z}\right)|0\rangle+0=\alpha^{N}(u)|0\rangle, \\
& D|0\rangle=\prod_{n}\left(u-i S_{n}^{z}\right)|0\rangle+0=\delta^{N}(u)|0\rangle,  \tag{2.61}\\
& C|0\rangle=0 .
\end{align*}
$$

Hence, $|0\rangle$ is an eigenstate of the transfer matrix with eigenvalue

$$
\begin{equation*}
t|0\rangle=(A+D)|0\rangle=\left[\alpha^{N}(u)+\delta^{N}(u)\right]|0\rangle \tag{2.62}
\end{equation*}
$$

We have found the reference state $|0\rangle$, and now we need to a way to flip down the spin. It turns out to be $B$ operator. To prove $B$ play the role as flipping spin, first we need to know the commutation relation between different entries of monodromy matrix. In space $V_{1} \otimes V_{2}$ (again we drop the quantum space), according to Eq. (2.47), the monodromy matrix yields

$$
\begin{align*}
& T_{1}(u)=T_{n, 1} \otimes \mathrm{I}_{2}=\left(\begin{array}{cccc}
A(u) & 0 & B(u) & 0 \\
0 & A(u) & 0 & B(u) \\
C(u) & 0 & D(u) & 0 \\
0 & C(u) & 0 & D(u)
\end{array}\right) \\
& T_{2}(u)=\mathrm{I}_{1} \otimes T_{n, 2}=\left(\begin{array}{cccc}
A(u) & B(u) & 0 & 0 \\
C(u) & D(u) & 0 & 0 \\
0 & 0 & A(u) & B(u) \\
0 & 0 & C(u) & D(u)
\end{array}\right) \tag{2.63}
\end{align*}
$$

And the R-matrix takes the form

$$
R_{1,2}(u-v)=(u-v) \mathrm{I}_{1,2}+i P_{1,2}=\left(\begin{array}{cccc}
u-v+i & 0 & 0 & 0  \tag{2.64}\\
0 & u-v & i & 0 \\
0 & i & u-v & 0 \\
0 & 0 & 0 & u-v+i
\end{array}\right)
$$

The fundamental relation Eq. (2.48) implies the following relations between the operators

$$
\begin{align*}
& {[B(u), B(v)]=0} \\
& A(u) B(v)=f(u-v) B(v) A(u)+g(u-v) B(u) A(v)  \tag{2.65}\\
& D(u) B(v)=h(u-v) B(v) D(u)+k(u-v) B(u) D(v)
\end{align*}
$$

where

$$
\begin{equation*}
f(u)=\frac{u-i}{u}, \quad g(u)=\frac{i}{u} h(u)=\frac{u+i}{u}, \quad k(u)=-\frac{i}{u} \tag{2.66}
\end{equation*}
$$

From this commutation relation, we could interpret $B$ as a creation operators that create magnons. To confirm our guess, let us first make an ansatz

$$
\begin{equation*}
\left|u_{1}, u_{2}, \ldots, u_{M}\right\rangle=B\left(u_{1}\right) B\left(u_{2}\right) \ldots B\left(u_{M}\right)|0\rangle \tag{2.67}
\end{equation*}
$$

The condition that the above state is an eigenstate of transfer matrix will impose a set of constraints on the spectral parameter $u_{i}$, and the constraints are the Bethe equations we have found in coordinate Bethe ansatz. Now we need to verify that Eq. (2.67) is indeed an eigenstate of the transfer matrix. Under relation of Eq. (2.65) we get

$$
\begin{align*}
A(u)\left|u_{1}, \ldots, u_{M}\right\rangle & =\alpha(u)^{N} \prod_{n=1}^{M} f\left(u-u_{n}\right)\left|u_{1}, \ldots, u_{M}\right\rangle  \tag{2.68}\\
& +\sum_{n}^{M} W_{n}^{A}\left(u, u_{n}\right)\left|\ldots u_{n-1}, u, u_{n+1} \ldots\right\rangle
\end{align*}
$$

for some coefficient $W_{n}^{A}$, the first element comes from moving $A(u)$ to right without exchange spectral parameter, the second one corresponds to a combination of $2^{M}-1$ terms.

But with the commutation relation of operator $B$ and $g(u)$ is an odd function, i.e.

$$
\begin{align*}
A(u) B(v) B(w) & =(f(u-v) B(v) A(u)+g(u-v) B(u) A(v)) B(w) \\
& =f(u-v) f(u-w) B(v) B(w) A(u)+f(u-v) g(u-w) B(v) B(u) A(w) \\
& +g(u-v) f(v-w) B(u) B(w) A(v)+g(u-v) g(v-w) B(u) B(v) A(w) \\
& =f(u-v) f(u-w) B(v) B(w) A(u)+f(u-v) g(u-w) B(v) B(u) A(w) \\
& +g(u-v) f(v-w) B(u) B(w) A(v)+0, \tag{2.69}
\end{align*}
$$

one can easily observe that we have only $M$ terms left in the second term of R.H.S. of Eq. (2.68). That is

$$
\begin{equation*}
W_{n}^{A}\left(u, u_{n}\right)=\alpha^{N}\left(u_{n}\right) g\left(u-u_{n}\right) \prod_{k \neq n}^{M} f\left(u_{n}-u_{k}\right) \tag{2.70}
\end{equation*}
$$

The discussion of $D$ operator is completely the same, and we obtain

$$
\begin{align*}
D(u)\left|u_{1}, \ldots, u_{M}\right\rangle & =\delta(u)^{N} \prod_{n=1}^{M} h\left(u-u_{n}\right)\left|u_{1}, \ldots, u_{M}\right\rangle  \tag{2.71}\\
& +\sum_{n}^{M} W_{n}^{D}\left(u, u_{n}\right)\left|\ldots u_{n-1}, u, u_{n+1} \ldots\right\rangle
\end{align*}
$$

where

$$
\begin{equation*}
W_{n}^{A}\left(u, u_{n}\right)=\delta^{N}\left(u_{n}\right) k\left(u-u_{n}\right) \prod_{k \neq n}^{M} h\left(u_{n}-u_{k}\right) \tag{2.72}
\end{equation*}
$$

Combine Eq. (2.70) and Eq. (2.71), one would get

$$
\begin{equation*}
(A(u)+D(u))\left|u_{1}, \ldots u_{M}\right\rangle=\Lambda(u)\left|u_{1}, \ldots, u_{M}\right\rangle \tag{2.73}
\end{equation*}
$$

with

$$
\begin{equation*}
\Lambda(u)=\alpha(u)^{N} \prod_{n=1}^{M} f\left(u-u_{n}\right)+\delta(u)^{N} \prod_{n=1}^{M} h\left(u-u_{n}\right) \tag{2.74}
\end{equation*}
$$

provided $W_{n}^{A}\left(u, u_{n}\right)+W_{n}^{D}\left(u, u_{n}\right)$ term vanishing

$$
\begin{equation*}
\prod_{k \neq n}^{M} f\left(u_{n}-u_{k}\right) \alpha^{N}\left(u_{n}\right)=\prod_{k \neq n}^{M} h\left(u_{n}-u_{k}\right) \delta^{N}\left(u_{n}\right) \tag{2.75}
\end{equation*}
$$

for $j=1, \ldots, M$. Substituting Eq. (2.60) and Eq. (2.66) into Eq. (2.75)

$$
\begin{equation*}
\left(\frac{u_{n}+\frac{i}{2}}{u_{n}-\frac{i}{2}}\right)^{N}=\prod_{j \neq n}^{M} \frac{u_{n}-u_{j}+i}{u_{n}-u_{j}-i^{\prime}} \quad \text { with } \quad n=1, \ldots, M \tag{2.76}
\end{equation*}
$$

which is exactly the same Bethe equation we get from coordinate Bethe Ansatz. Last but not least, we need to find the spectrum. We have already found the explicit expression for the momentum and energy in Eq. (2.54) and Eq. (2.57)

$$
\begin{equation*}
\mathrm{e}^{i P}=U=i^{-N} t\left(\frac{i}{2}\right)=i^{-N} \Lambda\left(\frac{i}{2}\right) \tag{2.77}
\end{equation*}
$$

Plugging the eigenvalue in Eq. (2.74), the above equation yields

$$
\begin{equation*}
P=\sum_{j} p_{j}, \quad \mathrm{e}^{i p_{j}}=\frac{u_{j}+\frac{i}{2}}{u_{j}-\frac{i}{2}} \quad \Leftrightarrow \quad u_{j}=\frac{1}{2} \cot \frac{p_{j}}{2} \tag{2.78}
\end{equation*}
$$

This is the same relation we have encounter in coordinate Bethe Ansatz. The energy is same procedure

$$
\begin{equation*}
E=\frac{N J}{2}-\left.\frac{J}{2}\left(i \frac{d}{d u} \ln \Lambda(u)\right)\right|_{u=\frac{i}{2}}=\sum_{j=1}^{M} \frac{2 J}{4+u_{j}^{2}} \tag{2.79}
\end{equation*}
$$

### 2.3 The norm and Gaudin matrix

In this section we will prove a useful expression for the norm of Bethe states [19, 20], and with possible generalization. The results are prepared for Chapter 4.

### 2.3.1 Inner product between off-shell Bethe state and Bethe state

As we have already show in Algebraic Bethe ansatz, one of the key ingredients is the monodromy matrix $T(\lambda)$ Eq. (2.47)

$$
T(\lambda)=\left(\begin{array}{ll}
A(\lambda) & B(\lambda)  \tag{2.80}\\
C(\lambda) & D(\lambda)
\end{array}\right)
$$

And the commutation relations between the entry of the monodromy matrix are specified by FCR Eq. (2.48)

$$
\begin{equation*}
R_{a, b}(\lambda, \mu) T_{a}(\lambda) T_{b}(\mu)=T_{b}(\mu) T_{a}(\lambda) R_{a, b}(\lambda, \mu) \tag{2.81}
\end{equation*}
$$

For this moment, we focus on the R-matrix

$$
R_{a, b}(\lambda, \mu)=\left(\begin{array}{cccc}
f(\mu, \lambda) & 0 & 0 & 0  \tag{2.82}\\
0 & 1 & g(\mu, \lambda) & 0 \\
0 & g(\mu, \lambda) & 1 & 0 \\
0 & 0 & 0 & f(\mu, \lambda)
\end{array}\right)
$$

where $f(\mu, \lambda)=\frac{\mu-\lambda+i}{\mu-\lambda}, g(\mu, \lambda)=\frac{i}{\mu-\lambda}^{2}$. It is convenient to define

$$
\begin{equation*}
h(\mu, \lambda)=\frac{f(\mu, \lambda)}{g(\mu, \lambda)}=\frac{\mu-\lambda+i}{i} \tag{2.83}
\end{equation*}
$$

From FCR Eq. (2.81), one can get the part of commutation relations

$$
\begin{align*}
& {[B(\lambda), B(\mu)]=[C(\lambda), C(\mu)]=0} \\
& {[C(\mu), B(\lambda)]=g(\mu, \lambda)(A(\mu) D(\lambda)-A(\lambda) D(\mu))} \tag{2.84}
\end{align*}
$$

[^1]Moreover, $B(\lambda)$ is the Hermitian conjugate of $C(\lambda)$.One also need to specify how the operators in monodromy matrix acting on the vacuum state

$$
\begin{array}{lll}
A(\lambda)|0\rangle=a(\lambda)|0\rangle, & D(\lambda)|0\rangle=d(\lambda)|0\rangle, & C(\lambda)|0\rangle=0, \\
\langle 0| A(\lambda)=a(\lambda)\langle 0|, & \langle 0| D(\lambda)=d(\lambda)\langle 0|, & \langle 0| B(\lambda)=0, \tag{2.85}
\end{array}
$$

where $a(\lambda)$ and $d(\lambda)$ are complex function. From now on, if there are further restriction on $\lambda$, we shall regard $\lambda$ and $r(\lambda)=\frac{a(\lambda)}{d(\lambda)}=\left(\frac{-\lambda+\frac{i}{2}}{-\lambda-\frac{i}{2}}\right)^{L}$ as independent variables. The eigenfunctions of the Hamiltonian are constructed by means of the operators $B(\lambda)$ :

$$
\begin{equation*}
\Psi_{N}\left(\left\{\lambda_{j}\right\}\right)=\prod_{j=1}^{N} B\left(\lambda_{j}\right)|0\rangle, \tag{2.86}
\end{equation*}
$$

and the parameters $\lambda_{j}$ constraint on shell (or Bethe equations)

$$
\begin{equation*}
r\left(\lambda_{j}\right) \prod_{\substack{k=1 \\ k \neq j}} \frac{f\left(\lambda_{j}, \lambda_{k}\right)}{f\left(\lambda_{k}, \lambda_{j}\right)}=1, \quad j=1, \ldots, N \tag{2.87}
\end{equation*}
$$

Also the dual eigenfunction have the same form by means of the operator $C(\lambda)$ :

$$
\begin{equation*}
\bar{\Psi}_{N}\left(\left\{\lambda_{i}\right\}\right)=\langle 0| \prod_{j=1}^{N} C\left(\lambda_{j}\right), \tag{2.88}
\end{equation*}
$$

where $\lambda_{j}$ should be also on shell as Eq. (2.87).
Now we consider the scalar product of two general states, which are not necessary the eigenstates of the Hamiltonian. Or in other words, the spectral parameters doesn't need to satisfy on shell condition Eq. (2.87). The scalar product is defined by

$$
\begin{equation*}
S_{N}=\langle 0| \prod_{j=1}^{N} \mathbf{C}\left(\lambda_{j}^{C}\right) \prod_{j=1}^{N} \mathbf{B}\left(\lambda_{j}^{B}\right)|0\rangle, \tag{2.89}
\end{equation*}
$$

with $\mathbf{C}(\lambda)=C(\lambda) / d(\lambda), \mathbf{B}(\lambda)=B(\lambda) / d(\lambda)$. It is believed that $S_{N}$ is a rational function of $4 N$ independent variables $S_{N}=S_{N}\left(\left\{\lambda_{j}^{C}\right\},\left\{\lambda_{j}^{B}\right\},\left\{r_{j}^{C}\right\},\left\{r_{j}^{B}\right\}\right)$, where $r_{j}^{B, C}=$ $r\left(\lambda_{j}^{B, C}\right)$.The points $\lambda_{k}^{C}=\lambda_{m}^{B}, \quad k, m=1, \ldots, N$ are simple poles of $S_{N}$, when approaching to these points, we would surprisingly get a recursion relation

$$
\begin{align*}
&\left.S_{N}\left(\left\{\lambda_{j}^{C}\right\},\left\{\lambda_{j}^{B}\right\},\left\{r_{j}^{C}\right\},\left\{r_{j}^{B}\right\}\right)\right|_{\lambda_{k}^{C} \rightarrow \lambda_{m}^{B}}=S_{N-1}\left(\left\{\lambda_{j}^{C}\right\}_{j \neq k},\left\{\lambda_{j}^{B}\right\}_{j \neq m},\left\{\tilde{r}_{j}^{C}\right\}_{j \neq k},\left\{\tilde{r}_{j}^{B}\right\}_{j \neq m}\right) \\
& \times g\left(\lambda_{k}^{C}, \lambda_{m}^{B}\right)\left(r_{k}^{C}-r_{m}^{B}\right) \prod_{j=1, j \neq k} f\left(\lambda_{k}^{C}, \lambda_{j}^{C}\right) \prod_{j=1, j \neq k} f\left(\lambda_{m}^{B}, \lambda_{j}^{B}\right) \tag{2.90}
\end{align*}
$$

where

$$
\begin{equation*}
\tilde{r}_{j}^{B, C}=r_{j}^{B, C} \frac{f\left(\lambda_{j}^{B, C}, \lambda_{m}^{B}\right)}{f\left(\lambda_{m}^{B}, \lambda_{j}^{B, C}\right)} . \tag{2.91}
\end{equation*}
$$

As indicated by $g\left(\lambda_{k}^{C}, \lambda_{m}^{B}\right)$ in Eq. (11), that $S_{N} \sim \frac{1}{\lambda_{k}^{C}}$ as $\lambda_{k}^{C} \rightarrow \infty$ (holds same for $\lambda_{m}^{B}$ ). To get the norm of two on shell states, first let us pay attention to a special case with the dual
wave function $\langle 0| \prod_{j=1}^{N} \mathbf{C}\left(\lambda_{j}^{C}\right)$ on shell as in Eq. (2.87).

$$
\begin{equation*}
r^{C}\left(\lambda_{j}\right) \prod_{k=1, k \neq j} \frac{f\left(\lambda_{j}^{C}, \lambda_{k}^{C}\right)}{f\left(\lambda_{k}^{C}, \lambda_{j}^{C}\right)}=1, \quad j=1, \ldots, N \tag{2.92}
\end{equation*}
$$

The scalar product $\tilde{S}_{N}$ depends on 3 N independent variables instead of 4 N , yields

$$
\begin{equation*}
\tilde{S}_{N}\left(\left\{\lambda_{j}^{C}\right\},\left\{\lambda_{j}^{B}\right\},\left\{r_{j}^{B}\right\}\right)=\langle 0| \prod_{j=1}^{N} \mathbf{C}\left(\lambda_{j}^{C}\right) \prod_{j=1}^{N} \mathbf{B}\left(\lambda_{j}^{B}\right)|0\rangle . \tag{2.93}
\end{equation*}
$$

We are ready to prove the key point of this section, the $\tilde{S}_{N}$ is given by

$$
\begin{equation*}
\tilde{S}_{N}=G_{N}\left(\left\{\lambda_{j}^{C}\right\},\left\{\lambda_{j}^{B}\right\}\right) \operatorname{det}_{N} M_{l k}\left(\left\{\lambda_{j}^{C}\right\},\left\{\lambda_{j}^{B}\right\},\left\{r_{j}^{B}\right\}\right), \tag{2.94}
\end{equation*}
$$

where

$$
\begin{equation*}
G_{N}\left(\left\{\lambda_{j}^{C}\right\},\left\{\lambda_{j}^{B}\right\}\right)=\prod_{j>k}^{N} g\left(\lambda_{j}^{B}, \lambda_{k}^{B}\right) g\left(\lambda_{k}^{C}, \lambda_{j}^{C}\right) \prod_{j=1}^{N} \prod_{k=1}^{N} h\left(\lambda_{j}^{C}, \lambda_{k}^{B}\right), \tag{2.95}
\end{equation*}
$$

when $N=1$ we set the first product term equal to one and

$$
\begin{equation*}
M_{l k}\left(\left\{\lambda_{j}^{C}\right\},\left\{\lambda_{j}^{B}\right\},\left\{r_{j}^{B}\right\}\right)=\frac{g\left(\lambda_{k}^{C}, \lambda_{l}^{B}\right)}{h\left(\lambda_{k}^{C}, \lambda_{l}^{B}\right)}-r_{l}^{B} \frac{g\left(\lambda_{l}^{B}, \lambda_{k}^{C}\right)}{h\left(\lambda_{l}^{B}, \lambda_{k}^{C}\right)} \prod_{m=1}^{N} \frac{f\left(\lambda_{l}^{B}, \lambda_{l}^{C}\right)}{f\left(\lambda_{k}^{C}, \lambda_{l}^{B}\right)} . \tag{2.96}
\end{equation*}
$$

Proof: Now we prove this relation by induction. For future convenience, denote $\Theta_{N}=$ $\left.\tilde{S}_{N}\right|_{\lambda_{N}^{C} \rightarrow \lambda_{m}^{B}}$. We consider $\Theta_{N}$ as the function of $\lambda_{N}^{C}$. It is obvious that $\Theta_{N}$ is a rational function of $\lambda_{N}^{C}$, behaves like $\Theta_{N} \sim \frac{1}{\lambda_{N}^{C}}$ as $\lambda_{N}^{C} \rightarrow \infty$. For $N=1, \tilde{S}_{N}$ can be calculated by relation Eq. (2.84):

$$
\begin{align*}
\tilde{S}_{1} & =\langle 0| \mathbf{C}\left(\lambda^{C}\right) \mathbf{B}\left(\lambda^{B}\right)|0\rangle=\frac{1}{d\left(\lambda^{C}\right) d\left(\lambda^{B}\right)}\langle 0|\left[C\left(\lambda^{C}\right), B\left(\lambda^{B}\right)\right]|0\rangle \\
& =\frac{g\left(\lambda^{C}, \lambda^{B}\right)}{d\left(\lambda^{C}\right) d\left(\lambda^{B}\right)}\langle 0| A\left(\lambda^{C}\right) D\left(\lambda^{B}\right)-A\left(\lambda^{B}\right) D\left(\lambda^{C}\right)|0\rangle \\
& =\frac{g\left(\lambda^{C}, \lambda^{B}\right)}{d\left(\lambda^{C}\right) d\left(\lambda^{B}\right)}\left(a\left(\lambda^{C}\right) d\left(\lambda^{B}\right)-a\left(\lambda^{B}\right) d\left(\lambda^{C}\right)\right)  \tag{2.97}\\
& =g\left(\lambda^{C}, \lambda^{B}\right)\left(r^{C}-r^{B}\right) \\
& =g\left(\lambda^{C}, \lambda^{B}\right)\left(1-r^{B}\right),
\end{align*}
$$

where the last line we used the periodic boundary condition. For one magnon, there is no scattering phase factor, the Bethe equation reduces to

$$
\begin{equation*}
r^{C}=\mathrm{e}^{i p L}=1 . \tag{2.98}
\end{equation*}
$$

Where on the other hand, $\Theta_{1}$ can be calculated as in formula Eq. (2.94). First, set the limit $\lambda^{B}=\lambda^{C}$, then

$$
\begin{equation*}
\left.M_{11}\left(\left\{\lambda^{C}\right\},\left\{\lambda^{B}\right\},\left\{r^{B}\right\}\right)\right|_{\lambda^{C} \rightarrow \lambda^{B}}=\frac{g\left(\lambda^{C}, \lambda^{B}\right)}{h\left(\lambda^{C}, \lambda^{B}\right)}-r^{B} \frac{g\left(\lambda^{B}, \lambda^{C}\right)}{h\left(\lambda^{B}, \lambda^{C}\right)} \times(-1)+\text { small terms. } \tag{2.99}
\end{equation*}
$$

Then the norm at $N=1$ becomes

$$
\begin{align*}
\Theta_{1} & =\left.\left[G_{1} M_{11}\right]\right|_{\lambda^{C} \rightarrow \lambda^{B}} \\
& =g\left(\lambda^{C}, \lambda^{B}\right)+r^{B} g\left(\lambda^{B}, \lambda^{C}\right) \frac{h\left(\lambda^{C}, \lambda^{B}\right)}{h\left(\lambda^{B}, \lambda^{C}\right)}+\text { small terms }  \tag{2.100}\\
& =g\left(\lambda^{C}, \lambda^{B}\right)\left(1-r^{B}\right)+\text { small terms }
\end{align*}
$$

where the last step we use the fact $g(\lambda)$ is an odd function and $\left.\frac{h\left(\lambda^{C}, \lambda^{B}\right)}{h\left(\lambda^{B}, \lambda^{C}\right)}\right|_{\lambda^{C} \rightarrow \lambda^{B}}=1$. From Eq. (2.100) and Eq. (2.97), we can set $\Theta_{1}=\tilde{S}_{1}+\Delta$. Since both $\Theta_{1} \rightarrow \frac{1}{\lambda^{\mathrm{C}}}$ and $\tilde{S}_{1} \rightarrow \frac{1}{\lambda^{\mathrm{C}}}$ as $\lambda^{C} \rightarrow \infty$, we can conclude $\Delta=0$, hence $\Theta_{1}=\tilde{S}_{1}$.

Since the form of $G_{1}$ doesn't not fall into the form of $G_{i}, i=2, \ldots, N$, we need to prove it indeed gives us the right recursion relation. First let us calculate the recursion relation for $G_{N}, N>2$ with the limit $\lambda_{N}^{C}=\lambda_{m}^{B}$

$$
\begin{equation*}
G_{N-1}\left(\left\{\lambda_{j}^{C}\right\}_{j \neq N},\left\{\lambda_{j}^{B}\right\}_{j \neq m}\right)=\prod_{j>k ; k, j \neq m}^{N-1} g\left(\lambda_{j}^{B}, \lambda_{k}^{B}\right) g\left(\lambda_{k}^{C}, \lambda_{j}^{C}\right) \prod_{j=1}^{N-1} \prod_{k=1, k \neq m} h\left(\lambda_{j}^{C}, \lambda_{k}^{B}\right) \tag{2.101}
\end{equation*}
$$

then

$$
\begin{align*}
\left.G_{N}\left(\left\{\lambda_{j}^{C}\right\},\left\{\lambda_{j}^{B}\right\}\right)\right|_{\lambda_{N}^{C} \rightarrow \lambda_{m}^{B}} & =\prod_{j=1, j \neq m}^{N} g\left(\lambda_{m}^{B}, \lambda_{j}^{B}\right)(-1)^{N-m} \prod_{j=1}^{N-1} g\left(\lambda_{j}^{C}, \lambda_{N}^{C}\right) \\
& \times \prod_{k=1, k \neq m}^{N} h\left(\lambda_{N}^{C}, \lambda_{k}^{B}\right) \prod_{j=1}^{N-1} h\left(\lambda_{j}^{C}, \lambda_{m}^{B}\right) h\left(\lambda_{N}^{C}, \lambda_{m}^{B}\right)  \tag{2.102}\\
& \times G_{N-1}\left(\left\{\lambda_{j}^{C}\right\}_{j \neq N},\left\{\lambda_{j}^{B}\right\}_{j \neq m}\right)
\end{align*}
$$

We consider $N=2, m=2$ case, above equation becomes

$$
\begin{equation*}
G_{2}=g\left(\lambda_{2}^{B}, \lambda_{1}^{B}\right) g\left(\lambda_{1}^{C}, \lambda_{2}^{C}\right)(-1)^{0} h\left(\lambda_{2}^{C}, \lambda_{1}^{B}\right) h\left(\lambda_{1}^{C}, \lambda_{2}^{B}\right) h\left(\lambda_{2}^{C}, \lambda_{2}^{B}\right) G_{1}\left(\lambda_{1}^{C}, \lambda_{1}^{B}\right) \tag{2.103}
\end{equation*}
$$

on the other hand, from Eq. (16) we can also get an expression for $G_{2}$. For these two to coincide, we must set

$$
\begin{equation*}
G_{1}=h\left(\lambda_{1}^{C}, \lambda_{1}^{B}\right) \tag{2.104}
\end{equation*}
$$

For $N=2, m=1, G_{1}$ take similar form as in Eq. (16). Consequently, $N=1$ indeed can be the starting point for our induction procedure. Let $\Theta_{N-1}=S_{N-1}$. Now we are going to prove that $\Theta_{N}=\tilde{S}_{N}$, begin with

$$
\begin{align*}
\left.\operatorname{det}_{N} M_{l k}\left(\left\{\lambda_{j}^{C}\right\},\left\{\lambda_{j}^{B}\right\},\left\{r_{j}^{B}\right\}\right)\right|_{\lambda_{N}^{C} \rightarrow \lambda_{m}^{B}} & =\operatorname{det}_{N-1} M_{l k}\left(\left\{\lambda_{j}^{C}\right\}_{j \neq m},\left\{\lambda_{j}^{B}\right\}_{j \neq N},\left\{\tilde{r}_{j}^{B}\right\}_{j \neq m}\right)  \tag{2.105}\\
& \times(-1)^{N+m} M_{m N}+\text { small terms. }
\end{align*}
$$

then

$$
\begin{align*}
\left.\Theta_{N}\right|_{\lambda_{N}^{C} \rightarrow \lambda_{m}^{B}} & =\left.\left[G_{N}\left(\left\{\lambda_{j}^{C}\right\},\left\{\lambda_{j}^{B}\right\}\right) \times \operatorname{det}_{N} M_{l k}\left(\left\{\lambda_{j}^{C}\right\},\left\{\lambda_{j}^{B}\right\},\left\{r_{j}^{B}\right\}\right)\right]\right|_{\lambda_{N}^{C} \rightarrow \lambda_{m}^{B}}  \tag{2.106}\\
& =A \Theta_{N-1}+\text { small terms }
\end{align*}
$$

with

$$
\begin{align*}
A & =(-1)^{2 N} h\left(\lambda_{N}^{C}, \lambda_{m}^{B}\right) \prod_{j=1, j \neq m}^{N} f\left(\lambda_{m}^{B}, \lambda_{j}^{B}\right) \prod_{j=1}^{N-1} f\left(\lambda_{N}^{C}, \lambda_{m}^{B}\right) \\
& \times\left\{\frac{g\left(\lambda_{N}^{C}, \lambda_{m}^{B}\right)}{h\left(\lambda_{m}^{B}, \lambda_{N}^{C}\right)}-r_{m}^{B} \frac{g\left(\lambda_{m}^{B}, \lambda_{N}^{C}\right)}{h\left(\lambda_{m}^{B}, \lambda_{N}^{C}\right)} \prod_{j=1}^{N} \frac{f\left(\lambda_{m}^{B}, \lambda_{j}^{C}\right)}{f\left(\lambda_{j}^{C}, \lambda_{m}^{B}\right)}\right\} \\
& =\prod_{j=1, j \neq m}^{N} f\left(\lambda_{m}^{B}, \lambda_{j}^{B}\right) \prod_{j=1}^{N-1} f\left(\lambda_{j}^{C}, \lambda_{N}^{C}\right) g\left(\lambda_{N}^{C}, \lambda_{m}^{B}\right) \times\left(1+r_{m}^{B} \prod_{j=1}^{N} \frac{f\left(\lambda_{m}^{B}, \lambda_{j}^{C}\right)}{f\left(\lambda_{j}^{C}, \lambda_{m}^{B}\right)}\right)  \tag{2.107}\\
& =\prod_{j=1, j \neq m}^{N} f\left(\lambda_{m}^{B}, \lambda_{j}^{B}\right) \prod_{j=1}^{N-1} f\left(\lambda_{N}^{C}, \lambda_{j}^{C}\right) g\left(\lambda_{N}^{C}, \lambda_{m}^{B}\right) \\
& \times\left(\prod_{j=1}^{N-1} \frac{f\left(\lambda_{j}^{C}, \lambda_{N}^{C}\right)}{f\left(\lambda_{N}^{C}, \lambda_{j}^{C}\right)}+r_{m}^{B} \frac{f\left(\lambda_{m}^{B}, \lambda_{N}^{C}\right)}{f\left(\lambda_{N}^{C}, \lambda_{m}^{B}\right)} \prod_{j=1}^{N-1} \frac{f\left(\lambda_{m}^{B}, \lambda_{j}^{C}\right)}{f\left(\lambda_{j}^{C}, \lambda_{m}^{B}\right)} \prod_{j=1}^{N-1} \frac{f\left(\lambda_{j}^{C}, \lambda_{N}^{C}\right)}{f\left(\lambda_{N}^{C}, \lambda_{j}^{C}\right)}\right) \\
& =\prod_{j=1, j \neq m}^{N} f\left(\lambda_{m}^{B}, \lambda_{j}^{B}\right) \prod_{j=1}^{N-1} f\left(\lambda_{N}^{C}, \lambda_{j}^{C}\right) g\left(\lambda_{N}^{C}, \lambda_{m}^{B}\right) \times\left(r_{N}^{C}-r_{m}^{B}\right)
\end{align*}
$$

Combine Eq. (2.106) and Eq. (2.107),

$$
\begin{align*}
\left.\Theta_{N}\right|_{\lambda_{N}^{C} \rightarrow \lambda_{m}^{B}} & =g\left(\lambda_{N}^{C}, \lambda_{m}^{B}\right) \prod_{j=1, j \neq m}^{N} f\left(\lambda_{m}^{B}, \lambda_{j}^{B}\right) \prod_{j=1}^{N-1} f\left(\lambda_{N}^{C}, \lambda_{j}^{C}\right) \times\left(r_{N}^{C}-r_{m}^{B}\right)  \tag{2.108}\\
& \times \Theta_{N-1}\left(\left\{\lambda_{j}^{C}\right\}_{j \neq N},\left\{\lambda_{j}^{B}\right\}_{j \neq m},\left\{\tilde{r}_{j}^{B}\right\}_{j \neq m}\right)+\text { small terms },
\end{align*}
$$

compare it with Eq. (2.90), using the same argument as $\tilde{S}_{1}$. Since both $\Theta_{N} \rightarrow \frac{1}{\lambda_{N}^{c}}$ and $\tilde{S}_{N} \rightarrow \frac{1}{\lambda_{N}^{C}}$ as $\lambda_{N}^{C} \rightarrow \infty$, that the difference $\Delta=\tilde{S}_{N}-\Theta_{N}$ as a function of $\lambda_{N}^{C}$, is equal to zero identically. This completes the proof.

### 2.3.2 Norm in on-shell limit

From the formula for the scalar product $\tilde{S}_{N}$ we can also readily construct the square of the norm of an eigenfunction of the Hamiltonian. Set $\lambda_{j}^{B}=\lambda_{j}^{C}+\epsilon, \epsilon \rightarrow 0$. Now let us calculate $G_{N}$ and $M_{l k}$ separately in this limit.

The following limit in the leading order turns out to be useful for our later calculation:

$$
\begin{align*}
& f(\lambda, \lambda+\epsilon)=1-\frac{i}{\epsilon}, \quad g(\lambda, \lambda+\epsilon)=-\frac{i}{\epsilon}, \quad h(\lambda, \lambda+\epsilon)=1+i \epsilon, \\
& f\left(\lambda_{l}^{B}, \lambda_{m}^{C}\right)=f\left(\lambda_{l}^{C}, \lambda_{m}^{C}\right) \times\left[1+\frac{\epsilon}{\lambda_{l}^{C}-\lambda_{m}^{C}+i}\right], \tag{2.109}
\end{align*}
$$

as well as

$$
\begin{align*}
\frac{f\left(\lambda_{l}^{B}, \lambda_{m}^{C}\right)}{f\left(\lambda_{m}^{C}, \lambda_{l}^{B}\right)} & =\frac{f\left(\lambda_{l}^{C}, \lambda_{m}^{C}\right)}{f\left(\lambda_{m}^{C}, \lambda_{l}^{C}\right)}\left(1+\epsilon\left[\frac{1}{\lambda_{l}^{C}-\lambda_{m}^{C}+i}-\frac{1}{\lambda_{l}^{C}-\lambda_{m}^{C}-i}\right]+O\left(\epsilon^{2}\right)\right), \\
r_{j}^{B} & =r_{j}^{C}\left(1+\epsilon \frac{\partial}{\partial \lambda_{j}^{C}} \ln r\left(\lambda_{j}^{C}\right)\right)+O\left(\epsilon^{2}\right)  \tag{2.110}\\
& =\prod_{k=1, k \neq j}^{N} \frac{f\left(\lambda_{k}^{C}, \lambda_{j}^{C}\right)}{f\left(\lambda_{j}^{C}, \lambda_{k}^{C}\right)}\left(1+\epsilon \frac{\partial}{\partial \lambda_{j}^{C}} \ln r\left(\lambda_{j}^{C}\right)\right)+O\left(\epsilon^{2}\right)
\end{align*}
$$

$G_{N}$ in limit:

$$
\begin{align*}
G_{N}\left(\left\{\lambda_{j}^{C}\right\},\left\{\lambda_{j}^{B}\right\}\right) & =\prod_{j>k}^{N} g\left(\lambda_{j}^{B}, \lambda_{k}^{B}\right) g\left(\lambda_{k}^{C}, \lambda_{j}^{C}\right) \prod_{j=1}^{N} \prod_{k=1}^{N} \frac{f\left(\lambda_{j}^{C}, \lambda_{k}^{C}\right)}{g\left(\lambda_{j}^{C}, \lambda_{k}^{C}\right)} \\
& =\prod_{j=1, j \neq k}^{N} \prod_{k=1}^{N} g\left(\lambda_{j}^{C}, \lambda_{k}^{C}\right) \prod_{j=1, j \neq k}^{N} \prod_{k=1}^{N} \frac{f\left(\lambda_{j}^{C}, \lambda_{k}^{C}\right)}{g\left(\lambda_{j}^{C}, \lambda_{k}^{C}\right)} \prod_{j=1}^{N} \frac{f\left(\lambda_{j}^{C}, \lambda_{j}^{C}\right)}{g\left(\lambda_{j}^{C}, \lambda_{j}^{C}\right)}  \tag{2.111}\\
& =\prod_{j=1, j \neq k}^{N} \prod_{k=1}^{N} f\left(\lambda_{j}^{C}, \lambda_{k}^{C}\right) \times 1 .
\end{align*}
$$

$M_{k l}$ in the limit: Let us first calculate the diagonal terms,

$$
\begin{align*}
M_{l l}(\ldots) & =\frac{g\left(\lambda_{l}^{C}, \lambda_{l}^{B}\right)}{h\left(\lambda_{l}^{C}, \lambda_{l}^{B}\right)}-r_{l}^{B} \frac{g\left(\lambda_{l}^{B}, \lambda_{l}^{C}\right)}{h\left(\lambda_{l}^{B}, \lambda_{l}^{C}\right)} \frac{f\left(\lambda_{l}^{B}, \lambda_{l}^{C}\right)}{f\left(\lambda_{l}^{C}, \lambda_{l}^{B}\right)} \prod_{m \neq l}^{N} \frac{f\left(\lambda_{l}^{B}, \lambda_{m}^{C}\right)}{f\left(\lambda_{m}^{C}, \lambda_{l}^{B}\right)} \\
& =g\left(\lambda_{l}^{C}, \lambda_{l}^{B}\right)\left[\frac{1}{h\left(\lambda_{l}^{C}, \lambda_{l}^{B}\right)}+r_{l}^{B} \frac{1}{h\left(\lambda_{l}^{B}, \lambda_{l}^{C}\right)} \frac{f\left(\lambda_{l}^{B}, \lambda_{l}^{C}\right)}{f\left(\lambda_{l}^{C}, \lambda_{l}^{B}\right)} \times A\right]  \tag{2.112}\\
& =\frac{-i}{\epsilon}\left[(1-i \epsilon)+r_{l}^{B}(1+i \epsilon)(-1+2 i \epsilon) \times A\right] \\
& =i\left(\frac{\partial}{\partial \lambda_{l}^{C}} \ln r_{l}^{C}\right)+\sum_{m \neq l}^{N} \frac{2}{\left(\lambda_{l}^{C}-\lambda_{m}^{C}\right)^{2}+1},
\end{align*}
$$

where have use Eq. (2.109) and Eq. (2.110), and $A=\prod_{m \neq l}^{N} \frac{f\left(\lambda_{l}^{\lambda}, \lambda_{m}^{\mathcal{C}}\right)}{f\left(\lambda_{m}^{C}, \lambda_{l}^{\beta}\right)}$. The off-diagonal terms can be calculate in the same way

$$
\begin{equation*}
M_{l k}=\frac{-2}{\left(\lambda_{k}^{C}-\lambda_{l}^{C}\right)^{2}+1}+O(\epsilon) \tag{2.113}
\end{equation*}
$$

Therefore generally speaking, the Gaudin matrix is

$$
\begin{equation*}
M_{l k}=\delta_{l k}\left[i\left(\frac{\partial}{\partial \lambda_{l}^{C}} \ln r_{l}^{C}\right)+\sum_{m}^{N} \frac{2}{\left(\lambda_{l}^{C}-\lambda_{m}^{C}\right)^{2}+1}\right]-\frac{2}{\left(\lambda_{k}^{C}-\lambda_{l}^{C}\right)^{2}+1} . \tag{2.114}
\end{equation*}
$$

To simplify our result, let us introduce a set of new variables

$$
\begin{align*}
\phi_{k} & =i \ln r_{k}+i \sum_{j=1, j \neq k}^{N} \ln \frac{f\left(\lambda_{k}, \lambda_{j}\right)}{f\left(\lambda_{j}, \lambda_{k}\right)} \\
& =i \ln \left(\left(\frac{\lambda_{k}-\frac{i}{2}}{\lambda_{k}+\frac{i}{2}}\right)^{L} \prod_{j \neq k} \frac{\lambda_{k}-\lambda_{j}+i}{\lambda_{k}-\lambda_{j}-i}\right), \quad k=1, \ldots, N \tag{2.115}
\end{align*}
$$

notice that expression in the big parentheses is the right hand side of Bethe Equation (8). Then the Gaudin matrix can be written as

$$
\begin{equation*}
M_{l k}=\frac{\partial \phi_{k}}{\partial \lambda_{l}} \tag{2.116}
\end{equation*}
$$

Then the square of the norm in the on-shell limit yields

$$
\begin{equation*}
S_{N}=\prod_{j=1, j \neq k}^{N} \prod_{k=1}^{N} f\left(\lambda_{j}, \lambda_{k}\right) \operatorname{det} \frac{\partial \phi_{p}}{\partial \lambda_{q}} . \tag{2.117}
\end{equation*}
$$

We will use this result in Chapter 4 for the calculation of one-point functions, and the Gaudin matrix. For relevant calculation of $S U(3)$ model and $S O(6)$ model, one can refer to [21], [22] respectively.

## Chapter 3

## Bethe ansatz in $\mathcal{N}=4$ SYM

## $3.1 \mathcal{N}=4$ SYM

### 3.1.1 Action

Symmetries usually introduce more constraints in a theory, since they give more conserved quantities and invariance that need to be satisfied by physical quantities. Likewise, the supersymmetry(SUSY) gives rise to non-renormalization theorems: the correlation functions are better behaved and the interacting terms in the action are not renormalized at any order both in perturbative level and non-perturbative level. The situation becomes better when we consider $\mathcal{N}=4$ SUSY: the system contains so many constraints that it actually conformal invariant. That is to say not only the interaction term in the action stays same at all order, but also there is no renormalization of coupling constants, i.e. $\beta$ functions vanishes at all loops. The action of $N=4$ SYM theory reads [23]

$$
\begin{align*}
S=\frac{2}{g_{Y M}^{2}} \int d^{4} x \operatorname{tr}[ & -\frac{1}{4} F_{\mu v} F^{\mu v}-\frac{1}{2} D_{\mu} \phi^{i} D^{\mu} \phi^{i}  \tag{3.1}\\
& \left.+\frac{i}{2} \bar{\psi} \Gamma^{\mu} D_{\mu} \psi+\frac{1}{2} \bar{\psi} \Gamma^{i}\left[\phi_{i}, \psi\right]+\frac{1}{4}\left[\phi_{i}, \phi_{j}\right]\left[\phi_{i}, \phi_{j}\right]\right]
\end{align*}
$$

where $\Gamma$ denotes the ten-dimensional gamma matrices, which is a reminiscent of Kaluza Klein reduction from ten dimensional $\mathcal{N}=1 \mathrm{SYM}$ to four dimensional $\mathcal{N}=4 \mathrm{SYM}$. And the field strength $F_{\mu v}$ and the covariant derivative $D_{\mu}$ are defined via

$$
\begin{align*}
F_{\mu \nu} & =\partial_{\mu} A_{v}-\partial_{\nu} A_{\mu}-i\left[A_{\mu}, A_{\nu}\right],  \tag{3.2}\\
D_{\mu} \phi_{i} & =\partial_{\mu} \phi_{i}-i\left[A_{\mu}, \phi_{i}\right], \quad D_{\mu} \psi=\partial_{\mu} \psi-i\left[A_{\mu}, \psi\right] .
\end{align*}
$$

The field content of the theory corresponds to $\mathcal{N}=4$ massless vector multiplet, can be fully determined by supersymmetry. It contains six real scalar fields $\phi^{i}$, transforms in the antisymmetric 6 representation of global R-symmetry group $S O(6) \simeq S U(4)$, one gauge field $A_{\mu}$ which is a singlet $\mathbf{1}$ under the $R$-symmetry, and four Weyl fermions $\psi^{A}$ transforms in the fundamental representation 4 of $S U(4)$. In addition, the local gauge symmetry is $\operatorname{SU}(N)$. All the fields transforms in the adjoint representation of the gauge group. We will denote the color components of, say, the scalar $\phi^{i}$ as $\left[\phi^{i}\right]_{a b}$, where $a, b=1, \ldots, N$ are color indices.

### 3.1.2 Gauge invariant operator in $\mathcal{N}=4$ SYM

In our theory, the gauge invariant operators are made up of the trace of the various fields that belong to the $\mathcal{N}=4$ multiplet. The fields $\chi$ (scalar field $\phi$, Weyl spinor field $\psi$ and the field strength $F$ ) as mentioned before transform under adjoint representation of $\operatorname{SU}(N)$, the
infinitesimal gauge transformation takes

$$
\begin{equation*}
\chi \rightarrow \chi+[\varepsilon, \chi] \tag{3.3}
\end{equation*}
$$

where $\varepsilon$ is the generator of gauge transformation, a field that transforms like this is said to transform covariantly. And the gauge field $A_{\mu}$ transforms as

$$
\begin{equation*}
A_{\mu} \rightarrow A_{\mu}+\partial_{\mu} \varepsilon+\left[\varepsilon, A_{\mu}\right] . \tag{3.4}
\end{equation*}
$$

It can be shown that $D_{\mu} \chi$ also transforms covariantly. We can make gauge invariant local composite operators by taking traces of combinations of different field that transforms covariantly under gauge group, of course these fields need to be valued at same space-time point. A single trace composite gauge-invariant operator $\mathcal{O}$ is given by

$$
\begin{equation*}
\mathcal{O}(x)=\operatorname{Tr}\left[\chi_{1}(x) \chi_{2}(x) \ldots \chi_{L}(x)\right] \tag{3.5}
\end{equation*}
$$

where $L$ is the number of combined fields. Obviously the product of single trace operators is also gauge invariant. Since we are only interested in the planar limit of our theory, where $g_{Y M} \rightarrow 0, N \rightarrow \infty$ with 't Hooft coupling

$$
\begin{equation*}
\lambda=g_{Y M}^{2} N \tag{3.6}
\end{equation*}
$$

kept fixed. If we restrict ourselves to colors $N \rightarrow \infty$ limit, one can show that only the single trace operators will contribute, the operators composed of single trace operators will be suppressed by $O\left(\frac{1}{N}\right)$ when considering the correlation functions.

### 3.2 One-loop anomalous dimensions

In conformal world, the correlation functions are highly restrict. One point functions can be chosen to be vanished, two-point functions are completely fixed by their scalar dimension $\Delta$, and three-point functions can be fixed up to a structure constant $\lambda$. With the knowledge of conformal data $(\Delta, \lambda)$, higher-point correlation functions can be completely determined by conformal bootstrap. The two-point functions take the form as [24]

$$
\begin{equation*}
\left\langle\mathcal{O}^{i}(x) \overline{\mathcal{O}}^{j}(y)\right\rangle \sim \frac{c_{i j}}{|x-y|^{2 \Delta_{i}}}, \tag{3.7}
\end{equation*}
$$

with $c_{i j}=0$ for $\Delta_{i} \neq \Delta_{j}$. One can also do a rotation of fields and a normalization to set $c_{i j}=\delta_{i j}$ given the composite operators has the same matter content.

To keep our store short, we will only focus on one-loop order of the planar limit. And the single trace operators are only made up of the six scalar fields, the so-called $\mathrm{SO}(6)$ sector since these scalars transform in the fundamental representation of it. We define our unrenormalized single trace operator as

$$
\begin{equation*}
\mathcal{O}_{I}^{\text {bare }}=\operatorname{Tr}\left[\phi_{i_{1}} \ldots \phi_{i_{L}}\right] . \tag{3.8}
\end{equation*}
$$

Where $i_{k}$ runs $\{1, \ldots, 6\}$, and bare dimension $\Delta_{I}^{(0)}=L$. Due to the fact that there is no conformal anomaly in our theory, so the conformal symmetry is valid at all loop level. Then the two-point function of a operator like Eq. (8) with itself reads

$$
\begin{equation*}
\left\langle\mathcal{O}_{I}^{\text {bare }}(x) \overline{\mathcal{O}}_{I}^{\text {bare }}(y)\right\rangle \sim c_{I} N^{L} \frac{1}{|x-y|^{2 \Delta}}, \tag{3.9}
\end{equation*}
$$

where the dimension $\Delta=\Delta^{(0)}+\gamma$, with $\Delta^{(0)}$ being the bare dimension, $\gamma$ being the anomalous dimension because of the quantum correction, and $c_{I}$ is the number of cyclic permutation that keep $I=\left\{i_{1}, i_{2}, \ldots, i_{L}\right\}$ invariant [13]. For our case the single trace operators are made up only of scalar field, hence $\Delta^{(0)}=L$, and if we consider, say, operators with $\{121212\}$, then $c_{I}=3$.

Consider the small gauge coupling, then the corresponding quantum correction is also way more small than classical quantity, $\gamma \ll \Delta^{(0)}$. Expand Eq. (3.9) around classical value

$$
\begin{equation*}
\left\langle\mathcal{O}_{I}^{\text {bare }}(x) \overline{\mathcal{O}}_{I}^{\text {bare }}(y)\right\rangle \sim c_{I} N^{L} \frac{1}{|x-y|^{2 \Delta^{(0)}}}\left(1-\gamma \ln \Lambda^{2}(x-y)^{2}\right) \tag{3.10}
\end{equation*}
$$

where $\Lambda$ is an energy cut-off to keep the dimension correct. (About this approximation, one should specify it use the diagram to calculate the number of cyclic permutations that leaves $I=\left\{i_{1}, i_{2}, \ldots, i_{L}\right\}$ invariant.) Instead of using a cut-off, we will use dimensional regularization in later calculation, which is

$$
\begin{equation*}
d \rightarrow d-2 \varepsilon, \quad g_{Y M} \rightarrow g_{Y M} \mu^{\varepsilon} \tag{3.11}
\end{equation*}
$$

where $d=4$ is the dimension, and $\mu$ is a parameter with dimension of mass.

### 3.2.1 Two-point functions

Since we are only interested in the scalar part of our theory, then we could write the free bosonic part of of our Lagrangian to get the propagator

$$
\begin{equation*}
\mathcal{L}_{\text {free }}=\frac{2}{g_{Y M}^{2}} \operatorname{Tr}\left[\frac{1}{2} A_{\mu}\left(\eta^{\mu v} \square-\partial^{\mu} \partial^{v}\right) A_{v}+\frac{1}{2} \phi_{i} \square \phi_{i}\right], \tag{3.12}
\end{equation*}
$$

one can read the following free propagators

$$
\begin{align*}
\left\langle\phi_{a b}^{i}(x) \phi_{c d}^{j}(y)\right\rangle_{0} & =\frac{g_{Y M}^{2}}{2} \delta_{i j} \delta_{a d} \delta_{b c} \int \frac{d^{4} p}{(2 \pi)^{4}} \frac{-i}{p^{2}} e^{i p(x-y)}  \tag{3.13}\\
\left\langle A_{a b}^{\mu}(x) A_{c d}^{v}(y)\right\rangle_{0} & =\frac{g_{Y M}^{2}}{2} \eta^{\mu v} \delta_{a d} \delta_{b c} \int \frac{d^{4} p}{(2 \pi)^{4}} \frac{-i}{p^{2}} e^{i p(x-y)} .
\end{align*}
$$

with 0 denote vacuum in free theory. The above integral can be evaluated using

$$
\begin{align*}
& \int \frac{d^{d} p}{(2 \pi)^{\frac{1}{d}}} \frac{-i}{\left(p^{2}\right)^{2}} e^{i p x} \\
& \quad=\frac{-i}{i^{n}} \frac{1}{(n-1)!} \int_{0}^{\infty} d s s^{n-1} \int \frac{d^{d} p}{(2 \pi)^{d}} e^{i s p^{2}+i p \cdot x}  \tag{3.14}\\
& \quad=\frac{-i}{i^{n}} \frac{1}{(n-1)!} \frac{(\pi)^{d / 2}}{(2 \pi)^{d}} i^{(2-d) / 2} \int_{0}^{\infty} d s e^{-i \frac{x^{2}}{4 s}} s^{n-1-d / 2} \\
& \quad=(i)^{-d} \frac{1}{4^{n} \pi^{d / 2}} \frac{\Gamma\left(\frac{d}{2}-n\right)}{\Gamma(n)} \frac{1}{\left(x^{2}\right)^{d / 2-n}} .
\end{align*}
$$

Where the second line we used Schwinger parametrization and third line Gauss integral. We denote

$$
\begin{align*}
K_{\varepsilon}(x, y) & =\frac{\left(g_{Y M} \mu^{\varepsilon}\right)^{2}}{2} \int \frac{d^{4-2 \varepsilon} p}{(2 \pi)^{4-2 \varepsilon}} \frac{-i}{p^{2}} e^{i p(x-y)}=\frac{\left(g_{Y M} \mu^{\varepsilon}\right)^{2}}{2} \frac{\Gamma(1-\varepsilon)}{4 \pi^{2-\varepsilon}} \frac{1}{\left[(x-y)^{2}\right]^{1-\varepsilon}} \\
& =\frac{g_{Y M}^{2}}{8 \pi^{2}(x-y)^{2}}\left(1+\varepsilon\left(\gamma_{E}+\log \pi(x-y)^{2}+2 \log \mu\right)+O\left(\varepsilon^{2}\right)\right) \tag{3.15}
\end{align*}
$$

as the scalar propagator after the dimensional regularization.
In path integral formalism the n -point correlation function are given

$$
\begin{equation*}
\langle\Omega| T\left\{\hat{\phi}\left(x_{1}\right) \ldots \hat{\phi}\left(x_{n}\right)\right\}|\Omega\rangle=\frac{\int \mathcal{D} \phi \phi\left(x_{1}\right) \ldots \phi\left(x_{n}\right) e^{i S}}{\int \mathcal{D} e^{i S}} \tag{3.16}
\end{equation*}
$$

where $T$ is the time-ordering operator, and $|\Omega\rangle$ is the vacuum of the full action. The generating functions can be written in the presence of a classical external source term $J(x)$ for $\phi(x)$

$$
\begin{equation*}
Z[J]=\int \mathcal{D} \phi \exp \left(i S+i \int d^{4} x J(x) \phi(x)\right) \tag{3.17}
\end{equation*}
$$

then Eq. (3.16) can be rewritten as

$$
\begin{align*}
& \langle\Omega| T\left\{\hat{\phi}\left(x_{1}\right) \ldots \hat{\phi}\left(x_{n}\right)\right\}|\Omega\rangle=\left.(-i)^{n} \frac{1}{Z[0]} \frac{\delta Z(J)}{\delta J\left(x_{1}\right) \ldots \delta J\left(x_{n}\right)}\right|_{J=0} \\
& =\frac{1}{Z[0]} \int \mathcal{D} \phi \phi\left(x_{1}\right) \ldots \phi\left(x_{n}\right) e^{i S} \\
& =\frac{1}{Z[0]} \int \mathcal{D} \phi \phi\left(x_{1}\right) \ldots \phi\left(x_{n}\right) e^{i \int d^{4} x \mathcal{L}_{\text {free }}+\mathcal{L}_{\text {int }}} \\
& =\frac{1}{Z[0]} \int \mathcal{D} \phi \phi\left(x_{1}\right) \ldots \phi\left(x_{n}\right)\left(1+i \int d^{4} x \mathcal{L}_{\text {int }}(x)\right. \\
& \left.\quad-\frac{1}{2} \int d^{4} x \mathcal{L}_{\text {int }}(x) \int d^{4} y \mathcal{L}_{\text {int }}(y)+\ldots\right) e^{i \int d^{4} x \mathcal{L}_{\text {free }}} \\
& =  \tag{3.18}\\
& \left\langle\phi\left(x_{1}\right) \ldots \phi\left(x_{n}\right)\left(1+i \int d^{4} x \mathcal{L}_{\text {int }}(x)-\frac{1}{2} \int d^{4} x \mathcal{L}_{\text {int }}(x) \int d^{4} y \mathcal{L}_{\text {int }}(y)+\ldots\right\rangle_{0}\right.
\end{align*}
$$

where we have choose the normalization $Z[0]=0$. Then one can evaluate the correlation functions using the Feynman rules.

At one-loop order, there are only three type of diagrams [5] that contribute to the two-point functions, see Fig. 3.1
The color structure is completely fixed since we want planar Feynman diagram, the flavor structure is what we are interested in. We could compute the first two diagrams, but since gluon fields $A_{\mu}$ have no $S O(6)$ R-charges and the flavor of a scalar must be same in the self energy diagram. Therefore, these two diagram will only give us terms like $\delta_{i, i^{\prime}}$ and $\delta_{i i^{\prime}} \delta_{j j^{\prime}}$. And later we will fixed it by choose a special correlation function.

Now we can calculate the only no-trivial diagram quartic interaction, it turns out quiet easy.

(A) Gluon exchange

(B) Self energy

(C) Quartic scalar vertex

Figure 3.1: one-loop Feynman diagrams [13]

The tree level calculation is quite easy

$$
\begin{equation*}
\left\langle\left[\phi_{i} \phi_{j}\right]_{a b}(x)\left[\phi_{j^{\prime}} \phi_{i^{\prime}}\right]_{b^{\prime} a^{\prime}}(y)\right\rangle_{0}=N K_{\varepsilon}^{2}(x, y) \tag{3.19}
\end{equation*}
$$

One loop level would be

$$
\begin{align*}
& \left\langle\left[\phi_{i} \phi_{j}\right]_{a b}(x)\left[\phi_{j^{\prime}} \phi_{i^{\prime}}\right]_{b^{\prime} a^{\prime}}(y)\right\rangle \\
& =\frac{i}{2\left(g_{Y M} \mu^{\varepsilon}\right)^{2}}\left\langle\left[\phi_{i} \phi_{j}\right]_{a b}(x)\left(\int d^{4-2 \varepsilon} z\left[\phi_{k}(z), \phi_{l}(z)\right]\left[\phi_{k}(z), \phi_{l}(z)\right]\right)\left[\phi_{j^{\prime}} \phi_{i^{\prime}}\right]_{b^{\prime} a^{\prime}}(y)\right\rangle_{0} \\
& =\frac{i}{2\left(g_{Y M} \mu^{\varepsilon}\right)^{2}} \int d^{4-2 \varepsilon} z K_{\varepsilon}^{2}(x, z) K_{\varepsilon}^{2}(z, y) 2 N^{2} \delta_{a, a^{\prime}} \delta_{b, b^{\prime}}\left(4 \delta_{i, j^{\prime}} \delta_{j, i^{\prime}}-2 \delta_{i, i^{\prime}} \delta_{i j^{\prime}}-2 \delta_{i, j} \delta_{i^{\prime}, j^{\prime}}\right) \tag{3.20}
\end{align*}
$$

To get the flavor indices $4 \delta_{i, j^{\prime}} \delta_{j, i^{\prime}}$ and $2 \delta_{i, i^{\prime}} \delta_{j, j^{\prime}}+2 \delta_{i, j} \delta_{i^{\prime}, j^{\prime}}$, we can set $1,2,3,4=[k, l, k, l]$ or $1,2,3,4=[k, k, l, l]$ in Fig. 3.2a respectively, with [] denote as circling permutation. So we are left with the integral

$$
\begin{align*}
& \int d^{4-2 \varepsilon} z K_{\varepsilon}^{2}(x, z) K_{\varepsilon}^{2}(z, y) \\
& =\left[\frac{\left(g_{Y M} \mu^{\varepsilon}\right)^{2}}{2} \frac{\Gamma(1-\varepsilon)}{4 \pi^{2-\varepsilon}}\right]^{4} \int d^{4-2 \varepsilon} z \frac{1}{\left[(x-z)^{2}\right]^{2-2 \varepsilon}\left[(z-y)^{2}\right]^{2-2 \varepsilon}}  \tag{3.21}\\
& =i\left(g_{Y M} \mu^{\varepsilon}\right)^{2}\left(\frac{\Gamma(1-\varepsilon)}{8 \pi^{2-\varepsilon}}\right)^{4} \pi^{2-\varepsilon} G(2-2 \varepsilon, 2-2 \varepsilon),
\end{align*}
$$

where we have used the formula

$$
\begin{equation*}
\int d^{4-2 \varepsilon} p \frac{1}{\left[p^{2}\right]^{\lambda_{1}}\left[(p-q)^{2}\right]^{\lambda_{2}}}=i \pi^{2-\varepsilon} G\left(\lambda_{1}, \lambda_{2}\right) \frac{1}{\left[q^{2}\right]^{\lambda_{1}+\lambda_{2}+\varepsilon-2}} \tag{3.22}
\end{equation*}
$$

with

$$
\begin{equation*}
G\left(\lambda_{1}, \lambda_{2}\right)=\frac{\Gamma\left(\lambda_{1}+\lambda_{2}+\varepsilon-2\right) \Gamma\left(2-\lambda_{1}-\varepsilon\right) \Gamma\left(2-\lambda_{2}-\varepsilon\right)}{\Gamma\left(\lambda_{1}\right) \Gamma\left(\lambda_{2}\right) \Gamma\left(4-\lambda_{1}-\lambda_{2}-2 \varepsilon\right)} \tag{3.23}
\end{equation*}
$$

So Eq. 3.20 is equivalent to

$$
\begin{align*}
\left\langle\left[\phi_{i} \phi_{j}\right]_{a b}(x)\left[\phi_{j^{\prime}} \phi_{i^{\prime}}\right]_{b^{\prime} a^{\prime}}(y)\right\rangle_{\lambda}= & -\frac{\lambda}{16 \pi^{2}} N K_{\varepsilon}^{2}(x, y) \delta_{a a^{\prime}} \delta_{b b^{\prime}}\left(2 \delta_{i, j^{\prime}} \delta_{, i^{\prime}}-\delta_{i, i^{\prime}} \delta_{j, j^{\prime}}-\delta_{i, j} \delta_{i^{\prime} j^{\prime}}\right) \\
& \times\left(\frac{1}{\varepsilon}+1+\gamma_{E}+\log \left(\pi(x-y)^{2}\right)+O(\varepsilon)\right. \tag{3.24}
\end{align*}
$$


(A) 4-pt quartic scalar interaction

(B) 2L-pt quartic scalar vertex in one-loop level

Figure 3.2: Quartic scalar vertex interaction

Combine Eq. (3.24) and Eq. (3.19)

$$
\begin{align*}
\left\langle\left[\phi_{i} \phi_{j}\right]_{a b}(x)\left[\phi_{j^{\prime}} \phi_{i^{\prime}}\right]_{b^{\prime} a^{\prime}}(y)\right\rangle_{\lambda}=N K_{\varepsilon}^{2}(x, y)[ & 1-\frac{\lambda}{16 \pi^{2}}\left(\frac{1}{\varepsilon}+1+\gamma_{E}+\log \left(\pi(x-y)^{2}\right)\right. \\
& \left.\times \delta_{a a^{\prime}} \delta_{b b^{\prime}}\left(2 \delta_{i, j^{\prime}} \delta_{j, i^{\prime}}-\delta_{i, i^{\prime}} \delta_{j, j^{\prime}}-\delta_{i, j} \delta_{i^{\prime} j^{\prime}}\right)+O(\varepsilon)\right] . \tag{3.25}
\end{align*}
$$

If we promote this result to the operator like the type in Eq. (3.8), the corresponding two-line diagram will be Fig. 3.2b. The corresponding one-loop contribution to the correlator is

$$
\begin{align*}
\left\langle\mathcal{O}_{I}^{\text {bare }}(x) \overline{\mathcal{O}}_{I}^{\text {bare }}(y)\right\rangle_{\lambda}= & -\frac{\lambda}{16 \pi^{2}} N^{L} K_{\varepsilon}^{L}(x, y)\left(\frac{1}{\varepsilon}+1+\gamma_{E}+\log \left(\pi(x-y)^{2}\right)\right. \\
& \times \sum_{\ell=1}^{L}\left(C-2 \mathbb{P}_{l+l+1}+\mathbb{K}_{l, l+1}\right)\left(\delta_{i_{1} j_{1}} \delta_{i_{2}, j_{2}} \ldots \delta_{i_{L}, j_{L}}+\text { cycles perm. }\right) \tag{3.26}
\end{align*}
$$

Above equation, to simplify our notion for too many Kronecker deltas, we use a permutation operator and a trace operator

$$
\begin{align*}
\mathbb{P}_{\ell, \ell+1} \ldots \delta_{i_{\ell} j_{k}} \delta_{i_{\ell+1} j_{k+1}} & \cdots  \tag{3.27}\\
\mathbb{K}_{\ell, \ell+1} \ldots \delta_{i_{\ell} j_{k}} \delta_{i_{\ell+1} j_{k+1}} & =\ldots
\end{align*}=\ldots \delta_{i_{\ell+1} j_{k}} \delta_{i_{\ell} j_{k+1}} \ldots, \delta_{i_{\ell} i_{\ell+1}} \delta_{j_{k} j_{k+1}} \ldots,
$$

to keep track of the flavor structure. So in conclusion, one would get the following correlation function for operators Eq. (3.8)

$$
\begin{equation*}
\left\langle\mathcal{O}_{I}^{\text {bare }}(x) \overline{\mathcal{O}}_{I}^{\text {bare }}(y)\right\rangle_{\varepsilon}=c_{I} N^{\Delta^{(0)}} K_{\varepsilon}^{\Delta^{(0)}}(x, y)\left[1-\frac{1}{c_{I}}\left(\frac{1}{\varepsilon}+1+\gamma_{E}+\log \left(\pi(x-y)^{2}\right) \hat{D}\right]\right. \tag{3.28}
\end{equation*}
$$

where

$$
\begin{align*}
\hat{D} & =\hat{\Gamma}\left(\delta_{i_{1}, j_{1}} \delta_{i_{2}, j_{2}} \ldots \delta_{i_{L}, j_{L}}+\text { cycles perm. }\right) \\
\text { with } \quad \hat{\Gamma} & =\frac{\lambda}{16 \pi^{2}} \sum_{\ell=1}^{L}\left(C-2 \mathbb{P}_{l, l+1}+\mathbb{K}_{l, l+1}\right) \tag{3.29}
\end{align*}
$$

Compare with Eq. (3.10), one could say that the one-loop anomalous dimension is actually the operator $\Gamma$ whose eigenvalue is $\gamma$. And the rest variables are independent of the specific form $\mathcal{O}^{\text {bare }}$, except $c_{I}$ which is trivial.

To find $C$, we notice that an operator in the symmetric representation of $S O(6)$ is a chiral primary operator, i.e. $\mathcal{O}=\operatorname{Tr}\left[Z^{L}\right]$ with $Z=\phi_{3}+i \phi_{6}$, which means its quantum number is protected, hence anomalous dimension is zero. The symmetric representations are traceless, hence $\mathbb{P}$ and $\mathbb{K}$ will give us 1 and 0 retrospectively, so $C=2$.

$$
\begin{equation*}
\hat{\Gamma}=\frac{\lambda}{16 \pi^{2}} \sum_{\ell}^{L}\left(2-2 \mathbb{P}_{l, l+1}+\mathbb{K}_{l, l+1}\right) \tag{3.30}
\end{equation*}
$$

## 3.3 $\operatorname{SO}(6)$ spin chain and state-operator correspondence

To make our life simple, we make a combination of real scalar fields into complex ones as follows

$$
\begin{array}{ll}
X=\phi_{1}+i \phi_{4}, & Y=\phi_{2}+i \phi_{5}, \\
\bar{X}=\phi_{3}+i \phi_{6}  \tag{3.31}\\
\bar{X}=\phi_{1}-i \phi_{4}, & \bar{Y}=\phi_{2}-i \phi_{5}, \\
\bar{Z}=\phi_{3}-i \phi_{6}
\end{array}
$$

Then we can identify the $S U(2)$ sub-sector with $X$ and $Y$ or other two non-conjugated fields, the $S U(3)$ sub-sector is form by $X, Y, Z$. The $S O(6)$ sector is proved to be closed at one-loop level [25], so we can make the following identification

$$
\begin{equation*}
\mathcal{O}=\left(\frac{8 \pi^{2}}{\lambda}\right)^{\frac{L}{2}} \frac{\mathcal{Z}}{\sqrt{L}} \frac{\operatorname{Tr} \prod_{l=1}^{L}\left(\left\langle 1_{l}\right| \otimes X+\left\langle 2_{l}\right| \otimes Y+\left\langle 3_{l}\right| \otimes Z+\left\langle 4_{l}\right| \otimes \bar{X}+\left\langle 5_{l}\right| \otimes \bar{Y}+\left\langle 6_{l}\right| \otimes \bar{Z}\right)|\mathbf{u}\rangle}{\sqrt{\langle\mathbf{u} \mid \mathbf{u}\rangle}} \tag{3.32}
\end{equation*}
$$

where the Bethe state $|\mathbf{u}\rangle$ is the eigenstate of Hamiltonian

$$
\begin{equation*}
H=\sum_{\ell=1}^{L}\left(2-2 \mathbb{P}_{l, l+1}+\mathbb{K}_{l, l+1}\right) \tag{3.33}
\end{equation*}
$$

And the states $|\#\rangle$ are basis states in the defining representation of $S O(6)$, we have calculated

$$
\begin{equation*}
\mathcal{Z}=1+\frac{\lambda}{16 \pi^{2}} \frac{\Delta^{(1)}}{2}\left(\frac{1}{\varepsilon}+1+\gamma_{E}+\log \pi\right) \tag{3.34}
\end{equation*}
$$

with $\Delta^{(1)}$ is the eigenvalue of the Hamiltonian on Bethe state.

## Chapter 4

## dCFT and One-point functions

### 4.1 D3-D5 defect in AdS/CFT

As we stated before, the one-point function in the conformal theory should be zero due to scaling invariance

$$
\begin{equation*}
\langle\mathcal{O}\rangle=0 \tag{4.1}
\end{equation*}
$$

But when the conformal symmetry is broken by a defect, one can speculate that the one-point will not vanish. Indeed, when we put a codimension 1 defect in our four-dimensional SYM, consider we put it at the $x_{3}=0$ plane, and the one-point function of the operator $\mathcal{O}_{i}(x)$ is fixed up to a constant

$$
\begin{equation*}
\left\langle\mathcal{O}_{i}(x)\right\rangle=\frac{a_{i}}{x_{3}^{\Delta_{i}}} \tag{4.2}
\end{equation*}
$$

where $x_{3}$ is the distance from the operator to the defect. By the AdS/CFT correspondence, such defected theory has a gravitational dual on the type $I I B$ superstring theory side in $A d S_{5} \times S^{5}$. The defects role is played by insertion of $D 5$ or $D 7$ probe brane in the $A d S_{5} \times S^{5}$ space. We will stick to the $D 5$ probe brane case in this thesis only. These brane will intersect with the usual stacks of D3 branes [12],[26]. The number of D3 branes on the sides of probe brane can differ, resulting in a new parameter $k$, which indicates non-zero background flux.

The gauge group for our $\mathcal{N}=4$ SYM theory will also be different on sides of the defects, $U(N-k)$ for $x_{3}<0$ while $U(N)$ for $x_{3}>0$. However, the $U(N)$ symmetry is also broken for $x_{3}>0$ by assigning a non-zero vacuum expectation value. From the $\mathcal{N}=4 \mathrm{SYM}$, one


Figure 4.1: A codimension one defect sit at $x_{3}=0$ [13]
can derive the classical equations of motion for scalar fields [27]

$$
\begin{equation*}
\frac{d^{2} \phi_{i}^{c l}}{d x_{3}^{2}}=\left[\phi_{j}^{c l},\left[\phi_{j}^{c l}, \phi_{i}^{c l}\right]\right], \quad i=1, \ldots, 6 \tag{4.3}
\end{equation*}
$$

where we have setting fermions $\psi$ and gauge fields $A_{\mu}$ to zero classically, and only concerning time independent solution. We will get the following solutions.
The D3-D5 defect solution with geometry $\operatorname{AdS}_{4} \times S^{2}$ for $x_{3}>0$ is solved by $\mathfrak{s u}_{2}$

$$
\begin{equation*}
\phi_{i}^{c l}=-\frac{\left(t_{i}\right)_{k \times k} \oplus 0_{(N-k) \times(N-k)}}{x_{3}}, \quad i=1,2,3, \quad \phi_{j}^{c l}=0, \quad j=4,5,6, \tag{4.4}
\end{equation*}
$$

where the $k \times k$ matrices $t_{1,2,3}$ are $k$ dimensional representations of $\mathfrak{s u}_{2}$ satisfying

$$
\begin{equation*}
\left[t_{i}, t_{j}\right]=i \epsilon_{i j k} t_{k} \tag{4.5}
\end{equation*}
$$

For $x_{3}<0$, all classical fields are vanishing.

### 4.1.1 $\mathfrak{s u}_{2}$ sector

Consider a general composite single trace operator in $S O(6)$ sector

$$
\begin{equation*}
\mathcal{O}=\Phi^{i_{1} \ldots i_{L}} \operatorname{Tr} \phi_{i_{1}} \ldots \phi_{i_{L}} \tag{4.6}
\end{equation*}
$$

with coefficient $\Phi^{i_{1} \ldots i_{L}}$. It turns out that at tree level, the one-point functions are given by inserting the above classical solutions,

$$
\begin{equation*}
\langle\mathcal{O}\rangle^{c l}=(-1)^{L} \Phi^{i_{1} \ldots i_{L}} \frac{\operatorname{Tr}\left(t_{i_{1}} \ldots t_{i_{L}}\right)}{x_{3}^{L}} \tag{4.7}
\end{equation*}
$$

recall that the trace is taken over the color space, and we will leave the $k$ dependence implicit. Actually, a systematical way of calculating one-point function via spin chain can be achieved by the so called matrix product state (MPS), for $\mathfrak{s u}_{2}$ sector MPS takes the form

$$
\begin{equation*}
|\mathrm{MPS}\rangle_{k}=\operatorname{Tr} \prod_{\ell=1}^{L}\left[t_{1} \otimes|\uparrow\rangle_{\ell}+t_{2}|\downarrow\rangle_{\ell}\right]:=\sum_{i_{n}=1}^{2} \operatorname{Tr}\left[t_{i_{1}} \ldots t_{i_{L}}\right]\left|i_{1} \ldots i_{L}\right\rangle \tag{4.8}
\end{equation*}
$$

where we have used $|1\rangle$ and $|2\rangle$ stands for spin up $|\uparrow\rangle$ and spin down $|\downarrow\rangle$. Using the explicit mapping between the spin chain states and the field operators Eq. (3.32), the one-point function Eq. (4.7) reduces to

$$
\begin{equation*}
\langle\mathcal{O}\rangle_{k}^{c l}=(-1)^{L}\left(\frac{8 \pi^{2}}{\lambda}\right)^{L / 2} \frac{1}{\sqrt{L}} \frac{C_{k}}{x_{3}^{L}}, \quad C_{k}=\frac{\langle\mathrm{MPS} \mid \mathbf{u}\rangle}{\sqrt{\langle\mathbf{u} \mid \mathbf{u}\rangle}} \tag{4.9}
\end{equation*}
$$

Following [28], one can actually proof $C_{k}$ take the following form

$$
\begin{equation*}
C_{k}=i^{L} T_{k-1}(0) \sqrt{\frac{Q\left(\frac{i}{2}\right) Q(0)}{Q^{2}\left(\frac{i k}{2}\right)}} \sqrt{\frac{\operatorname{det} G_{+}}{\operatorname{det} G_{-}}} \tag{4.10}
\end{equation*}
$$

where

$$
\begin{equation*}
T_{n}(u)=\sum_{a=-n / 2}^{n / 2}(u+i a)^{L} \frac{Q\left(u+\frac{n+1}{2} i\right) Q\left(u-\frac{n+1}{2} i\right)}{Q\left(u+\left(a-\frac{1}{2}\right) i\right) Q\left(u+\left(a+\frac{1}{2}\right) i\right)} . \tag{4.11}
\end{equation*}
$$

And we introduce the Baxter Q-function for $S U(2)$ spin chain

$$
\begin{equation*}
Q(v)=\prod_{i=1}^{M}\left(v-u_{i}\right) \tag{4.12}
\end{equation*}
$$

and also the Gaudin determinant $\operatorname{det} G$ for the norm of Bethe states in $\mathfrak{s u}_{2}$ as we have derived in Section 2.3

$$
\begin{equation*}
G_{i j}=\partial_{u_{i}} \Phi_{j}, \quad \text { with } \Phi_{j}=-i \log \left[\left(\frac{u_{j}-\frac{i}{2}}{u_{j}+\frac{i}{2}}\right)^{L} \prod_{n \neq j} \frac{u_{n}-u_{j}+i}{u_{n}-u_{j}-i}\right] \tag{4.13}
\end{equation*}
$$

$G_{ \pm}$are introduced because of the paired structure of the Bethe roots $\left\{u_{i}\right\}=\left\{-u_{i}\right\}$

$$
\begin{equation*}
\left(G_{ \pm}\right)_{i j}=\partial_{u_{i}} \Phi_{j} \pm \partial_{u_{i+\frac{M}{2}}} \Phi_{j} \tag{4.14}
\end{equation*}
$$

$M$ is the number of the excitations.

### 4.1.2 $\mathfrak{s u}_{3}$ sector

The $\mathfrak{s u}_{3}$ sector is quiet similar to the $\mathfrak{s u}_{2}$ case, but with the local Hilbert space is $\mathbb{C}^{3}$, with basis $|1\rangle,|2\rangle,|3\rangle$. The corresponding MPS is

$$
\begin{equation*}
|\mathrm{MPS}\rangle_{k}=\sum_{i_{k}=1}^{3} \operatorname{Tr}\left[t_{i_{1}} \ldots t_{i_{L}}\right]\left|i_{1} \ldots i_{L}\right\rangle \tag{4.15}
\end{equation*}
$$

$t_{i}$ is what we define before. We denote $M_{1}$ as the total number of excitations $|2\rangle$ and $|3\rangle, M_{2}$ as the number of excitations $|3\rangle$. The Bethe equations, see Appendix C, D, for $S U(3)$ fundamental spin chain $\left(L, M_{1}, M_{2}\right)$ are

$$
\begin{align*}
1 & =\left(\frac{u_{m}-\frac{i}{2}}{u_{m}+\frac{i}{2}}\right)^{L} \prod_{n \neq m}^{M_{1}} \frac{u_{m}-u_{n}+i}{u_{m}-u_{n}-i} \prod_{n=1}^{M_{2}} \frac{u_{m}-v_{n}-\frac{i}{2}}{u_{m}-v_{n}+\frac{i}{2}}, \quad m=1, \ldots, M_{1} \\
1 & =\prod_{m=1}^{M_{1}} \frac{v_{n}-u_{m}-\frac{i}{2}}{v_{n}-u_{m}+\frac{i}{2}} \prod_{m \neq n}^{M_{2}} \frac{v_{n}-v_{m}+i}{v_{n}-v_{m}-i}, \quad n=1, \ldots M_{2} \tag{4.16}
\end{align*}
$$

one can use the above equation to fully determine Bethe states $|\mathbf{u}, \mathbf{v}\rangle$. The corresponding Gaudin determinant $G=\operatorname{det} G_{I J}$ are [21] defined by

$$
\begin{equation*}
G_{I J}=\partial_{I} \phi_{J} \tag{4.17}
\end{equation*}
$$

with $I, J=1, \ldots, M_{1}, M_{1}+1, \ldots, M_{1}+M_{2}$, and $\phi$ are obtained by taking the logarithm of the right hand side of Bethe equation

$$
\begin{align*}
& \phi_{m}^{v}=-i \log \left[\left(\frac{v_{m}-\frac{i}{2}}{v_{m}+\frac{i}{2}}\right)^{L} \prod_{n \neq m}^{M_{1}} \frac{v_{m}-v_{n}+i}{v_{m}-v_{n}-i} \prod_{n=1}^{M_{2}} \frac{v_{m}-w_{n}-\frac{i}{2}}{v_{m}-w_{n}+\frac{i}{2}}\right], \quad m=1, \ldots, M_{1} \\
& \phi_{n}^{w}=-i \log \left[\prod_{m=1}^{M_{1}} \frac{w_{n}-v_{m}-\frac{i}{2}}{w_{n}-v_{m}+\frac{i}{2}} \prod_{m \neq n}^{M_{2}} \frac{w_{n}-w_{m}+i}{w_{n}-w_{m}-i}\right], \quad n=1, \ldots M_{2} \tag{4.18}
\end{align*}
$$

Noted that due to integrable properties of MPS, the Bethe roots again have to be paired

$$
\begin{equation*}
\left\{u_{i}, v_{j}\right\}=\left\{-u_{i},-v_{j}\right\} \tag{4.19}
\end{equation*}
$$

And we can also define the $G_{+}$and $G_{-}$follow the same rules as $\mathfrak{s u}(2)$. Then as shown in [14], the one point function can be determinant via

$$
\begin{equation*}
C_{k}^{S U(3)}=\sqrt{\frac{Q_{1}(0) Q_{1}\left(\frac{i}{2}\right)}{\bar{Q}_{2}(0) \bar{Q}_{2}\left(\frac{i}{2}\right)}} T_{k-1} \sqrt{\frac{\operatorname{det} G_{+}}{\operatorname{det} G_{-}}} \tag{4.20}
\end{equation*}
$$

where

$$
\begin{equation*}
T_{n}(x)=\sum_{a=-\frac{n}{2}}^{\frac{n}{2}}(x+i a)^{L} \frac{Q_{1}\left(x+\frac{i(n+1)}{2}\right) Q_{+}(x+i a)}{Q_{1}\left(x+i\left(a+\frac{1}{2}\right)\right) Q_{1}\left(x+i\left(a-\frac{1}{2}\right)\right)} . \tag{4.21}
\end{equation*}
$$

Also we define the Baxter Q-functions

$$
\begin{equation*}
Q_{1}(x)=\prod_{i=1}^{M_{1}}\left(x-u_{i}\right), \quad Q_{2}(x)=\prod_{j=1}^{M_{2}}\left(x-v_{j}\right) \tag{4.22}
\end{equation*}
$$

and $\bar{Q}_{2}(x)=\prod_{j=1, v_{j} \neq=0}^{M_{2}}\left(x-v_{j}\right)$.

### 4.1.3 $\quad \mathfrak{s o}_{6}$ sector

The rank 3 algebra $\mathfrak{s o}_{6}$ sector is quiet similar to the $\mathfrak{s u}_{2}$ case, but with 3 types of excitations. The corresponding MPS is

$$
\begin{equation*}
|\mathrm{MPS}\rangle_{k}=\sum_{i_{k}=1}^{3} \operatorname{Tr}\left[t_{i_{1}} \ldots t_{i_{L}}\right]\left|\phi_{i_{1}} \ldots \phi_{i_{L}}\right\rangle \tag{4.23}
\end{equation*}
$$

$t_{i}$ is what we define before, and $\phi$ are the scalar fields. We denote $M$ as the total number of excitations, $N_{ \pm}$as the number of excitations for specific type. Follow Eq. (C.61) the Bethe equations for $S O(6)$ fundamental spin chain $\left(L, M, N_{ \pm}\right)$are

$$
\begin{align*}
1 & =\left(\frac{u_{i}-\frac{i}{2}}{u_{i}+\frac{i}{2}}\right)^{L} \prod_{j \neq i}^{M} \frac{u_{i}-u_{j}+i}{u_{i}-u_{j}-i} \prod_{k=1}^{N_{+}} \frac{u_{i}-v_{k}^{+}-\frac{i}{2}}{u_{i}-v_{k}^{+}+\frac{i}{2}} \prod_{k=1}^{N_{-}} \frac{u_{i}-v_{k}^{-}-\frac{i}{2}}{u_{i}-v_{k}^{-}+\frac{i}{2}}, \quad i=1, \ldots, M \\
1 & =\prod_{k=1}^{M} \frac{v_{i}^{+}-u_{k}-\frac{i}{2}}{v_{i}^{+}-u_{k}+\frac{i}{2}} \prod_{m \neq i}^{N_{+}} \frac{v_{i}^{+}-v_{m}^{+}+i}{v_{i}^{+}-v_{m}^{+}-i^{\prime}}, \quad i=1, \ldots N_{+}  \tag{4.24}\\
1 & =\prod_{k=1}^{M} \frac{v_{i}^{-}-u_{k}-\frac{i}{2}}{v_{i}^{-}-u_{k}+\frac{i}{2}} \prod_{m \neq i}^{N_{-}} \frac{v_{i}^{-}-v_{m}^{-}+i}{v_{i}^{-}-v_{m}^{-}-i^{-}}, \quad i=1, \ldots N_{-}
\end{align*}
$$

one can use the above equation to fully determine Bethe eigenstates $\left|\mathbf{u}, \mathbf{v}^{ \pm}\right\rangle$. The corresponding Gaudin determinant $G=\operatorname{det} G_{I J}$ [22] are defined by

$$
\begin{equation*}
G_{I J}=\partial_{I} \phi_{J} \tag{4.25}
\end{equation*}
$$

with $I, J=1, \ldots, M+N_{+}+N_{-}$, and $\phi$ are obtained by taking the logarithm of the right hand side of Bethe equation. Noted that due to integrable properties of MPS, the Bethe roots again have to be paired

$$
\begin{equation*}
\left\{u_{i}, v_{j}^{ \pm}\right\}=\left\{-u_{i},-v_{j}^{ \pm}\right\} \tag{4.26}
\end{equation*}
$$

And we can also define the $G_{+}$and $G_{-}$follow the same rules as $\mathfrak{s u}(2)$. Then as shown in [29], the one point function can be determinant via

$$
\begin{equation*}
C_{k}^{S O(6)}=\sqrt{\frac{Q_{1}(0) Q_{1}\left(\frac{i}{2}\right) Q_{1}\left(\frac{i k}{2}\right) Q_{1}\left(\frac{i k}{2}\right)}{\bar{Q}_{+}(0) \bar{Q}_{+}\left(\frac{i}{2}\right) \bar{Q}_{-}(0) \bar{Q}_{-}\left(\frac{i}{2}\right)}} \mathbb{T}_{k-1} \sqrt{\frac{\operatorname{det} G_{+}}{\operatorname{det} G_{-}}}, \tag{4.27}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbb{T}_{n}(x)=\sum_{a=-\frac{n}{2}}^{\frac{n}{2}}(x+i a)^{L} \frac{Q_{+}(x+i a) Q_{-}(x+i a)}{Q_{1}\left(x+i\left(a+\frac{1}{2}\right)\right) Q_{1}\left(x+i\left(a-\frac{1}{2}\right)\right)} \tag{4.28}
\end{equation*}
$$

Also we define the Baxter Q-functions

$$
\begin{equation*}
Q_{1}(x)=\prod_{i=1}^{M}\left(x-u_{i}\right), \quad Q_{ \pm}(x)=\prod_{j=1}^{N_{ \pm}}\left(x-v_{j}^{ \pm}\right) \tag{4.29}
\end{equation*}
$$

and $\bar{Q}_{ \pm}(x)=\prod_{j=1, v_{j}^{ \pm} \neq 0}^{N_{ \pm}}\left(x-v_{j}^{ \pm}\right)$.

## Chapter 5

## Matrix product states and twisted Boundary Yang-Baxter Equation

In defected $\mathcal{N}=4$ super Yang-Mills, our one-point functions calculation involves matrix product states (MPS). Such states will be proved integrable [29], such that its overlaps with the eigenstates can be expressed in a simple factorized form. Moreover, one can use the definition of such integrability to show that any such MPS will correspond to a solution to the twisted Boundary Yang-Baxter equation (BYB). On the other hand, the twisted Boundary Yang-Baxter equation is deeply related to the twisted Yangian algebra, a specific solution to BYB is a representation of twisted Yangian. Due to the Hopf algebra structure of twisted Yangian, one can get higher representation by taking a coproduct in the lower representation. Such procedure is called dressing, that it corresponds to acting with a transfer matrix on the lower state, and the new state is also integrable by definition. We will focus on the two cases we pay attend to in the Chapter 3, $(S U(3), S O(3))$ and $(S O(6), S O(3) \times S O(3))$. Where the first entry suggest the symmetry of the spin chain, and the second entry suggest the symmetry of the MPS which will be defined later.

### 5.1 Integrable states

As a reminder, the key object in integrable model is the so-called R-matrix, and such integrable model will be symmetric with respect to certain Lie group $\mathcal{G}$ if

$$
\begin{equation*}
\left[G_{1} \otimes G_{2}, R_{12}\right]=0, \tag{5.1}
\end{equation*}
$$

with $G_{1}, G_{2} \in \mathcal{G}$. There are two classes of such models we will focus on. First $\mathcal{G}=\operatorname{SU}(N)$, the corresponding R-matrix will be

$$
\begin{equation*}
R(u)=\mathbb{I}+\frac{\mathbb{P}}{u}, \tag{5.2}
\end{equation*}
$$

second class would be $\mathcal{G}=S O(N)$

$$
\begin{equation*}
R(u)=\mathbb{I}+\frac{\mathbb{P}}{u}-\frac{\mathbb{K}}{u+\kappa} . \tag{5.3}
\end{equation*}
$$

Here $\mathbb{P}$ is the permutation operator with matrix elements $\mathbb{P}_{a b}^{c d}=\delta_{a}^{d} \delta_{b}^{c}$, the first column denotes the first space, and the second column denotes the second space. $\mathbb{K}$ is the trace operator with matrix elements $\mathbb{K}_{a b}^{c d}=\delta_{a b} \delta^{c d}$, and $\kappa=\frac{N}{2}-1$. The above R-matrices are symmetric under the exchange of the two space. Both of them satisfy the unitary condition
$R_{12}(u) R_{21}(-u)=f(u) \mathbb{I}$, and Yang-Baxter equation

$$
\begin{equation*}
R_{12}(v) R_{13}(u) R_{23}(u-v)=R_{23}(u-v) R_{13}(u) R_{12}(v) . \tag{5.4}
\end{equation*}
$$

Let us define the monodromy matrix as usual

$$
\begin{equation*}
T(u)=R_{0 L}(u) \ldots R_{02}(u) R_{01}(u), \tag{5.5}
\end{equation*}
$$

the transfer matrix is $t(u)=\operatorname{Tr}_{0} T(u)$, and 0 denotes auxiliary space, $1, \ldots, L$ denote local physical space. We can also define a set of local conserved charges of the model as

$$
\begin{equation*}
Q_{r}=-\left.\frac{i}{(r-1)!} \frac{d}{d u^{r-1}} \log t(u)\right|_{u=0^{\prime}} \quad r \geq 2 \tag{5.6}
\end{equation*}
$$

The behavior of the charges under space reflection is

$$
\begin{equation*}
\sigma Q_{j} \sigma=(-1)^{j} Q_{j}, \tag{5.7}
\end{equation*}
$$

such property can be proved by using the boost operator to recursively generate all the conserved charges [30,31] and the fact that Hamiltonian $H=Q_{2}$ is invariant under space reflection. The space reflection operator $\sigma$ acts on the Hilbert space as

$$
\begin{equation*}
\sigma: v_{1} \otimes \cdots \otimes v_{L} \mapsto v_{L} \otimes \cdots \otimes v_{1} . \tag{5.8}
\end{equation*}
$$

Also we introduce the space reflected transfer matrix

$$
\begin{equation*}
\tilde{t}(u)=\sigma t(u) \sigma=\operatorname{Tr}_{0} R_{01}(u) \ldots R_{0 L}(u) . \tag{5.9}
\end{equation*}
$$

Before discussing about the integrability of MPS, we'd better introduce what MPS is. Let's take $N k$-dimensional matrices $\omega_{j}, j=1, \ldots, N$ acting on a $d$ dimensional auxiliary color space $V_{c}$ (differ from $V_{0}$ ), and $N$ is number denoting $\operatorname{SU}(N)$ or $S O(N)$. The MPS is an element of the Hilbert space of the spin chain defined as

$$
\begin{equation*}
\left|\operatorname{MPS}_{\omega}\right\rangle=\sum_{j_{1}, \ldots, j_{L}=1}^{N} \operatorname{Tr}_{c}\left[\omega_{j_{L}} \ldots \omega_{j_{1}}\right]\left|j_{L}, \ldots, j_{1}\right\rangle . \tag{5.10}
\end{equation*}
$$

An MPS is invariant under a subgroup $\mathcal{G}^{\prime} \subset \mathcal{G}$ if for every $G \in \mathcal{G}^{\prime}$

$$
\begin{equation*}
\left[\otimes_{j=1}^{L} G_{j}\right]\left|\mathrm{MPS}_{\omega}\right\rangle=\left|\mathrm{MPS}_{\omega}\right\rangle \tag{5.11}
\end{equation*}
$$

Such state can be constructed by a group invariant $\omega$. Let us assume that there is a representation $\Lambda_{\omega}$ of $\mathcal{G}^{\prime}$ acting on the auxiliary space $V_{c}$. The building block $\omega$ is group invariant, if for all $G \in \mathcal{G}^{\prime}$

$$
\begin{equation*}
\Lambda_{\omega}\left(G^{-1}\right) \omega_{j} \Lambda_{\omega}(G)=\sum_{k} G_{j k} \omega_{k}, \quad j=1, \ldots, N, \tag{5.12}
\end{equation*}
$$

where $G_{j k}$ are the matrix elements of $G$ in the defining representation. And this equation put restrictions on $\Lambda_{\omega}$. And we denote such case as $\left(\mathcal{G}, \mathcal{G}^{\prime}\right)$, where $\mathcal{G}$ is the symmetry of the spin chain, and $\mathcal{G}^{\prime}$ is the symmetry of MPS [15].
For our $\operatorname{SU}(3)$ sector in Chapter, it corresponds to symmetric pair (SU(3), SO(3)). And our group invariant is chosen as the generators of $S U(2)$ algebra $\omega_{i}=S_{i}, i=1,2,3$

$$
\begin{equation*}
\left[S_{i}, S_{j}\right]=i \epsilon_{i j k} S_{k} \tag{5.13}
\end{equation*}
$$

in the finite irreducible representation. Clearly they satisfies relation Eq. (5.12) by $\left(G_{i}\right)_{j k}=$ $\epsilon_{i j k}$ and $\Lambda_{\omega}(G) \sim 1+i S_{i}$ infinitesimally.
For our $S O(6)$ sector in Chapter, it corresponds to symmetric pair $(S O(6), S O(3) \times S O(3))$. Since we require one of the $S O(3)$ in the trivial scalar representation, then $\mathcal{G}^{\prime} \simeq S O(3)$. We can choose $\omega_{i}=S_{i}, i=1,2,3$ and $\omega_{i}=0, i=4,5,6$. Then due to the sum over $i=1, \ldots, 6$, we are actually reduces to the case of $\operatorname{SU}(3)$ sector, thus Eq. (5.12) is again satisfied. Hence prove the invariance property. ${ }^{1}$

### 5.1.1 Definition of integrable MPS

Consider an integrable spin chain with transfer matrix $t(u)$. A MPS is integrable [32] if it satisfies

$$
\begin{equation*}
\tilde{t}(u)\left|\operatorname{MPS}_{\omega}\right\rangle=t(u)\left|\operatorname{MPS}_{\omega}\right\rangle . \tag{5.14}
\end{equation*}
$$

Since the parity reverses rapidity, $u \rightarrow-u$. By Eq. (5.7), the definition of conserved charges, one can first take logarithm of both side of Eq. (12), then expand it out in terms of $u$ around 0 . By matching the order of $u$, Eq. (5.14) implies

$$
\begin{equation*}
Q_{2 n+1}\left|\operatorname{MPS}_{\omega}\right\rangle=0 \tag{5.15}
\end{equation*}
$$

While the even order conserved Charges are trivially satisfied. For detail proof of the integrability of MPS showed in Chapter 4, one can be found in [29].

### 5.2 From integrabilty condition to square root relation

In this section, we will link our integrability condition Eq. (5.14) with a relation called square root relation (sq.r.r.). Before going deep into analyze, let us introduce some definition and properties for MPS. First, a MPS is irreducible, if there is no proper subspace (exclude identity) $V_{c}^{\prime} \subset V_{c}$ which is an invariant subspace for all $\omega_{a}, a=1, \ldots, N$.
Theorem 1. If two sets of matrices $\left\{\alpha_{j}\right\}$ and $\left\{\beta_{j}\right\}$ are completely reducible, and they produce the same MPS for all L:

$$
\begin{equation*}
\left|\Psi_{\alpha}(L)\right\rangle=\left|\Psi_{\beta}(L)\right\rangle, \tag{5.16}
\end{equation*}
$$

then there is a simultaneous similarity transformation $S$ connecting the two sets as

$$
\begin{equation*}
\alpha_{j}=S^{-1} \beta_{j} S, \quad j=1, \ldots, N . \tag{5.17}
\end{equation*}
$$

Here the completely reducibility is to ensure there is no difference in the off-diagonal terms which will not appear in the trace. Let us now examine the integrability condition Eq. (5.14). Introduce the R matrix as

$$
\begin{equation*}
R_{10}(u)=\sum_{a, b=1}^{N} E_{a b} \otimes \mathcal{L}_{a b}(u) \tag{5.18}
\end{equation*}
$$

[^2]where $E_{a b}$ acts on the physical space $V_{1}$, while $\mathcal{L}_{a b}$ acts on the auxiliary space $V_{0}$. Apply the space reflection operator on the MPS
\[

$$
\begin{align*}
\sigma\left|M P S_{\omega}\right\rangle & =\sum_{j_{1}, \ldots, j_{L}=1}^{N} \operatorname{Tr}_{c}\left[\omega_{j_{1}} \ldots \omega_{j_{L}}\right]\left|j_{L}, \ldots, j_{1}\right\rangle \\
& =\sum_{j_{1}, \ldots, j_{L}=1}^{N} \operatorname{Tr}_{c}\left[\omega_{j_{L}}^{T} \ldots \omega_{j_{1}}^{T}\right]\left|j_{L}, \ldots, j_{1}\right\rangle . \tag{5.19}
\end{align*}
$$
\]

where I have used $\operatorname{Tr}(A)=\operatorname{Tr}\left(A^{T}\right)$. By the definition of transfer matrix, one can see

$$
\begin{align*}
t(u) \sigma\left|\operatorname{MPS}_{\omega}\right\rangle & =\sum_{a_{i} b_{i}=1}^{N} \sum_{j_{i}=1}^{N} E_{a_{L} b_{L}} \otimes \cdots \otimes E_{a_{1} b_{1}} \operatorname{Tr}_{0}\left(\mathcal{L}_{a_{L} b_{L}} \ldots \mathcal{L}_{a_{1} b_{1}}\right) \operatorname{Tr}_{c}\left[\omega_{j_{L}}^{T} \ldots \omega_{j_{1}}^{T}\right]\left|j_{L}, \ldots, j_{1}\right\rangle \\
& =\sum_{j_{i}=1}^{N} \operatorname{Tr}_{0, c}\left(\mathcal{L}_{a_{L} j_{L}} \otimes \omega_{j_{L}}^{T} \ldots \mathcal{L}_{a_{1} j_{1}} \otimes \omega_{j_{1}}^{T}\right)\left|a_{L}, \ldots, a_{1}\right\rangle \tag{5.20}
\end{align*}
$$

where I have used $\operatorname{Tr}_{a}(A) \operatorname{Tr}_{b}(B)=\operatorname{Tr}_{a b}(A \otimes B)$, and $E_{i j}|l\rangle=\delta_{j l}|i\rangle$. One can see that by acting with a transfer matrix, we are somehow expanding our color space. By using Eq. (5.19) again, the left hand side of integrability condition yields

$$
\begin{align*}
\tilde{t}(u)\left|\operatorname{MPS}_{\omega}\right\rangle & =\sigma \sum_{j_{i}=1}^{N} \operatorname{Tr}_{0, c}\left(\mathcal{L}_{a_{L} j_{L}} \otimes \omega_{j_{L}}^{T} \ldots \mathcal{L}_{a_{1} j_{1}} \otimes \omega_{j_{1}}^{T}\right)\left|a_{L}, \ldots, a_{1}\right\rangle \\
& =\sum_{j_{i}=1}^{N} \operatorname{Tr}_{0, c}\left(\mathcal{L}_{a_{L} j_{L}}^{T} \otimes \omega_{j_{L}} \ldots \mathcal{L}_{a_{1} j_{1}}^{T} \otimes \omega_{j_{1}}\right)\left|a_{L}, \ldots, a_{1}\right\rangle . \tag{5.21}
\end{align*}
$$

Compare with the right hand side of Eq. (5.14), one would easily get that the integrability condition is equivalent to

$$
\begin{equation*}
\left|\mathrm{MPS}_{\alpha}\right\rangle=\left|\mathrm{MPS}_{\beta}\right\rangle, \tag{5.22}
\end{equation*}
$$

with

$$
\begin{equation*}
\alpha_{j}(u)=\sum_{k}^{N} \mathcal{L}_{j k}(u) \otimes \omega_{k}, \quad \beta_{j}(u)=\sum_{k}^{N} \mathcal{L}_{j k}^{T}(u) \otimes \omega_{k} . \tag{5.23}
\end{equation*}
$$

Theorem 2. If the $\left|\mathrm{MPS}_{A}\right\rangle$ and $\left|\mathrm{MPS}_{B}\right\rangle$ are completely reducible, then there exists a simultaneous similarity invertible transformation $K(u)$ such that

$$
\begin{equation*}
\alpha_{j}(u) K(u)=K(u) \beta_{j}(u), \quad j=1, \ldots, N, \tag{5.24}
\end{equation*}
$$

the $K(u)$ matrix acts on big auxiliary space $V_{0} \otimes V_{c}$, we will denote it as

$$
\begin{equation*}
K(u)=\sum_{a, b} E_{a b} \otimes \psi_{a b}(u) . \tag{5.25}
\end{equation*}
$$

Where $E_{a b}$ are elementary matrices acting on auxiliary space $V_{0}$, and $\psi_{a b}(u), a, b=1, \ldots, N$ are matrices acting on color space $V_{c}$. The set $\left\{\psi_{a b}(u)\right\}$ will be denoted as $\psi(u)$, called twosite block, the reason for this name will be clear soon.

It is important to impose the reducibility for Eq. (5.24). If our MPS is irreducible, then we can $K(u)$ up to a scalar function of rapidity. Later we will see that this is actually a reminiscent
of twisted Yangian algebra, and this happens in the $(S O(6), S O(5))$ case. However, if our MPS is completely reducible, then the $K(u)$ is not unique since we can pick different scalar functions for each blocks, and this happens in the $(S U(3), S O(3))$ and $(S O(6), S O(3) \times$ $S O(3))$ case when embedding them into big groups.

Insert Eq. (5.25) into Eq. (5.24), one can obtain the following square root relation with Einstein summation rule implict,

$$
\begin{equation*}
R_{j d}^{k b}(u) \omega_{k} \psi_{b c}(u)=R_{j c}^{k b}(u) \psi_{d b}(u) \omega_{k} \tag{5.26}
\end{equation*}
$$

Proof: For every $j=1, \ldots, N$, Eq. (5.24) is equal to

$$
\begin{equation*}
\sum_{a, b, k=1}^{N}\left(\mathcal{L}_{j k}(u) E_{a b}\right) \otimes\left(\omega_{k} \psi_{a b}(u)\right)=\sum_{a, b, k=1}^{N}\left(E_{a b} \mathcal{L}_{j k}^{T}(u)\right) \otimes\left(\psi_{a b}(u) \omega_{k}\right) \tag{5.27}
\end{equation*}
$$

multiply with $E_{c d} \otimes I$ in $V_{0} \otimes V_{c}$ space, $c, d$ is unspecified indices. And take the trace over $V_{0}$, one would get

$$
\begin{equation*}
\sum_{a, b, k=1}^{N} \operatorname{Tr}_{0}\left[E_{c d} \mathcal{L}_{j k}(u) E_{a b}\right] \otimes\left(\omega_{k} \psi_{a b}(u)\right)=\sum_{a, b, k=1}^{N} \operatorname{Tr}_{0}\left[E_{c d} E_{a b} \mathcal{L}_{j k}^{T}(u)\right] \otimes\left(\psi_{a b}(u) \omega_{k}\right) \tag{5.28}
\end{equation*}
$$

using $E_{a b} E_{c d}=\delta_{b c} E_{a d}, \operatorname{Tr} A B^{T}=\operatorname{Tr} A^{T} B$ and $E_{a b}^{T}=E_{b a}$, Eq. (28) yields

$$
\begin{equation*}
\sum_{a, k} \operatorname{Tr}_{0}\left[\mathcal{L}_{j k}(u) E_{a d}\right]\left(\omega_{k} \psi_{a c}(u)\right)=\sum_{b, k} \operatorname{Tr}_{0}\left[\mathcal{L}_{j k}(u) E_{b c}\right]\left(\psi_{d b}(u) \omega_{k}\right) . \tag{5.29}
\end{equation*}
$$

Recall our R matrices definition Eq. (5.18), in component form

$$
\begin{equation*}
R_{b c}^{a d}=\sum_{i j}\left(E_{i j}\right)_{b}^{a} \otimes\left(\mathcal{L}_{i j}\right)_{c}^{d}=\left(\mathcal{L}_{a b}\right)_{c}^{d}=\operatorname{Tr}_{0}\left(E_{c d} \mathcal{L}_{a b}\right) \tag{5.30}
\end{equation*}
$$

plug into Eq. (5.29), one would get the sq.r.r.
For invertible $\omega_{j}$ the sq.r.r. implies the initial condition

$$
\begin{equation*}
\psi_{j k}(0)=\omega_{j} \omega_{k} \tag{5.31}
\end{equation*}
$$

up to a scalar factor. One can prove this by using $R(0)=\mathbb{P}$ for both $\operatorname{SU}(N)$ and $S O(N)$, also "Schur lemma" in $\omega_{i}[15]$. Thus our integrable condition is converted to find invertible solution $K(u)$ of sq.r.r..

### 5.3 From square root relation to BYB

In this section we will explain that our $K(u)$ matrix obtain from sq.r.r. relation satisfying the twisted Boundary Yang-Baxter equation [33, 34]

$$
\begin{equation*}
K_{2}(v) R_{21}^{T}(u+v) K_{1}(u) R_{12}(v-u)=R_{21}(v-u) K_{1}(u) R_{12}^{T}(u+v) K_{2}(v), \tag{5.32}
\end{equation*}
$$

where the R matrix is defined as before, note that since our R matrix is symmetric under swapping spaces, so

$$
\begin{equation*}
\left(R^{T}\right)_{a b}^{c d}=\left(R^{T_{1}}\right)_{a b}^{c d}=\left(R^{T_{2}}\right)_{a b}^{c d}=(R)_{c b}^{a d}=(R)_{a d}^{c b} . \tag{5.33}
\end{equation*}
$$

Plug all the definition of $K(u)$ and $R(u)$, the left hand side of Eq. (5.32) is

$$
\begin{align*}
L H S & =\sum_{a b} E_{a b}^{2} \otimes \psi_{a b}^{c}(v) \sum_{c d} E_{d c}^{2} \otimes \mathcal{L}_{c d}^{1}(u+v) \sum_{e f} E_{e f}^{1} \otimes \psi_{e f}^{c}(u) \sum_{g h} E_{g h}^{1} \otimes \mathcal{L}_{a b}^{2}(v-u) \\
& =\sum_{a b c d e f g h} E_{a b} E_{d c} \mathcal{L}_{g h}^{2}(v-u) \otimes \mathcal{L}_{c d}(u+v) E_{e f} E_{g h} \otimes \psi_{a b}(v)^{c} \psi_{e f}(u) \\
& =\sum_{a b c e f} E_{a c} \mathcal{L}_{f h}{ }^{2}(v-u) \otimes \mathcal{L}_{c d}(u+v) E_{e h} \otimes \psi_{a b}(v)^{c} \psi_{e f}(u), \tag{5.34}
\end{align*}
$$

multiply with $E_{\alpha \beta}^{2} \otimes E_{\gamma \omega}^{1}$ on both side of Eq. (5.34), then take trace over space 1 and 2, the above equation is equivalent to

$$
\begin{align*}
\widetilde{L H S} & =\sum_{b e f_{c}} \operatorname{Tr}_{2}\left[E_{\alpha c} \mathcal{L}_{f \gamma}(v-u)\right] \times \operatorname{Tr}_{1}\left[E_{e \omega} \mathcal{L}_{c d}(u+v)\right] \times \psi_{\beta b} \psi_{e f} \\
& =\sum_{b e f_{c}} R_{\gamma \alpha}^{f c}(v-u) \times R_{b e}^{c \omega}(v+u) \times \psi_{\beta b}(v) \psi_{e f}(u) \tag{5.35}
\end{align*}
$$

while the right side after the multiplication yields

$$
\begin{equation*}
\widetilde{R H S}=\sum_{b c d g} R_{d g}^{\gamma b}(u+v) \times R_{b c}^{\beta \omega}(v-u) \times \psi_{c d}(u) \psi_{g \alpha}(v) . \tag{5.36}
\end{equation*}
$$

Put $\widetilde{L H S}=\widetilde{R H S}$, one would obtain

$$
\begin{equation*}
R_{\gamma \alpha}^{d c}(v-u) R_{a b}^{c \omega}(v+u) \psi_{\beta a}(v) \psi_{b d}(u)=R_{d a}^{\gamma b}(u+v) R_{b c}^{\beta \omega}(v-u) \psi_{c d}(u) \psi_{a \alpha}(v) . \tag{5.37}
\end{equation*}
$$

The above indices explicit form can also be got from Eq. (5.32) directly by matrix multiplication of individual space and using Eq.(5.33). It can be seen that if our two-site block $\psi$ is a solution of BYB, we need double dressing it compared to sq.r.r.. From the integrability condition and commutation relation between transfer matrix, given an integrable state |MPS〉 one can obtain

$$
\begin{equation*}
Q_{2 n+1} t(u)|\mathrm{MPS}\rangle=t(u) Q_{2 n+1}|\mathrm{MPS}\rangle=0 \tag{5.38}
\end{equation*}
$$

that is to say $t(u)|\mathrm{MPS}\rangle$ is also integrable, hence

$$
\begin{equation*}
t(u) t(v)|\mathrm{MPS}\rangle=\tilde{t}(u) \tilde{t}(v)|\mathrm{MPS}\rangle . \tag{5.39}
\end{equation*}
$$

As a matter of fact, one can get infinite integrable state by keeping act it with transfer matrices, and we call this procedure dressing procedure. Following the same procedure as dressing once, above equation is equivalent to say

$$
\begin{equation*}
\left|\mathrm{MPS}_{\alpha}\right\rangle=\left|\mathrm{MPS}_{\beta}\right\rangle, \tag{5.40}
\end{equation*}
$$

with

$$
\begin{equation*}
\alpha_{j}(u, v)=\sum_{k, l=1}^{N} \mathcal{L}_{j k}(u) \mathcal{L}_{k l}(v) \otimes \omega_{l}, \quad \beta_{j}(u, v)=\sum_{k, l=1}^{N} \mathcal{L}_{j k}^{T}(u) \mathcal{L}_{k l}^{T}(v) \otimes \omega_{l} . \tag{5.41}
\end{equation*}
$$

Assuming our double dressing MPS are irreducible, then according to Theorem 1 , the similarity transformation matrices are unique up to a scalar function. As proved (maybe write the
proof in detail) by [15], using Yang-Baxter relation and sq.r.r., there are two such transformation matrices

$$
\begin{align*}
& M_{1}(u, v)=K_{2}(v) R_{21}^{T}(u+v) K_{1}(u) R_{12}(v-u), \\
& M_{2}(u, v)=R_{21}(v-u) K_{1}(u) R_{12}^{T}(u+v) K_{2}(v), \tag{5.42}
\end{align*}
$$

meet the requirement $M(u, v) \alpha_{j}(u, v)=\beta_{j} M(u, v)$. Thus

$$
\begin{equation*}
M_{1}(u, v)=f(u, v) M_{2}(u, v) \tag{5.43}
\end{equation*}
$$

with arbitrary function $f(u, v)$, compare with Eq. (5.37), we can set $f(u, v)=1$. Eq. (5.32) is closely related to the twisted Yangian algebra, and our dressing procedure is quite the same as take coproduct in this algebra. And RTT relation for the spin chain are related to Yangian algebra for $S U(N)$ or extend Yangian algebra for $S O(N)$. We will see this in next chapter.

### 5.4 Solutions for sq.r.r. and BYB

### 5.4.1 Scalar solutions

As one can easily verify that $\psi_{i j}(u)=f(u) \delta_{i j}, i, j=1,2,3$ is a solution to the BYB Eq. (5.37) for $(S U(3), S O(3))$ case with corresponding R matrix. And the corresponding MPS yields

$$
\begin{equation*}
\left|\operatorname{MPS}_{\delta}\right\rangle=\otimes_{j=1}^{L / 2}(|11\rangle+|22\rangle+|33\rangle) \tag{5.44}
\end{equation*}
$$

here the $1,2,3$ are defined in Chapter 3. The situation for $(S O(6), S O(3) \times S O(3))$ is a bit complicated, we need to make the following ansatz for the solution

$$
\begin{align*}
\psi_{i j} & =f(u) \delta_{i j} \\
\psi_{I i} & =\psi_{i I}=0  \tag{5.45}\\
\psi_{I J} & =h(u) \delta_{I J}
\end{align*}
$$

with $i, j \in\{1, \ldots, D\}, I, J \in\{D+1, \ldots, 6\}, D=3$. Then it can be easily shown that $f(u)=-h(u)$ is a solution for $\mathrm{BYB}^{2}$ Hence the corresponding MPS yields

$$
\begin{equation*}
\left|\operatorname{MPS}_{\delta_{ \pm}}\right\rangle=\otimes_{j=1}^{L / 2}(|11\rangle+|22\rangle+|33\rangle-|44\rangle-|55\rangle-|66\rangle) \tag{5.46}
\end{equation*}
$$

Once we get the integrable scalar solutions, the higher dimensional integrable solution can be generated by the dressing procedure. But any way, we can also independently solve the sqr.r.r. to find the higher dimensional solutions. If our MPS is irreducible, then these two methods can give us the same solution or $K(u)$ up to a normalization. The case for completely reducible is a bit complicated, we will talk about it in next Chapter.

### 5.4.2 Higher dimensional solutions

As we have seen from the derivation of sq.r.r., when we do the dressing procedure, the color space will be expand by the auxiliary space of the transfer matrix. Hence, it will give us a higher dimensional MPS. But in this section, a different approach will be presented. For

[^3]$(S U(3), S O(3))$, let us make the following ansatz
\[

$$
\begin{align*}
\psi_{i j}(u) & =(g(u)+\tilde{g}(u)) S_{i} S_{j}-\tilde{g}(u)\left[S_{i}, S_{j}\right]+f(u) \delta_{i j}  \tag{5.47}\\
& =g(u) S_{i} S_{j}+\tilde{g}(u) S_{j} S_{i}+f(u) \delta_{i j},
\end{align*}
$$
\]

with $\omega_{i}=S_{i}, i=1,2,3, k$ dimensional $S U(2)$ generators. Plug into sq.r.r. Eq. (5.26), one would get

$$
\begin{array}{r}
-i u^{2} g(u)+2 i u g(u)-i u^{2} \tilde{g}(u)+i u \tilde{g}(u)+2 i \tilde{g}(u)=0  \tag{5.48}\\
-u f(u)+2 f(u)+u^{2} \tilde{g}(u)-2 u \tilde{g}(u)=0,
\end{array}
$$

solve it in terms of $g(u)$, one would obtain $\tilde{g}(u)=-\frac{u g(u)}{1+u}, f(u)=-\frac{u^{2} g(u)}{1+u}$. Choose $g(u)=1+u$ since we can only fix $\psi(u)$ up to a normalization, then one would get

$$
\begin{align*}
& g(u)=1+u, \\
& \tilde{g}(u)=-u,  \tag{5.49}\\
& f(u)=-u^{2} .
\end{align*}
$$

So the corresponding MPS would look like

$$
\begin{align*}
\left|\operatorname{MPS}_{k}\right\rangle & =\sum_{i_{\ell}, j_{\ell}=1}^{3} \operatorname{Tr}_{c}\left[\psi_{j_{L / 2}, i_{L / 2}}(0) \ldots \psi_{j_{1}, i_{1}}(0)\right]\left|j_{L / 2} i_{L / 2} \ldots j_{1} i_{1}\right\rangle \\
& =\sum_{i_{\ell}, j_{\ell}=1}^{3} \operatorname{Tr}_{c}\left[S_{j_{L / 2}} S_{i_{L / 2}} \ldots S_{j_{1}} S_{i_{1}}\right]\left|j_{L / 2} i_{L / 2} \ldots j_{1} i_{1}\right\rangle \tag{5.50}
\end{align*}
$$

which is exactly the MPS in our D3-D5 brane $S U(3)$ sector.
The thing get a bit complicated for our $(S O(6), S O(3) \times S O(3))$ case. Let us make the following ansatz

$$
\begin{align*}
\psi_{i j}(u) & =(g(u)+\tilde{g}(u)) S_{i} S_{j}-\tilde{g}(u)\left[S_{i}, S_{j}\right]+f(u) \delta_{i j} \\
& =g(u) S_{i} S_{j}+\tilde{g}(u) S_{j} S_{i}+f(u) \delta_{i j},  \tag{5.51}\\
\psi_{i I} & =\psi_{I i}=0, \\
\psi_{I J} & =h(u) \delta_{I J},
\end{align*}
$$

where $i, j \in\{1,2,3\}$ and $I, J \in\{4,5,6\}$. With $\omega_{i}=S_{i}, i=1, \ldots, 6$, and $S_{4,5,6}=$ 0 . Furthermore, $S_{1}, S_{2}, S_{3}$ form a k-dimensional irreducible representation of $\operatorname{SU}(2)$ with quadratic Casimir $C$

$$
\begin{gather*}
{\left[S_{a}, S_{b}\right]=i \epsilon_{a b c} S_{c}} \\
S_{1}^{2}+S_{2}^{2}+S_{3}^{2}=C \cdot I_{k}, \quad C=\frac{k^{2}-1}{4}=s(s+1) \tag{5.52}
\end{gather*}
$$

Plug the ansatz into the sq.r.r., one would obtain

$$
\begin{array}{r}
u g(u)+(u-1) \tilde{g}(u)=0, \\
\operatorname{Cug}(u)+u(1+C+u) \tilde{g}(u)+2(1+u) f(u)=0,  \tag{5.53}\\
-(2+u) h(u)-u(\operatorname{Cg}(u)+(C-1) \tilde{g}(u)+f(u))=0 .
\end{array}
$$

Solving these equation in terms of $g(u)$ we get

$$
\begin{align*}
& \tilde{g}(u)=-\frac{u g(u)}{u-1} \\
& f(u)=\frac{1}{2} \frac{u\left(C+u+u^{2}\right)}{u^{2}-1} g(u)  \tag{5.54}\\
& h(u)=-\frac{1}{2} \frac{u\left(-C+u+u^{2}\right)}{u^{2}-1} g(u)
\end{align*}
$$

So we can choose arbitrary $g(u)$ to cancel all the singularities, which yields

$$
\begin{align*}
& g(u)=\frac{1}{2}\left(1-u^{2}\right) \\
& \tilde{g}(u)=\frac{1}{2} u(u+1)  \tag{5.55}\\
& f(u)=-\frac{1}{4} u\left(c+u^{2}+u\right) \\
& h(u)=\frac{1}{4} u\left(-c+u^{2}+u\right)
\end{align*}
$$

So the corresponding MPS would look like

$$
\begin{align*}
\left|\mathrm{MPS}_{k}\right\rangle & =\sum_{i_{\ell}, j_{\ell}=1}^{6} \operatorname{Tr}_{c}\left[\psi_{j_{L / 2}, i_{L / 2}}(0) \ldots \psi_{j_{1}, i_{1}}(0)\right]\left|j_{L / 2} i_{L / 2} \ldots j_{1} i_{1}\right\rangle \\
& =\sum_{i_{\ell}, j_{\ell}=1}^{6} \operatorname{Tr}_{c}\left[S_{j_{L / 2}} S_{i_{L / 2}} \ldots S_{j_{1}} S_{i_{1}}\right]\left|j_{L / 2} i_{L / 2} \ldots j_{1} i_{1}\right\rangle \tag{5.56}
\end{align*}
$$

which is exactly the MPS in our D3-D5 brane $S O(6)$ sector.

## Chapter 6

## Spin Chain Overlaps and Twisted Yangian for (SU(3), SO(3))

As explained in last Chapter, the integrable matrix product state (MPS) can be constructed by solving the square root relation (sq.r.r.), which is actually an easy version of the twisted Boundary Yang-Baxter equation (BYB). One can also generate a set of integrable MPS by the dressing procedure. So in order to get a higher color dimensional MPS, we can make it in two ways, by directly solving sq.r.r. or using dressing procedure.

In this Chapter, we will see that BYB is deeply related to the twisted Yangian algebra, the solutions of BYB correspond to representations of twisted Yangian [35]. Our dressing procedure is just a reminiscent of its Hopf algebra properties left coideal structure, we can get higher representation of twisted Yangian by taking coproduct. And our Lax operator will map to the operator matrix element of T-matrix in Yangian algebra on given condition. Moreover as one can show that if two representations differ from each other only up to a scalar function, then these two representations are identical. This can be achieved by matching the highest weight of these two representations.

The whole idea of this chapter is: First, we find the scalar solution $\tilde{K}(u)$ of BYB, then transform it to the solution of tBYB $K(u)$ using transformation matrix $P$. We do the same thing for the higher dimensional solution of BYB $\tilde{S}(u)$ to solution of $\operatorname{tBYB} S(u)$. Then we dress $K(u)$ to higher dimensional solution of $\mathrm{tBYB} T(u) K(u) T^{t}(-u)$ with the same dimensional as $S(u)$. After matching the highest weight of these two same dimension representation, we transform it back to BYB using charge conjugation $S(u) C$ [36], which will give us the MPS that we want. The dressing transfer matrix will give us the information for the overlap formula.

### 6.1 Definitions and preliminaries

### 6.1.1 Notation

Let $n \in \mathbb{N}$ and set $N=2 n$ or $N=2 n+1$. I will assume that $\mathfrak{g}=\mathfrak{g l}_{N}, \mathfrak{g}=\mathfrak{s l}_{N}$ or $\mathfrak{g}=\mathfrak{g}_{N}$, where $\mathfrak{g}_{N}$ is the orthogonal Lie algebra $\mathfrak{s o}_{N}$. I label the rows and columns of matrices in $\mathfrak{g l}_{N}$ by the indices $\{-n, \ldots,-1,1, \ldots, n\}$ if $N=2 n$ and $\{-n, \ldots,-1,0,1, \ldots, n\}$ if $N=2 n+1$ (sometimes I will use also the convention of indices as $\{1, \ldots, N\}$, it doesn't make a difference). The corresponding Lie algebra $\mathfrak{g l}_{N}$ is defined by

$$
\begin{equation*}
\left[E_{i j}, E_{k l}\right]=\delta_{j k} E_{i l}-\delta_{i l} E_{k j}, \tag{6.1}
\end{equation*}
$$

with indices running from 1 to $N$, and $E_{i j}$ are the generators for $\mathfrak{g l}_{N}$. We use a different convention transpose $t$

$$
\begin{equation*}
A^{t}=C A^{T} C^{-1} \tag{6.2}
\end{equation*}
$$

$T$ is the standard transposition, and $C_{i j}=\delta_{i,-j}$ with $C^{2}=1$, and we call it charge conjugation matrix.

The Lie algebra $\mathfrak{s o}_{N}$ is defined by the relations in the $t$ convention transpose:

$$
\begin{gather*}
{\left[F_{i j}, F_{k l}\right]=\delta_{j k} F_{i l}-\delta_{i l} F_{k j}+\delta_{j,-l} F_{k,-i}-\delta_{i,-k} F_{-j, l}}  \tag{6.3}\\
F_{i j}^{t}=F_{-j,-i}=-F_{i j}, \quad \text { with } F_{i j}=E_{i j}-E_{i j}^{t} \tag{6.4}
\end{gather*}
$$

We may identify $\mathfrak{g}_{N}$ with $\operatorname{span}_{C}\left\{F_{i j}:-n \leq i, j \leq n\right\}$ and we will use $\mathfrak{h}_{N}=\operatorname{span}_{C}\left\{F_{i i}\right.$ : $1 \leq i \leq n\}$ as Cartan subalgebra.

Definition 1. A representation $L\left(\lambda_{1}, \ldots, \lambda_{N}\right)$ of the $\mathfrak{g l}_{N}$ is called highest weigh if there exist a non zero vector $v \in L$ such that $L$ is generator by $v$

$$
\begin{equation*}
E_{i j} \cdot v=0 \quad \text { for } \quad 1 \leq i<j \leq N \tag{6.5}
\end{equation*}
$$

and

$$
\begin{equation*}
E_{i i} \cdot v=\lambda_{i} \cdot v \quad \text { for } \quad i=1, \ldots, N \tag{6.6}
\end{equation*}
$$

Definition 2. A representation $V\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ is a highest weight representation if there exist a non zero vector $v \in V$ and the following condition are satisfied

$$
\begin{array}{ll}
F_{i j} \cdot v=0 & \text { for }-n \leq i<j \leq n, \quad \text { and }  \tag{6.7}\\
F_{i i} \cdot v=\lambda_{i} \cdot v & \text { for } 1 \leq i<j \leq n,
\end{array}
$$

### 6.1.2 R-matrices

A R-matrix is called group $\mathcal{G}$ invariant if

$$
\begin{equation*}
G_{1} G_{2} R_{12}(u)=R_{12}(u) G_{2} G_{1} \tag{6.8}
\end{equation*}
$$

with $G \in \mathcal{G}$. R-matrix also satisfies quantum integrable condition the Yang-Baxter equation with spectral parameter

$$
\begin{equation*}
R_{12}(u-v) R_{13}(u) R_{23}(v)=R_{23}(v) R_{13}(v) R_{12}(u-v) . \tag{6.9}
\end{equation*}
$$

In our $\operatorname{SU}(N)$ case, the R-matrix takes the form

$$
\begin{equation*}
R(u)=\mathbb{I}-\frac{\mathbb{P}}{u} . \tag{6.10}
\end{equation*}
$$

Also the two spaces of R-matrix are symmetric

$$
\begin{equation*}
R^{t}=R^{t_{1}}=R^{t_{2}} \tag{6.11}
\end{equation*}
$$

The R-matrix in the standard transpose $T$ is the same as in $t$ for $S U(N)$ case

$$
\begin{equation*}
\tilde{R}(u)=\mathbb{I}-\frac{\mathbb{P}}{u}, \tag{6.12}
\end{equation*}
$$

this R-matrix is also symmetric in spaces.

### 6.1.3 Versions of BYB in different transposition

The reason why we choose a different convention for the transposition will be revealed later, it is a good way to define the highest weight representations for Yangian algebra and its descendants. But anyway, let's compare different versions for twisted Boundary Yang-Baxter equations, and seek a way to link them.

In the normal transposition with R-matrix Eq. (6.12), the BYB takes the form

$$
\begin{equation*}
\tilde{S}_{2}(v) \tilde{R}_{21}^{T}(-u-v) \tilde{S}_{1}(u) \tilde{R}_{12}(u-v)=\tilde{R}_{21}(u-v) \tilde{S}_{1}(u) \tilde{R}_{12}^{T}(-u-v) \tilde{S}_{2}(v) \tag{6.13}
\end{equation*}
$$

Where $\tilde{S}(u)=\sum_{i, j=1}^{N} E_{i j} \otimes \tilde{\psi}_{i j}(u)$. Here again we can solve this equation to give us twosite block $\tilde{\psi}(u)$ for MPS. This BYB seems to be different from the one we define in last chapter, but actually they are the same. After changing some signs of spectral parameters in Eq. (6.13) and the sign of spectral parameter in the R-matrix, one would get the same kind of form of BYB. Thus solutions from last chapter will also valid for Eq. (6.13).
In the $t$ transposition, with R-matrix Eq. (6.10), the BYB takes the form

$$
\begin{equation*}
S_{2}(v) R_{21}^{t}(-u-v) S_{1}(u) R_{12}(u-v)=R_{21}(u-v) S_{1}(u) R_{12}^{t}(-u-v) S_{2}(v) \tag{6.14}
\end{equation*}
$$

with $S(u)=\sum_{i, j=-n}^{n} E_{i j} \otimes \psi_{i j}(u)$. To distinguish BYB in different transposition convention, we will call Eq. (6.14) as tBYB for short. One can actually find similarity transformation to connect BYB with tBYB, but the way to prove such statement turns out to be different for different R matrix. Let's focus on the $S U(N)$ case first.

Consider a constant transformation matrix $P \in S U(N)$, which brings the solutions of BYB to tBYB $S(u)=P \tilde{S}(u) P^{-1}$. The transformation matrix also satisfies

$$
\begin{equation*}
P P^{T}=C \tag{6.15}
\end{equation*}
$$

where $C$ is charge conjugation matrix (just a name). The left hand side of Eq. (6.14) yields once we insert the guess.

$$
\begin{align*}
L H S & =P_{2} S_{2}(v) P_{2}^{-1} C_{2} R_{21}^{T}(-u-v) C_{2}^{-1} P_{1} S_{1}(u) P_{1}^{-1} R_{12}(u-v) \\
& =P_{2} S_{2}(v) P_{2}^{T} \tilde{R}_{21}^{T}(-u-v) P_{1} S_{1}(u) P_{1}^{-1} C_{2}^{-1} \tilde{R}_{12}(u-v) \\
& =P_{2} S_{2}(v) P_{1} \tilde{R}_{21}^{T}(-u-v) P_{2}^{T} S_{1}(u) P_{1}^{-1} C_{2}^{-1} \tilde{R}_{12}(u-v)  \tag{6.16}\\
& =P_{2} P_{1} S_{2}(v) \tilde{R}_{21}^{T}(-u-v) S_{1}(u) P_{1}^{-1} P_{2}^{-1} \tilde{R}_{12}(u-v) \\
& =P_{1} P_{2} S_{2}(v) \tilde{R}_{21}^{T}(-u-v) S_{1}(u) \tilde{R}_{12}(u-v) P_{2}^{-1} P_{1}^{-1}
\end{align*}
$$

where I have used $\left[A_{1}, B_{2}\right]=0$ for arbitrary operator, the invariant property of R-matrix Eq. (6.8) and its transposed form. The RHS follows the same calculation but using $C_{1}$ to take care of the transpose (since the Eq. (6.11), we can use $C_{1}$ or $C_{2}$ freely), yields

$$
\begin{equation*}
R H S=P_{2} P_{1} \tilde{R}_{12}(u-v) K_{1}(u) \tilde{R}_{12}^{T}(-u-v) K_{2}(v) P_{2}^{-1} P_{1}^{-1} \tag{6.17}
\end{equation*}
$$

$L H S=$ RHS will give us Eq. (6.13), so our $P$ matrix is good.

There is another transformation turns out to be useful for our $(S U(3), S O(3))$ case

$$
\begin{equation*}
\tilde{K}(u)=K(u) C \tag{6.18}
\end{equation*}
$$

gives us the opposite effect that brings us from tBYB to BYB.
The specific form of $P$ matrix, as we will show, depends on how we choose the basis for Yangian. This is because the tBYB is part of the definition of twisted Yangian, when one choose a specific basis for Yangian, we need to also choose a specific transformation that ensure our twisted Yangian is a sub-algebra of Yangian.

### 6.2 Yangian and twisted Yangian

Before giving the formal definition of what Yangian algebra and twisted Yangian are, we need to specify the transformation matrix $P$ for our $(S U(3), S O(3))$ case

$$
\left(\begin{array}{l}
S_{+}  \tag{6.19}\\
S_{0} \\
S_{-}
\end{array}\right)=P\left(\begin{array}{l}
S_{1} \\
S_{2} \\
S_{3}
\end{array}\right), \quad P=\left(\begin{array}{ccc}
\frac{1}{\sqrt{2}} & \frac{i}{\sqrt{2}} & 0 \\
0 & 0 & 1 \\
\frac{1}{\sqrt{2}} & -\frac{i}{\sqrt{2}} & 0
\end{array}\right)
$$

then our scalar solution $\psi_{i j}=\delta_{i j}$ is the same in tBYB. Here for convenience, one can identify $\{+, 0,-\}$ with $\{-1,0,1\}$ respectively.
Fix $N \in \mathbb{Z}_{\geq 2}$, we introduce elements $t_{i j}^{(r)}$ with $-n \leq i, j \leq n$ and $r \in \mathbb{Z}_{\geq 0}$ such that $t_{i j}^{(0)}=\delta_{i j}$. Combining these into formal power series $t_{i j}(u)=\sum_{r \geq 0} t_{i j}^{(r)} u^{-r}$, we can then form the generating matrix $T(u)=\sum_{-n \leq i, j \leq n} E_{i j} \otimes t_{i j}(u)$. Let $R(u)$ be given by Eq. (6.10 ).

Definition 3. The Yangian $Y(N)$ is the unital associative $\mathbb{C}$-algebra generated by elements $t_{i j}^{(r)}$ with $-n \leq i, j \leq n$ and $r \in \mathbb{Z}_{\geq 0}$ satisfying the relation [36]

$$
\begin{equation*}
R(u-v) T_{1}(u) T_{2}(v)=T_{2}(v) T_{1}(u) R(u-v) \tag{6.20}
\end{equation*}
$$

where $T_{1}(u)$ and $T_{2}(u)$ are the elements of $E n d \mathbb{C}^{N} \otimes \operatorname{End} \mathbb{C}^{N} \otimes Y\left(\mathfrak{g}\left[\left[u^{-1}\right]\right]\right)$ given by

$$
\begin{equation*}
T_{1}(u)=\sum_{i, j=-n}^{n} E_{i j} \otimes \mathbb{I} \otimes t_{i j}(u), \quad T_{2}(u)=\sum_{i, j=-n}^{n} \mathbb{I} \otimes E_{i j} \otimes t_{i j}(u) \tag{6.21}
\end{equation*}
$$

In terms of the power series elements $t_{i j}(u), E q$. (6.20) is equivalent to

$$
\begin{equation*}
\left[t_{i j}(u), t_{k l}(v)\right]=\frac{1}{u-v}\left(t_{k j}(u) t_{i l}(v)-t_{k j}(v) t_{i l}(u)\right) \tag{6.22}
\end{equation*}
$$

The Hopf algebra structure of $Y(N)$ is given by

$$
\begin{equation*}
\Delta: t_{i j}(u) \mapsto \sum_{-n \leq a \leq n} t_{i a}(u) \otimes t_{a j}(u), \quad S: T(u) \mapsto T(u)^{-1}, \quad \epsilon T(u) \mapsto \mathbb{I} . \tag{6.23}
\end{equation*}
$$

We will call the generating matrix of the Yangian $Y(N)$ the T-matrix.
Let $A \in G L(N)$ be such that $A A^{t}=\mathbb{I}$, let $a \in \mathbb{C}$ be a constant, also let $B \in G L(N)$ be an arbitrary matrix. Moreover, consider an arbitrary formal series $f(u)$ of the form

$$
\begin{equation*}
f(u)=1+f_{1} u^{-1}+f_{2} u^{-2}+\ldots \mathbb{C}\left[\left[u^{-1}\right]\right] . \tag{6.24}
\end{equation*}
$$

The automorphisms:

$$
\begin{array}{r}
\mu_{f}: T(u) \mapsto f(u) T(u), \quad \tau_{a}: T(u) \mapsto T(u+a),  \tag{6.25}\\
\alpha_{A}: T(u) \mapsto A T(u) A^{t}, \quad \beta_{B}: T(u) \mapsto B T(u) B^{-1},
\end{array}
$$

where the first two maps is readily to see that it satisfies RTT relation Eq. (6.20), for $\alpha_{A}$ one should used the invariance of $R$-matrix

$$
\begin{equation*}
R_{12} A_{1} A_{2}=A_{1} A_{2} R_{12}, \quad R_{12} A_{1}^{t} A_{2}^{t}=A_{1}^{t} A_{2}^{t} R_{12} . \tag{6.26}
\end{equation*}
$$

For $\beta_{B}$ it follows that $B^{-1} \in G L(N)$.
The above Yangian algebra is more or less the symmetry algebra for our spin chain $\operatorname{SU}(3)$ sector. The Yangian algebra is an infinite algebra with infinite generators, but keep in mind that our spin chain has finite length with periodic boundary condition. By integrability, such symmetry is not possible for finite spin chain. Indeed, as one can show that the symmetry will break in the boundary [31]. The T-matrix is the monodromy matrix in our spin chain with operator entry $t_{i j}$. Taking a coproduct means extend the spin chain from $L$ to $L+1$ if we choose $t_{i j}$ acting on local physical space. Or it means expanding the auxiliary space if we choose $t_{i j}$ acting on auxiliary space, which is the case for our dressing procedure (one need to take a coproduct on each site, meaning number $L$ coproduct, to generate a transfer matrix acting on the original integrable state).
Definition 4. The extended twisted Yangian $Y^{+}(N)$ is the subalgebra of $Y(N)$ generated by the coefficients $s_{i j}^{(r)}$ with $-n \leq i, j \leq n$ and $r \in \mathbb{Z}_{\geq 0}$ of the matrix elements $s_{i j}(u)$ in $S(u)=\sum_{i j} E_{i j} \otimes s_{i j}(u)$ matrix [36]

$$
\begin{equation*}
S(u)=T(u) T^{t}(-u) . \tag{6.27}
\end{equation*}
$$

We have $s_{i j}(u)=\sum_{a=-n}^{n} t_{i a}(u) t_{-j,-a}(-u)$ and by Eq. (6.23), we have this property

$$
\begin{equation*}
\Delta\left(s_{i j}(u)\right)=\sum_{-n \leq a, b \leq n} t_{i a}(u) t_{-j,-b} \otimes s_{a b}(u) \tag{6.28}
\end{equation*}
$$

which is the same as $Y^{+}(N)$ is a left coideal subalgebra of $Y(N)$. There are two important properties that connect the twisted Yangian with tBYB as well as the RTT relation.
Property 1 : Make use of Eq. (6.20), one can show that the S-matrix $S(u)$ satisfies the tBYB equation

$$
\begin{equation*}
S_{2}(v) R_{21}^{t}(-u-v) S_{1}(u) R_{12}(u-v)=R_{21}(u-v) S_{1}(u) R_{12}^{t}(-u-v) S_{2}(v) . \tag{6.29}
\end{equation*}
$$

Proof:

$$
\begin{gather*}
\quad T_{2}(v) T_{2}^{t}(-v) R_{21}^{t}(-u-v) T_{1}(u) T_{1}^{t}(-u) R_{12}(u-v) \\
=R_{21}(u-v) T_{1}(u) T_{1}^{t}(-u) R_{12}^{t}(-u-v) T_{2}(v) T_{2}^{t}(-v) \\
\Leftrightarrow \\
T_{2}(v) T_{1}(u) R_{21}^{t}(-u-v) T_{2}^{t}(-v) T_{1}^{t}(-u) R_{12}(u-v)  \tag{6.30}\\
=R_{21}(u-v) T_{1}(u) T_{2}(v) R_{12}^{t}(-u-v) T_{1}^{t}(-u) T_{2}^{t}(-v) \\
\Leftrightarrow \\
T_{2}(v) T_{1}(u) R_{21}^{t}(-u-v) R_{12}(u-v) T_{2}^{t}(-v) T_{1}^{t}(-u) \\
=T_{2}(v) T_{1}(u) R_{21}(u-v) R_{12}^{t}(-u-v) T_{2}^{t}(-v) T_{1}^{t}(-u) \\
\Leftrightarrow \\
R_{21}^{t}(-u-v) R_{12}(u-v)=R_{21}(u-v) R_{12}^{t}(-u-v) .
\end{gather*}
$$

Since we have scalar solution $\tilde{\psi}_{i j}=\delta_{i j}$ up to a normalization in BYB, the transformed one is the same $\psi_{i j}=\delta_{i j}$ as one can see from the transformation matrix. So for our case $(S U(3), S O(3))$, the last equation holds. Actually the last equation holds for general $(S U(N), S O(N))$. Thus we have connected the twisted Yangian with our tBYB.

Property 2 : The symmetry relation for $(S U(3), S O(3))$ :

$$
\begin{equation*}
S^{t}(u)=S(-u)+\frac{S(u)-S(-u)}{2 u} \tag{6.31}
\end{equation*}
$$

This one can be easily prove when expanding out in terms of $t_{i j}$, then use the commutation relation Eq. (6.22). Therefore one needs RTT-relation to get Eq. (6.31), another interesting fact is that the symmetry relation fixes the representation up to an arbitrary even order scalar function.

Multiplication with an even formal series $g(u)=1+g^{(2)} u^{-2}+g^{(4)} u^{-4}+\ldots$ defines an automorphism of $Y^{+}(N)$ :

$$
\begin{equation*}
S(u) \rightarrow g(u) S(u) \tag{6.32}
\end{equation*}
$$

As one can easily check that it satisfies the tBYB and symmetry relation.

### 6.2.1 Representation of Yangian and twisted Yangian

Definition 5. A representation $L\left(\lambda_{1}(u), \ldots, \lambda_{N}(u)\right)$ of the Yangian $Y(N)$ is called a highest weight representation if there exists a nonzero vector $v \in L$ such that $L$ is generated by $v$ and following relation holds

$$
\begin{array}{lll}
t_{i j}(u) \cdot v=0 & \text { for } \quad 1 \leq i<j \leq N \quad \text { and }  \tag{6.33}\\
t_{i i}(u) \cdot v=\lambda_{i}(u) \cdot v & \text { for } \quad i=1, \ldots, N .
\end{array}
$$

About definition is too abstract for us to do some calculation. However, there is an algebra homomorphism called evolution representation (ev): $Y(N) \rightarrow U\left(\mathfrak{g l}_{N}\right)$ such that [36]

$$
\begin{equation*}
\mathrm{ev}: t_{i j} \rightarrow \delta_{i j}+u^{-1} E_{i j} \tag{6.34}
\end{equation*}
$$

where $E_{i j}$ are the generators of $\mathfrak{g l}_{N}$. Using the evaluation homomorphism Eq. (6.34), the $\mathfrak{g l}_{N}$ highest weight representation $L\left(\lambda_{1}, \ldots, \lambda_{N}\right)\left(\lambda_{i}\right.$ is the corresponding highest weight) is also an h.w. representation of $Y(N)$ with highest weight $\lambda_{i}(u)=1+\lambda_{i} u^{-1}$. So we can some assume that this two algebra share the same vector space. This idea is through the whole chapter and next chapter that the quantum algebra share the same vector space with classical
algebra. Let us use the following relation to denote such evolution representation

$$
\begin{equation*}
t_{i j}(u) \cdot v=\mathcal{L}_{i j}^{\left(\lambda_{1}, \ldots, \lambda_{N}\right)} \cdot v, \tag{6.35}
\end{equation*}
$$

for $v \in L\left(\lambda_{1}, \ldots, \lambda_{N}\right)$.
Definition 6. A representation $V$ of the twisted Yangian $Y^{+}(N)$ is called a highest weight representation if there exists a nonzero vector $v \in V$ such that $V$ is generated by $v$ and following relation holds

$$
\begin{array}{lll}
s_{i j}(u) \cdot v=0 & \text { for } \quad-n \leq i<j \leq n \quad \text { and } \\
s_{i i}(u) \cdot v=\mu_{i}(u) \cdot v & & \text { for } \quad i=0, \ldots, n . \tag{6.36}
\end{array}
$$

Since $\mathfrak{s o}_{N}$ is a sub-algebra of $\mathfrak{g l}_{N}$, and the embedding rules are actually defined in Eq. (6.4). One can choose the following convention for our $\mathfrak{S o}_{3}$ case

$$
\begin{align*}
S_{z} & =F_{-1-1}, \\
S_{+} & =F_{01},  \tag{6.37}\\
S_{-} & =F_{10} .
\end{align*}
$$

Then the $\mathfrak{g l}_{3}$ module $L\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)$ with corresponding highest weight $\lambda_{i}, i=1,2,3$. Apply operator $S_{z}$ on the vector $\left|l_{1}, l_{2}, l_{3}\right\rangle \in L\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)$

$$
\begin{equation*}
S_{z}\left|l_{1}, l_{2}, l_{3}\right\rangle=l_{1}-l_{3} . \tag{6.38}
\end{equation*}
$$

Using branching rules, one would get representations of $\mathfrak{s o}_{3}$ as a subspace of $L\left(\lambda_{1}, \lambda_{1}, \lambda_{2}\right)$

$$
\begin{align*}
& {[0, s]=[0, s-2]+(s), \quad \text { for } s=0,1,2, \ldots,} \\
& {\left[0, s-\frac{1}{2}\right] \otimes\left(\frac{1}{2}\right)=\left[0, s-\frac{3}{2}\right] \otimes\left(\frac{1}{2}\right)+(s), \quad \text { for } s=\frac{3}{2}, \frac{5}{2}, \frac{7}{2}, \ldots .} \tag{6.39}
\end{align*}
$$

Above I have used the $[a, b]$ to denote the Dynkin labels of type $A_{2}$, and (a) for representations of $S O(3)$ of dimension $2 a+1$. For $\mathfrak{g l}_{N}$ with highest weight $\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{N}\right)$ has dimension [37]

$$
\begin{equation*}
\operatorname{dim}[\lambda]=\prod_{i<j} \frac{\left(\ell_{i}-\ell_{j}\right)}{\left(\ell_{i}^{0}-\ell_{j}^{0}\right)} \tag{6.40}
\end{equation*}
$$

with $\ell_{j}^{0}=N-j, \ell_{j}=\lambda_{j}+\ell_{j}^{0}$. One can check, $\mathfrak{s o}_{3}$ with $s=\lambda_{1}-\lambda_{3}$ doesn't have the same dimension as $L\left(\lambda_{1}, \lambda_{1}, \lambda_{2}\right)$, so we need to know what the quotient space is in the sense of Yangian. Using Eq. (6.27) and Eq. (6.35), one would get the highest weight for $Y^{+}$(3) using $L\left(\lambda_{1}, \lambda_{1}, \lambda_{2}\right) \mathfrak{g l}_{3}$ module

$$
\begin{align*}
& \mu_{1}(u)=\left(1+\lambda_{2} u^{-1}\right)\left(1-\lambda_{1} u^{-1}\right),  \tag{6.41}\\
& \mu_{0}(u)=\left(1+\lambda_{1} u^{-1}\right)\left(1-\lambda_{1} u^{-1}\right) .
\end{align*}
$$

Or using the Lax-operator

$$
\begin{equation*}
s_{i j}(u) \cdot v=\sum_{a} \mathcal{L}_{i a}^{\left(\lambda_{1}, \lambda_{1}, \lambda_{2}\right)}(u) \mathcal{L}_{-j,-a}^{\left(\lambda_{1}, \lambda_{1}, \lambda_{2}\right)}(-u) v, \tag{6.42}
\end{equation*}
$$

for all $v \in L\left(\lambda_{1}, \lambda_{1}, \lambda_{2}\right)$.

### 6.3 Highest weight matching in $(S U(3), S O(3))$

### 6.3.1 MPS side of calculation

Start with the two-site solution of higher representation, the MPS can be built from the Smatrix $\tilde{S}(u)=\sum_{a b=1}^{3} E_{i j} \otimes \tilde{\psi}_{a b}(u)$, where $\tilde{\psi}_{a b}$ is given by Eq. (5.47) from last chapter with $-\frac{1}{u^{2}}$ normalization

$$
\begin{equation*}
\tilde{\psi}_{i j}^{(s)}(u)=\delta_{a b}+u^{-1}\left[S_{a}, S_{b}\right]-u^{-2} S_{a} S_{b}, \quad \text { with } a, b \in\{1,2,3\} . \tag{6.43}
\end{equation*}
$$

Transform the solution to the case of tBYB

$$
\begin{equation*}
S(u)=P \tilde{S}(u) P^{-1}, \tag{6.44}
\end{equation*}
$$

the matrix elements of $S(u)=\sum_{i, j=-1}^{1} E_{i j} \otimes \psi_{i j}(u)$ yields

$$
\begin{align*}
\psi_{1,1}^{(s)} & =\frac{1}{2}\left(\psi_{1,1}^{(s)}-i \psi_{2,1}^{(s)}+i \psi_{1,2}^{(s)}+\psi_{2,2}^{(s)}\right) \\
& =1-u^{-1} S_{z}-u^{-2} S_{-} S_{+} \\
\bar{\psi}_{0,0}^{(s)} & =1-u^{-2} S_{z}^{2} \\
\bar{\psi}_{-1,-1}^{(s)} & =1+u^{-1} S_{z}-u^{-2} S_{+} S_{-}, \\
\bar{\psi}_{0,1}^{(s)} & =u^{-1} S_{+}-u^{-2} S_{z} S_{+},  \tag{6.45}\\
\bar{\psi}_{0,-1}^{(s)} & =-u^{-1} S_{-}-u^{-2} S_{z} S_{-} \\
\bar{\psi}_{-1,0}^{(s)} & =-u^{-1} S_{+}-u^{-2} S_{+} S_{z}, \\
\bar{\psi}_{-1,1}^{(s)} & =-u^{-2} S_{+}^{2} \\
\bar{\psi}_{1,0}^{(s)} & =u^{-1} S_{-}-u^{-2} S_{-} S_{z}, \\
\bar{\psi}_{1,-1}^{(s)} & =-u^{-2} S_{-}^{2} .
\end{align*}
$$

Above representation is a $k=2 s+1$ dimensional irreducible representation of the twisted Yangian $Y^{+}(3)$ in presentation tBYB. Let us denote it $V(s)$. Obviously

$$
\begin{equation*}
-\left.u^{2} \bar{\psi}_{i, j}(u)\right|_{u=0}=S_{i} S_{-j} . \tag{6.46}
\end{equation*}
$$

We use the notation

$$
\begin{align*}
S_{ \pm} & =\frac{1}{\sqrt{2}}\left(S_{1} \pm i S_{2}\right),  \tag{6.47}\\
S_{z} & =S_{3} .
\end{align*}
$$

And the corresponding commutation relation becomes

$$
\begin{equation*}
\left[S_{+}, S_{-}\right]=S_{z}, \quad\left[S_{z}, S_{ \pm}\right]= \pm S_{ \pm} \tag{6.48}
\end{equation*}
$$

From Eq. (6.47) we know that $S_{+}$increases the weights, $S_{-}$decreases the weights, therefore

$$
\begin{equation*}
S_{+} \cdot v=0 \tag{6.49}
\end{equation*}
$$

The $Y^{+}(3)$ highest weights of $V(s)$ are

$$
\begin{gather*}
\mu_{1}(u)=1-s u^{-1}  \tag{6.50}\\
\mu_{0}(u)=1-s^{2} u^{-2}
\end{gather*}
$$

### 6.3.2 Scalar solution side of calculation

From Eq. (6.50) we can see that $V(s)$ can be embedded into $L\left(\lambda_{1}, \lambda_{1}, \lambda_{2}\right)$ if $\lambda_{1}=s$ and $\lambda_{2}=0$ but $L(s, s, 0)$ is finite dimensional iff $s \in \mathbb{N}$, therefore we only have chance to find connection between $\left|\Psi_{\delta}\right\rangle$ and $\left|\mathrm{MPS}_{k}\right\rangle$ when k is odd. And by Eq. (6.28) we can achieve this by dressing the scalar solution $s=0$.

For even $k$ we have to use coproduct properties Eq. (6.28) that, and build higher representation by dressing $s=\frac{1}{2}$ solution to make the $\mathfrak{g l}_{4}$ module finite. The representation $L\left(\lambda_{1}, \lambda_{1}, \lambda_{2}\right) \otimes V(1 / 2)$ has highest weight

$$
\begin{align*}
& \mu_{1}(u)=\left(1+\lambda_{2} u^{-1}\right)\left(1-\lambda_{1} u^{-1}\right)\left(1-\frac{1}{2} u^{-1}\right)  \tag{6.51}\\
& \mu_{0}(u)=\left(1-\lambda_{1}^{2} u^{-2}\right)\left(1-\frac{1}{4} u^{-2}\right)
\end{align*}
$$

we can see that $V(s)$ can be embedded into $L\left(\lambda_{1}, \lambda_{1}, \lambda_{2}\right) \otimes V(1 / 2)$ if $\lambda_{1}=s$ and $\lambda_{2}=1 / 2$.

### 6.4 Overlap Formula for $(S U(3), S O(3))$

### 6.4.1 Odd $k=2 s+1$

We have seen that the even and odd $k$ cases must be treated differently. Let us start with the odd case. We can show that $V(s)$ is embedded into $L(s, s, 0)$ where $s \in \mathbb{Z}_{+}$for small $s$. In the end, one can get for general $s$ the twisted Yangian $Y^{+}(3)$ acts on $L(s, s, 0) \cong$ $V(s) \oplus L(s, s, 2)[16]$ as

$$
\begin{align*}
s_{i j} \cdot\left(v_{1} \otimes v_{2}\right) & =\mathcal{L}_{i a}^{(s, s, 0)}(u) \mathcal{L}_{-j,-b}^{(s, s, 0)}(-u) v_{1} \otimes \delta_{a b} v_{2} \\
& =\left(\begin{array}{cc}
\psi_{i, j}^{(s)}(u) & X \\
0 & \mathcal{L}_{i a}^{(s, s, 2)}(u) \mathcal{L}_{-j,-b}^{(s, s, 2)}(-u) \otimes \delta_{a b}
\end{array}\right)\binom{w_{1}}{w_{2} \otimes v_{3}} \tag{6.52}
\end{align*}
$$

for all $S \in Y^{+}(3)$, where $v_{1} \in L(s, s, 0), v_{2}, v_{3} \in V(0), w_{1} \in V(s), w_{2} \in L(s, s, 2)$ and $s \in \mathbb{Z}_{>1}$. For later convenience, we use $0^{\prime}$ to denote space $L(s, s, 0), A_{s}$ to denote space $V(s)$, and 0 to denote $L(s, s, 2)$. And notice here we don't put any physics space (cause it's in fundamental representation), it is just a way of representation of auxiliary spaces, and when we take the trace over auxiliary space, it will all gone.
Conjecture 1. The $L(s, s, 2)$ is an irrep of $Y^{+}(3)$ for all $s>1$.
In the following we will show that how to build the overlap of $\langle\mathbf{u} \mid \mathrm{MPS}\rangle$ state from the knowledge of $\left\langle\mathbf{u} \mid \mathrm{MPS}_{\delta}\right\rangle$. First let use a different convention of R-matrix rather than Eq. (6.3)

$$
\begin{equation*}
\bar{R}(u)=u \mathbb{I}+i \mathbb{P} \tag{6.53}
\end{equation*}
$$

and hence use rescaled matrices:

$$
\begin{array}{r}
\bar{s}_{i j}(u)=u^{2} s_{i j}(i u),  \tag{6.54}\\
\bar{t}_{i j}=u t_{i j}(i u) .
\end{array}
$$

Let $\rho$ be a representation of the twisted Yangian and let us use an isomorphism Eq. (18) to transform tBYB back to BYB, which we use for our integrable state MPS:

$$
\begin{equation*}
\phi_{\alpha \beta}=\rho\left(\bar{s}_{\alpha \gamma}(0)\right) C_{\gamma \beta}=\rho\left(\bar{s}_{\alpha,-\beta}(0)\right), \tag{6.55}
\end{equation*}
$$

where $C$ is the charge conjugation matrix, and $\phi_{\alpha \beta}$ satisfies BYB. Furthermore, let us define the following state

$$
\begin{equation*}
\left|\operatorname{MPS}_{A}\right\rangle=\sum_{i, j \in\{-1,0,1\}} \operatorname{Tr}_{A}\left[\phi_{i_{1} j_{1}} \ldots \phi_{i_{L / 2} j_{L / 2}}\right]\left|i_{1}, j_{1}, \ldots, i_{L / 2}, j_{L / 2}\right\rangle \tag{6.56}
\end{equation*}
$$

where $A$ denotes all the auxiliary space other than physical space. For the trivial representation $V(0)$

$$
\begin{equation*}
\rho\left(\bar{s}_{i j}(0)\right)=\delta_{i, j}, \tag{6.57}
\end{equation*}
$$

When we exploit Eq. (6.56) based on Eq. (5.51) and Eq. (6.55), also use $\operatorname{Tr}(A \otimes B)=$ $\operatorname{Tr}(A) \operatorname{Tr}(B)$, and $\operatorname{Tr}(A \oplus B)=\operatorname{Tr}(A)+\operatorname{Tr}(B)$, we would get

$$
\begin{gather*}
\sum_{i, j \in\{-1,0,1\}} \sum_{a, b \in\{-1,0,1\}} \operatorname{Tr}_{0^{\prime}}\left[\overline{\mathcal{L}}_{i_{1} a_{1}}^{(s, s, 0)}(0) \overline{\mathcal{L}}_{j_{1}, b_{1}}^{(s, s, 0)}(0) \ldots \overline{\mathcal{L}}_{i_{L / 2} a_{L / 2}}^{(s, s)}(0) \overline{\mathcal{L}}_{j_{L / 2}, b_{L / 2}}^{(s, s, 0)}(0)\right] \\
\left.=\sum_{i, j \in\{-1,0,1\}}^{\left(\sum_{L_{0}}\right.} \operatorname{Tr}_{A_{s}}\left[\psi_{i_{1},-j_{1}}^{(s)} \ldots \psi_{i_{L_{1}, 2},-b_{1}}^{(s)} \ldots \delta_{a_{L / 2},-b_{L / 2}}\right]\right]\left|i_{1} j_{1} \ldots i_{L / 2} j_{L / 2} \ldots i_{L / 2} j_{L / 2}\right\rangle \\
+\sum_{i, j \in\{-1,0,1\}} \sum_{a, b \in\{-1,0,1\}} \operatorname{Tr}_{0}\left[\overline{\mathcal{L}}_{i_{1} a_{1}}^{(s, s, 2)}(0) \overline{\mathcal{L}}_{j_{1}, b_{1}}^{(s, s)}(0) \ldots \overline{\mathcal{L}}_{i_{L / 2} a_{L / 2}}^{(s, s, 2)}(0) \overline{\mathcal{L}}_{j_{L / 2}, b_{L / 2}}^{(s, s)}(0)\right]  \tag{6.58}\\
\operatorname{Tr}_{A_{0}}\left[\delta_{a_{1},-b_{1}} \ldots \delta_{a_{L / 2},-b_{L / 2}}\right]\left|i_{1} j_{1} \ldots i_{L / 2} j_{L / 2}\right\rangle .
\end{gather*}
$$

The MPS in $\{-1,0,1\}$ basis takes the form

$$
\begin{equation*}
\left|\operatorname{MPS}_{2 s+1}\right\rangle=\sum_{i, j \in\{-1,0,1\}} \operatorname{Tr}_{A_{s}}\left[\psi_{i_{1},-j_{1}}^{(s)} \cdots \psi_{i_{L / 2},-j_{L / 2}}^{(s)}\right]\left|i_{1}, j_{1}, \ldots, i_{L / 2}, j_{L / 2}\right\rangle, \tag{6.59}
\end{equation*}
$$

where we have made use of

$$
\begin{align*}
\sum_{a, b \in\{1,2,3\}} \tilde{\psi}_{a b}|a\rangle|b\rangle & =\sum_{a, b \in\{1,2,3\}} \sum_{i, j \in\{-1,0,1\}} \sum_{i^{\prime}, j^{\prime} \in\{-1,0,1\}} P_{a i}^{-1} \psi_{i j} P_{j b} \times P_{a i^{\prime}}^{-1}\left|i^{\prime}\right\rangle P_{b j^{\prime}}^{-1}\left|j^{\prime}\right\rangle \\
& =\sum_{i, j \in\{-1,0,1\}} \sum_{i^{\prime}, j^{\prime} \in\{-1,0,1\}} \sum_{a, b \in\{1,2,3\}} P_{i^{\prime} a}^{-1} P_{a i}^{-1} P_{j b} P_{b j^{\prime}}^{-1} \psi_{i j}\left|i^{\prime}\right\rangle\left|j^{\prime}\right\rangle \\
& \left.=\sum_{i, j \in\{-1,0,1\}} \delta_{i,-i^{\prime} \delta_{j, j^{\prime}} \delta^{\prime}, j^{\prime} \in\{-1, \mid i, 0,1\}} i^{\prime}\right\rangle\left|j^{\prime}\right\rangle  \tag{6.60}\\
& =\sum_{i, j \in\{-1,0,1\}} \psi_{-i, j}|i\rangle|j\rangle,
\end{align*}
$$

Also there exist an automorphism of generators of $S U(2)$ which acts as follows

$$
\begin{equation*}
V S_{i} V^{-1}=-S_{-i}, \quad i \in\{-, 0,+\} \tag{6.61}
\end{equation*}
$$

then one can change the sign in Eq.(6.60), hence gives us Eq. (6.59). The above procedure also works for $\left|\mathrm{MPS}_{\delta}\right\rangle$ state.

Then Eq. (6.58) is equivalent to

$$
\begin{equation*}
\left|\operatorname{MPS}_{2 s+1}\right\rangle=\left(\bar{T}^{(s, s, 0)}(0)-\bar{T}^{(s, s, 2)}(0)\right)\left|\operatorname{MPS}_{\delta}\right\rangle \tag{6.62}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{T}^{(s, s, m)}(u)=\operatorname{Tr}_{0}\left[\overline{\mathcal{L}}_{01}^{(s, s, m)}(u) \ldots \overline{\mathcal{L}}_{0 L}^{(s, s, m)}(u)\right] \tag{6.63}
\end{equation*}
$$

and

$$
\begin{align*}
\bar{L}^{(s, s, m)}(u) & =\overline{\mathcal{L}}_{i, j}^{(s, s, m)}(u) \otimes\left|e_{i}\right\rangle\left\langle e_{j}\right|=u \mathbb{I}-i E_{i, j}^{(s, s, m)} \otimes e_{i j} \\
& =u \mathbb{I}+i E_{i j}^{(-m,-s,-s)} \otimes e_{j i}  \tag{6.64}\\
& =u \mathbb{I}-i s \mathbb{I}+i E_{i j}^{(-m+s, 0,0)} \otimes e_{j i}
\end{align*}
$$

where the second line we have used that $E_{i j} \rightarrow-E_{j i}$ is a Lie-algebra automorphism and it connects a representation to its dual one, and the third line we take an identity matrix out. One can see that given our $\left|\mathrm{MPS}_{\delta}\right\rangle$ is integrable, then by acting with transfer matrix we can generate higher dimensional integrable $|\mathrm{MPS}\rangle$. Here one may be puzzled about how the physical space of $\left|\mathrm{MPS}_{2 s+1}\right\rangle$ is the same as $\left|\mathrm{MPS}_{\delta}\right\rangle$, it is the same because both of them are in the fundamental representation. One can see this clearly when taking the inner product between them and Bethe state $|\mathbf{u}\rangle$, which is in the fundamental representation in our model.
Let us use another notation of Eq. (6.64):

$$
\begin{gather*}
\overline{\mathcal{L}}^{(s)}(u)=u-i \frac{s-1}{2}+i E_{i, j}^{(s, 0,0)} \otimes e_{j i},  \tag{6.65}\\
\overline{\mathcal{T}}^{(s)}(u)=\operatorname{Tr}_{0}\left[\overline{\mathcal{L}}_{01}^{(s)}(u) \ldots \overline{\mathcal{L}}_{0 L}^{(s)}(u)\right] . \tag{6.66}
\end{gather*}
$$

From Eq. (6.64) and Eq. (6.65), one can see that

$$
\begin{align*}
\bar{L}^{(s, s, 0)}(u) & =\overline{\mathcal{L}}^{(s)}\left(u-i \frac{s+1}{2}\right)  \tag{6.67}\\
\bar{L}^{(s, s, 2)}(u) & =\overline{\mathcal{L}}^{(s-2)}\left(u-i \frac{s+3}{2}\right)
\end{align*}
$$

Therefore

$$
\begin{equation*}
\left|\operatorname{MPS}_{2 s+1}\right\rangle=\left(\overline{\mathcal{T}}^{(s)}\left(-i \frac{s+1}{2}\right)-\overline{\mathcal{T}}^{(s-2)}\left(-i \frac{s+3}{2}\right)\right)\left|\operatorname{MPS}_{\delta}\right\rangle \tag{6.68}
\end{equation*}
$$

and the ratio of the overlaps is equal to the difference of eigenvalues of the transfer matrices

$$
\begin{equation*}
\frac{\left\langle\mathrm{MPS}_{2 s+1} \mid \mathbf{u}\right\rangle}{\left\langle\operatorname{MPS}_{\delta} \mid \mathbf{u}\right\rangle}=\overline{\mathcal{T}}^{(s)}\left(-i \frac{s+1}{2}\right)-\overline{\mathcal{T}}^{(s-2)}\left(-i \frac{s+3}{2}\right) \tag{6.69}
\end{equation*}
$$

The eigenvalues of the transfer matrices can be written as,

$$
\begin{align*}
\overline{\mathcal{T}}^{(s)}(u)=Q_{0}\left(-i u-\frac{s}{2}\right) Q_{+}\left(-i u+\frac{s+3}{2}\right) & \sum_{k=0}^{s} \frac{\left(u+i \frac{s+1}{2}-i k\right)^{L} Q_{+}\left(-i u+\frac{s+1}{2}-k\right)}{Q_{0}\left(-i u+\frac{s}{2}-k\right) Q_{0}\left(-i u+\frac{s+2}{2}-k\right)} \\
& \times \sum_{k=0}^{s} \frac{Q_{0}\left(-i u+\frac{s+2}{2}-l\right)}{Q_{0}\left(-i u+\frac{s+1}{2}-l\right) Q_{0}\left(-i u+\frac{s+3}{2}-l\right)} . \tag{6.70}
\end{align*}
$$

I will derive this by Tableau sum in Appendix E. Let us assume that $L, M_{1}, M_{2}$ (where $M_{1}$ and $M_{2}$ are defined as numbers of excitation stated in chapter 3) are even, then

$$
\begin{align*}
& \overline{\mathcal{T}}^{(s)}\left(-i \frac{s+1}{2}\right)-\overline{\mathcal{T}}^{(s-2)}\left(-i \frac{s+3}{2}\right) \\
& =Q_{0}\left(s+\frac{1}{2}\right) Q_{+}(1) \sum_{k=0}^{s}(i k)^{L} \frac{Q_{+}(k)}{Q_{0}\left(k+\frac{1}{2}\right) Q_{0}\left(k-\frac{1}{2}\right)} \sum_{l=0}^{k} \frac{Q_{0}\left(l-\frac{1}{2}\right)}{Q_{+}(l) Q_{+}(l-1)} \\
& -Q_{0}\left(s+\frac{1}{2}\right) Q_{+}(1) \sum_{k=0}^{s-2}(i k+i 2)^{L} \frac{Q_{+}(k+2)}{Q_{0}\left(k+\frac{5}{2}\right) Q_{0}\left(k+\frac{3}{2}\right)} \sum_{l=0}^{k} \frac{Q_{0}\left(l+\frac{3}{2}\right)}{Q_{+}(l+2) Q_{+}(l+1)}  \tag{6.71}\\
& =\frac{Q_{0}\left(\frac{1}{2}\right)}{Q_{+}(0)} Q_{0}\left(s+\frac{1}{2}\right) \sum_{k=1}^{s} 2(i k)^{L} \frac{Q_{+}(k)}{Q_{0}\left(k+\frac{1}{2}\right) Q_{0}\left(k-\frac{1}{2}\right)} .
\end{align*}
$$

Where I have defined two type Baxter polynomials as

$$
\begin{equation*}
Q_{0}(a)=\prod_{i=1}^{M_{1}}\left(i a-u_{i}\right), \quad Q_{+}(a)=\prod_{j=1}^{M_{2}}\left(i a-v_{j}\right) . \tag{6.72}
\end{equation*}
$$

The derivations] is as following. Eq. (6.71) is equivalent to

$$
\begin{align*}
E q .(70)= & Q_{0}\left(s+\frac{1}{2}\right) Q_{+}(1)\left[\sum_{k=0}^{1} f(k) \sum_{l=0}^{k} g(l)+\sum_{k=2}^{s} f(k)\left(\sum_{l=0}^{1} g(l)+\sum_{l=2}^{k} g(l)\right)\right] \\
& -Q_{0}\left(s+\frac{1}{2}\right) Q_{+}(1) \sum_{m=2}^{s} f(m) \sum_{n=2}^{m} g(n) \\
= & Q_{0}\left(s+\frac{1}{2}\right) Q_{+}(1)\left[\sum_{k=0}^{1} f(k) \sum_{l=0}^{k} g(l)+\sum_{k=2}^{s} f(k) \sum_{l=0}^{1} g(l)\right] \\
= & Q_{0}\left(s+\frac{1}{2}\right) Q_{+}(1)\left[f(0) g(0)+\sum_{k=1}^{s} f(k) \sum_{l=0}^{1} g(l)\right]  \tag{6.73}\\
= & \frac{Q_{0}\left(s+\frac{1}{2}\right) Q_{0}\left(\frac{1}{2}\right)}{Q_{+}(0)}\left(\frac{Q_{+}(1) Q_{0}(-1 / 2)}{Q_{+}(-1) Q_{0}(1 / 2)}+1\right) \sum_{k=1}^{s} f(k) \\
= & 2 \frac{Q_{0}\left(s+\frac{1}{2}\right) Q_{0}\left(\frac{1}{2}\right)}{Q_{+}(0)} \sum_{k=1}^{s} f(k)
\end{align*}
$$

we denote

$$
\begin{equation*}
f(k)=(i k)^{L} \frac{Q_{+}(k)}{Q_{0}\left(k+\frac{1}{2}\right) Q_{0}\left(k-\frac{1}{2}\right)}, \quad g(l)=\frac{Q_{0}\left(l-\frac{1}{2}\right)}{Q_{+}(l) Q_{+}(l-1)} . \tag{6.74}
\end{equation*}
$$

In the last line of Eq. (6.73) we have used the fact that the paired momentum $Q(x)=Q(-x)$ for all excitations. Then

$$
\begin{equation*}
\overline{\mathcal{T}}^{(s)}\left(-i \frac{s+1}{2}\right)-\overline{\mathcal{T}}^{(s-2)}\left(-i \frac{s+3}{2}\right)=\frac{Q_{0}\left(\frac{1}{2}\right)}{Q_{+}(0)} \mathbb{T}_{2 s}(0) . \tag{6.75}
\end{equation*}
$$

From [16], we know the scalar solution overlap can be obtained by Thermodynamic Bethe Ansatz

$$
\begin{equation*}
\frac{\left\langle\operatorname{MPS}_{\delta} \mid \mathbf{u}\right\rangle}{\sqrt{\langle\mathbf{u} \mid \mathbf{u}\rangle}}=\frac{Q_{+}(0)}{Q_{+}\left(\frac{1}{2}\right)} \sqrt{\frac{Q_{0}(0) Q_{0}\left(\frac{1}{2}\right)}{\bar{Q}_{+}(0) \bar{Q}_{+}\left(\frac{1}{2}\right)}} \sqrt{\frac{\operatorname{det} G_{+}}{\operatorname{det} G_{-}}} \tag{6.76}
\end{equation*}
$$

hence

$$
\begin{equation*}
\frac{\left\langle\mathrm{MPS}_{2 s+1} \mid \mathbf{u}\right\rangle}{\sqrt{\langle\mathbf{u} \mid \mathbf{u}\rangle}}=\mathbb{T}_{2 s}(0) \sqrt{\frac{Q_{0}(0) Q_{0}\left(\frac{1}{2}\right)}{\bar{Q}_{+}(0) \bar{Q}_{+}\left(\frac{1}{2}\right)}} \sqrt{\frac{\operatorname{det} G_{+}}{\operatorname{det} G_{-}}} . \tag{6.77}
\end{equation*}
$$

where (??? check ???)

$$
\begin{equation*}
\mathbb{T}_{2 s}(0)=Q_{0}\left(s+\frac{1}{2}\right) \sum_{k=1 / 2}^{s} 2(i k)^{L} \frac{Q_{+}(k)}{Q_{0}\left(k+\frac{1}{2}\right) Q_{0}\left(k-\frac{1}{2}\right)} \tag{6.78}
\end{equation*}
$$

This agree with the overlap formula from Chapter 3.

### 6.4.2 Even $\mathrm{k}=2 \mathrm{~s}+1$

Let us now concentrate on even case. Follow Eq. (6.51), one can see that $V(s)$ can be embedded into $L(s, s, 1 / 2) \otimes V(1 / 2)$ where $s=\frac{3}{2}, \frac{5}{2}, \ldots$. For general $s$, the twisted Yangian $Y^{+}(3)$ acts on $L(s, s, 1 / 2) \otimes V(1 / 2) \cong V(s) \oplus(L(s, s, 2) \otimes V(1 / 2))[16]$ as

$$
\begin{align*}
& s_{i j}(u) \cdot\left(v_{1} \otimes v_{2}\right)=\mathcal{L}_{i a}^{(s, s, 1 / 2)}(u) \mathcal{L}_{-j,-b}^{(s, s, 1 / 2)}(-u) v_{1} \otimes \psi_{a, b}^{(1 / 2)}(u) v_{2} \\
& \quad=\left(\begin{array}{cc}
\left(1-\frac{1}{4} u^{-2}\right) \psi_{i, j}^{(s)}(u) & X \\
0 & \mathcal{L}_{i a}^{(s, s, 3 / 2)}(u) \mathcal{L}_{-j,-b}^{(s, s, 3 / 2)}(-u) \otimes \psi_{a b}^{(1 / 2)}
\end{array}\right)\binom{w_{1}}{w_{2} \otimes w_{3}} \tag{6.79}
\end{align*}
$$

for all $v_{1} \in L(s, s, 1 / 2), v_{2}, w_{3} \in V(1 / 2), w_{1} \in V(s), w_{2} \in L(s, s, 3 / 2)$ and $s \in \mathbb{Z}_{+}+$ $1 / 2$. We used the following conjecture:
Conjecture 2. The $L(s, s, 3 / 2) \otimes V(1 / 2)$ is an irrep of $Y^{+}(3)$ for all $s \in \mathbb{Z}_{+}+1 / 2$.
Use the same argument as odd case, one would find Eq. (6.79) connects $\left|\mathrm{MPS}_{2 s+1}\right\rangle$ with $\left|\mathrm{MPS}_{2}\right\rangle$ as

$$
\begin{equation*}
\left|\mathrm{MPS}_{2 s+1}\right\rangle=\left(\frac{2}{i}\right)^{L}\left(\bar{T}^{(s, s, 1 / 2)}(0)-\bar{T}^{(s, s, 3 / 2)}(0)\right)\left|\mathrm{MPS}_{2}\right\rangle . \tag{6.80}
\end{equation*}
$$

From Eq. (6.64) one can obtain

$$
\begin{align*}
\overline{\mathcal{L}}^{(s, s, 1 / 2)}(u) & =\overline{\mathcal{L}}^{(m)}\left(u-i \frac{m+2}{2}\right),  \tag{6.81}\\
\overline{\mathcal{L}}^{(s, s, 3 / 2)}(u) & =\overline{\mathcal{L}}^{(m-1)}\left(u-i \frac{m+3}{2}\right),
\end{align*}
$$

where

$$
\begin{equation*}
m=s-1 / 2 \tag{6.82}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\left|\mathrm{MPS}_{2 s+1}\right\rangle=\left(\frac{2}{i}\right)^{L}\left(\bar{T}^{(m)}\left(-i \frac{m+2}{2}\right)-\bar{T}^{(m-1)}\left(-i \frac{m+3}{2}\right)\right)\left|\mathrm{MPS}_{2}\right\rangle, \tag{6.83}
\end{equation*}
$$

Use Eq. (6.70), one would find

$$
\begin{align*}
& \bar{T}^{(m)}\left(-i \frac{m+2}{2}\right)-\bar{T}^{(m-1)}\left(-i \frac{m+3}{2}\right) \\
& =Q_{0}(m+1) Q_{+}\left(\frac{1}{2}\right) \sum_{k=0}^{m}\left(i k+\frac{i}{2}\right)^{L} \frac{Q_{+}\left(k+\frac{1}{2}\right)}{Q_{0}(k+1) Q_{0}(k)} \sum_{l=0}^{k} \frac{Q_{0}(l)}{Q_{+}\left(l+\frac{1}{2}\right) Q_{+}\left(l-\frac{1}{2}\right)} \\
& -Q_{0}(m+1) Q_{+}\left(\frac{1}{2}\right) \sum_{k=0}^{m-1}\left(i k+\frac{3 i}{2}\right)^{L} \frac{Q_{+}\left(k+\frac{3}{2}\right)}{Q_{0}(k+2) Q_{0}(k+1)} \sum_{l=0}^{k} \frac{Q_{0}(l+1)}{Q_{+}\left(l+\frac{3}{2}\right) Q_{+}\left(l+\frac{1}{2}\right)} \\
& =\frac{Q_{0}(0)}{Q_{+}\left(\frac{1}{2}\right)} Q_{0}\left(s+\frac{1}{2}\right) \sum_{k=1 / 2}^{s}(i k)^{L} \frac{Q_{+}(k)}{Q_{0}\left(k+\frac{1}{2}\right) Q_{0}\left(k-\frac{1}{2}\right)} . \tag{6.84}
\end{align*}
$$

Use the explicit form of $\mathbb{T}_{2 s}(0)$ and $\mathbb{T}_{1}(0)$ in $s=\mathbb{Z}_{+}+1 / 2$ case

$$
\begin{align*}
& \mathbb{T}_{2 s}(0)=Q_{0}\left(s+\frac{1}{2}\right) \sum_{k=1 / 2}^{s} 2(i k)^{L} \frac{Q_{+}(k)}{Q_{0}\left(k+\frac{1}{2}\right) Q_{0}\left(k-\frac{1}{2}\right)^{\prime}}  \tag{6.85}\\
& \mathbb{T}_{1}(0)=2\left(\frac{i}{2}\right)^{L} \frac{Q_{+}\left(\frac{1}{2}\right)}{Q_{0}(0)}
\end{align*}
$$

hence

$$
\begin{equation*}
\left(\frac{2}{i}\right)^{L}\left(\bar{T}^{(m)}\left(-i \frac{m+2}{2}\right)-\bar{T}^{(m-1)}\left(-i \frac{m+3}{2}\right)\right)=\frac{\mathbb{T}_{2 s}(0)}{\mathbb{T}_{1}(0)} . \tag{6.86}
\end{equation*}
$$

Finally, the connection between $\left|\mathrm{MPS}_{2 s+1}\right\rangle$ with $\left|\mathrm{MPS}_{2}\right\rangle$ is

$$
\begin{equation*}
\frac{\left\langle\mathrm{MPS}_{2 s+1} \mid \mathbf{u}\right\rangle}{\left\langle\mathrm{MPS}_{2} \mid \mathbf{u}\right\rangle}=\frac{\mathbb{T}_{2 s}(0)}{\mathbb{T}_{1}(0)} . \tag{6.87}
\end{equation*}
$$

## Chapter 7

## Spin Chain Overlaps and extended twisted Yangian for $(S O(6), S O(3) \times S O(3))$

### 7.1 Definitions and preliminaries

The notions of Lie algebras follow the same convention as last chapter, also the transposition rules.

### 7.1.1 R-matrices

For $\mathfrak{s o}_{N}$ models one can build the trace operator

$$
\begin{equation*}
\mathbb{K}=\mathbb{P}^{t_{1}}=\mathbb{P}^{t_{2}}=\sum_{i j} E_{i j} \otimes\left(E_{j i}\right)^{t}=\sum_{i j} E_{i j} \otimes E_{-i,-j} \tag{7.1}
\end{equation*}
$$

where $\mathbb{P}$ is the permutation operator $\mathbb{P}=\sum_{i j} e_{i j} \otimes e_{j i}$. The corresponding $\mathfrak{s o}_{N}$ R-matrices

$$
\begin{equation*}
R(u)=\mathbb{I}-\frac{\mathbb{P}}{u}+\frac{\mathbb{K}}{u-\kappa^{\prime}}, \tag{7.2}
\end{equation*}
$$

where $\kappa=N / 2-1$, it is a solution of the quantum Yang-Baxter equation with spectral parameter

$$
\begin{equation*}
R_{12}(u) R_{13}(u+v) R_{23}(v)=R_{23}(v) R_{13}(u+v) R_{12}(u) . \tag{7.3}
\end{equation*}
$$

The $\mathfrak{s o}_{N}$ R-matrix satisfies the crossing equation

$$
\begin{equation*}
R^{t}(u)=R^{t_{1}}=R^{t_{2}}=R(\kappa-u) . \tag{7.4}
\end{equation*}
$$

In the normal convention of transpose, the corresponding trace operator is defined as

$$
\begin{equation*}
\tilde{\mathbb{K}}=\mathbb{P}^{T_{1}}=\mathbb{P}^{T_{2}}=\sum_{i j} E_{i j} \otimes\left(E_{j i}\right)^{T}=\sum_{i j} E_{i j} \otimes E_{i, j}, \tag{7.5}
\end{equation*}
$$

and the corresponding R -matrix up to a normalization is

$$
\begin{equation*}
\tilde{R}(u)=\mathbb{I}-\frac{\mathbb{P}}{u}+\frac{\tilde{\mathbb{K}}}{u-\kappa} . \tag{7.6}
\end{equation*}
$$

And the crossing equation becomes

$$
\begin{equation*}
\tilde{R}^{T}(u)=\tilde{R}^{T_{1}}(u)=\tilde{R}^{T_{2}}(u)=\tilde{R}(\kappa-u) . \tag{7.7}
\end{equation*}
$$

### 7.1.2 Versions of BYB in different transposition

Recall we have used a different convention of twisted Boundary Yang-Baxter equations for these two separated case

$$
\begin{align*}
& S_{2}(v) R_{21}^{t}(-u-v) S_{1}(u) R_{12}(u-v)=R_{21}(u-v) S_{1}(u) R_{12}^{t}(-u-v) S_{2}(v),  \tag{7.8}\\
& \tilde{S}_{2}(v) \tilde{R}_{21}^{T}(-u-v) \tilde{S}_{1}(u) \tilde{R}_{12}(u-v)=\tilde{R}_{21}(u-v) \tilde{S}_{1}(u) \tilde{R}_{12}^{T}(-u-v) \tilde{S}_{2}(v) . \tag{7.9}
\end{align*}
$$

Same as before for twisted Yangian case, we typically solve Eq. (7.9) in the usual basis based on the symmetry, then we transform the solution to tBYB case Eq. (7.8), which is actually Highest weight friendly way for our algebra.

Now, let's turn to the case for $S O(N)$. Consider a constant transformation matrix $P$, which brings the solutions of BYB to $\mathrm{tBYB} K(u)=P \tilde{K}(u) P^{-1}$. Insert it into Eq. (7.8) with the help of crossing relation Eq. (7.7), one would get

$$
\begin{align*}
& \quad P_{2} \tilde{K}_{2}(v) P_{2}^{-1} R_{21}(2+u+v) P_{1} \tilde{K}_{1}(u) P_{1}^{-1} R_{12}(u-v) \\
& \quad=R_{21}(u-v) P_{1} \tilde{K}_{1}(u) P_{1}^{-1} R_{12}(2+u+v) P_{2} \tilde{K}_{2}(v) P_{2}^{-1} \\
& \Leftrightarrow \Leftrightarrow \tilde{K}_{2}(v) P_{2}^{-1} R_{21}(2+u+v) P_{1} \tilde{K}_{1}(u) P_{1}^{-1} R_{12}(u-v) P_{2}  \tag{7.10}\\
& \quad=P_{2}^{-1} R_{21}(u-v) P_{1} \tilde{K}_{1}(u) P_{1}^{-1} R_{12}(2+u+v) P_{2} \tilde{K}_{2}(v),
\end{align*}
$$

compare with Eq. (7.8), for $\tilde{K}(u)$ is a solution of BYB, the sufficient but unnecessary condition is

$$
\begin{equation*}
\tilde{R}_{12}(u)=P_{2}^{-1} P_{1}^{-1} R_{12}(u) P_{2} P_{1} . \tag{7.11}
\end{equation*}
$$

Use the Eq. (7.4) and Eq. (7.6), one can show $P$ matrix should satisfy the following relation

$$
\begin{equation*}
P P^{T}=C \tag{7.12}
\end{equation*}
$$

$C$ is the charge conjugation operator, with $C^{2}=1$. Here is detailed proof

$$
\begin{align*}
& C_{1} R_{12}^{T_{1}}(u) C_{1}=C_{1}\left(P_{2} P_{1} \tilde{R}_{12}(u) P_{2}^{-1} P_{1}^{-1}\right)^{T_{1}} C_{1} \\
\Leftrightarrow & R_{12}^{t_{1}}(u)=C_{1}\left(P_{1}^{-1}\right)^{T_{1}} P_{2} \tilde{R}_{12}^{T_{1}}(u)\left(P_{1}\right)^{T_{1}} P_{2}^{-1} C_{1}  \tag{7.13}\\
\Leftrightarrow & R_{12}(\kappa-u)=C_{1}\left(P_{1}^{T_{1}}\right)^{-1} P_{2} \tilde{R}_{12}(\kappa-u) P_{2}^{-1}\left(P_{1}\right)^{T_{1}} C_{1} \\
\Leftrightarrow & P_{2} P_{1} \tilde{R}_{12}(\kappa-u) P_{2}^{-1} P_{1}^{-1}=C_{1}\left(P_{1}^{T_{1}}\right)^{-1} P_{2} \tilde{R}_{12}(\kappa-u) P_{2}^{-1}\left(P_{1}\right)^{T_{1}} C_{1},
\end{align*}
$$

then we will get $P_{2} P_{1}=C_{1}\left(P_{1}^{T_{1}}\right)^{-1} P_{2}, P_{2}^{-1} P_{1}^{-1}=P_{2}^{-1}\left(P_{1}\right)^{T_{1}} C_{1}$, then one can easily verify that Eq. (7.12) satisfies this relation with $C^{2}=1$.

### 7.1.3 Extended Yangian and extended twisted Yangian

Before giving the formal definition of what extended Yangian algebra and extended twisted Yangian are, we need to specify the transformation matrix $P$ for our $(S O(6), S O(3) \times$
$S O(3))$ case. We'd like to transform the scalar solution from BYB to tBYB , the transformation matrix for $(S O(6), S O(3) \times S O(3))$ takes the form

$$
\left(\begin{array}{l}
|-3\rangle  \tag{7.14}\\
|-2\rangle \\
|-1\rangle \\
|1\rangle \\
|2\rangle \\
|3\rangle
\end{array}\right)=P\left(\begin{array}{l}
|1\rangle \\
|2\rangle \\
|3\rangle \\
|4\rangle \\
|5\rangle \\
|6\rangle
\end{array}\right), \quad P_{S O(3) \times S O(3)}=\frac{1}{\sqrt{2}}\left(\begin{array}{cccccc}
1 & I & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & I \\
0 & 0 & 1 & I & 0 & 0 \\
0 & 0 & 1 & -I & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & -I \\
1 & -I & 0 & 0 & 0 & 0
\end{array}\right),
$$

the reason for why we choose such transformation will be clear later.
Up to different normalization of $\tilde{K}(u)$, one can find the scalar solution with above transformation matrix becomes

$$
K_{S O(3) \times S O(3)}=\left(\begin{array}{cccccc}
1 & 0 & 0 & 0 & 0 & 0  \tag{7.15}\\
0 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right) .
$$

Correspondingly, one can see the following symmetry relation

$$
\begin{equation*}
K_{S O(3) \times S O(3)}^{t}=K . \tag{7.16}
\end{equation*}
$$

Fix $N \in \mathbb{Z}_{\geq 3}$, we introduce elements $t_{i j}^{(r)}$ with $-n \leq i, j \leq n$ and $r \in \mathbb{Z}_{\geq 0}$ such that $t_{i j}^{(0)}=\delta_{i j}$. Combining these into formal power series $t_{i j}(u)=\sum_{r \geq 0} t_{i j}^{(r)} u^{-r}$, we can then form the generating matrix $T(u)=\sum_{-n \leq i, j \leq n} E_{i j} \otimes t_{i j}(u)$. Let $R(u)$ be given by Eq. (7.2).

Definition 7. The extended Yangian $X\left(\mathfrak{g}_{N}\right)$ is the unital associative C -algebra generated by elements $t_{i j}^{(r)}$ with $-n \leq i, j \leq n$ and $r \in \mathbb{Z}_{\geq 0}$ satisfying the relation [38]

$$
\begin{equation*}
R(u-v) T_{1}(u) T_{2}(v)=T_{2}(v) T_{1}(u) R(u-v), \tag{7.17}
\end{equation*}
$$

where $T_{1}(u)$ and $T_{2}(u)$ are the elements of $\operatorname{End}^{N} \otimes \operatorname{EndC}^{N} \otimes X\left(\mathfrak{g}\left[\left[u^{-1}\right]\right]\right)$ given by

$$
\begin{equation*}
T_{1}(u)=\sum_{i, j=-n}^{n} E_{i j} \otimes \mathbb{I} \otimes t_{i j}(u), \quad T_{2}(u)=\sum_{i, j=-n}^{n} \mathbb{I} \otimes E_{i j} \otimes t_{i j}(u), \tag{7.18}
\end{equation*}
$$

In terms of the power series elements $t_{i j}(u)$, Eq. (7.17) is equivalent to

$$
\begin{align*}
{\left[t_{i j}(u), t_{k l}(v)\right] } & =\frac{1}{u-v}\left(t_{k j}(u) t_{i l}(v)-t_{k j}(v) t_{i l}(u)\right) \\
& -\frac{1}{u-v-\kappa} \sum_{-n \leq a \leq n}\left(\delta_{k,-i} t_{a j}(u) t_{-a, l}(v)-\delta_{l,-j} t_{k,-a}(v) t_{i, a}(u)\right) \tag{7.19}
\end{align*}
$$

The Hopf algebra structure of $X\left(\mathfrak{g}_{N}\right)$ is given by

$$
\begin{equation*}
\Delta: t_{i j}(u) \mapsto \sum_{-n \leq a \leq n} t_{i a}(u) \otimes t_{a j}(u), \quad S: T(u) \mapsto T(u)^{-1}, \quad \epsilon T(u) \mapsto \mathbb{I} . \tag{7.20}
\end{equation*}
$$

We will call the generating matrix of the extended Yangian $X\left(\mathfrak{g}_{N}\right)$ the T-matrix.

Let $A \in G L(N)$ be such that $A A^{t}=\mathbb{I}$ and let $a \in \mathbb{C}$ be a constant. Moreover, consider an arbitrary formal series $f(u)$ of the form

$$
\begin{equation*}
f(u)=1+f_{1} u^{-1}+f_{2} u^{-2}+\ldots \mathbb{C}\left[\left[u^{-1}\right]\right] . \tag{7.21}
\end{equation*}
$$

The automorphisms:

$$
\begin{equation*}
\mu_{f}: T(u) \mapsto f(u) T(u), \quad \tau_{a}: T(u) \mapsto T(u+a), \quad \alpha_{A}: T(u) \mapsto A T(u) A^{t} \tag{7.22}
\end{equation*}
$$

where the first two maps is readily to see that it satisfies RTT relation Eq. (7.17), for $\alpha_{A}$ one should used the invariance of $R$-matrix

$$
\begin{equation*}
R_{12} A_{1} A_{2}=A_{1} A_{2} R_{12}, \quad R_{12} A_{1}^{t} A_{2}^{t}=A_{1}^{t} A_{2}^{t} R_{12} \tag{7.23}
\end{equation*}
$$

The above Extended Yangian algebra is more or less the symmetry algebra for our spin chain $S O(6)$ sector. The finite size of spin chain enforce such symmetry will be broken on the boundary. Again the physical meaning of the coproduct depends on how you associate $t_{i j}$ with what space.

Definition 8. The extended twisted Yangian $X\left(\mathfrak{g}_{N}, \mathcal{G}\right)$ is the subalgebra of $X\left(\mathfrak{g}_{N}\right)$ generated by the coefficients $s_{i j}^{(r)}$ with $-n \leq i, j \leq n$ and $r \in \mathbb{Z}_{\geq 0}$ of the matrix elements $s_{i j}(u)$ in $S(u)=\sum_{i j} E_{i j} \otimes s_{i j}(u)$ matrix [38]

$$
\begin{equation*}
S(u)=T(u) K(u) T^{t}(-u) \tag{7.24}
\end{equation*}
$$

where $K(u)$ is scalar solution of $t B Y B$.
The algebra $X\left(\mathfrak{g}_{N}, \mathcal{G}\right)$ is a left coideal subalgebra of $X\left(\mathfrak{g}_{N}\right): \Delta\left(X\left(\mathfrak{g}_{N}, \mathcal{G}\right)\right) \subset X\left(\mathfrak{g}_{N}\right) \otimes$ $X\left(\mathfrak{g}_{N}, \mathcal{G}\right)$, or in terms of matrix entries $s_{i j}(u)=\sum_{a, b=-n}^{n} t_{i a}(u) k_{a b}(u) t_{-j,-b}(-u)$, where $k_{a b}(u)$ are the matrix entries of $K(u)$. And by Eq. (7.19), one can prove this property

$$
\begin{equation*}
\Delta\left(s_{i j}(u)\right)=\sum_{-n \leq a, b \leq n} t_{i a}(u) t_{-j,-b} \otimes s_{a b}(u) \tag{7.25}
\end{equation*}
$$

There are two important properties that connect the Extend twisted Yangian $X\left(\mathfrak{g}_{N}, \mathcal{G}\right)$ with the tBYB equation as well as the RTT relation.

Property 1. Make use of Eq. (7.16), one can show that the S-matrix $S(u)$ satisfies the tBYB equation

$$
\begin{equation*}
S_{2}(v) R_{21}^{t}(-u-v) S_{1}(u) R_{12}(u-v)=R_{21}(u-v) S_{1}(u) R_{12}^{t}(-u-v) S_{2}(v) . \tag{7.26}
\end{equation*}
$$

Proof:

$$
\begin{align*}
& \quad T_{2}(v) K_{2}(v) T_{2}^{t}(-v) R_{21}^{t}(-u-v) T_{1}(u) K_{1}(u) T_{1}^{t}(-u) R_{12}(u-v) \\
& \quad=R_{21}(u-v) T_{1}(u) K_{1}(u) T_{1}^{t}(-u) R_{12}^{t}(-u-v) T_{2}(v) K_{2}(v) T_{2}^{t}(-v) \\
& \Leftrightarrow \\
& T_{2}(v) K_{2}(v) T_{1}(u) R_{21}^{t}(-u-v) T_{2}^{t}(-v) K_{1}(u) T_{1}^{t}(-u) R_{12}(u-v)  \tag{7.27}\\
& \quad=R_{21}(u-v) T_{1}(u) K_{1}(u) T_{2}(v) R_{12}^{t}(-u-v) T_{1}^{t}(-u) K_{2}(v) T_{2}^{t}(-v) \\
& \Leftrightarrow \\
& T_{2}(v) T_{1}(u) K_{2}(v) R_{21}^{t}(-u-v) K_{1}(u) R_{12}(u-v) T_{2}^{t}(-v) T_{1}^{t}(-u) \\
& \quad=T_{2}(v) T_{1}(u) R_{21}(u-v) K_{1}(u) R_{12}^{t}(-u-v) K_{2}(v) T_{2}^{t}(-v) T_{1}^{t}(-u) \\
& \Leftrightarrow
\end{align*} K_{2}(v) R_{21}^{t}(-u-v) K_{1}(u) R_{12}(u-v)=R_{21}(u-v) K_{1}(u) R_{12}^{t}(-u-v) K_{2}(v) .
$$

Property 2 The symmetry relation for $(S O(6), S O(3) \times S O(3))$ :

$$
\begin{equation*}
S^{t}(u)=S(-u)+\frac{1}{2 u}(S(u)-S(-u))-\frac{\operatorname{tr}(S(u))}{2 u-2} \mathbb{I} . \tag{7.28}
\end{equation*}
$$

Proof :

$$
\begin{align*}
& {\left[S^{t}(u)\right]_{i j}} \\
& =S_{-j,-i}(u)=\sum_{a, b} k_{a, b} t_{-j, a}(u) t_{i,-b}(-u) \\
& =\sum_{a, b} k_{a, b}(u) t_{i,-b}(-u) t_{-j, a}(u)+\frac{1}{2 u} \sum_{a, b} k_{a, b}(u)\left[t_{i, a}(u) t_{-j,-b}(-u)-t_{i a}(-u) t_{-j,-b}(u)\right] \\
& +\frac{1}{2 u-2} \sum_{a, b, c} k_{a, b}(u)\left(\delta_{a, b} t_{i,-c}(-u) t_{-j, c}(u)-\delta_{i, j} t_{c, a}(u) t_{-c,-b}(u)\right) \\
& =\sum_{a, b} k_{-b,-a}(u) t_{i,-b}(-u) t_{-j, a}(u)+\frac{1}{2 u} \sum_{a, b} k_{a, b}(u)\left[t_{i, a}(u) t_{-j,-b}(-u)-t_{i a}(-u) t_{-j,-b}(u)\right] \\
& +\frac{1}{2 u-2}\left(0-\delta_{i, j} \operatorname{Tr} S(u)\right), \\
& =(S(-u))_{i j}+\frac{1}{2 u}(S(u)-S(-u))_{i j}-\frac{1}{2 u-2} \delta_{i, j} \operatorname{Tr} S(u) \tag{7.2}
\end{align*}
$$

where I have used the commutation relation Eq. (7.19), also $K(u)=K(-u)=K$ and $\operatorname{Tr}(K)=0$.

Hence for our physical system $(S O(6), S O(3) \times S O(3))$, the corresponding Boundary Yangian Baxter equation combined with RTT relation are equivalent to Extend Twisted Yangian of type $(S O(6), S O(3) \times S O(3))$.

The automorphism of twisted Yangian Eq. (6.32) is not an automorphism of $X\left(\mathfrak{g}_{N}, \mathcal{G}\right)$ since the symmetry relation is not satisfied.

### 7.1.4 Representations of extended Yangian and extended twisted Yangian

Definition 9. A representation $V$ of $X\left(\mathfrak{g}_{N}\right)$ is a highest weight representation if there exists a nonzero vector $v \in V$ such that $V=X\left(\mathfrak{g}_{N}\right) \cdot v$ and satisfies the following conditions [39, 40]

$$
\begin{array}{lll}
t_{i j}(u) \cdot v=0 & & \text { for }-n \leq i<j \leq n,  \tag{7.30}\\
t_{i i}(u) \cdot v=\lambda_{i}(u) v & & \text { for }-n \leq i \leq n,
\end{array}
$$

and for each $i, \lambda_{i}(u)$ is a formal power series in $u^{-1}$

$$
\begin{equation*}
\lambda_{i}=1+\sum_{r=1}^{\infty} \lambda_{i}^{(r)} u^{-r}, \quad \lambda_{i}^{(r)} \in \mathbb{C} \tag{7.31}
\end{equation*}
$$

the vector $v$ is called the highest weight vector of $V$, and $\lambda(u)=\left(\lambda_{-n}(u), \ldots, \lambda_{n}(u)\right)$ is the highest weight.

In contrast to the Yangian $Y(N)$, there is no surjective homeomorphism for $X\left(\mathfrak{s o}_{N}\right)$ onto the algebra $U\left(\mathfrak{s o}_{N}\right)$, so we cannot use $\mathfrak{s o}_{N}$ modules as $X\left(\mathfrak{s o}_{N}\right)$ modules in general. But there is a way out of this if one only consider $X\left(\mathfrak{5 o}_{6}\right)$, because there is an isomorphism between $\mathfrak{s o}_{6}$ and $\mathfrak{g l}_{4}$, so we can find a way to connect $X\left(\mathfrak{s o}_{6}\right)$ and $Y\left(\mathfrak{g l}_{4}\right)$.

Consider the vector space $\mathbb{C}^{4}$ with its canonical basis $e_{1}, e_{2}, e_{3}, e_{4}$, and denote the subspace of $\mathbb{C}^{4} \times \mathbb{C}^{4}$ by $V$ with $\mathbb{C}^{6}$ regarding $v_{-3}, v_{-2}, v_{-1}, v_{1}, v_{2}, v_{3}$ as its canonical basis. Let's identify

$$
\begin{array}{cc}
v_{-3}=e_{1} \otimes e_{2}-e_{2} \otimes e_{1}, & v_{3}=e_{3} \otimes e_{4}-e_{4} \otimes e_{3}, \\
v_{-2}=e_{3} \otimes e_{1}-e_{1} \otimes e_{3}, & v_{2}=e_{2} \otimes e_{4}-e_{4} \otimes e_{2},  \tag{7.32}\\
v_{-1}=e_{1} \otimes e_{4}-e_{4} \otimes e_{1}, & v_{1}=e_{2} \otimes e_{3}-e_{3} \otimes e_{2} .
\end{array}
$$

Such mapping can be generated by isomorphism between $\mathfrak{s o}_{6}$ and $\mathfrak{g l}_{4}$, for detail see Appendix D. The mapping

$$
\begin{equation*}
T^{\mathfrak{s o}_{6}}(u) \mapsto \frac{1}{2}\left(1-P_{12}\right) \cdot T_{1}^{\mathfrak{g} \mathfrak{l}_{4}}(u) T_{2}^{\mathfrak{g r}_{4}}(u-1) \tag{7.33}
\end{equation*}
$$

defines an isomorphism $\phi: X\left(\mathfrak{s o}_{6}\right) \rightarrow Y\left(\mathfrak{g l}_{4}\right)$. More explicitly, the images of the generators under the isomorphism are given by the formulas

$$
\begin{equation*}
t_{i j}^{\mathfrak{s o j}_{6}}(u)=t_{a_{1}[i], a_{1}[j]}^{\mathfrak{g l}_{4}}(u) t_{a_{2}[i], a_{2}[j]}^{\mathfrak{g} \mathfrak{l}_{4}}(u-1)-t_{a_{2}\left[i, a_{1}[j]\right.}^{\mathfrak{g}_{4}}(u) t_{a_{1}[i], a_{2}[j]}^{\mathfrak{g} \mathfrak{l}_{4}}(u-1), \tag{7.34}
\end{equation*}
$$

where

$$
\begin{array}{llll}
a_{1}[-3]=1, & a_{1}[-2]=3, & a_{1}[-1]=1, & a_{1}[1]=2,  \tag{7.35}\\
a_{2}[-3]=2, & a_{2}[2]=2, & a_{1}[3]=3 ; \\
2 & {[-2]=1,} & a_{2}[-1]=4, & a_{2}[1]=3, \\
a_{2}[2]=4, & a_{2}[3]=4 ;
\end{array}
$$

is a mapping of indices from $\mathfrak{s o}_{6}\{-3,-2,-1,1,2,3\}$ to $\mathfrak{g l}_{4}\{1,2,3,4\}$. We will prove Eq. (7.33) using the so-called fusion procedure in Appendix D.

For extended twisted Yangian, there do exist a formal definition of it. However, such definition turns out doesn't work for our $X\left(\mathfrak{s o}_{6}, \mathfrak{s o}_{3} \otimes \mathfrak{s o}_{3}\right)$ case. We are going to "invent" one for $X\left(\mathfrak{S o}_{6}, \mathfrak{S o}_{3} \otimes \mathfrak{s o}_{3}\right)$ by inspecting the classical algebra.
The tBYB Eq. (7.8) and the symmetry relation Eq. (7.28) form reflection algebra $\mathcal{B}(\mathcal{G})$, where $\mathcal{G}=\mathfrak{s o}_{3} \oplus \mathfrak{S o}_{3}$, with the R-matrix given by Eq. (2), $\kappa=2$. As show in [], $\mathcal{B}(\mathcal{G})$ are isomorphic to $X\left(\mathfrak{s o}_{6}, \mathfrak{s o}_{3} \otimes \mathfrak{5 0}_{3}\right)$. Due to the algebra isomorphism Eq. (7.33), and the evaluation homomorphism from last Chapter, one can conjecture, that the $X\left(\mathfrak{s o}_{6}, \mathfrak{S o}_{3} \otimes \mathfrak{s o}_{3}\right)$ module $V$ is a highest weight if there exists a nonzero vector $v \in V$ such that $V$ is generated by $v$ and [16]

$$
\begin{align*}
s_{i j} \cdot v & =0, \quad \text { for all } \mathrm{i}<\mathrm{j} \text { where }(\mathrm{i}, \mathrm{j}) \neq(-1,1), \\
s_{i i} \cdot v & =\mu_{i}(u) v, \\
s_{1,-1} \cdot v & =\mu^{+}(u) v,  \tag{7.36}\\
s_{-1,1} \cdot v & =\mu^{-}(u) v .
\end{align*}
$$

Note that if we only focus on the "Cartan" subalgebra part of $X\left(\mathfrak{s o}_{6}, \mathfrak{s o}_{3} \otimes \mathfrak{s o}_{3}\right)$, these choices of "Cartan" generators are due to the choice of the transformation matrix Eq. (7.14), the corresponding matrix entries, i.e. $s_{1,-1}$, are made up of Cartan generator of $\mathfrak{s o}_{3} \otimes \mathfrak{s o}_{3}$. The same logic goes for raising and lowering operators. Actually the choice of transformation matrix Eq. (7.14) is coming from the choice of generators Eq. (7.34) and basis Eq. (7.32) of $X\left(\mathfrak{s o}_{6}\right)$. Since we need to embed $\left.X\left(\mathfrak{s o}_{6}, \mathfrak{s o}_{3} \otimes \mathfrak{s o}_{3}\right)\right)$ as a subalgebra of $X\left(\mathfrak{s o}_{6}\right)$, an arbitrary transformation cannot do so. As one can show that the highest weights of higher dimensional two site solutions from BYB and the highest weights of the corresponding dressing scalar solutions from BYB will only differ by a pure function of rapidity parameter $u$, if we choose the transformation matrix Eq. (7.14). By the automorphism $\mu_{f}$ in Eq. (7.22), the representations from higher two-site solutions and dressing scalar solutions are in fact the same
representation of $X\left(\mathfrak{s o}_{6}, \mathfrak{S o}_{3} \otimes \mathfrak{s o}_{3}\right)^{1}$, this is all we want to connect MPS and scalar state, consequently the overlap formula.

### 7.2 Highest weight matching between dressing scalar solution and MPS

### 7.2.1 MPS side of calculation

Start with the two-site solution of higher representation, the MPS can be built from the Smatrix $\tilde{S}(u)=\sum_{a, b=1}^{6} e_{a b} \otimes \tilde{\psi}_{a b}(u)$, where $\tilde{\psi}_{a b}$ is given in Chapter 5,

$$
\begin{align*}
\psi_{i j}(u) & =2\left(u^{2}-1\right) S_{i} S_{j}-2 u(u+1) S_{j} S_{i}+u\left(u^{2}+u+C\right) \delta_{i j}, \\
\psi_{i I} & =\psi_{I i}=0  \tag{7.37}\\
\psi_{I J} & =-u\left(u^{2}+u-C\right) \delta_{I J},
\end{align*}
$$

where $i, j \in\{1,2,3\}$ and $I, J \in\{4,5,6\}$. Transform the solution to the case of tBYB

$$
\begin{equation*}
S(u)=P_{S O(3) \times S O(3)} \tilde{S}(u) P_{S O(3) \times S O(3)}^{-1}, \tag{7.38}
\end{equation*}
$$

for simplicity, I will only show the relevant matrix elements

$$
\begin{align*}
s_{33}(u) & =-(s+1) s+u^{3}+u^{2}+S_{z}\left(-2 u^{2}-u+1\right)+(u+1) S_{z}^{2} \\
s_{22}(u) & =(s+1) s u-u^{2}-u^{3}, \\
s_{11}(u) & =(s+1) s u+(-1-u) S_{z}^{2},  \tag{7.39}\\
s_{1-1}(u) & =s_{-11}(u)=u^{2}+u^{3}+(-1-u) S_{z}^{2} .
\end{align*}
$$

We use the notation

$$
\begin{align*}
S_{ \pm} & =\frac{1}{\sqrt{2}}\left(S_{1} \pm i S_{2}\right),  \tag{7.40}\\
S_{z} & =S_{3} .
\end{align*}
$$

And the corresponding commutation relation becomes

$$
\begin{equation*}
\left[S_{+}, S_{-}\right]=S_{z}, \quad\left[S_{z}, S_{ \pm}\right]= \pm S_{ \pm} \tag{7.41}
\end{equation*}
$$

We will denote the states by $\left(J_{z}, K_{z}\right)$. Since one of the $\mathfrak{s o}_{3}$ is in the trivial representation, the states can be characterized by $\left(S_{z}, 0\right)$ or $\left(0, S_{z}\right)$. The $S_{i}$ form a h.w. representation of $\mathfrak{s o}_{3} \oplus \mathfrak{s o}_{3}$ i.e. there exist a lowest weight vector $v$ for which $\left(\lambda_{1}, \lambda_{2}\right)=(s, 0)$ or $\left(\lambda_{1}, \lambda_{2}\right)=$ $(0, s)$. From Eq. (7.41) we know that $S_{+}$increases the weights, $S_{-}$decreases the weights, therefore

$$
\begin{equation*}
S_{+} \cdot v=0 \tag{7.42}
\end{equation*}
$$

Using this we can calculate highest weights as

$$
\begin{align*}
& s_{33}(u) \cdot v=u(s-u-1)(s-u) \cdot v,  \tag{7.43}\\
& s_{22}(u) \cdot v=-u(u-s)(s+u+1) \cdot v, \tag{7.44}
\end{align*}
$$

[^4]\[

$$
\begin{gather*}
s_{11} \cdot v=-s(s-u) \cdot v  \tag{7.45}\\
s_{1-1}(u) \cdot v=s_{-11}(u) \cdot v=(u+1)(u-s)(s+u) \cdot v \tag{7.46}
\end{gather*}
$$
\]

Combine all the elements together

$$
\begin{align*}
\mu_{3}(u) & =u(s-u-1)(s-u) \\
\mu_{2}(u) & =-u(u-s)(s+u+1) \\
\mu_{1}(u) & =-s(s-u)  \tag{7.47}\\
\mu^{(+)}(u) & =\mu^{(-)}(u)=(u+1)(u-s)(s+u)
\end{align*}
$$

### 7.2.2 Scalar solution side of calculation

Now let try to use the dressing scalar solution to calculate the highest weight, recall that the higher dimensional representation of $X\left(\mathfrak{s o}_{6}, \mathfrak{s o}_{3} \oplus \mathfrak{s o}_{3}\right)$ can be obtained by

$$
\begin{equation*}
S^{D}(u)=T^{\mathfrak{s o}_{6}}(u) K(u)\left(T^{\mathfrak{5 0}_{6}}\right)^{t}(-u) \tag{7.48}
\end{equation*}
$$

acting in the $\mathfrak{s o}_{3} \oplus \mathfrak{s o}_{3}$ module. Or in the matrix elements form

$$
\begin{equation*}
s_{i j}^{D}(u)=\sum_{a b} t_{i a}^{\mathfrak{5 0}_{6}}(u) K_{a b}(u) t_{-j,-b}^{\mathfrak{5 0}_{6}}(-u) \tag{7.49}
\end{equation*}
$$

the $X\left(\mathfrak{s o}_{6}\right)$ generators $t_{i j}^{\mathfrak{s o}_{6}}(u)$ can be mapped to $Y(4)$ generators $t_{i j}^{\mathfrak{g l}_{4}}(u)$ as stated in Eq. (7.38). However, since we don't know how to connect $X\left(\mathfrak{s o}_{6}\right)$ with the algebra $U\left(\mathfrak{s o}_{6}\right)$, we cannot just embed $\mathfrak{s o}_{3} \oplus \mathfrak{s o}_{3}$ into $\mathfrak{s o}_{6}$ and do all the calculation in the $\mathfrak{s o}_{6}$ module. The mapping of basis Eq. (7.32) and isomorphism Eq. (7.33) hint us that we can do all the calculation in the $\mathfrak{g l}_{4}$ module $L\left(\lambda_{1}, \lambda_{2}, \lambda_{3}, \lambda_{4}\right)$, so let us first try to directly associate $\mathfrak{s o}_{3} \oplus$ $\mathfrak{s o}_{3}$ with just one representation of $\mathfrak{g l}_{4}$.
Recall $\mathfrak{s o}_{4}$ Lie algebra is a direct sum of two $\mathfrak{s o}_{3}$ Lie algebras, $\mathfrak{s o}_{4}=\mathfrak{s o}_{3} \oplus \mathfrak{s o}_{3}$. One can easily show that the following identification

$$
\begin{align*}
& J_{+}=F_{-1,2}=-F_{-2,1}, J_{-}=F_{2,-1}=-F_{1,-2}, J_{z}=-\frac{1}{2}\left(F_{11}+F_{22}\right)  \tag{7.50}\\
& K_{+}=F_{1,2}=-F_{-2,-1}, K_{-}=F_{2,1}=-F_{-1,-2}, K_{z}=\frac{1}{2}\left(F_{11}-F_{22}\right)
\end{align*}
$$

will give such relation. Then the definition of $F_{i j}=E_{i j}-E_{-j-i}$ gives us the embedding rules, we choose the Cartan subalgebra of $\mathfrak{s o}_{3} \oplus \mathfrak{s o}_{3}$ as $\mathfrak{h}_{5}=\left\{-\frac{1}{2}\left(F_{11}+F_{22}\right), \frac{1}{2}\left(F_{11}-F_{22}\right)\right\}$, then $L\left(\lambda_{1}, \lambda_{2}, \lambda_{3}, \lambda_{4}\right)$ will have highest weight $\left(-\frac{\lambda_{3}-\lambda_{2}+\lambda_{4}-\lambda_{1}}{2}, \frac{\lambda_{3}-\lambda_{2}-\lambda_{4}+\lambda_{1}}{2}\right)$ as $\mathfrak{s o}(3) \oplus \mathfrak{s o}(3)$ module. We know that our $\mathfrak{s o}_{3} \oplus \mathfrak{s o}_{3}$ is in $(s, 0)$ or $(0, s)$ representation. Therefore the $\mathfrak{g l}_{4}$ highest weight has to be $(a+s, b+s, b, a)$ or $(a+s, b, b+s, a)$. Let's deal with the first
case $(a+s, b+s, b, a)$. Eq. (7.47) tells us that we need to impose $\mu^{D(+)}(u)=\mu^{D(-)}(u)$,

$$
\begin{align*}
s_{-11}^{D} \cdot v & =\sum_{a, b} t_{-1 a}^{50_{6}}(u) K_{a b} t_{-1-b}^{50_{6}}(-u) \cdot v \\
& =\left(t_{-1-1}^{50_{6}}(u) t_{-1-1}^{55_{6}}(-u)-t_{-12}^{50_{6}}(u) t_{-1-2}^{50_{6}}(-u)+t_{-13}^{50_{6}}(u) t_{-1-3}^{50_{6}}(-u)\right) \cdot v \\
& =\left(t_{11}^{\mathfrak{g}_{4}}(u) t_{44}^{\mathfrak{g}_{4}}(u-1) t_{11}^{\mathfrak{g}_{4}}(u) t_{44}^{\mathfrak{g q}_{4}}(u-1)+\ldots\right) \cdot v  \tag{7.51}\\
& =\frac{(a-u-1)(a+u-1)(a+s-u)(a+s+u)}{(u-1) u^{2}(u+1)} \cdot v \\
& =\mu^{D(+)}(u) \cdot v .
\end{align*}
$$

Similarly one can get

$$
\begin{align*}
s_{1-1}^{D} \cdot v & =\sum_{a, b} t_{-1 a}^{50_{6}}(u) K_{a b} t_{-1-b}^{50_{6}}(-u) \cdot v \\
& =\frac{(b-u-1)(b+u-1)(b+s-u)(b+s+u)}{(u-1) u^{2}(u+1)} \cdot v  \tag{7.52}\\
& =\mu^{D(-)}(u) \cdot v .
\end{align*}
$$

So $\mu^{D(+)}(u)=\mu^{D(-)}(u)$ will give us $a=b$. Matching the dimensions of the representation, for $\mathfrak{g l}_{4}$, we use the dimensional calculation formula in Chapter 6. $(a+s, a+s, a, a)$ will be

$$
\begin{equation*}
d_{\mathfrak{g l}}^{4} 10=\frac{1}{12}(s+2)^{2}(s+1)(s+3), \tag{7.53}
\end{equation*}
$$

the dimension for our $\mathfrak{s o}(3) \oplus \mathfrak{s o}(3)$ should be $d=2 s+1$, then the embedding is not possible in this case. For the case $(0, s), \mathfrak{g l}_{4}$ representation $(a+s, b, b+s, a)$ is not a valid, so we need to choose a different kind of Cartan subalgebra. One can choose $\mathfrak{h}_{5}=\left\{\frac{1}{2}\left(F_{11}-\right.\right.$ $\left.\left.F_{22}\right),-\frac{1}{2}\left(F_{11}+F_{22}\right)\right\}$ in this case, then the rest is exactly the same, the embedding is also not possible.
So if we cannot identify one representation of $\mathfrak{g l}_{4}$, like the case of $\mathfrak{s o} 5$, with $\mathfrak{s o}(3) \oplus \mathfrak{s o}(3)$, then maybe we can embed $\mathfrak{s o}(3) \oplus \mathfrak{s o}(3)$ as a subspace of a representation of $\mathfrak{g l}_{4}$ using branching rules, like the case of $\left(\mathfrak{s u}_{3}, \mathfrak{S o}_{3}\right)$. And we identify the quotient space with a direct sum of several representations of $\mathfrak{g l}_{4}$. Indeed, we can embed our $(s, 0)$ or $(0, s)$ into $L(s, s, 0,0)$ for integer spin $s$, and $L\left(s, s, \frac{1}{2}, \frac{1}{2}\right) \otimes\left(\frac{1}{2}, 0\right)$ for half-integer spin $s$.
$\mathrm{L}(\mathrm{s}, \mathrm{s}, 0,0)$ for integer spin $\mathrm{s}=\mathbf{0}, 1,2, \ldots$ case
Use the same calculation as before, the corresponding highest weights are

$$
\begin{gather*}
s_{33}^{D}(u) \cdot v=\frac{(s-u-1)(s-u)}{u(u+1)} \cdot v,  \tag{7.54}\\
s_{22}^{D}(u) \cdot v=\frac{(s-u)(s+u+1)}{u(u+1)} \cdot v,  \tag{7.55}\\
s_{11}^{D}(u) \cdot v=\frac{s(u-s)}{u^{2}(u+1)} \cdot v,  \tag{7.56}\\
s_{1-1}^{D}(u) \cdot v=s_{-11}^{D}(u) \cdot v=\left(1-\frac{s^{2}}{u^{2}}\right) \cdot v, \tag{7.57}
\end{gather*}
$$

hence,

$$
\begin{align*}
\mu_{3}^{D}(u) & =\frac{(s-u-1)(s-u)}{u(u+1)}, \\
\mu_{2}^{D}(u) & =\frac{(s-u)(s+u+1)}{u(u+1)},  \tag{7.58}\\
\mu_{1}^{D}(u) & =\frac{s(u-s)}{u^{2}(u+1)}, \\
\mu^{D(+)}(u) & =\mu^{D(-)}(u)=1-\frac{s^{2}}{u^{2}} .
\end{align*}
$$

Compare with Eq. (7.47), one could claim

$$
\begin{equation*}
S(u)=u^{2}(u+1) S^{D}(u), \tag{7.59}
\end{equation*}
$$

for integer spin case.
$\mathrm{L}\left(\mathrm{s}, \mathrm{s}, \frac{1}{2}, \frac{1}{2}\right) \otimes\left(\frac{1}{2}, 0\right)$ for half integer spin $\mathrm{s}=\frac{1}{2}, \frac{3}{2}, \ldots$ case
In this case, since we are dressing $\left(\frac{1}{2}, 0\right)$ representation $S^{s=\frac{1}{2}}(u)$, the corresponding $S^{D}(u)$ will look different

$$
\begin{equation*}
S^{D}(u)=T^{50_{6}}(u) S^{s=\frac{1}{2}}(u)\left(T^{5 \mathfrak{N O}_{6}}\right)^{t}(-u), \tag{7.60}
\end{equation*}
$$

where $S^{s=\frac{1}{2}}(u)$ in components are

$$
\begin{align*}
\psi_{-3,-3}^{(1 / 2)}(u) & =(u+1)\left(S_{z}(2 u-1)+u^{2}\right)+S_{z}^{2}(u+1)-\frac{3}{4^{\prime}} \\
\psi_{-2,-2}^{(1 / 2)}(u) & =\psi_{2,2}^{(1 / 2)}(u)=\frac{1}{4} u(3-4 u(u+1)), \\
\psi_{-1,-1}^{(1 / 2)}(u) & =\psi_{1,1}^{(1 / 2)}(u)=\frac{3 u}{4}-S_{z}^{2}(u+1), \\
\psi_{3,3}^{(1 / 2)}(u) & =(u+1)\left(S_{z}(1-2 u)+u^{2}\right)+S_{z}^{2}(u+1)-\frac{3}{4^{\prime}} \\
\psi_{1,-1}^{(1 / 2)}(u) & =\psi_{-1,1}^{(1 / 2)}(u)=(u+1)\left(u^{2}-S_{z}^{2}\right),  \tag{7.61}\\
\psi_{-3,-1}^{(1 / 2)}(u) & =\psi_{-3,1}^{(1 / 2)}(u)=\sqrt{2}(u+1)\left((u-1) S_{+} S_{z}-u S_{z} S_{+}\right), \\
\psi_{-3,3}^{(1 / 2)}(u) & =-2 S_{+}^{2}(u+1), \\
\psi_{-1,-3}^{(1 / 2)}(u) & =\psi_{1,-3}^{(1 / 2)}(u)=-\sqrt{2}(u+1)\left(u S_{-} S_{z}-(u-1) S_{z} S_{-}\right), \\
\psi_{-1,3}^{(1 / 2)}(u) & =\psi_{1,3}^{(1 / 2)}(u)=-\sqrt{2}(u+1)\left(u S_{+} S_{z}-(u-1) S_{z} S_{+}\right), \\
\psi_{3,-3}^{(1 / 2)}(u) & =-2 S_{-}^{2}(u+1), \\
\psi_{3,-1}^{(1 / 2)}(u) & =\psi_{3,1}^{(1 / 2)}(u)=\sqrt{2}(u+1)\left((u-1) S_{-} S_{z}-u S_{z} S_{-}\right) .
\end{align*}
$$

Eq. (7.60) acting rules in components would be

$$
\begin{equation*}
s_{i j}^{D}(u) \cdot\left(v_{1} \otimes v_{2}\right)=t_{i a}^{50_{6}}(u) t_{-j,-b}^{50_{6}}(-u) \cdot v_{1} \otimes \psi_{a, b}^{(1 / 2)}(u) \cdot v_{2} \tag{7.62}
\end{equation*}
$$

where $v_{1}$ is a vector in $\mathfrak{s o}_{6}$ module, and $v_{2}$ is a vector in $\mathfrak{s o}(3) \oplus \mathfrak{s o}(3)$ module. Use the same calculation as before, for instance

$$
\begin{align*}
& s_{33}^{D}(u) \cdot\left(v_{1} \otimes v_{2}\right) \\
& =t_{33}^{\mathfrak{s 0 _ { 6 }}}(u) t_{-3,-3}^{\mathfrak{s o _ { 6 }}}(-u) \cdot v_{1} \otimes \psi_{3,3}^{(1 / 2)}(u) \cdot v_{2}, \\
& =t_{33}^{\mathfrak{g} l_{4}}(u) t_{44}^{\mathfrak{g l}_{4}}(u-1) t_{11}^{\mathfrak{g}_{4}}(-u) t_{22}^{\mathfrak{g} l_{4}}(-u-1) \cdot v_{1}  \tag{7.63}\\
& \quad \otimes\left((u+1)\left(S_{z}(1-2 u)+u^{2}\right)+S_{z}^{2}(u+1)-\frac{3}{4}\right) \cdot v_{2} \\
& =\frac{\left(1-4 u^{2}\right)^{2}(s-u-1)(s-u)}{16 u\left(u^{2}-1\right)}\left(v_{1} \otimes v_{2}\right) .
\end{align*}
$$

Use the same procedure

$$
\begin{gather*}
s_{22}^{D}(u) \cdot v=\frac{\left(1-4 u^{2}\right)^{2}(s-u)(s+u+1)}{16 u\left(u^{2}-1\right)} \cdot v,  \tag{7.64}\\
s_{11}^{D}(u) \cdot v=-\frac{s\left(1-4 u^{2}\right)^{2}(s-u)}{16 u^{2}\left(u^{2}-1\right)} \cdot v,  \tag{7.65}\\
s_{1-1}^{D}(u) \cdot v=s_{-11}^{D}(u) \cdot v=\frac{\left(1-4 u^{2}\right)^{2}(u-s)(s+u)}{16(u-1) u^{2}} \cdot v, \tag{7.66}
\end{gather*}
$$

hence,

$$
\begin{align*}
\mu_{3}^{D}(u) & =\frac{(s-u-1)(s-u)}{u(u+1)} \\
\mu_{2}^{D}(u) & =\frac{(s-u)(s+u+1)}{u(u+1)}  \tag{7.67}\\
\mu_{1}^{D}(u) & =\frac{s(u-s)}{u^{2}(u+1)} \\
\mu^{D(+)}(u) & =\mu^{D(-)}(u)=1-\frac{s^{2}}{u^{2}}
\end{align*}
$$

Compare with Eq. (7.47), one could claim

$$
\begin{equation*}
S(u)=\frac{16(u-1) u^{2}(u+1)}{(2 u-1)^{2}(2 u+1)^{2}} S^{D}(u) \tag{7.68}
\end{equation*}
$$

for half integer spin case.

### 7.3 Overlap Formula for $(S O(6), S O(3) \times S O(3))$

As we have seen in last section that we need to treat the integer spin and half integer spin differently, so I will discuss them separately. Since $V_{L}(s)=(s, 0)$ and $V_{R}(s)=(0, s)$ are related by a global rotation we assume that

$$
\begin{equation*}
\left\langle M P S_{L} \mid \mathbf{u}\right\rangle=A\left\langle M P S_{R} \mid \mathbf{u}\right\rangle \tag{7.69}
\end{equation*}
$$

with $A$ a constant.

### 7.3.1 Integer spin case $s=0,1,2, \ldots$

Using the branching rules, we have found the following relation

$$
\begin{array}{r}
{[0, s, 0]=[0, s-2,0] \oplus[1, s-2,1] \oplus[0, s-3,0]} \\
\ominus[0, s-1,0] \ominus[1, s-3,1] \oplus(0, s) \oplus(s, 0), \quad \text { for } s \geq 2  \tag{7.70}\\
{[0,1,0]=(0,1) \oplus(1,0), \quad \text { for } s=1 .}
\end{array}
$$

Above I have used the $[a, b, c]$ to denote the Dynkin labels of type $A_{3}$, and $(a, b)$ denote Dynkin labels of $S O(3) \times S O(3)$ of dimension $(2 a+1) \times(2 b+1)$. So one would expect the overlap formula as

$$
\begin{equation*}
\left\langle M P S_{3} \mid \mathbf{u}\right\rangle \sim T^{(0,1,0)}(a)\left\langle M P S_{\delta_{ \pm}} \mid \mathbf{u}\right\rangle, \tag{7.71}
\end{equation*}
$$

where $a$ is due to automorphism $\tau_{a}$, one can fix it by compare the eigenvalue of the transfer matrix. Again from [16], we know the scalar solution overlap can be obtained by Thermodynamic Bethe Ansatz

$$
\begin{equation*}
\frac{\left\langle\operatorname{MPS}_{\delta_{+}} \mid \mathbf{u}\right\rangle}{\sqrt{\langle\mathbf{u} \mid \mathbf{u}\rangle}}=\sqrt{\frac{Q_{0}(0) Q_{+}(0) Q_{-}(0)}{Q_{0}\left(\frac{1}{2}\right) Q_{+}\left(\frac{1}{2}\right) Q_{-}\left(\frac{1}{2}\right)}} \sqrt{\frac{\operatorname{det} G_{+}}{\operatorname{det} G_{-}}}, \tag{7.72}
\end{equation*}
$$

where three type of Baxter polynomials are defined as

$$
\begin{equation*}
Q_{0}(a)=\prod_{i=1}^{M}\left(i a-u_{i}\right), \quad Q_{ \pm}(a)=\prod_{j=1}^{N_{ \pm}}\left(i a-v_{j}^{ \pm}\right) . \tag{7.73}
\end{equation*}
$$

Hence for higher spin

$$
\begin{align*}
& \left\langle M P S_{2 s+1} \mid \mathbf{u}\right\rangle \sim \lim _{u \rightarrow 0}\left(T^{(0, s, 0)}(a)+f(u) T^{(0, s-1,0)}(b)+g(u) T^{(1, s-3,1)}(c)\right.  \tag{7.74}\\
& \left.-\tilde{f}(u) T^{(1, s-2,1)}(d)-\tilde{g}(u) T^{(0, s-2,0)}(e)-h(u) T^{(0, s-3,0)}(l)\right)\left\langle\operatorname{MPS}_{\delta_{ \pm}} \mid \mathbf{u}\right\rangle
\end{align*}
$$

again the function $f(u), g(u), \tilde{f}(u), \tilde{g}(u), h(u)$ in front of the transfer matrices are due to the automorphisms in Eq. (7.22). One can only fix one of the pre-factor (i.e. $T^{(0, s, 0)}$ ), the rest probably can be fixed by compare the highest weight. And we need to fix $a, b, c, d, e, l$ by the eigenvalue of the transfer matrix. Or one could use the same method by acting on the states to determine the whole parameters.
7.3.2 Half integer spin case $s=\frac{1}{2}, \frac{3}{2}, \ldots$

Using the branching rules, we have found the following relation

$$
\begin{array}{r}
{[0, s, 0]=[0, s-2,0] \oplus[1, s-2,1] \oplus[0, s-3,0]} \\
\ominus[0, s-1,0] \ominus[1, s-3,1] \oplus(0, s) \oplus(s, 0), \quad \text { for } s \geq 2 ;  \tag{7.75}\\
{[0,1,0]=(0,1) \oplus(1,0), \quad \text { for } s=1 .}
\end{array}
$$

So one would expect the overlap formula as

$$
\begin{equation*}
\left\langle M P S_{3} \mid \mathbf{u}\right\rangle \sim T^{(0,1,0)}(a)\langle\Psi \mid \mathbf{u}\rangle, \tag{75}
\end{equation*}
$$

where $a$ is due to automorphism $\tau_{a}$, one maybe can fix it by compare the eigenvalue of the transfer matrix. And for higher spin

$$
\begin{array}{r}
\left\langle M P S_{2 s+1} \mid \mathbf{u}\right\rangle \sim \lim _{u \rightarrow 0}\left(T^{(0, s, 0)}(a)+f(u) T^{(0, s-1,0)}(b)+g(u) T^{(1, s-3,1)}(c)\right.  \tag{7.76}\\
\left.-\tilde{f}(u) T^{(1, s-2,1)}(d)-\tilde{g}(u) T^{(0, s-2,0)}(e)-h(u) T^{(0, s-3,0)}(l)\right)\langle\Psi \mid \mathbf{u}\rangle,
\end{array}
$$

again the function $f(u), g(u), \tilde{f}(u), \tilde{g}(u), h(u)$ in front of the transfer matrices are due to the automorphisms in Eq. (7.22). One can only fix one of the pre-factor (i.e. $T^{(0, s, 0)}$ ) using a different choose of states, the rest probably can be fixed by compare the highest weight. And we need to fix $a, b, c, d, e, l$ by the eigenvalue of the transfer matrix. Or one could use the same method by acting on the states to determine the whole parameters.

## Appendix A

## $S U(2)$ Spin 1 scattering matrix and Bethe equation

## A. 1 Hamiltonian kernel setup

A naïve gauss of the Hamiltonian kernel for spin $1 S U(2)$ would just rewrite the spin $\frac{1}{2}$ kernel

$$
\begin{equation*}
H_{n, n+1}=\frac{1}{2} I_{4}-\frac{1}{2} \sigma^{a} \otimes \sigma^{a} \tag{A.1}
\end{equation*}
$$

to the form

$$
\begin{equation*}
H_{n, n+1}=I_{9}-t^{a} \otimes t^{a} \tag{A.2}
\end{equation*}
$$

is a map from $\mathbf{C}^{3} \otimes \mathbb{C}^{3}$. Where we have chosen $|0 \ldots 0\rangle$ as vacuum state to fixed. And $\sigma$ are the Pauli matrices, $t$ are the $s u(2)$ generators in spin one representation, take the form

$$
t_{1}=\frac{1}{\sqrt{2}}\left(\begin{array}{lll}
0 & 1 & 0  \tag{A.3}\\
1 & 0 & 1 \\
0 & 1 & 0
\end{array}\right), t_{2}=\frac{1}{\sqrt{2}}\left(\begin{array}{ccc}
0 & -i & 0 \\
i & 0 & -i \\
0 & i & 0
\end{array}\right), t_{3}=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & -1
\end{array}\right)
$$

and satisfy $s u(2)$ Lie algebra. But as proved in [18] by constructing the Lax operator in spin $s$ case, one can show that the above Hamiltonian doesn't give rise to an integrable model.
The correct form of Hamiltonian kernel for spin 1 is derived by Faddeev

$$
\begin{equation*}
H_{n, n+1}=t_{n}^{i} t_{n+1}^{i}-\left(t_{n}^{i} t_{n+1}^{i}\right)^{2} \tag{A.4}
\end{equation*}
$$

where we have chosen $|0 \ldots 0\rangle$ as vacuum state to fixed. Denote spin 1 as $|2\rangle$, $\operatorname{spin} 0$ as $|1\rangle$, and spin -1 as $|0\rangle$

$$
|2\rangle=\left(\begin{array}{l}
1  \tag{A.5}\\
0 \\
0
\end{array}\right),|1\rangle=\left(\begin{array}{l}
0 \\
1 \\
0
\end{array}\right),|0\rangle=\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right)
$$

The Hamiltonian kernel in basis $\{|22\rangle,|21\rangle,|20\rangle,|12\rangle,|11\rangle,|10\rangle,|02\rangle,|01\rangle,|00\rangle\}$ yields

$$
H_{n, n+1}=\left(\begin{array}{ccccccccc}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0  \tag{A.6}\\
0 & -1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -3 & 0 & 2 & 0 & -1 & 0 & 0 \\
0 & 1 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 2 & 0 & -2 & 0 & 2 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -1 & 0 & 1 & 0 \\
0 & 0 & -1 & 0 & 2 & 0 & -3 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right)
$$

## A. 2 One-magnon state

With one magnon state defined as

$$
\begin{equation*}
|k\rangle=\left|00 \ldots 0{ }^{k} 0 \ldots 0\right\rangle \tag{A.7}
\end{equation*}
$$

one can form the following eigenstate with one excitation, also fixed momentum

$$
\begin{equation*}
|p\rangle=\sum_{k}^{L} \mathrm{e}^{i p k}|k\rangle . \tag{A.8}
\end{equation*}
$$

Act with $\mathcal{H}$ on $|p\rangle$ and obtain

$$
\begin{align*}
\mathcal{H}|p\rangle & =\sum_{k} \mathrm{e}^{i p k}(\overbrace{-|k\rangle+|k-1\rangle}^{H_{k-1, k}}+\overbrace{-|k\rangle+|k+1\rangle}^{H_{k, k+1}})  \tag{A.9}\\
& =\sum_{k} \mathrm{e}^{i p k}\left(-1+\mathrm{e}^{i p}-1+\mathrm{e}^{-i p}\right) \\
& =E(p)|p\rangle
\end{align*}
$$

with eigenenergy

$$
\begin{equation*}
E(p)=-2+\mathrm{e}^{i p}+\mathrm{e}^{-i p}=-4 \sin ^{2}\left(\frac{1}{2} p\right) \tag{A.10}
\end{equation*}
$$

## A. 3 Two-magnon state and scattering phase

For two excitation states, there are two different states

$$
\begin{equation*}
\left|k_{1}<k_{2}\right\rangle=|00 \ldots 010 \ldots 010 \ldots 0\rangle \tag{A.11}
\end{equation*}
$$

and

$$
\begin{equation*}
|\bar{k}\rangle=|00 \ldots 020 \ldots 0\rangle . \tag{A.12}
\end{equation*}
$$

Here, analogous with one magnon state, we make a plane wave eigenstate ansatz

$$
\begin{equation*}
|p, q\rangle=|p\langle q\rangle+S(p, q)| q\langle p\rangle+C(p, q)|p+q ; 2\rangle \tag{A.13}
\end{equation*}
$$

where

$$
\begin{equation*}
|p<q\rangle=\sum_{k<l} \mathrm{e}^{i p k+i q l}|k<l\rangle . \tag{A.14}
\end{equation*}
$$

and denote states with Eq. (A.12) excitation as

$$
\begin{equation*}
|p ; 2\rangle=\sum_{k} \mathrm{e}^{i p k}|\bar{k}\rangle . \tag{A.15}
\end{equation*}
$$

Act with $\mathcal{H}$ on $|p<q\rangle$,

$$
\begin{align*}
& \mathcal{H}|p\langle q\rangle=\sum_{k<l} \mathrm{e}^{i p k+i q l} \overbrace{-|k, l\rangle+\mid k-1, l}^{H_{k-1, k}} \overbrace{-|k, l\rangle+\mid k+1, l}^{H_{k}}\rangle \\
& \overbrace{-|k, l\rangle+|k, l-1\rangle}^{H_{l-1, l}} \overbrace{-|k, l\rangle+\mid k, l+1}^{H_{l, l+1}}\rangle] \\
& +\sum_{k=l-1} \mathrm{e}^{i p k+i q l}[\overbrace{-2|k, l\rangle+2|\hat{k}, 0\rangle+2|0, \overline{k+1}\rangle}^{H_{k, k+1}}  \tag{A.16}\\
& \overbrace{-|k, k+1\rangle+|k-1, k+1\rangle}^{H_{k-1, k}} \overbrace{-|k, k+1\rangle+|k, k+2\rangle}^{H_{k+1, k+2}}] \\
& =\left(-4+\mathrm{e}^{-i p}+\mathrm{e}^{i p}+\mathrm{e}^{-i q}+\mathrm{e}^{i q}\right)|p<q\rangle \\
& -\left(\mathrm{e}^{i p}+\mathrm{e}^{-i q}\right) \sum_{k=l-1} \mathrm{e}^{i p k+i q l}|k, k+1\rangle+2\left(\mathrm{e}^{-i p}+\mathrm{e}^{i q}\right)|p+q ; 2\rangle .
\end{align*}
$$

So

$$
\begin{align*}
& {[\mathcal{H}-E(p)-E(q)] \mid p\langle q\rangle } \\
= & -\left(\mathrm{e}^{i(p+q)}+1\right) \sum_{k} \mathrm{e}^{i(p+q) k}|k, k+1\rangle+2\left(\mathrm{e}^{-i p}+\mathrm{e}^{i q}\right)|p+q ; 2\rangle . \tag{A.17}
\end{align*}
$$

Similarly, one can swap $p$ and $q$ to get

$$
\begin{align*}
& {[\mathcal{H}-E(p)-E(q)]|p>q\rangle } \\
= & -\left(\mathrm{e}^{i(p+q)}+1\right) \sum_{k} \mathrm{e}^{i(p+q) k}|k, k+1\rangle+2\left(\mathrm{e}^{-i q}+\mathrm{e}^{i p}\right)|p+q ; 2\rangle \tag{A.18}
\end{align*}
$$

Using the same procedure, act $\mathcal{H}$ on Eq. (A.14)

$$
\begin{align*}
\mathcal{H}|p+q ; 2\rangle= & \sum_{k<l} \mathrm{e}^{i(p+q) k} \overbrace{-3|\bar{k}, 0\rangle+2|k, k+1\rangle-|0, \overline{k+1}\rangle}^{H_{k k+1}}  \tag{A.19}\\
& \overbrace{-3|0, \bar{k}\rangle+2|k-1, k\rangle-|\overline{k-1}, 0\rangle} .
\end{align*}
$$

then

$$
\begin{align*}
{[\mathcal{H}-E(p)-E(q)]|p+q ; 2\rangle=} & -\left(2+\mathrm{e}^{-i p}+\mathrm{e}^{i p}+\mathrm{e}^{-i q}+\mathrm{e}^{i q}\right)|p+q ; 2\rangle \\
& -\left(\mathrm{e}^{i(p+q)}+\mathrm{e}^{-i(p+q)}\right)|p+q ; 2\rangle  \tag{A.20}\\
& +2\left(1+\mathrm{e}^{\mathrm{i}(p+q)}\right) \sum_{k} \mathrm{e}^{i(p+q) k}|k, k+1\rangle .
\end{align*}
$$

So combine Eq. (A.13), Eq. (A.17), Eq. (A.18) and Eq. (A.20),

$$
\begin{equation*}
([\mathcal{H}-E(p)-E(q)])|p, q\rangle=0, \tag{A.21}
\end{equation*}
$$

one can obtain

$$
\left\{\begin{array}{l}
-\left(1+\mathrm{e}^{i(p+q)}\right)-\left(1+\mathrm{e}^{i(p+q)}\right) S+2\left(1+\mathrm{e}^{i(p+q)}\right) C=0  \tag{A.22}\\
2\left(\mathrm{e}^{i q}+\mathrm{e}^{-i p}\right)+2 S\left(\mathrm{e}^{-i q}+\mathrm{e}^{i p}\right) \\
-C\left(2+\mathrm{e}^{i q}+\mathrm{e}^{i p}+\mathrm{e}^{-i q}+\mathrm{e}^{-i p}+\mathrm{e}^{-i(p+q)}+\mathrm{e}^{i(p+q)}\right)=0
\end{array}\right.
$$

Solve this equation, the solution is

$$
\begin{equation*}
S=-\frac{1+\mathrm{e}^{i p}+\mathrm{e}^{i(p+q)}-3 \mathrm{e}^{i q}}{1-3 \mathrm{e}^{i p}+\mathrm{e}^{i(p+q)}+\mathrm{e}^{i q}}, C=-\frac{2\left(\mathrm{e}^{i p}-\mathrm{e}^{i q}\right)}{1-3 \mathrm{e}^{i p}+\mathrm{e}^{i(p+q)}+\mathrm{e}^{i q}} . \tag{A.23}
\end{equation*}
$$

Set

$$
\begin{equation*}
\mathrm{e}^{i p}=\frac{u+i}{u-i^{\prime}} \mathrm{e}^{i q}=\frac{v+i}{v-i^{\prime}} \tag{A.24}
\end{equation*}
$$

then Eq. (A.23) read

$$
\begin{equation*}
S(u, v)=\frac{u-v-i}{u-v+i^{\prime}} C(u, v)=\frac{u-v}{u-v+i} . \tag{A.25}
\end{equation*}
$$

With periodic boundary condition, the Bethe equation yields

$$
\begin{equation*}
\left(\frac{u_{k}+i}{u_{k}-i}\right)^{L}=\prod_{j=1, j \neq k}^{M} \frac{u_{k}-u_{j}+i}{u_{k}-u_{j}-i} . \tag{A.26}
\end{equation*}
$$

For general spin $s$ case, Hamiltonian Eq. (A.4) is not applicable anymore, a better way to do it is using the algebraic Bethe ansatz. The corresponding Bethe equation takes the form

$$
\begin{equation*}
\left(\frac{u_{k}+i s}{u_{k}-i s}\right)^{L}=\prod_{j=1, j \neq k}^{M} \frac{u_{k}-u_{j}+i}{u_{k}-u_{j}-i} . \tag{A.27}
\end{equation*}
$$

## Appendix B

## $S U(3)$ and $S U(N)$ fundamental spin chain scattering matrix

## B. $1 s u(3)$ fundamental representation

The generators, $t$, of the Lie algebra $s u(3)$ in fundamental representation, are

$$
\begin{equation*}
t_{a}=\frac{\lambda_{a}}{2}, \quad \text { with } a=1, \ldots, 8 \tag{B.1}
\end{equation*}
$$

where $\lambda$ are the famous Gell-Mann matrices.

$$
\begin{equation*}
H_{1}=t_{3}, \quad H_{2}=t_{8} \tag{B.2}
\end{equation*}
$$

are the Cartan subalgebra. A convenient basis of states for the fundamental representation of $S U(3)$ is simply

$$
|2\rangle=V_{1}=\left(\begin{array}{l}
1  \tag{B.3}\\
0 \\
0
\end{array}\right),|1\rangle=V_{2}=\left(\begin{array}{l}
0 \\
1 \\
0
\end{array}\right),|0\rangle=V_{3}=\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right) .
$$

Their eigenvalues under $H_{1}$ and $H_{2}$ can be read off by inspection, since $H_{1}$ and $H_{2}$ are diagonal. Thus the eigenvalues under $\left(H_{1}, H_{2}\right)$ for the vectors $V_{1}, V_{2}$ and $V_{3}$ are

$$
\begin{equation*}
V_{1}:\left(\frac{1}{2}, \frac{1}{2 \sqrt{3}}\right), \quad V_{2}:\left(-\frac{1}{2}, \frac{1}{2 \sqrt{3}}\right) \quad V_{3}:\left(0,-\frac{1}{\sqrt{3}}\right) . \tag{B.4}
\end{equation*}
$$

## B.1.1 Hamiltonian kernel setup

Analogous with $s u(2)$ fundamental spin chain, the Hamiltonian kernel takes the form

$$
\begin{equation*}
H_{n, n+1}=\frac{2}{3} I_{9}-2 t_{n}^{i} \otimes t_{n+1}^{i} \tag{B.5}
\end{equation*}
$$

Where the Einstein summation rule is explicit, and $i=1, \ldots, 8$. We have chosen $|0 \ldots 0\rangle$ as vacuum state to fix the ratio between identity matrix and tensor product matrix. And $t$ are the $s u(3)$ generators in fundamental representation. Using the structure constant $f_{a b c}$ in commutation relation $\left[t^{a}, t^{b}\right]=i f_{a b c} c^{c}$ is totally antisymmetric, one can show that $\sum_{i=1}^{8}\left[t_{n}^{j} \otimes\right.$ $\left.I+I \otimes t_{n+1}^{j}, t_{n}^{i} \otimes t_{n+1}^{i}\right]=0$, hence

$$
\begin{equation*}
\left[Q^{i}, H_{n, n+1}\right]=0, \quad \text { with } i=1, \ldots, 8 \tag{B.6}
\end{equation*}
$$

which justifies our spin chain Hamiltonian is $S U(N)$ invariant. In $\mathbb{C}^{3} \otimes \mathbb{C}^{3}$ space, the permutation operator can be rewrote as

$$
\begin{equation*}
P_{n, n+1}=2 t_{n}^{i} \otimes t_{n+1}^{i}+\frac{1}{3} I_{9}, \tag{B.7}
\end{equation*}
$$

then $H_{n, n+1}$ reads

$$
\begin{equation*}
H_{n, n+1}=I_{9}-P_{n, n+1} . \tag{B.8}
\end{equation*}
$$

## B.1.2 One-magnon state

In $\operatorname{SU}(3)$, we have two kinds of excitations $|1\rangle$ and $|2\rangle$, one need to consider both of them. Actually, since the Hamiltonian kernel is symmetric under the exchange of these two excitations, we only need to calculate one.

With one magnon state $|1\rangle$ defined as

$$
\begin{equation*}
|k\rangle=|00 \ldots 010 \ldots 0\rangle \tag{B.9}
\end{equation*}
$$

and one magnon state $|2\rangle$ defined as

$$
\begin{equation*}
|\bar{k}\rangle=|00 \ldots 020 \ldots 0\rangle . \tag{B.10}
\end{equation*}
$$

One can form the following eigenstate with one excitation, also fixed momentum

$$
\begin{equation*}
|p\rangle=\sum_{k}^{L} \mathrm{e}^{i p k}|k\rangle, \quad|\bar{p}\rangle=\sum_{k}^{L} \mathrm{e}^{i p k}|\bar{k}\rangle \tag{B.11}
\end{equation*}
$$

Act with $\mathcal{H}$ on $|p\rangle$ and obtain

$$
\begin{align*}
\mathcal{H}|p\rangle & =\sum_{k} \mathrm{e}^{i p k}\left(\overparen{|k\rangle-|k-1\rangle}+\overparen{H_{k-1, k}} \frac{H_{k, k+1}}{H_{k}-|k+1\rangle}\right)  \tag{B.12}\\
& =\sum_{k} \mathrm{e}^{i p k}\left(1-\mathrm{e}^{i p}+1-\mathrm{e}^{-i p}\right) \\
& =E(p)|p\rangle,
\end{align*}
$$

with eigenenergy

$$
\begin{equation*}
E(p)=2-\mathrm{e}^{i p}-\mathrm{e}^{-i p}=4 \sin ^{2}\left(\frac{1}{2} p\right), \tag{B.13}
\end{equation*}
$$

The same case for $|\bar{p}\rangle$.

## B.1.3 Two-magnon state and scattering phase

For two excitation states, there are four different states

$$
\begin{align*}
&\left|k_{1}<k_{2}\right\rangle=|00 \ldots 010 \ldots 010 \ldots 0\rangle, \\
&\left|k_{1}<\bar{k}_{2}\right\rangle=|00 \ldots 010 \ldots 020 \ldots 0\rangle, \\
&\left|\bar{k}_{1}<\bar{k}_{2}\right\rangle=|00 \ldots 020 \ldots 020 \ldots 0\rangle,  \tag{B.14}\\
& \mid \bar{k}_{2} \\
&\left.\bar{k}_{1}<k_{2}\right\rangle=|00 \ldots 020 \ldots 010 \ldots 0\rangle
\end{align*}
$$

but again since the symmetry of the $H_{n, n+1}$, we only need to consider the first two of them.
Let us consider the first case with two same color excitation, it is completely the same as in $s u(2)$ case. Here, analogous with one magnon state, we make a plane wave eigenstate ansatz

$$
\begin{equation*}
|p, q\rangle=\left|p\langle q\rangle+S_{11}^{11}(p, q)\right| q\langle p\rangle, \tag{B.15}
\end{equation*}
$$

where

$$
\begin{equation*}
|p<q\rangle=\sum_{k<l} \mathrm{e}^{i p k+i q l}|k<l\rangle . \tag{B.16}
\end{equation*}
$$

Act with $\mathcal{H}$ on $|p<q\rangle$,

$$
\begin{align*}
\mathcal{H} \mid p\langle q\rangle= & \sum_{k<l} \mathrm{e}^{i p k+i q l}[\overbrace{|k, l\rangle-\mid k-1, l}^{H_{k-1, k}}\rangle+\overbrace{|k, l\rangle-\mid k+1, l}^{H_{k, k+1}}\rangle \\
& +\overbrace{|k, l\rangle-\mid k, l-1}^{H_{l-1, l}}\rangle+\overbrace{|k, l\rangle-\mid k, l+1}^{H_{l-1}}\rangle] \\
+ & \sum_{k=l-1} \mathrm{e}^{i p k+i q l}[\overbrace{[k, k+1\rangle-|k-1, k+1\rangle}^{H_{k-1, k}}  \tag{B.17}\\
& +\overbrace{0}^{H_{k, k+1}}+\overbrace{|k, k+1\rangle-\mid k, k+2}^{H_{k+1, k+2}}\rangle] \\
= & \left(4-\mathrm{e}^{-i p}-\mathrm{e}^{i p}-\mathrm{e}^{-i q}-\mathrm{e}^{i q}\right)|p<q\rangle \\
& +\left(-2+\mathrm{e}^{i p}+\mathrm{e}^{-i q}\right) \sum_{k=l-1} \mathrm{e}^{i p k+i q l}|k, k+1\rangle .
\end{align*}
$$

So

$$
\begin{align*}
& {[\mathcal{H}-E(p)-E(q)]|p<q\rangle } \\
= & \left(\mathrm{e}^{i(p+q)}+1-2 \mathrm{e}^{i p}\right) \sum_{k} \mathrm{e}^{i(p+q) k}|k, k+1\rangle . \tag{B.18}
\end{align*}
$$

Similarly, one can swap $p$ and $q$ to get

$$
\begin{align*}
& {[\mathcal{H}-E(p)-E(q)]|p>q\rangle } \\
= & \left(\mathrm{e}^{i(p+q)}+1-2 \mathrm{e}^{i q}\right) \sum_{k} \mathrm{e}^{i(p+q) k}|k, k+1\rangle . \tag{B.19}
\end{align*}
$$

Then from Eq. (B.15), one can get the scattering phase

$$
\begin{equation*}
S_{11}^{11}(p, q)=-\frac{\mathrm{e}^{i(p+q)}+1-2 \mathrm{e}^{i q}}{\mathrm{e}^{i(p+q)}+1-2 \mathrm{e}^{i p}}, \quad S_{22}^{22}(p, q)=S_{11}^{11}(p, q) \tag{B.20}
\end{equation*}
$$

Now let's consider the second case with two different excitation. Due to the state might change color after scattering, the scattering phase is a bit hard in this circumstance. Assume the eigenstate of the Hamiltonian as

$$
\begin{equation*}
|p, \bar{q}\rangle=|p<\bar{q}\rangle+S_{12}^{12}|p>\bar{q}\rangle+S_{12}^{21}|\bar{p}>q\rangle . \tag{B.21}
\end{equation*}
$$

Using the same procedure, act $\mathcal{H}$ on $|p<\bar{q}\rangle$

$$
\begin{align*}
& \mathcal{H}|p<\bar{q}\rangle=\sum_{k<l} \mathrm{e}^{i p k+i q l}\left[\left|\overrightarrow{k, \bar{l}\rangle-|k-1, \bar{l}\rangle}+\overparen{H_{k-1, k}} \frac{H_{k, k+1}}{|k,| k+1, \bar{l}\rangle}\right\rangle\right. \\
& +|\overbrace{|k, \bar{l}\rangle-\mid k, \overline{l-1}}^{H_{l-1, l}}\rangle+\overbrace{|k, \bar{l}\rangle-|k, \overline{l+1}\rangle}^{H_{l, l+1}}\rangle] \\
& +\sum_{k=l-1} \mathrm{e}^{i p k+i q l} \overbrace{[|k, \overline{k+1}\rangle-|k-1, \overline{k+1}\rangle}^{H_{k-1, k}}  \tag{B.22}\\
& +\overbrace{|k, \overline{k+1}\rangle-|\bar{k}, k+1\rangle}^{H_{H_{k}, k+1}}+\overbrace{|k, \overline{k+1}\rangle-|k, \overline{k+2}\rangle}^{H_{k+1, k+2}}\rangle] \\
& \left.=(E(p)+E(q))\left|p\langle\bar{q}\rangle-\mathrm{e}^{i q} \sum_{k} \mathrm{e}^{i(p+q) k}\right| \bar{k}, k+1\right\rangle \\
& +\left(-\mathrm{e}^{i q}+1+\mathrm{e}^{i(p+q)}\right) \sum_{k} \mathrm{e}^{i(p+q) k}|k, \overline{k+1}\rangle,
\end{align*}
$$

then

$$
\begin{align*}
{[\mathcal{H}-E(p)-E(q)]|p<\bar{q}\rangle } & =-\mathrm{e}^{i q} \sum_{k} \mathrm{e}^{i(p+q) k}|\bar{k}, k+1\rangle \\
& +\left(-\mathrm{e}^{i q}+1+\mathrm{e}^{i(p+q)}\right) \sum_{k} \mathrm{e}^{i(p+q) k}|k, \overline{k+1}\rangle . \tag{B.23}
\end{align*}
$$

so $\mathcal{H} \mid \bar{q}\langle p\rangle$ can be easily obtained by swapping $p$ with $q$ and color, and $\mathcal{H}|q<\bar{p}\rangle$ can be obtained by swapping $p$ with $q$

$$
\begin{align*}
{[\mathcal{H}-E(p)-E(q)]|\bar{q}<p\rangle } & =-\mathrm{e}^{i p} \sum_{k} \mathrm{e}^{i(p+q) k}|k, \overline{k+1}\rangle \\
+ & \left(-\mathrm{e}^{i p}+1+\mathrm{e}^{i(p+q)}\right) \sum_{k} \mathrm{e}^{i(p+q) k}|\bar{k}, k+1\rangle
\end{aligned} \begin{aligned}
{[\mathcal{H}-E(p)-E(q)]|q<\bar{p}\rangle } & =-\mathrm{e}^{i p} \sum_{k} \mathrm{e}^{i(p+q) k}|\bar{k}, k+1\rangle  \tag{B.24}\\
& +\left(-\mathrm{e}^{i p}+1+\mathrm{e}^{i(p+q)}\right) \sum_{k} \mathrm{e}^{i(p+q) k}|k, \overline{k+1}\rangle
\end{align*}
$$

Combine Eq. (B.21) with Eq. (B.23), Eq. (B.24) and Eq. (B.25), one can obtain

$$
\left\{\begin{array}{l}
-\mathrm{e}^{i q}+S_{12}^{12}\left(1+\mathrm{e}^{i(p+q)}-\mathrm{e}^{i p}\right)+S_{12}^{21}\left(-\mathrm{e}^{i p}\right)=0,  \tag{B.26}\\
\left(1+\mathrm{e}^{i(p+q)}-\mathrm{e}^{i q}\right)+S_{12}^{12}\left(-\mathrm{e}^{i p}\right)+S_{12}^{21}\left(1+\mathrm{e}^{i(p+q)}-\mathrm{e}^{i p}\right)=0
\end{array}\right.
$$

Solve this equation, the solution is

$$
\begin{equation*}
S_{12}^{12}=-\frac{\mathrm{e}^{i p}-\mathrm{e}^{i q}}{1-2 \mathrm{e}^{i p}+\mathrm{e}^{i(p+q)}}, S_{12}^{21}=-\frac{\left(-1+\mathrm{e}^{i p}\right)\left(-1+\mathrm{e}^{i q}\right)}{1-2 \mathrm{e}^{i p}+\mathrm{e}^{i(p+q)}} . \tag{B.27}
\end{equation*}
$$

Set

$$
\begin{equation*}
\mathrm{e}^{i p}=\frac{u+i / 2}{u-i / 2}, \mathrm{e}^{i q}=\frac{v+i / 2}{v-i / 2}, \tag{B.28}
\end{equation*}
$$

then the scattering matrix can be written as a compact form

$$
\begin{equation*}
S_{a b}^{c d}(u, v)=\frac{(u-v) \delta_{a}^{c} \delta_{b}^{d}-i \delta_{a}^{d} \delta_{b}^{c}}{u-v+i}, \tag{B.29}
\end{equation*}
$$

where $a, b, c, d$ is the color index of the excitations, $\{1,2\}$. Above scattering matrix satisfied Yang-Baxter equation, and we will prove it in $S U(N)$ case.


Figure B.1: $\operatorname{SU}(\mathrm{N})$ Yang-Baxter equation for scattering matrices [6]

## B. $2 S U(N)$ fundamental scattering matrix

For $\operatorname{SU}(N)$ the building block for Hamiltonian would be

$$
\begin{equation*}
t_{n}^{a} \otimes t_{n+1}^{a} \tag{B.30}
\end{equation*}
$$

where the $t$ are the generators of $S U(N)$, the corresponding invariant property can be prove in the same as in $S U(3)$. In the space $\left(\mathbb{C}^{N}\right)_{n} \otimes\left(\mathbb{C}^{N}\right)_{n+1}$, using the properties of tensor product, one can say that

$$
\begin{align*}
\left(t_{n}^{a} \otimes t_{n+1}^{a}\right)_{i N+j, k N+l} & =\left(t_{n}^{a}\right)_{i k} \times\left(t_{n}^{a}\right)_{j l} \\
& =\frac{1}{2}\left(\delta_{i l} \delta_{k j}-\frac{1}{N} \delta_{i k} \delta_{j l}\right) . \tag{B.31}
\end{align*}
$$

On the other hand, since the acting rule of permutation operator on state $P|i, j\rangle=|j, i\rangle$, the components of $P$ matrix reads

$$
\begin{equation*}
P_{a N+b, c N+d}=\delta_{a d} \delta_{d c}, \tag{B.32}
\end{equation*}
$$

same for identity matrix $I_{a N+b, c N+d}=\delta_{a c} \delta_{b d}$. So the building block can be written as

$$
\begin{equation*}
\left(t_{n}^{a} \otimes t_{n+1}^{a}\right)_{i N+j, k N+l}=\frac{1}{2}\left(P_{i N+j, k N+j}-\frac{1}{N} I_{i N+j, k N+j}\right) . \tag{B.33}
\end{equation*}
$$

So we can write the permutation operator $P_{n, n+1}$ in terms of $t_{n}^{a} \otimes t_{n+1}^{a}$. Correspondingly the following Hamiltonian is $S U(N)$ invariant

$$
\begin{align*}
H & =\sum_{n} H_{n, n+1}=\sum_{n}\left(I_{n, n+1}-P_{n, n+1}\right) \\
& =\sum_{n}\left[\left(1-\frac{1}{N}\right) I_{n, n+1}-2 t_{n}^{a} \otimes t_{n+1}^{a}\right] . \tag{B.34}
\end{align*}
$$

Here we have fixed the pre-factors by choosing the vacuum $|0,0, \ldots, 0\rangle$. Apply the Hamiltonian on a general state,

$$
\begin{equation*}
H_{k, k+1}|a, b\rangle=|a, b\rangle-|b, a\rangle, \tag{B.35}
\end{equation*}
$$

so the states $|1,1, \ldots, 1\rangle, \ldots,|N-1, N-1, \ldots, N-1\rangle$ are automatically vacuums. Due to Eq. (B.35), the scattering matrix for $S U(N)$ is of the same format as $S U(3)$, but with more components,

$$
\begin{equation*}
S_{a b}^{c d}(u, v)=\frac{(u-v) \delta_{a}^{c} \delta_{b}^{d}-i \delta_{a}^{d} \delta_{b}^{c}}{u-v+i} \tag{B.36}
\end{equation*}
$$

where $a, b, c, d$ is the color index of the excitations, $\{1,2, \ldots, N-1\}$. Insert the above equation, one can easily check the Yang-Baxter equation is satisfied

$$
\begin{equation*}
S_{a b}^{d e}(u, v) S_{d c}^{g f}(u, w) S_{e f}^{h i}(v, w)=S_{b c}^{e f}(v, w) S_{a f}^{d i}(u, w) S_{d e}^{g h}(u, v), \tag{B.37}
\end{equation*}
$$

or in Fig. B.1.

## Appendix C

## SU(3), SU(N) Nested Bethe equations and generalizations

## C. $1 \operatorname{SU}(3)$

Using CBA, we have seen that the scattering matrix is a rank 4 tensor with off-diagonal terms. Since there is no universal way to diagonalize a rank 4 tensor, we will use a brilliant way to diagonalize the scattering matrix, so called Nested Bethe Ansatz. Write out the scattering matrix in the basis $|11\rangle,|21\rangle,|12\rangle,|22\rangle$

$$
S_{k, j}\left(u_{k}, u_{j}\right)=\left(\begin{array}{llll}
S_{11}^{11}\left(u_{k}, u_{j}\right) & & &  \tag{C.1}\\
& S_{21}^{21}\left(u_{k}, u_{j}\right) & S_{12}^{21}\left(u_{k}, u_{j}\right) & \\
& S_{21}^{12}\left(u_{k}, u_{j}\right) & S_{12}^{12}\left(u_{k}, u_{j}\right) & \\
& & S_{22}^{22}\left(u_{k}, u_{j}\right)
\end{array}\right)
$$

where the empty elements is zero. Let's consider a spin chain of length $L$ with $M_{1}$ excitations consist of $M_{1}-M_{2}$ color 1 particle, and $M_{2}$ color 2 particles. The Bethe equations can be rewritten as

$$
\begin{equation*}
e^{-i p_{k} L}|\Psi\rangle=S_{k, k+1} \ldots S_{k, M_{1}} S_{k, 1} \ldots S_{k, k-1}|\Psi\rangle \tag{C.2}
\end{equation*}
$$

However, unlike in $S U(2)$ case, these are matrix Bethe equations. In this 2 components basis, one should think the state $|\Psi\rangle$ as a "short spin chain", and $S$ as some kind of Hamiltonian. Since the vacuum state $|00\rangle$ gives us identity, we might as well "cut" it. Let's pick a vacuum on this short chain, say the color 1 component, then one can say that we have a length $M_{1}$ spin chain with $M_{2}$ excitations color 2 . We achieve this by the reduced two-body scattering operator [41]

$$
s_{k, j}=\left(\begin{array}{cccc}
1 & & &  \tag{C.3}\\
& t_{21}^{21}\left(u_{k}, u_{j}\right) & r_{12}^{21}\left(u_{k}, u_{j}\right) & \\
& r_{21}^{12}\left(u_{k}, u_{j}\right) & t_{12}^{12}\left(u_{k}, u_{j}\right) & \\
&
\end{array}\right)
$$

where

$$
\begin{equation*}
S_{k, j}=S_{11}^{11}\left(u_{k}, u_{j}\right) s_{k, j} \tag{C.4}
\end{equation*}
$$

So due to the indistinguishable property of excitations kind, define

$$
\begin{equation*}
t_{k, j}=\frac{u_{k}-u_{j}}{u_{k}-u_{j}-i^{\prime}}, r_{k, j}=\frac{-i}{u_{k}-u_{j}-i^{\prime}} \tag{C.5}
\end{equation*}
$$

then

$$
\begin{equation*}
t_{21}^{21}\left(u_{k}, u_{j}\right)=t_{12}^{12}\left(u_{k}, u_{j}\right)=t_{k, j}, \quad r_{21}^{12}\left(u_{k}, u_{j}\right)=r_{12}^{21}\left(u_{k}, u_{j}\right)=r_{k, j} P_{k, j} \tag{C.6}
\end{equation*}
$$

where P is the permutation operator. We can rewrite Eq. (C.2) as

$$
\begin{equation*}
\lambda_{k}|\Psi\rangle=s_{k, k+1}, \ldots s_{k, N_{1}} s_{k, 1} \ldots s_{k, k-1}|\Psi\rangle \tag{C.7}
\end{equation*}
$$

where $\lambda_{k}$ is the common eigenvalue of the reduced many-body scattering operator

$$
\begin{equation*}
\lambda_{k}=e^{-i p_{k} L} \prod_{j \neq k}^{N_{1}}\left(S_{11}^{11}\right)^{-1}\left(p_{k}, p_{j}\right) \tag{C.8}
\end{equation*}
$$

On the vacuum of the short spin chain the reduced operators $s_{k, j}$ act trivially and we can find all values of $k$

$$
\begin{equation*}
\lambda_{k}|11 \ldots 11\rangle=|11 \ldots 11\rangle \tag{C.9}
\end{equation*}
$$

i.e. $\lambda_{k}=1$, which is our $s u(2)$ Bethe equation.

## C.1.1 One-magnon problem

Next we solve the one-magnon problem of the short chain. For one-magnon, Eq. (C.7) reduces to

$$
\begin{equation*}
\lambda_{k}|\Psi\rangle=\left(t_{k, k+1}+r_{k, k+1} P_{k, k+1}\right), \ldots,\left(t_{k, k-1}+r_{k, k-1} P_{k, k-1}\right)|\Psi\rangle \tag{C.10}
\end{equation*}
$$

and $P_{i, j}$ is the permutation operator because the color has changed when. Since there is no scattering between color 2 excitations. We cannot use the plane wave anymore since our short spin chain is not translationally invariant. Introduce a coordinate-space wave function $\psi_{l}$

$$
\begin{equation*}
|\Psi\rangle=\sum_{1 \leq l \leq N_{1}} \psi_{l}|1 \ldots 121 \ldots 1\rangle=\sum_{1 \leq l \leq N_{1}} \psi_{l}|l\rangle \tag{C.11}
\end{equation*}
$$

Then apply the reduced scattering matrix $s_{k, j}$ on the state as Eq. (C.10), one can get recursion relations for the wave function $\psi_{l}$,

$$
\begin{equation*}
\psi_{k}^{(j)}=\psi_{k}^{(j-1)} t_{k, k-j}+\psi_{k-j} r_{k, k-j} \tag{C.12}
\end{equation*}
$$

where $\psi_{k}^{(j)}$ is the wave function of $|k\rangle$ after apply reduced scattering matrix $s_{k, j} j$ times. And the state $|k-j\rangle$ will not change anymore, gives us the eigenvalue equation

$$
\begin{equation*}
\sigma_{k} \psi_{k-j}=\psi_{k-j} t_{k, k-j}+\psi_{k}^{(j-1)} r_{k, k-j} \tag{C.13}
\end{equation*}
$$

Here $\sigma_{k}$ is the eigenvalue for one excitation on short chain. Combine Eq. (C.12) and Eq. (C.13), one can find that

$$
\begin{align*}
\frac{\psi_{k-j-1}}{\psi_{k-j}} & =\frac{r_{k, k-j}^{2}-t_{k, k-j}^{2}+\sigma_{k} t_{k, k-j}}{\sigma_{k}-t_{k, k-j-1}} \frac{r_{k, k-j-1}}{r_{k, k-j}} \\
& =\frac{u_{k-j}-\left(u_{k}+\frac{i}{2} \frac{1+\sigma_{k}}{1-\sigma_{k}}\right)-\frac{i}{2}}{u_{k-j-1}-\left(u_{k}+\frac{i}{2} \frac{1+\sigma_{k}}{1-\sigma_{k}}\right)+\frac{i}{2}} . \tag{C.14}
\end{align*}
$$

The L.H.S. of this equation only depends on the difference $k-j$, thus this equation can only be consistent if the right hand side does not depend on $k$, so

$$
\begin{equation*}
v=u_{k}+\frac{i}{2} \frac{1+\sigma_{k}}{1-\sigma_{k}} \tag{C.15}
\end{equation*}
$$

must be a constant. We can interpret it as an auxiliary Bethe root for color 2. For later use, we can invert above equation

$$
\begin{equation*}
\sigma_{k}(v)=\frac{u_{k}-v+\frac{i}{2}}{u_{k}-v-\frac{i}{2}} \tag{C.16}
\end{equation*}
$$

it plays the same role as $e^{i p}$, moving excitation on the short spin chain. By choose $\psi_{1}=1$, the recursion relation Eq. (C.14) gives us

$$
\begin{equation*}
\psi_{k}(v)=\prod_{j=1}^{k-1} \frac{u_{j}-v+\frac{i}{2}}{u_{j+1}-v-\frac{i}{2}}=\frac{u_{1}-v-\frac{i}{2}}{u_{k}-v-\frac{i}{2}} \sigma_{1} \ldots \sigma_{k-1} \tag{C.17}
\end{equation*}
$$

Similarly, by combining Eq. (C.13) and Eq. (C.15), one can get the following expression

$$
\begin{equation*}
\psi_{k}^{(j)}(v)=\frac{u_{k-j-1}-v+\frac{i}{2}}{u_{k}-v-\frac{i}{2}} \psi_{k-j-1}(v)=\frac{\psi_{k}(v)}{\sigma_{k-1} \ldots \sigma_{k-j}} \tag{C.18}
\end{equation*}
$$

But remember our iteration process only works for $j=1$ to $j=k-1$. One can also get another iteration relation when $j>k-1$, but there is no need for this. We can just set $k=M_{1}$, then this iteration works for all $s_{k, j}$. When we are through, all the wave function satisfy the eigenvalue equation but the final one, the final equation is

$$
\begin{equation*}
\sigma_{M_{1}}(v) \sum_{j=1}^{M_{1}-1} \psi_{j}|j\rangle+\psi_{M_{1}}^{\left(M_{1}-1\right)}\left|M_{1}\right\rangle \tag{C.19}
\end{equation*}
$$

Demanding this equation satisfying the eigenvalue equation yields

$$
\begin{equation*}
\psi_{M_{1}}^{\left(M_{1}-1\right)}=\sigma_{M_{1}} \psi_{M_{1}} \tag{C.20}
\end{equation*}
$$

insert Eq. (C.18), one can show that

$$
\begin{equation*}
1=\prod_{k}^{M_{1}} \sigma_{k}=\prod_{k}^{M_{1}} e^{-i \tilde{p}_{k} M_{1}}=e^{-i \tilde{P} M_{1}} \tag{C.21}
\end{equation*}
$$

which is similar in $s u(2)$ case that an overall shift of $M_{1}$ site will change none, where $\tilde{p}_{k}$ is the pseudo-momentum of the excitations in the short spin chain, $\tilde{P}$ is the overall pseudomomentum.

Combine Eq. (C.16) with Eq. (C.6), we have find the first Bethe equation with $\lambda_{k}=\sigma_{k}$ for one excitation:

$$
\begin{equation*}
\frac{u_{k}-v+\frac{i}{2}}{u_{k}-v-\frac{i}{2}}=\left(\frac{u_{k}-\frac{i}{2}}{u_{k}+\frac{i}{2}}\right)^{L} \prod_{j \neq k}^{M_{1}} \frac{u_{k}-u_{j}+i}{u_{k}-u_{j}-i} \tag{C.22}
\end{equation*}
$$

This completely solves the one-magnon problem $M_{2}=1$.

## C.1.2 Two and more magnon states

Next we will consider the matrix eigenvalue equation Eq. (C.2) for two magnons problem $M_{2}=2$. The states now are describe by

$$
\begin{align*}
|\Psi\rangle & =\sum_{1 \leq l_{1} \leq l_{2} \leq M_{1}} \psi_{l_{1}, l_{2}}\left(v_{1}, v_{2}\right)|1 \ldots 121 \ldots 121 \ldots 1\rangle  \tag{C.23}\\
& =\sum_{1 \leq l_{1} \leq l_{2} \leq M_{1}}^{l_{1}} \psi_{l_{1}, l_{2}}\left(v_{1}, v_{2}\right)\left|l_{1}, l_{2}\right\rangle .
\end{align*}
$$

Use the same procedure as before, we act the reduce scattering matrix one by one, the only difference is that now we have to consider the scattering between color 2 excitations. Just like in $s u(2)$ case, here the two-body wave function should be the product of two one-body wave functions. Since we need to consider the scattering, so the wave equation by Bethe Ansatz is

$$
\begin{equation*}
\psi_{l_{1}, l_{2}}\left(v_{1}, v_{2}\right)=B \psi_{l_{1}}\left(v_{1}\right) \psi_{l_{2}}\left(v_{2}\right)+B^{\prime} \psi_{l_{1}}\left(v_{2}\right) \psi_{l_{2}}\left(v_{1}\right) \tag{C.24}
\end{equation*}
$$

Denote $\psi_{l}\left(v_{1}\right), \psi_{l}\left(v_{2}\right)$ by $\psi_{l}, \psi_{l}^{\prime}$ and $\sigma_{l}\left(v_{1}\right), \sigma_{l}\left(v_{2}\right)$ by $\sigma_{l}, \sigma_{l}^{\prime}$. Substitute this ansatz into eigenequation Eq. (C.2), one can find that

$$
\begin{equation*}
\lambda_{k}=\sigma_{k}\left(v_{1}\right) \sigma_{k}\left(v_{2}\right) \tag{C.25}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{B}{B^{\prime}}=-\frac{\psi_{j}^{\prime} \psi_{j-k} \sigma_{j} /\left(\sigma_{j-1}^{\prime} \ldots \sigma_{j-k}^{\prime}\right)-\psi_{j} \psi_{j-k}^{\prime} /\left(\sigma_{j-1} \ldots \sigma_{j-k+1}\right)}{\psi_{j} \psi_{j-k}^{\prime} \sigma_{j}^{\prime} /\left(\sigma_{j-1} \ldots \sigma_{j-k}\right)-\psi_{j}^{\prime} \psi_{j-k} /\left(\sigma_{j-1}^{\prime} \ldots \sigma_{j-k+1}^{\prime}\right)} \tag{C.26}
\end{equation*}
$$

Substitute Eq. (C.16) and Eq. (C.17) into Eq. (C.26), one would find out

$$
\begin{equation*}
S\left(v_{1}, v_{2}\right)=\frac{B^{\prime}}{B}=\frac{v_{1}-v_{2}-i}{v_{1}-v_{2}+i^{\prime}} \tag{C.27}
\end{equation*}
$$

which is nothing but the scattering matrix on this short spin chain, and also the same expression of $s u(2)$ scattering matrix. This completely solves two-magnon problem.

For $M_{2}$-magnon problem, one can just use the Bethe ansatz for the wavefunction, and the corresponding Bethe equations are

$$
\begin{equation*}
\prod_{j=1}^{M_{1}} \sigma_{j}\left(v_{l}\right)=\prod_{m \neq l}^{M_{2}} S\left(v_{l}, v_{m}\right), \quad l=1, \ldots, M_{2} \tag{C.28}
\end{equation*}
$$

And also the eigenvalue equations

$$
\begin{equation*}
\lambda_{k}=\prod_{j=1}^{M_{2}} \sigma_{k}\left(v_{j}\right)=e^{-i p_{k} L} \prod_{j \neq k}^{M_{1}}\left(S_{11}^{11}\right)^{-1}\left(u_{k}, u_{j}\right), \quad k=1, \ldots, M_{1} \tag{C.29}
\end{equation*}
$$

Write out Eq. (C.28) and Eq. (C.29)

$$
\begin{equation*}
\prod_{j=1}^{M_{1}} \frac{u_{j}-v_{l}+\frac{i}{2}}{u_{j}-v_{l}-\frac{i}{2}}=\prod_{m \neq l}^{M_{2}} \frac{v_{l}-v_{m}-i}{v_{l}-v_{m}+i^{\prime}}, \quad l=1, \ldots, M_{2} \tag{C.30}
\end{equation*}
$$

$$
\begin{equation*}
\prod_{j=1}^{M_{2}} \frac{u_{k}-v_{j}+\frac{i}{2}}{u_{k}-v_{j}-\frac{i}{2}}=\left(\frac{u_{k}-\frac{i}{2}}{u_{k}+\frac{i}{2}}\right)^{L} \prod_{j \neq k}^{M_{1}} \frac{u_{k}-u_{j}+i}{u_{k}-u_{j}-i}, \quad k=1, \ldots, M_{1} . \tag{C.31}
\end{equation*}
$$

These equations completely determine all the Bethe roots and the auxiliary Bethe roots.

## C. $2 \mathrm{SU}(\mathrm{N})$

Just the same as in $s u(3)$ Nested Bethe equations, we can reproduce a whole set of Bethe equations layer by layer. Write the scattering matrix in the basis $|a b\rangle$, with $a, b=1, \ldots, N-$ 1

$$
S_{k, j}^{(N)}\left(u_{k}, u_{j}\right)=\left(\begin{array}{llll}
S_{11}^{11}\left(u_{k}, u_{j}\right) & & &  \tag{C.32}\\
& S_{21}^{21}\left(u_{k}, u_{j}\right) & S_{12}^{21}\left(u_{k}, u_{j}\right) & \\
& S_{21}^{12}\left(u_{k}, u_{j}\right) & S_{12}^{12}\left(u_{k}, u_{j}\right) & \\
& & & S^{(N-1)}\left(u_{k}, u_{j}\right)
\end{array}\right)
$$

where $S^{(m)}$ denote the scattering matrix for $s u(m)$, the scattering matrix take the form of block diagonal form is due to the conservation of charge. Let's consider a chain with excitations denoted as $\left\{M_{1}, M_{2}, \ldots, M_{N-1}\right\}$, which means that we first create $M_{1}$ number of color 1 excitations out of the vacuum chain of site $L$, then we create $M_{2}$ color 2 excitations on top of the short chain $M_{1}$ sites, we iterate it until we recover the whole spin chain configuration. The Bethe equations from periodicity of first level short spin chain $|\Psi\rangle^{1}$ can be rewritten as (Footnote: one can also say the vacuum level Bethe equations takes )

$$
\begin{equation*}
e^{-i p_{k} L}|\Psi\rangle^{1}=S_{k, k+1}^{(N)} \ldots S_{k, M_{1}}^{(N)} S_{k, 1}^{(N)} \ldots S_{k, k-1}^{(N)}|\Psi\rangle^{1} \tag{C.33}
\end{equation*}
$$

## C.2.1 One-magnon problem

Let's pick a vacuum on the "first level spin chain" by considering the reduced scattering matrix

$$
s_{k, j}^{(N)}=\left(\begin{array}{cccc}
1 & & &  \tag{C.34}\\
& t_{21}^{21}\left(u_{k}, u_{j}\right) & r_{12}^{21}\left(u_{k}, u_{j}\right) & \\
& r_{21}^{12}\left(u_{k}, u_{j}\right) & t_{12}^{12}\left(u_{k}, u_{j}\right) & \\
& & & s_{k, j}^{(N-1)}
\end{array}\right)
$$

where

$$
\begin{equation*}
S_{k, j}^{(N)}=S_{11}^{11}\left(u_{k}, u_{j}\right) s_{k, j}^{(N)} \tag{C.35}
\end{equation*}
$$

We can rewrite Eq. (C.33) as

$$
\begin{equation*}
\lambda_{k}^{(1)}|\Psi\rangle^{1}=s_{k, k+1}^{(N)} \ldots s_{k, M_{1}}^{(N)} s_{k, 1}^{(N)} \ldots s_{k, k-1}^{(N)}|\Psi\rangle^{1} \tag{C.36}
\end{equation*}
$$

where $\lambda_{k}^{(1)}$ is the common eigenvalue of the reduced many-body scattering operator

$$
\begin{equation*}
\lambda_{k}^{(1)}=e^{-i p_{k} L} \prod_{j \neq k}^{M_{1}}\left(S_{11}^{11}\right)^{-1}\left(u_{k}, u_{j}\right) \tag{C.37}
\end{equation*}
$$

On the vacuum of the short spin chain the reduced operators $s_{k, j}^{N}$ act trivially and we can find all values of $k$

$$
\begin{equation*}
\lambda_{k}^{(1)}|11 \ldots 11\rangle=|11 \ldots 11\rangle \tag{C.38}
\end{equation*}
$$

i.e. $\lambda_{k}^{(1)}=1$. Now we can create excitation on top of "first level spin chain", for example one-magnon state:

$$
\begin{equation*}
|\Psi\rangle^{1}=\sum_{1 \leq l \leq N_{1}} \psi_{l}\left(u_{j}^{(a)}\right)|1 \ldots 1 a l a 1\rangle=\sum_{1 \leq l \leq N_{1}} \psi_{l}\left(u_{j}^{(a)}\right)|(l, a)\rangle \tag{C.39}
\end{equation*}
$$

with $a=2, \ldots, N-1$. Demanding this state as the solution of Eq. (C.2), we can get

$$
\begin{equation*}
\sigma_{k}^{(1)}\left(u^{(a)}\right)=\frac{u_{k}^{(1)}-u_{j}^{(a)}+\frac{i}{2}}{u_{k}^{(1)}-u_{j}^{(a)}-\frac{i}{2}} \tag{C.40}
\end{equation*}
$$

$\sigma_{k}^{(1)}\left(u_{j}^{(a)}\right)$ is the eigenvalue of one-magnon state, which is exactly the same as in $s u(3)$ case, just the type of excitations becomes more. This is all the consequence of the conservation of charge, each subsector with only one type of excitation reduces to the $s u(3)$ case, and this subsector must fulfill Eq. (C.36), leads to Eq. (C.40). More generally, one can get

$$
\begin{equation*}
\sigma_{k}^{(a)}\left(u_{j}^{(b)}\right)=\frac{u_{k}^{(a)}-u_{j}^{(b)}+\frac{i}{2}}{u_{k}^{(a)}-u_{j}^{(b)}-\frac{i}{2}}, \quad \text { with } \quad a<b \tag{C.41}
\end{equation*}
$$

due to the indistinguishable property of excitations and equivalence of vacuums. For $M_{2}$ color 2 excitation, we can conclude that

$$
\begin{equation*}
\lambda_{k}^{(1)}=\prod_{j=1}^{M_{2}} \sigma_{k}^{(1)}\left(u_{j}^{(2)}\right)=e^{-i p_{k} L} \prod_{j \neq k}^{M_{1}}\left(S_{11}^{11}\right)^{-1}\left(u_{k}, u_{j}\right), \quad k=1, \ldots, M_{1} \tag{C.42}
\end{equation*}
$$

## C.2. 2 Two and more magnon problem

The scattering matrix on "first level spin chain" actually reduces to the $s u(n-1)$ case, to prove this, we should again use the same procedure as in $s u(3)$ case. There are two kinds of state that we need to pay attention to, the first kind is the same as in $s u(3)$ case,

$$
\begin{align*}
|\Psi\rangle & =\sum_{1 \leq l_{1} \leq l_{2} \leq M_{1}} \psi_{l_{1}, l_{2}}\left(v_{1}, v_{2}\right)\left|1 \ldots 1 \frac{l_{1}}{a} 1 \ldots 1_{a}^{l_{2}} 1 \ldots 1\right\rangle  \tag{C.43}\\
& =\sum_{1 \leq l_{1} \leq l_{2} \leq M_{1}} \psi_{l_{1}, l_{2}}\left(v_{1}, v_{2}\right)\left|l_{1}, l_{2}\right\rangle .
\end{align*}
$$

This state gives us the scattering between the same color,

$$
\begin{equation*}
S_{a a}^{a a}\left(v_{1}, v_{2}\right)=\frac{v_{1}-v_{2}-i}{v_{1}-v_{2}+i} \tag{C.44}
\end{equation*}
$$

There are another state which contains two different colors excitations

$$
\begin{align*}
|\Psi\rangle & =B_{1} \sum_{1 \leq l_{1} \leq \bar{l}_{2} \leq M_{1}} \psi_{l_{1}}\left(v_{1}\right) \psi_{\bar{l}_{2}}\left(v_{2}\right)\left|1 \ldots 1 \stackrel{l_{1}}{a} 1 \ldots 1 \stackrel{\bar{l}_{2}}{b} 1 \ldots 1\right\rangle \\
& +B_{2} \sum_{1 \leq \bar{l}_{1} \leq l_{2} \leq M_{1}} \psi_{\bar{l}_{1}}\left(v_{2}\right) \psi_{l_{2}}\left(v_{1}\right)\left|1 \ldots 1 \stackrel{\bar{l}_{1}}{b} 1 \ldots 1 \stackrel{l_{2}}{a} 1 \ldots 1\right\rangle  \tag{C.45}\\
& +B_{3} \sum_{1 \leq \bar{l}_{1} \leq l_{2} \leq M_{1}} \psi_{\bar{l}_{1}}\left(v_{1}\right) \psi_{l_{2}}\left(v_{2}\right)\left|1 \ldots 1 \stackrel{\bar{l}_{1}}{b} 1 \ldots 1{ }^{l_{2}} 1 \ldots 1\right\rangle \\
& =B_{1}\left|v_{1}<\bar{v}_{2}\right\rangle+B_{2}\left|\bar{v}_{2}<v_{1}\right\rangle+B_{3}\left|\bar{v}_{1}<v_{2}\right\rangle .
\end{align*}
$$

Plug this into Eq. (C.36), use the reduced scattering $r$ and $t$ between color $a$ and color $b$, one would obtain

$$
\begin{equation*}
S_{a b}^{a b}\left(v_{1}, v_{2}\right)=\frac{B_{2}}{B_{1}}=\frac{v_{1}-v_{2}}{v_{1}-v_{2}+i^{\prime}}, \quad S_{a b}^{b a}\left(v_{1}, v_{2}\right)=\frac{B_{3}}{B_{1}}=\frac{-i}{v_{1}-v_{2}+i} \tag{C.46}
\end{equation*}
$$

This is nothing but the scattering matrix element we need for $s u(n-1)$, thus proves what we want. The Bethe equations from periodicity of second level short spin chain $|\Psi\rangle^{2}$ can be written as

$$
\begin{equation*}
\prod_{j=1}^{M_{1}} \sigma_{j}^{(1)}\left(u_{k}^{(2)}\right)|\Psi\rangle^{2}=S_{k, k+1}^{(N-1)} \ldots S_{k, M_{2}}^{(N-1)} S_{k, 1}^{(N-1)} \ldots S_{k, k-1}^{(N-1)}|\Psi\rangle^{2} \tag{C.47}
\end{equation*}
$$

## C.2.3 Nesting for higher excitations

Let's pick a vacuum on the "second level spin chain" by considering the reduced scattering matrix

$$
s_{k, j}^{(N-1)}=\left(\begin{array}{cccc}
1 & & &  \tag{C.48}\\
& t_{32}^{32}\left(u_{k}, u_{j}\right) & r_{23}^{32}\left(u_{k}, u_{j}\right) & \\
& r_{32}^{23}\left(u_{k}, u_{j}\right) & t_{23}^{23}\left(u_{k}, u_{j}\right) & \\
& & & s_{k, j}^{(N-2)}
\end{array}\right)
$$

where

$$
\begin{equation*}
S_{k, j}^{(N-1)}=S_{22}^{22}\left(u_{k}, u_{j}\right) s_{k, j}^{(N-1)} \tag{C.49}
\end{equation*}
$$

We can rewrite Eq. (C.47) as

$$
\begin{equation*}
\lambda_{k}^{(2)}|\Psi\rangle^{2}=s_{k, k+1}^{(N-1)}, \ldots s_{k, M_{2}}^{(N-1)} s_{k, 1}^{(N-1)} \ldots s_{k, k-1}^{(N-1)}|\Psi\rangle^{2} \tag{C.50}
\end{equation*}
$$

where $\lambda_{k l}^{(2)}$ is the common eigenvalue of the reduced many-body scattering operator

$$
\begin{equation*}
\lambda_{k}^{(2)}=\prod_{j=1}^{M_{1}} \sigma_{j}^{(1)}\left(u_{k}^{(2)}\right) \prod_{j \neq k}^{M_{2}}\left(S_{22}^{22}\right)^{-1}\left(u_{k}, u_{j}\right) \tag{C.51}
\end{equation*}
$$

Again, as before, for $M_{3}$ number of color 3 excitation on the "second level spin chain", one should obtain

$$
\begin{equation*}
\lambda_{k}^{(2)}=\prod_{j=1}^{M_{3}} \sigma_{k}^{(2)}\left(u_{j}^{(3)}\right) \tag{C.52}
\end{equation*}
$$

Combine with the Bethe equation Eq. (C.47), the second set of equations comes out naturally

$$
\begin{equation*}
\lambda_{k}^{(2)}=\prod_{j=1}^{M_{3}} \sigma_{k}^{(2)}\left(u_{l}^{(3)}\right)=\prod_{j=1}^{M_{1}} \sigma_{j}^{(1)}\left(u_{k}^{(2)}\right) \prod_{j \neq k}^{M_{2}}\left(S_{22}^{22}\right)^{-1}\left(u_{k}, u_{j}\right), \quad k=1, \ldots, M_{2} \tag{C.53}
\end{equation*}
$$

So for "level $a$ spin chain", with $a=1, \ldots, N-2$, one can get the eigenvalue equations

$$
\begin{equation*}
\lambda_{k}^{(a)}=\prod_{l=1}^{M_{a+1}} \sigma_{k}^{(a)}\left(u_{l}^{(a+1)}\right)=\prod_{j=1}^{M_{a-1}} \sigma_{j}^{(a-1)}\left(u_{k}^{(a)}\right) \prod_{j \neq k}^{M_{a}}\left(S_{a a}^{a a}\right)^{-1}\left(u_{k}, u_{j}\right), \quad k=1, \ldots, M_{a} \tag{C.54}
\end{equation*}
$$

On the top level spin chain $a=N-1$, the reduced scattering matrix becomes

$$
\begin{equation*}
s_{k, j}^{(2)}=S_{k, j}^{(2)} / S_{N-1, N-1}^{N-1, N-1}\left(u_{k}, u_{j}\right)=1 \tag{C.55}
\end{equation*}
$$

then the corresponding eigenvalue $\lambda_{k l}^{(N-1)}=1$. Then the eigenvalue equations is

$$
\begin{equation*}
\lambda_{k}^{(N-1)}=1=\prod_{j=1}^{M_{N-2}} \sigma_{j}^{(N-2)}\left(u_{k}^{(N-1)}\right) \prod_{j \neq k}^{M_{N-1}}\left(S_{N-1, N-1}^{N-1, N-1}\right)^{-1}\left(u_{k}, u_{j}\right), \quad k=1, \ldots, M_{N-1} \tag{C.56}
\end{equation*}
$$

Eq.(C.42), Eq. (C.54) and Eq. (C.56) give all Bethe equations that we want, at first level

$$
\begin{equation*}
\prod_{l=1}^{M_{2}} \frac{u_{k}^{(1)}-u_{l}^{(2)}+\frac{i}{2}}{u_{k}^{(1)}-u_{l}^{(2)}-\frac{i}{2}}=\left(\frac{0-u_{k}^{(1)}+\frac{i}{2}}{0-u_{k}^{(1)}-\frac{i}{2}}\right)^{L} \prod_{j \neq k}^{M_{1}} \frac{u_{k}^{(1)}-u_{j}^{(1)}+i}{u_{k}^{(1)}-u_{j}^{(1)}-i} \tag{C.57}
\end{equation*}
$$

and at $a$ level

$$
\begin{equation*}
\prod_{j=1}^{M_{a+1}} \frac{u_{k}^{(a)}-u_{j}^{(a+1)}+\frac{i}{2}}{u_{k}^{(a)}-u_{j}^{(a+1)}-\frac{i}{2}}=\prod_{j=1}^{M_{a-1}} \frac{u_{j}^{(a-1)}-u_{k}^{(a)}+\frac{i}{2}}{u_{j}^{(a-1)}-u_{k}^{(a)}-\frac{i}{2}} \prod_{j \neq k}^{M_{a}} \frac{u_{k}^{(a)}-u_{j}^{(a)}+i}{u_{k}^{(a)}-u_{j}^{(a)}-i} \tag{C.58}
\end{equation*}
$$

and at top level

$$
\begin{equation*}
1=\prod_{j=1}^{M_{N-2}} \frac{u_{j}^{(N-2)}-u_{k}^{(N-1)}+\frac{i}{2}}{u_{j}^{(N-2)}-u_{k}^{(N-1)}-\frac{i}{2}} \prod_{j \neq k}^{M_{N-1}} \frac{u_{k}^{(N-1)}-u_{j}^{(N-1)}+i}{u_{k}^{(N-1)}-u_{j}^{(N-1)}-i} \tag{C.59}
\end{equation*}
$$

As one can easily see that above Bethe equations are just eigenvalue problem. More specifically, we can get such set of equations by imposing periodic boundary condition on each level of spin chain. One can actually construct the wave function of such system [22],the Bethe equations are obtained in this way.

## C. 3 Generalizations

Let us generalize our spin chain of length $L$ with Lie (super) group of rank $r$ with Cartan matrix $M_{a, b}$. The physical space at each site sits at the representation denoted by Dynkin label $V_{a}$. Thus a general Bethe state can be identified by a set of Bethe roots $\left\{u_{j}^{(a)}\right\}$, where $a=1, \ldots, r$ denotes the Dynkin node and $j=1, \ldots, N_{a}$ denotes the number of excitations
of type $a$. Let's also introduce the Baxter polynomials

$$
\begin{equation*}
Q_{a}(u)=\prod_{j=1}^{N_{a}}\left(u-u_{j}^{(a)}\right) \tag{C.60}
\end{equation*}
$$

The general Bethe equations then are [22]

$$
\begin{equation*}
\left(\frac{u_{j}^{(a)}+V_{a} \frac{i}{2}}{u_{j}^{(a)}-V_{a} \frac{i}{2}}\right)^{L}=s_{a} \prod_{b=1}^{r} \frac{Q_{b}\left(u_{j}^{(a)}+M_{a, b} \frac{i}{2}\right)}{Q_{b}\left(u_{j}^{(a)}-M_{a, b} \frac{i}{2}\right)}, \tag{C.61}
\end{equation*}
$$

where $s_{a}=-1,1$ if node $a$ is bosonic or fermionic respectively.

## Appendix D

## $G L(3)$ and $G L(N)$ nested algebraic Bethe ansatz

## D. $1 G L(3)$ nested algebraic Bethe ansatz

## D.1.1 Notion setup

In algebraic Bethe ansatz (ABA), we need to find the $R$-matrix acting in $\mathbb{C}^{N} \otimes \mathbb{C}^{N}$ that satisfy the Yang-Baxter equation

$$
\begin{equation*}
R_{12}\left(u_{1}, u_{2}\right) R_{13}\left(u_{1}, u_{3}\right) R_{23}\left(u_{2}, u_{3}\right)=R_{23}\left(u_{2}, u_{3}\right) R_{13}\left(u_{1}, u_{3}\right) R_{12}\left(u_{1}, u_{2}\right) \tag{D.1}
\end{equation*}
$$

in order to provide compatibility of the $R T T$-relation

$$
\begin{equation*}
R_{12}(u, v) T_{1}(u) T_{2}(v)=T_{2}(v) T_{1}(u) R_{12}(u, v) \tag{D.2}
\end{equation*}
$$

Actually the non-trivial $R$-matrix has exactly the same form as in the case of $\mathbb{C}^{2}$ auxiliary space:

$$
\begin{equation*}
R(u, v)=I+g(u, v) P, \quad g(u, v)=\frac{i}{u-v} \tag{D.3}
\end{equation*}
$$

Here $I$ is the identity operator in $\mathbb{C}^{N} \otimes \mathbb{C}^{N}, P$ is the permutation operator. The permutation operator has the form

$$
\begin{equation*}
P=\sum_{i, j=1}^{N} E_{i j} \otimes E_{j i} \tag{D.4}
\end{equation*}
$$

where $\left(E_{i, j}\right)_{l k}=\delta_{i l} \delta_{j k}, i, j, l, k=1, \ldots, N$. The $R$-matrix Eq. (D.3) is called $\mathfrak{g l}_{N}$-invariant due to the property

$$
\begin{equation*}
\left[R_{12}(u, v), g_{1} \otimes \mathbb{I}+\mathbb{I} \otimes g_{2}\right]=0, \quad g_{1}, g_{2} \in \mathfrak{g l}_{N} \tag{D.5}
\end{equation*}
$$

this has been proven in the coordinate Bethe ansatz, or in finite version

$$
\begin{equation*}
\left[R_{12}(u, v), G_{1} \otimes G_{2}\right]=0, \quad g_{1}, g_{2} \in G L_{N} \tag{D.6}
\end{equation*}
$$

For $S U(N) X X X$ fundamental $L$ sites spin chain, the corresponding monodromy matrix is similar to $S U(2)$ case

$$
\begin{equation*}
T(u)=R_{0 L}(u) \ldots R_{01}(u) \tag{D.7}
\end{equation*}
$$

the $R_{0 i}$ is in the space $\mathbb{C}^{N} \otimes \mathbb{C}^{N}$. The auxiliary space of the monodromy matrix is $V_{0}$, the corresponding physical space is

$$
\begin{equation*}
\mathcal{H}=V_{1} \otimes \cdots \otimes V_{L}=\mathbb{C}^{N} \otimes \cdots \otimes \mathbb{C}^{N} \tag{D.8}
\end{equation*}
$$

And we pick the a vacuum for this quantum space as

$$
|0\rangle=\left(\begin{array}{c}
1  \tag{D.9}\\
0 \\
\vdots \\
0
\end{array}\right) \otimes \ldots\left(\begin{array}{c}
1 \\
0 \\
\vdots \\
0
\end{array}\right)
$$

The RTT-relation Eq. (D.2) with $R$-matrix Eq. (D.3) implies

$$
\begin{align*}
{\left[T_{i j}(u), T_{k l}(v)\right] } & =g(u, v)\left(T_{k j}(v) T_{i l}(u)-T_{k j}(u) T_{i l}(v)\right)  \tag{D.10}\\
& =g(u, v)\left(T_{i l}(u) T_{k j}(v)-T_{i l}(v) T_{k j}(u)\right)
\end{align*}
$$

where $T_{i, j}$ are matrix elements of the monodromy matrix expanding in the $V_{0}$ as $T=$ $\sum_{i, j} E_{i j} \otimes T_{i j}$, and they act on the physical space $\mathcal{H} .{ }^{1}$

To simplify our tedious writings, here we introduce some notion for convenience.

- Two rational functions, $f(x, y)$ and $g(x, y)$

$$
\begin{equation*}
g(x, y)=\frac{i}{x-y}, \quad f(x, y)=1+g(x, y) \tag{D.11}
\end{equation*}
$$

- Sets of variables. We denote sets of variables by a bar: $\bar{x}, \bar{u}, \bar{v}$ etc. Individual elements of the sets are denoted by the subscripts: $v_{j}, u_{k}$ etc. A notation $\bar{u}_{i}$ means the set of $u$ without element $u_{i}$.
- Shorthand notation for product. If the functions $\lambda_{i}, g, f$, as well as the operators $T_{i, j}$ depend on sets of variables, this means that one should take the product over the corresponding set. For example

$$
\begin{equation*}
T_{i, j}(\bar{u})=\prod_{u_{k} \in \bar{u}} T_{i, j}\left(u_{k}\right) ; \quad g\left(z, \bar{w}_{i}\right)=\prod_{w_{j} \neq w_{i}} g\left(z, w_{j}\right) ; \quad f(\bar{u}, \bar{v})=\prod_{u_{j} \in \bar{u}} \prod_{v_{k} \in \bar{v}} f\left(u_{j}, v_{k}\right) \tag{D.12}
\end{equation*}
$$

By definition, any product over empty set is equal to 1 .
Since we have already construct the $s u(N)$-invariant $R$-matrix as in Eq. (D.3), all we need to do is let $N=3$

$$
\begin{equation*}
R(u, v)=I+g(u, v) P \tag{D.13}
\end{equation*}
$$

with identity matrix $I$ and the permutation matrix $P$ are $9 \times 9$ matrices:

$$
\begin{equation*}
I_{i j}^{k l}=\delta_{i j} \delta_{k l}, \quad P_{i j}^{k l}=\delta_{i l} \delta_{j k}, \quad i, j, k, l=1,2,3 \tag{D.14}
\end{equation*}
$$

where we have used the lower two indices to denote the first space, and the upper two indices to denote the second space. And also the su(2)-invariant $R$-matrix, which we denote by $r(u, v)$ :

$$
\begin{equation*}
r(u, v)=\mathbf{1}+g(u, v) \mathbf{p} \tag{D.15}
\end{equation*}
$$

where the identity matrix 1 and the permutation matrix $\mathbf{p}$ have the same form as in Eq. (D.14), but with less components, are $4 \times 4$ matrices. The monodromy matrix is the same as in Eq. (D.7), we can rewrite it in the expansion of the auxiliary space $V_{0}$

[^5]\[

$$
\begin{align*}
T(u) & =\left(\begin{array}{lll}
T_{11}(u) & T_{12}(u) & T_{13}(u) \\
T_{21}(u) & T_{22}(u) & T_{23}(u) \\
T_{31}(u) & T_{32}(u) & T_{33}(u)
\end{array}\right) \\
& =\left(\begin{array}{cc}
A(u) & \mathbb{B}(u) \\
\mathbb{C}(u) & \mathbb{D}(u)
\end{array}\right)=\left(\begin{array}{ccc}
A(u) & B_{1}(u) & B_{2}(u) \\
C_{1}(u) & D_{11}(u) & D_{12}(u) \\
C_{2}(u) & D_{21}(u) & D_{22}(u)
\end{array}\right) . \tag{D.16}
\end{align*}
$$
\]

For a general representation of $s u(N)$ group, we cannot use Eq. (D.7) to build the monodromy matrix anymore, we need to construct the corresponding Lax operator $L_{0 i}$ such that

$$
\begin{equation*}
R_{12}(u, v) L_{1}(u) L_{2}(v)=L_{2}(v) L_{1}(u) R_{12}(u, v) \tag{D.17}
\end{equation*}
$$

and also for monodromy matrix

$$
\begin{equation*}
T(u)=L_{0 L}(u) \ldots L_{01}(u) \tag{D.18}
\end{equation*}
$$

But this is irrelevant for now, we will focus on fundamental representation.
Generally speaking, that the operator $T_{i j}$ with $i<j$ are the creation operator, but for our case, the operator $T_{23}$ will annihilates the vacuum vector: $T_{23}|0\rangle=0$. This can be proved by induction [42]. ${ }^{2}$

Before going deep into the calculations, we first want to use the commutation relations Eq. (D.10) give us some intuition. Denote $T_{i i}(u)|0\rangle=\lambda_{i}|0\rangle$, and we hit a excitation state, say $T_{13}|0\rangle$, by the transfer matrix, the commutation relation gives us

$$
\begin{align*}
\operatorname{Tr} T(z) T_{13}(u)|0\rangle=( & \left.f(u, z) \lambda_{1}(z)+\lambda_{2}(z)+f(z, u) \lambda_{3}(z)\right) T_{13}|0\rangle \\
& +g(z, u)\left(\lambda_{1}(u)-\lambda_{3}(u)\right) T_{13}|0\rangle  \tag{D.19}\\
& +g(z, u)\left(T_{12}(u) T_{23}(z)-T_{12}(z) T_{23}(u)\right)|0\rangle .
\end{align*}
$$

we call the second line the unwanted term of the first type, and the third line the unwanted term of the second type. Just like in $s u(2)$ case, when we impose the state to be the eigenstate of the transfer matrix, we can get a set of Bethe equations by killing the unwanted term of the first type, but now we will get two sets of Bethe equations by killing these two unwanted terms. Here the unwanted term of the second type automatically vanishes because $T_{23}|0\rangle=$ 0 , but it is not the case for neither $\operatorname{Tr} T(z) T_{12}(u)|0\rangle$ nor a general state. The condition that $T_{23}(u)|0\rangle=0$ will make $\lambda_{2}(u)=\kappa \lambda_{3}(u)$, where $\kappa$ is a constant. Follows Eq. (D.10)

$$
\begin{equation*}
\left[T_{23}(u), T_{32}(v)\right]=g(u, v)\left(T_{22}(u) T_{33}(v)-T_{22}(v) T_{33}(u)\right) \tag{D.20}
\end{equation*}
$$

Apply this equation on $|0\rangle$ we obtain

$$
\begin{equation*}
0=g(u, v)\left(\lambda_{2}(u) \lambda_{3}(v)-\lambda_{2}(v) \lambda_{3}(u)\right)|0\rangle \tag{D.21}
\end{equation*}
$$

[^6]Therefore, the ratio $\lambda_{2}(u) / \lambda_{3}(u)$ does not depend on $u$. Normalize the monodromy matrix such that $\lambda_{3}(u)=1$, and we assume $\lambda_{2}(u)=1$ for simplicity. Also from Eq. (D.7) one can see that $\lambda_{1}(u)=f(u, \bar{\zeta})$ because

$$
\begin{align*}
T_{11}^{(L)}(u)|0\rangle & =T_{11}^{(L-1)}(u) T_{11}^{(1)}(u)|0\rangle+T_{12}^{L-1}(u) T_{21}^{(1)}(u)|0\rangle+T_{13}^{L-1}(u) T_{31}^{(1)}(u)|0\rangle \\
& =\left(T_{11}^{(1)}(u)\right)^{L}|0\rangle+0  \tag{D.22}\\
& =f(u, \bar{\xi})|0\rangle,
\end{align*}
$$

put all the eigenvalues of transfer matrix together

$$
\begin{equation*}
\lambda_{1}(u)=f(u, \bar{\xi}), \quad \lambda_{2}(u)=\lambda_{3}(u)=1 . \tag{D.23}
\end{equation*}
$$

## D.1.2 Action of the operator $D_{\tilde{\xi} \alpha}$

In our circumstance, there are only two creation operator: $T_{12}(u)=B_{1}(u)$ and $T_{13}=B_{2}(u)$. We can try as usual that

$$
\begin{equation*}
B_{\beta_{1}}\left(u_{1}\right) \ldots B_{\beta_{a}}\left(u_{a}\right)|0\rangle, \quad a=0,1, \ldots, \tag{D.24}
\end{equation*}
$$

as the eigenstate for the transfer matrix. Here $\beta_{i}=1$ or 2 . Let act the transfer matrix

$$
\begin{equation*}
\operatorname{Tr} T(z)=A(z)+D_{11}(z)+D_{11}(z) \tag{D.25}
\end{equation*}
$$

on this vector. Let's start with the action of the operator $D_{\alpha \alpha}(z)$. From Eq. (D.10), one can obtain

$$
\begin{equation*}
D_{\tilde{\zeta} \alpha}(z) B_{\beta}(u)=B_{\beta}(u) D_{\tilde{\zeta} \alpha}(z)+g(z, u) B_{\alpha}(u) D_{\tilde{\xi} \beta}(z)+g(u, z) B_{\alpha}(z) D_{\tilde{\zeta} \beta}(u), \tag{D.26}
\end{equation*}
$$

we can see that we may get the the unwanted terms of the second type. Indeed, the operator $D_{11}$ acting on $B_{2}$ gives contributions with $B_{1}$, and the operator $D_{22}$ acting on $B_{1}$ gives contributions with $B_{2}$. Thus, vector Eq. (D.24) is not invariant under the action of $D_{11}(z)+D_{22}(z)$. Meanwhile, as we will show later that the action of $A(z)$ does not generate the unwanted term of the second type. So Eq. (D.24) definite can not be the eigenvector of the transfer matrix.

A explicit way to solve the problem is to construct a state as some kind superposition of state [21] like Eq. (D.24),

$$
\begin{equation*}
\left|\Psi_{a}(\bar{u})\right\rangle=\sum_{\beta_{1}, \ldots, \beta_{a}} B_{\beta_{1}}\left(u_{1}\right) \ldots B_{\beta_{a}}\left(u_{a}\right) F_{\beta_{1} \ldots \beta_{a}}|0\rangle, \quad a=0,1, \ldots \tag{D.27}
\end{equation*}
$$

with \#a momentum carry excitations. Then when acting with $D_{\xi \check{ }}$, the state will close. Here $F_{\beta_{1} \ldots \beta_{a}}$ are some numerical coefficients. The sum is taken over every $\beta_{i}$, each $\beta_{i}$ takes value 1 or 2.

We can rewrite Eq. (D.27) in the form of a scalar product. For this we introduce a two component vector $\mathbb{B}(u)=\left(B_{1}(u), B_{1}(u)\right)$ with operator-value components. Then we can write down the vector $\left|\Psi_{a}(\bar{u})\right\rangle$ as the scalar product

$$
\begin{equation*}
\left|\Psi_{a}(\bar{u})\right\rangle=\mathbb{B}_{1}\left(u_{1}\right) \mathbb{B}_{2}\left(u_{2}\right) \ldots \mathbb{B}_{a}\left(u_{a}\right) \mathbb{F}(\bar{u})|0\rangle, \tag{D.28}
\end{equation*}
$$

where $\mathbb{F}(\bar{u})$ is a vector belonging to the space

$$
\begin{equation*}
\overbrace{\mathbb{C}^{2} \otimes \cdots \otimes \mathbb{C}^{2}}^{a} . \tag{D.29}
\end{equation*}
$$

The commutation relations Eq. (D.26) can be written as follows

$$
\begin{equation*}
\mathbb{D}_{0}(z) \mathbb{B}_{1}(u)=\mathbb{B}_{1}(u) \mathbb{D}_{0}(z) r_{01}(z, u)+g(u, z) \mathbb{B}_{1}(z) \mathbb{D}_{0}(u) p_{01} \tag{D.30}
\end{equation*}
$$

where $p_{01}$ is a $4 \times 4$ permutation matrix, and $r_{01}$ is a $R$-matrix for $s u(2)$. We call the first term on the R.H.S. of Eq. (D.30) the first scheme of commutation. The second term in the R.H.S. of Eq. (D.30) is called the second scheme of commutation. Also from the commutation relations Eq. (D.10), the commutation relation of $D$ operators reduce to su(2) case

$$
\begin{equation*}
\left[D_{\alpha \beta}(u), D_{\gamma \delta}(v)\right]=g(u, v)\left(D_{\gamma \beta}(v) D_{\alpha \delta}(u)-D_{\gamma \beta}(u) D_{\alpha \delta}(v)\right) \tag{D.31}
\end{equation*}
$$

Hence, the matrix $\mathbb{D}(u)$ satisfies the $R T T$-relation with the $R$-matrix $r(u, v)$

$$
\begin{equation*}
r_{12}(u, v) \mathbb{D}_{1}(u) \mathbb{D}_{2}(v)=\mathbb{D}_{2}(v) \mathbb{D}_{1}(u) r_{12}(u, v) \tag{D.32}
\end{equation*}
$$

So $\mathbb{D}(u)$ can be treated as the monodromy matrix of a model with $s u(2)$-invariant $R$-matrix. Act $\operatorname{tr} \mathbb{D}(z)$ on $\left|\Psi_{a}(\bar{u})\right\rangle$, we have

$$
\begin{align*}
\operatorname{tr}_{0} \mathbb{D}_{0}(z)\left|\Psi_{a}(\bar{u})\right\rangle= & \operatorname{tr}_{0} \mathbb{D}_{0}(z) \mathbb{B}_{1}\left(u_{1}\right) \mathbb{B}_{2}\left(u_{2}\right) \ldots \mathbb{B}_{a}\left(u_{a}\right) \mathbb{F}(\bar{u})|0\rangle \\
= & \operatorname{tr}_{0}\left(\mathbb{B}_{1}\left(u_{1}\right) \mathbb{D}_{0}(z) r_{01}\left(z, u_{1}\right)+g\left(u_{1}, z\right) \mathbb{B}_{1}(z) \mathbb{D}_{0}\left(u_{1}\right)\right)  \tag{D.33}\\
& \times \mathbb{B}_{2}\left(u_{2}\right) \ldots \mathbb{B}_{a}\left(u_{a}\right) \mathbb{F}(\bar{u})|0\rangle
\end{align*}
$$

upon using the commutation relation, we have two contributions. The second one is not what we want, since it changes the spectral parameters. As in $s u(2)$ ABA case, we can deal with the first term only, leave the second term for now. So we have

$$
\begin{equation*}
\operatorname{tr}_{0} \mathbb{D}_{0}(z)\left|\Psi_{a}(\bar{u})\right\rangle=\operatorname{tr}_{0} \mathbb{B}_{1}\left(u_{1}\right) \mathbb{D}_{0}(z) r_{01}\left(z, u_{1}\right) \mathbb{B}_{2}\left(u_{2}\right) \ldots \mathbb{B}_{a}\left(u_{a}\right) \mathbb{F}(\bar{u})|0\rangle+\mathcal{Z} \tag{D.34}
\end{equation*}
$$

where $\mathcal{Z}$ denote the unwanted term, and it will have the same meaning for the rest of the note, but maybe represents different terms. Finally we will end up with

$$
\begin{align*}
\operatorname{tr}_{0} \mathbb{D}_{0}(z)\left|\Psi_{a}(\bar{u})\right\rangle= & \operatorname{tr}_{0} \mathbb{B}_{1}\left(u_{1}\right) \mathbb{B}_{2}\left(u_{2}\right) \ldots \mathbb{B}_{a}\left(u_{a}\right) \mathbb{D}_{0}(z) r_{0 a}\left(z, u_{a}\right) \ldots r_{01}\left(z, u_{1}\right) \mathbb{F}(\bar{u})|0\rangle \\
& +\mathcal{Z} \tag{D.35}
\end{align*}
$$

We have obtained a matrix $\hat{\mathcal{T}}^{(a)}(z)$

$$
\begin{equation*}
\hat{\mathcal{T}}_{0}^{(a)}(z)=\mathbb{D}_{0}(z) \mathcal{T}_{0}^{(a)}(z), \quad \text { where } \quad \mathcal{T}_{0}^{(a)}(z)=r_{0 a}\left(z, u_{a}\right) \ldots r_{01}\left(z, u_{1}\right) \tag{D.36}
\end{equation*}
$$

Recall that $\mathbb{D}_{0}(z)$ can be treated the $s u(2)$-invariant monodromy matrix. Its matrix element act in the original Hilbert space $\mathcal{H}$ as follows

$$
\begin{align*}
& D_{11}(z)|0\rangle=T_{22}(z)|0\rangle=1, \quad D_{22}(z)|0\rangle=T_{33}(z)|0\rangle=1  \tag{D.37}\\
& D_{12}(z)|0\rangle=T_{23}(z)|0\rangle=0, \quad D_{21}(z)|0\rangle=T_{32}(z)|0\rangle=0
\end{align*}
$$

The matrix $\mathcal{T}_{0}^{(a)}(z)$ is the new monodromy matrix of the $s u(2)$-invariant $X X X$ chain of the length $a$,

$$
\mathcal{T}^{(a)}(z)=\left(\begin{array}{ll}
\mathcal{A}^{(a)}(z) & \mathcal{B}^{(a)}(z)  \tag{D.38}\\
\mathcal{C}^{(a)}(z) & \mathcal{D}^{(a)}(z)
\end{array}\right) .
$$

And the physical space is $\mathcal{H}^{(a)}$ with the vacuum chosen to be

$$
\begin{equation*}
\left|\Omega^{(a)}\right\rangle=\overbrace{\binom{1}{0} \otimes \ldots\binom{1}{0}}^{a \text { times }} \tag{D.39}
\end{equation*}
$$

consequently

$$
\begin{equation*}
\mathcal{A}^{(a)}(z)\left|\Omega^{(a)}\right\rangle=f(z, \bar{u})\left|\Omega^{(a)}\right\rangle, \quad \mathcal{D}^{(a)}(z)\left|\Omega^{(a)}\right\rangle=\left|\Omega^{(a)}\right\rangle \tag{D.40}
\end{equation*}
$$

One can check the above relation by using the explicit expression of $\mathcal{T}_{0}^{(a)}(z)$. So $\hat{\mathcal{T}}_{0}^{(a)}(z)$ is the product of two monodromy matrices whose entries act in different spaces. So

$$
\begin{align*}
\operatorname{tr}_{0} \hat{\mathcal{T}}_{0}^{(a)}(z) & \mathbb{F}(\bar{u})|0\rangle \\
& =\left(D_{11}(z) \mathcal{A}^{(a)}(z)+D_{12}(z) \mathcal{C}^{(a)}(z)+D_{21}(z) \mathcal{B}^{(a)}(z)+D_{22}(z) \mathcal{D}^{(a)}(z)\right) \mathbb{F}(\bar{u})|0\rangle \\
& =\left(\mathcal{A}^{(a)}(z)+\mathcal{D}^{(a)}(z)\right) \mathbb{F}(\bar{u})|0\rangle=\operatorname{tr} \mathcal{T}^{(a)}(z) \mathbb{F}(\bar{u})|0\rangle \tag{D.41}
\end{align*}
$$

Thus, if we do not want to have unwanted terms of the second type in the action of $\operatorname{tr} \mathbb{D}(z)$, we should demand that $\mathbb{F}(\bar{u})$ be an eigenvector of the transfer matrix $\operatorname{tr} \mathcal{T}^{(a)}(z)$. Hence, it have the form

$$
\begin{equation*}
\mathbb{F}(\bar{u})=\mathcal{B}^{(a)}\left(v_{1}\right) \ldots \mathcal{B}^{(a)}\left(v_{b}\right)\left|\Omega^{(a)}\right\rangle \tag{D.42}
\end{equation*}
$$

and the set $\bar{v}=\left\{v_{1}, \ldots, v_{b}\right\}$ satisfies the Bethe equations from Eq. (38)

$$
\begin{equation*}
f\left(v_{j}, \bar{u}\right)=\frac{f\left(v_{j}, \bar{v}_{j}\right)}{f\left(\bar{v}_{j}, v_{j}\right)}, \quad j=1, \ldots, b, \tag{D.43}
\end{equation*}
$$

where $b \leq a$ as the number of non-momentum carry excitations, since this excitations is built upon the short chain. Written Eq. (D.43) out,

$$
\begin{align*}
\prod_{l=1}^{a}\left(1+\frac{i}{v_{j}-u_{l}}\right) & =\prod_{m \neq j}^{b} \frac{1+\frac{i}{v_{j}-v_{m}}}{1+\frac{i}{v_{m}-v_{j}}} \quad j=1, \ldots, b  \tag{D.44}\\
\Leftrightarrow \prod_{l=1}^{a}\left(\frac{v_{j}-u_{l}+\frac{i}{2}}{v_{j}-u_{l}-\frac{i}{2}}\right) & =\prod_{m \neq j}^{b} \frac{v_{j}-v_{m}+i}{v_{j}-v_{m}-i} \quad j=1, \ldots, b,
\end{align*}
$$

where in the second line I have shift the parameter $u_{l} \rightarrow u_{l}+\frac{i}{2}$. Also one can immediately get the eigenvalue for Eq. (D.41)

$$
\begin{equation*}
\operatorname{tr}_{0} \mathbb{D}_{0}(z)\left|\Psi_{a, b}(\bar{u}, \bar{v})\right\rangle=\tau_{D}(z \mid \bar{u}, \bar{v})\left|\Psi_{a, b}(\bar{u}, \bar{v})\right\rangle+\mathcal{Z} \tag{D.45}
\end{equation*}
$$

with

$$
\begin{equation*}
\tau_{D}(z \mid \bar{u}, \bar{v})=f(z, \bar{u}) f(\bar{v}, z)+f(z, \bar{v}) . \tag{D.46}
\end{equation*}
$$

And we follow the same procedure as before, and use the properties that $\left|\Psi_{a, b}(\bar{u}, \bar{v})\right\rangle$ is totally symmetric under $u$, finally we will end up with
$\operatorname{tr}_{0} \mathbb{D}_{0}(z)\left|\Psi_{a, b}(\bar{u}, \bar{v})\right\rangle=\tau_{D}(z \mid \bar{u}, \bar{v})\left|\Psi_{a, b}(\bar{u}, \bar{v})\right\rangle+\sum_{k=1}^{a} g\left(u_{k}, z\right) f\left(u_{k}, \bar{u}_{k}\right) f\left(\bar{v}, u_{k}\right)\left|\Phi_{a, b}\left(z, u_{k}, \bar{u}, \bar{v}\right)\right\rangle$
(D.47)
where

$$
\begin{equation*}
\left|\Phi_{a, b}\left(z, u_{k}, \bar{u}, \bar{v}\right)\right\rangle=\mathbb{B}_{1}\left(u_{1}\right) \mathbb{B}_{2}\left(u_{2}\right) \ldots \mathbb{B}_{k}(z) \ldots \mathbb{B}_{a}\left(u_{a}\right) \mathbb{F}(\bar{u})|0\rangle, \tag{D.48}
\end{equation*}
$$

## D.1.3 Action of the operator $A(z)$

The commutation relation between $A(z)$ and $B_{\beta}(u)$ is

$$
\begin{equation*}
A(z) B_{\beta}(u)=f(u, z) B_{\beta} A(z)+g(z, u) B_{\beta}(z) A(u) . \tag{D.49}
\end{equation*}
$$

Again as before, repeat all the moving $A(z)$ from left to the right of the state

$$
\begin{equation*}
A(z)\left|\Psi_{a, b}(\bar{u}, \bar{v})\right\rangle=\tau_{A}(z \mid \bar{u}, \bar{v})\left|\Psi_{a, b}(\bar{u}, \bar{v})\right\rangle+\sum_{k=1}^{a} \Lambda_{k}\left|\Phi_{a, b}\left(z, u_{k}, \bar{u}, \bar{v}\right)\right\rangle \tag{D.50}
\end{equation*}
$$

with

$$
\begin{equation*}
\tau_{A}(z \mid \bar{u}, \bar{v})=\lambda_{1}(z) f(\bar{u}, z), \quad \Lambda_{k}=\lambda_{1}\left(u_{k}\right) g\left(z, u_{k}\right) f\left(\bar{u}_{k}, u_{k}\right) \tag{D.51}
\end{equation*}
$$

Combine Eq. (D.47) and Eq. (D.50),

$$
\begin{equation*}
\operatorname{Tr} T(z)\left|\Psi_{a, b}(\bar{u}, \bar{v})\right\rangle=\tau(z \mid \bar{u}, \bar{v})\left|\Psi_{a, b}(\bar{u}, \bar{v})\right\rangle+\sum_{k=1}^{a} M_{k}\left|\Phi_{a, b}\left(z, u_{k}, \bar{u}, \bar{v}\right)\right\rangle \tag{D.52}
\end{equation*}
$$

with

$$
\begin{equation*}
\tau(z \mid \bar{u}, \bar{v})=\tau_{D}(z \mid \bar{u}, \bar{v})+\tau_{A}(z \mid \bar{u}, \bar{v}), \quad M_{k}=\Lambda_{k}+g\left(u_{k}, z\right) f\left(u_{k}, \bar{u}_{k}\right) f\left(\bar{v}, u_{k}\right) . \tag{D.53}
\end{equation*}
$$

Set $M_{k}=0$, we will get another set of Bethe equations

$$
\begin{equation*}
\lambda_{1}\left(u_{k}\right)=\frac{f\left(u_{k}, \bar{u}_{k}\right)}{f\left(\bar{u}_{k}, u_{k}\right)} f\left(\bar{v}, u_{k}\right), \quad k=1, \ldots, a \tag{D.54}
\end{equation*}
$$

Written Eq. (D.54) out, and remember we have shift our momentum carrying Bethe roots $u_{l} \rightarrow u_{l}+\frac{i}{2}$, so

$$
\begin{align*}
& \prod_{l=1}^{L} \frac{u_{k}-\xi_{l}+\frac{3 i}{2}}{u_{k}-\xi_{l}+\frac{i}{2}}=\prod_{j \neq k}^{a} \frac{u_{k}-u_{j}+i}{u_{k}-u_{j}-i} \prod_{m=1}^{b} \frac{u_{k}-v_{m}-\frac{i}{2}}{u_{k}-v_{m}+\frac{i}{2}}, \quad k=1, \ldots, a \\
& \quad \Leftrightarrow\left(\frac{u_{k}+\frac{i}{2}}{u_{k}-\frac{i}{2}}\right)^{L}=\prod_{j \neq k}^{a} \frac{u_{k}-u_{j}+i}{u_{k}-u_{j}-i} \prod_{m=1}^{b} \frac{u_{k}-v_{m}-\frac{i}{2}}{u_{k}-v_{m}+\frac{i}{2}}, \quad k=1, \ldots, a \tag{D.55}
\end{align*}
$$

where in the second line I have set $\xi=i$ for all sites. Eq. (D.44) and Eq. (D.55) give us the Nested Bethe equations for $s u(3)$ system as we want.

## D. 2 GL(N)

For general $G L(N)^{3}$-invariant $X X X$ spin chain, the R-matrix takes the same form as in Eq. (3). The $N \times N$ monodromy matrix takes the form

$$
T(u)=\left(\begin{array}{ll}
A(u) & \mathbb{B}(u)  \tag{D.56}\\
\mathbb{C}(u) & \mathbb{D}(u)
\end{array}\right)
$$

Notice we set $\mathbb{D}$ as the matrix of size $(N-1) \times(N-1)$. Using the same argument, one can see that $T_{i j}, i=2, \ldots, N ; i<j$ will annihilate the vacuum state Eq. (D.9). The Bethe states look similar to Eq. (D.28)

$$
\begin{equation*}
|\Psi\rangle=\mathbb{B}_{1}\left(u_{1}\right) \ldots \mathbb{B}_{a}\left(u_{a}\right) \mathbb{F}|0\rangle . \tag{D.57}
\end{equation*}
$$

Act with transfer matrix $t(u)=A(u)+\operatorname{Tr}_{a} D_{a}(u)$, for the unwanted term to cancel, we need to impose Bethe equation for $N-1$ level excitations. In the meantime, we have reduced $G L(N-1)$ - invariant $X X X$ spin chain. See [43] for details.

[^7]
## Appendix E

## Fusion procedure and Tableau sum

We give a short introduction for $g l(N)$ spin chain fusion procedure. Start with the fundamental R-matrix in $\mathrm{C}^{N} \otimes \mathbf{C}^{N}$, we can build the R-matrix in $V^{\lambda} \otimes \mathbf{C}^{N}$ with physical space in the representation $\lambda$. The consistency of the fusion procedure depends on the Yang-Baxter equation for R-matrix, consequently the RTT relation. Consequently, one would get a set of commuting transfer matrix, these transfer matrices are functionally dependent. They satisfy a number of functional relation called fusion relations, which looks quite similar to the relation for characters of general linear groups. Let us start the fusion.

## E. 1 Quantum fusion relations

## E.1.1 Notion

The fundamental R-matrix acting in $C^{N} \otimes C^{N}$ has the form

$$
\begin{equation*}
R(u)=u+2 \mathcal{P} \tag{E.1}
\end{equation*}
$$

also the R-matrix satisfies the Yang-Baxter equation

$$
\begin{equation*}
R_{12}\left(u_{1}-u_{2}\right) R_{13}\left(u_{1}-u_{3}\right) R_{23}\left(u_{2}-u_{3}\right)=R_{23}\left(u_{2}-u_{3}\right) R_{13}\left(u_{1}-u_{3}\right) R_{12}\left(u_{1}-u_{2}\right) . \tag{E.2}
\end{equation*}
$$

The monodromy matrix ( $\mathcal{T}$-matrix) is the following product of R -matrix in the auxiliary space $V_{0}=\mathbb{C}^{N}$ :

$$
\begin{equation*}
\mathcal{T}(u)=R_{0 L}\left(u-y_{L}\right) \ldots R_{01}\left(u-y_{1}\right), \tag{E.3}
\end{equation*}
$$

it acts on the quantum space $\otimes_{i=1}^{L} V_{i}, V_{i}=\mathbb{C}^{N}$. Then the RTT relation is a direct consequence of Eq. (E.2)

$$
\begin{equation*}
R_{12}(u-v) \mathcal{T}_{13}(u) \mathcal{T}_{23}(v)=\mathcal{T}_{23}(v) \mathcal{T}_{13}(u) R_{12}(u-v), \tag{E.4}
\end{equation*}
$$

where the two auxiliary spaces are $\mathcal{V}_{1}=\mathcal{V}_{2}=\mathbb{C}^{N}$ and the quantum space is $\mathcal{V}_{3}=\otimes_{i=1}^{L} V_{i}$.

## E.1.2 Fusion procedure

Using the R-matrix Eq. (E.1) as a building block, it is possible to construct more complicated solutions to the Yang-Baxter equation. Notice that the special points $\pm 2$ of the fundamental R-matrix are symmetric projector and anti-symmetric projector respectively. Thus one can project our fundamental space to arbitrary subspace by such projector. Let


Figure E.1: Young diagram for $\lambda=(4,3,1)$
$\lambda=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{m}\right)$ be a Young diagram with $n$ boxes and $m$ lines $\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{m}$, $m \leq k, \sum_{i=1}^{m} \lambda_{i}=n$. Let

$$
\begin{equation*}
P_{\lambda}: \otimes_{i=1}^{n} V_{i} \rightarrow V^{(\lambda)} \tag{E.5}
\end{equation*}
$$

be the projection operator on the space of the irreducible representation of $G L(N)$ corresponding to $\lambda$. Assign the box with coordinates $(i, j)$ ( $i$-th row and $j$-th column) with the number

$$
\begin{equation*}
s_{(i j)}=u-2(i-j) \tag{E.6}
\end{equation*}
$$

For example $\lambda=(4,3,1)$, see Fig. E.1. Label all the boxes in the order that start from left to right in the first row, then continue for second row and so on, one gets a set of numbers $s_{1}, s_{2}, \ldots, s_{n}$ (in our example $s_{1}=u, s_{2}=u+2, s_{3}=u+4, s_{4}=u+6, s_{5}=u-$ $\left.2, s_{6}=u, s_{7}=u+2, s_{8}=u-4\right)$. The R-matrix acting in $V^{(\lambda)} \otimes \mathbb{C}^{N}$ is

$$
\begin{equation*}
R^{(\lambda)}(u)=P_{\lambda} R_{n 0}\left(s_{n}\right) \otimes \cdots \otimes R_{20}\left(s_{2}\right) \otimes R_{10}\left(s_{1}\right) P_{\lambda} \tag{E.7}
\end{equation*}
$$

with

$$
\begin{equation*}
P_{\lambda} \propto \prod_{i<j}^{n} R_{i j}\left(s_{i}-s_{j}\right) \tag{E.8}
\end{equation*}
$$

The fundamental R-matrix $R_{i 0}\left(s_{i}\right)$ are tensor multiplied in the auxiliary spaces $V_{i}=\mathbf{C}^{k}$, their entries being multiplied in the common quantum space $V_{0}=\mathrm{C}^{k}$ in the indicated order. The $R^{(\lambda)}(u)$ satisfies the Yang-Baxter equation in $\mathcal{V}_{1} \otimes \mathcal{V}_{2} \otimes \mathcal{V}_{3}$ space

$$
\begin{equation*}
R_{12}^{(\lambda)}\left(u_{1}-u_{2}\right) R_{13}^{(\lambda)}\left(u_{1}-u_{3}\right) R_{23}\left(u_{2}-u_{3}\right)=R_{23}\left(u_{2}-u_{3}\right) R_{13}^{(\lambda)}\left(u_{1}-u_{3}\right) R_{12}^{(\lambda)}\left(u_{1}-u_{2}\right) \tag{E.9}
\end{equation*}
$$

where $\mathcal{V}_{1}=V^{(\lambda)}, \mathcal{V}_{2}=\mathcal{V}_{3}=\mathbb{C}^{N}$. The proof is simple: one can replace the projector $P_{\lambda}$ as a product of fundamental R-matrix, and then use the Yang-Baxter equation (E.2) ${ }^{1}$. The fusion procedure in the quantum space is made in a similar way. This procedure allows one to define the R-matrix $R^{(\lambda)(\mu)}(u)$ acting in $V(\lambda) \otimes V(\mu)$ for two arbitrary Young diagrams $\lambda, \mu$. The Yang-Baxter Equation then reads
$R_{12}^{(\lambda)(\mu)}\left(u_{1}-u_{2}\right) R_{13}^{(\lambda)}\left(u_{1}-u_{3}\right) R_{23}^{(\mu)}\left(u_{2}-u_{3}\right)=R_{23}^{(\mu)}\left(u_{2}-u_{3}\right) R_{13}^{(\lambda)}\left(u_{1}-u_{3}\right) R_{12}^{(\lambda)(\mu)}\left(u_{1}-u_{2}\right)$,
where $\mathcal{V}_{1}=V^{(\lambda)}, \mathcal{V}_{1}=V^{(\mu)}, \mathcal{V}_{3}=\mathbb{C}^{N}$. One can use the same procedure as before to prove this equation by using Eq. (E.9). The monodromy matrix in this case would be

[^8]\[

$$
\begin{equation*}
\mathcal{T}^{(\lambda)}(u)=R_{0 L}^{(\lambda)}\left(u-y_{L}\right) \ldots R_{02}^{(\lambda)}\left(u-y_{2}\right) R_{01}^{(\lambda)}\left(u-y_{1}\right) \tag{E.11}
\end{equation*}
$$

\]

where the auxiliary space is $V_{0}=V^{(\lambda)}$ and quantum space is $\otimes_{i=1}^{L} V_{i}$. Follow Eq. (E.10) and Eq. (E.11), the RTT relation would be

$$
\begin{equation*}
R_{12}^{(\lambda)(\mu)}(u-v) \mathcal{T}_{13}^{(\lambda)}(u) \mathcal{T}_{23}^{(\mu)}(v)=\mathcal{T}_{23}^{(\mu)}(v) \mathcal{T}_{13}^{(\lambda)}(u) R_{12}^{(\lambda)(\mu)}(u-v) \tag{E.12}
\end{equation*}
$$

where the two auxiliary spaces are $\mathcal{V}_{1}=V^{(\lambda)}, \mathcal{V}_{1}=V^{(\mu)}$, and the quantum space is $\mathcal{V}_{3}=$ $\otimes_{i=1}^{L} V_{i}$. We proceed by introducing the transfer matrix, obtained by taking the trace of $\mathcal{T}^{(\lambda)}(u)$ in the auxiliary space:

$$
\begin{equation*}
T^{(\lambda)}(u)=\operatorname{Tr}_{a u x} \mathcal{T}^{\lambda}\left(u-\lambda_{1}+\lambda_{1}^{\prime}\right) \tag{E.13}
\end{equation*}
$$

where $\lambda_{i}^{\prime}$ denotes the height of the $i$-th column of $\lambda$, and $\lambda_{i}$ are the corresponding Dynkin label. The shift of the spectral parameter is introduce for later convenience. Using Eq. (E.1), one can easily prove that the transfer matrices are commute regardless of spectral parameter $u$ and representation $\lambda$

$$
\begin{equation*}
\left[T^{(\lambda)}(u), T^{(\mu)}(v)\right]=0 \tag{E.14}
\end{equation*}
$$

For the case of rectangular diagrams $a \times m$ (height $a$ and length $m$ ) we introduce the special notation

$$
\begin{equation*}
T_{m}^{a}(u) \equiv T^{(a \times m)}(u) \tag{E.15}
\end{equation*}
$$

## E.1.3 Functional relations (Fusion rules)

A combination of the fusion procedure and the Yang-Baxter equation results in numerous functional relations (fusion rules) for quantum transfer matrices.

We illustrate the origin of these relations on the simplest example,

$$
\begin{equation*}
T_{1}^{1}(u+1) T_{1}^{1}(u-1)=T_{1}^{2}(u)+T_{2}^{1}(u) \tag{E.16}
\end{equation*}
$$

Consider the product

$$
\begin{equation*}
T_{1}^{1}(u+1) T_{1}^{1}(u-1)=\operatorname{Tr}_{V_{1} \otimes V_{2}}\left(\mathcal{T}_{20}(u+1) \otimes \mathcal{T}_{10}(u-1)\right) \tag{E.17}
\end{equation*}
$$

where $V_{1}=V_{2}=\mathbb{C}^{N}$ are auxiliary spaces and the quantum space $V_{0}$ is in fundamental representation. Using the cyclicity of the trace, the property $\left(P^{ \pm}\right)^{2}=P^{ \pm}, P^{+} P^{-}=0$ and the Yang-Baxter equation for $R(-2)=P^{-}$,

$$
\begin{equation*}
R_{12}(-2) R_{13}(u-1) R_{23}(u+1)=R_{23}(u+1) R_{13}(u-1) R_{12}(-2) \tag{E.18}
\end{equation*}
$$

then

$$
\begin{align*}
& T_{1}^{1}(u-1) T_{1}^{1}(u+1)=\operatorname{Tr}_{V_{1} \otimes V_{2}}\left(\mathcal{T}_{20}(u-1) \otimes \mathcal{T}_{10}(u+1)\right) \\
& \quad=\operatorname{Tr}_{V_{1} \otimes V_{2}}\left[\left(P_{21}^{+}+P_{21}^{-}\right) R_{2, \alpha_{N}}(u-1) R_{1, \alpha_{N}}(u+1)\left(P_{21}^{+}+P_{21}^{-}\right)\right. \\
& \left.\quad \ldots\left(P_{21}^{+}+P_{21}^{-}\right) R_{2, \alpha_{1}}(u-1) R_{1, \alpha_{1}}(u+1)\left(P_{21}^{+}+P_{21}^{-}\right)\right] \\
& \quad=\operatorname{Tr}_{V_{1} \otimes V_{V}}\left[\left(P_{21}^{+}\right) R_{2, \alpha_{N}}(u-1) R_{1, \alpha_{N}}(u+1)\left(P_{21}^{+}\right) \ldots\left(P_{21}^{+}\right) R_{2, \alpha_{1}}(u-1) R_{1, \alpha_{1}}(u+1)\left(P_{21}^{+}\right)\right] \\
& \quad+\operatorname{Tr}_{V_{1} \otimes V_{2}}\left[\left(P_{12}^{-}\right) R_{1, \alpha_{N}}(u+1) R_{2, \alpha_{N}}(u-1)\left(P_{12}^{-}\right) \ldots\left(P_{12}^{-}\right) R_{1, \alpha_{1}}(u+1) R_{2, \alpha_{2}}(u-1)\left(P_{12}^{-}\right)\right] \\
& \quad=\operatorname{Tr}_{V_{1} \otimes V_{2}}\left(\mathcal{T}^{1 \times 2}(u-1)\right)+\operatorname{Tr}_{V_{1} \otimes V_{2}}\left(\mathcal{T}^{2 \times 1}(u+1)\right) \\
& \quad=T_{2}^{1}(u)+T_{1}^{2}(u) \tag{E.19}
\end{align*}
$$

where the second equation I have used $I=P^{+}+P^{-}$, and the third equation follows Eq. (E.17), and the last one from the definition Eq. (E.13). In terms of group theory, one would get a similar relation

$$
\begin{equation*}
\square \otimes \square=\square \oplus \square \tag{E.20}
\end{equation*}
$$

A more general relation derived in a similar way is

$$
\begin{equation*}
T_{m}^{1}(u+1) T_{1}^{1}(u-m)=T^{(\lambda=(m, 1))}(u)+T_{m+1}^{1}(u) \tag{E.21}
\end{equation*}
$$

The Clebsch-Gordan decomposition of the corresponding tensor product of Young diagram yields the same relation. Proceeding further, it is possible to show that $T^{\lambda}(u)$ can be expressed through either $T_{m}^{1}(u)$ or $T_{1}^{a}(u)$ only.
To get a general transfer matrix out of $T_{m}^{1}(u)$ or $T_{1}^{a}(u)$, we introduce the famous BazhanovReshetikhin determinant formula (BR formula) [10] for $G L(N)$,

$$
\begin{align*}
& T^{(\lambda)}(u)=\operatorname{det}_{1 \leq i, j \leq \lambda_{1}^{\prime}}\left(T_{\lambda_{i}-i+j}^{1}\left(u-\lambda_{1}^{\prime}+\lambda_{1}-\lambda_{i}+i+j-1\right)\right), \\
& T^{(\lambda)}(u)=\operatorname{det}_{1 \leq i, j \leq \lambda_{1}}\left(T_{1}^{\lambda_{i}^{\prime}-i+j}\left(u-\lambda_{1}+\lambda_{1}^{\prime}-\lambda_{i}^{\prime}+i+j-1\right)\right) \tag{E.22}
\end{align*}
$$

where $T^{\varnothing}(u)=1, \varnothing$ denotes the empty diagram.
For the rectangular diagram $T_{m}^{a}(u)$ for $A_{r}$, corresponding $\lambda_{i}=m, \lambda_{j}^{\prime}=a$, Eq. (E.22) reads

$$
\begin{array}{cl}
T_{m}^{a}(u)=\operatorname{det}\left(T_{m+i-j}^{1}(u+i+j-a-1)\right), & i, j=1, \ldots, a, \\
T_{m}^{a}(u)=\operatorname{det}\left(T_{1}^{a+i-j}(u+i+j-m-1)\right), \quad i, j=1, \ldots, m, \tag{E.23}
\end{array}
$$

where $T_{1}^{(b)}(u)=T_{(b)}^{1}(u)=0$, unless $0 \leq b \leq r+1$, and $T_{1}^{(0)}(u)=T_{0}^{(1)}(u)=$ $T_{1}^{(r+1)}(u)=1$. These determinant formulas exhibits a very nice structure. However, they give only a partial solution because $T_{m}^{1}(u)$ or $T_{1}^{a}(u)$ (entering as "input") are still to be determined.

## E.1.4 Bilinear form of the fusion rules

It follows from Eq. (E.23) that transfer matrices for rectangular Young diagrams obey a closed set of relations among themselves. Using the Jacobi identity for determinants,

$$
D\left[\begin{array}{l}
m+1  \tag{E.24}\\
m+1
\end{array}\right] D\left[\begin{array}{l}
1 \\
1
\end{array}\right]=D\left[\begin{array}{l}
1, m+1 \\
1, m+1
\end{array}\right] D+D\left[\begin{array}{c}
1 \\
m+1
\end{array}\right] D\left[\begin{array}{c}
m+1 \\
1
\end{array}\right]
$$

where $D\left[\begin{array}{l}i_{1}, i_{2}, \ldots \\ j_{1}, j_{2}, \ldots\end{array}\right]$ is the minor of $D$ removing $i_{k}$ 's rows and $j_{k}$ 's columns. and they can be represented in the following model-independent bilinear form:

$$
\begin{equation*}
T_{m}^{a}(u+1) T_{m}^{a}(u-1)-T_{m+1}^{a}(u) T_{m-1}^{a}(u)=T_{m}^{a+1}(u) T_{m}^{a-1}(u) \tag{E.25}
\end{equation*}
$$

Since $T_{m}^{a}(u)$ commute at different $u, a, m$, the same equation holds for all eigenvalues of the transfer matrix, so we can treat $T_{m}^{a}(u)$ as a number-valued function.

## E. 2 Tableau sum for Type $A_{r}$

Let ${\Omega_{u}}, \ldots, \widehat{\mathrm{r}+1}_{u}$ be variables depending on $u$. If we set $T_{1}^{1}(u)=\sum_{a=1}^{r+1} \widehat{\mathrm{a}}_{u}$, then
where the both arrays of the boxes stand for the product. Comparing this with the T-system relation Eq. (E.16), one may identify $T_{1}^{2}(u)$ and $T_{2}^{1}(u)$ individually with the two terms in Eq. (E.26) and try to further establish similar formulas for higher $T_{m}^{a}(u)$. Such a procedure leads to a solution of the T-system expressed as a sum of tableaux. In fact, if one forgets the spectral parameter $u$ in Eq. (E.26), it can be viewed as the identity among Schur functions corresponding to the irreducible decomposition of the $A_{r}$-modules Eq. (E.20) In this sense the result presented in what follows for $A_{r}$ is a deformation of the classical tableau sum formula for the Schur functions.

Consider the Young diagram $\left(m^{a}\right)$ of $a \times m$ rectangular shape. Let $\operatorname{Tab}\left(m^{a}\right)$ be the set of semistandard tableaux on $\left(m^{a}\right)$ with numbers $\{1,2, \ldots, r+1\}$. The inscribed numbers are strictly increasing to the bottom and non-decreasing to the right.

Note that $\operatorname{Tab}\left(m^{a}\right)$ is empty for $a>r+1$. We define [11]

$$
\begin{equation*}
T_{u}=\prod_{i=1}^{a} \prod_{j=1}^{m}{t_{i j}}_{u+a-m-2 i+2 j} \quad \text { for } T=\left(t_{i j}\right) \in \operatorname{Tab}\left(m^{a}\right) \tag{E.27}
\end{equation*}
$$

where $t_{i j}$ denotes the entry of the box in the $i$-th row and $j$-th column from the top left.

## Theorem.

$$
\begin{equation*}
T_{m}^{a}(u)=\sum_{T \in \operatorname{Tab}\left(m^{a}\right)} T_{u} \quad(1 \leq a \leq r+1) \tag{E.28}
\end{equation*}
$$

is a solution of the T-system for $A_{r}$ Eq.(E.25)
We note that $T_{m}^{r+1}(u)$ here is not just 1 but non-trivially chosen as Eq. (E.28) as opposed to the original definition of the T-system. However, $\operatorname{Tab}\left(m^{r+1}\right)$ consists of only one tableau.

Therefore, Eq. (E.28) states that

$$
\begin{equation*}
T_{m}^{r+1}(u)=\prod_{j=1}^{m} T_{1}^{r+1}(u-m-1+2 j), \quad T_{1}^{r+1}(u)=\prod_{i=1}^{r+1} \stackrel{i}{u+r+2-2 i} \tag{E.29}
\end{equation*}
$$

Thus $T_{m}^{r+1}(u)=1$ can be restored if the variables $\boxed{1}_{u^{\prime}}, \ldots,{ }_{\mathrm{r}+1}$ are chosen so as to satisfy the simple relation $T_{1}^{r+1}(u)=1$.

In the $A_{r}$ case, one can use Thermodynamic Bethe Ansatz to construct the corresponding building block $\square_{u}$. In our model, the nested Bethe Ansatz involves $r$ sets of Bethe rapidities, which will be denoted as $\left\{\left\{_{j}^{a}\right\}_{j=1, \ldots, N_{a}}\right\}_{a=1, \ldots, r}$. The $Q$-functions are

$$
\begin{equation*}
Q_{0}(u)=u^{L}, \quad Q_{a}(u)=\prod_{j=1}^{N_{a}}\left(u-\lambda_{j}^{(a)}\right), \quad Q_{r+1}(u)=1 . \tag{E.30}
\end{equation*}
$$

The eigenvalue of the fundamental transfer matrix is

$$
\begin{equation*}
T(u)=\sum_{j=1}^{r+1} z^{(j)}(u), \tag{E.31}
\end{equation*}
$$

where

$$
\begin{equation*}
\ell_{u}=z^{(\ell)}(u)=\frac{Q_{0}(u)}{Q_{0}(u+i)} \frac{Q_{\ell-1}\left(u+i \frac{\ell+1}{2}\right) Q_{\ell}\left(u+i \frac{\ell-2}{2}\right)}{Q_{\ell-1}\left(u+i \frac{\ell-1}{2}\right) Q_{\ell}\left(u+i \frac{\ell}{2}\right)}, \quad \ell=1, \ldots, N \tag{E.32}
\end{equation*}
$$

The Bethe equations are

$$
\begin{array}{r}
\frac{Q_{\ell-1}\left(\lambda_{j}^{(\ell)}+i \frac{1}{2}\right)}{Q_{\ell-1}\left(\lambda_{j}^{(\ell)}-i \frac{1}{2}\right)} \frac{Q_{\ell}\left(\lambda_{j}^{(\ell)}-i\right)}{Q_{\ell}\left(\lambda_{j}^{(\ell)}+i\right)} \frac{Q_{\ell+1}\left(\lambda_{j}^{(\ell)}+i \frac{1}{2}\right)}{Q_{\ell+1}\left(\lambda_{j}^{(\ell)}-i \frac{1}{2}\right)}=-1,  \tag{E.33}\\
j=1, \ldots, N_{\ell}, \quad \ell=2, \ldots, r .
\end{array}
$$

In this convention, the Hirota equation Eq. (E.25) turns to

$$
\begin{array}{r}
T_{m}^{a}\left(u+\frac{i}{2}\right) T_{m}^{a}\left(u-\frac{i}{2}\right)-T_{m+1}^{a}(u) T_{m-1}^{a}(u)=T_{m}^{a+1}(u) T_{m}^{a-1}(u)  \tag{E.34}\\
a=1, \ldots, r, \quad m=1,2, \ldots
\end{array}
$$

And we specify the boundary condition to this system as

$$
\begin{equation*}
T_{0}^{a}=1, \quad T_{0}^{a}=\frac{Q_{0}\left(u-i \frac{m}{2}\right)}{Q_{0}\left(u+i \frac{m}{2}\right)}, \quad T_{m}^{r+1}(u)=1 \tag{E.35}
\end{equation*}
$$

| 1 | $\ldots$ | 1 | 2 | $\ldots$ | 2 | 3 | $\ldots$ | 3 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Figure E.2: Tableau sum for $T_{m}^{(1)}$

## E. 3 Calculation of Eq. (6.70)

The sum rule for $a=1$ is the following

$$
\begin{equation*}
T_{m}^{(1)}(u)=\sum_{\tau} \prod_{l=1, \ldots, m} z^{\left(\tau_{l}\right)}\left(u+i \frac{-1-m+2 l}{2}\right) \tag{E.36}
\end{equation*}
$$

for $\mathfrak{s u} u_{3}$ the tableaux looks like Fig. E. 2 , where $\# 1=k_{1}, \# 2=k_{2}$ and \#3 $=k_{3}$ with $\sum k_{i}=m$. Then the tableau yields

$$
\begin{equation*}
T_{m}^{(1)}(u)=\sum_{k_{1}, k_{2}} \prod_{l_{1}=1}^{k_{1}} z^{(1)}\left(u+i \frac{-1-m+2 l_{1}}{2}\right) \prod_{l_{2}=k_{2}+1}^{k_{1}+k_{2}} z^{(2)}(\ldots) \prod_{l_{3}=k_{1}+k_{2}+1}^{m}, \tag{E.37}
\end{equation*}
$$

where the sum is a short hand of

$$
\begin{equation*}
\sum_{k_{1}, k_{2}}=\sum_{k_{1}=0}^{m} \sum_{k_{2}=0}^{m-k_{1}} \tag{E.38}
\end{equation*}
$$

also the $z$-functions

$$
\begin{align*}
z^{(1)}(u) & =\frac{Q_{1}\left(u-\frac{i}{2}\right)}{Q_{1}\left(u+\frac{i}{2}\right)} \\
z^{(2)}(u) & =\frac{Q_{0}(u)}{Q_{0}(u+i)} \frac{Q_{1}\left(u+\frac{3 i}{2}\right)}{Q_{1}\left(u+\frac{i}{2}\right)} \frac{Q_{2}(u)}{Q_{2}(u+i)}  \tag{E.39}\\
z^{(2)}(u) & =\frac{Q_{0}(u)}{Q_{0}(u+i)} \frac{Q_{2}(u+2 i)}{Q_{2}(u+i)}
\end{align*}
$$

The sum is quite straight forward in separate cases

$$
\begin{align*}
& \prod_{l_{1}=1}^{k_{1}} z^{(1)}\left(u+i \frac{-1-m+2 l_{1}}{2}\right)=\frac{Q_{1}\left(-\frac{i}{2}+u+i \frac{-1-m+2}{2}\right)}{Q_{1}\left(\frac{i}{2}+u+i \frac{-1-m+2 k_{1}}{2}\right)}  \tag{E.40}\\
& \prod_{l_{2}=k_{1}+1}^{k_{2}} z^{(2)}\left(u+i \frac{-1-m+2 l_{2}}{2}\right)= \frac{Q_{0}\left(u+i \frac{-1-m+2\left(k_{1}+1\right)}{2}\right)}{Q_{0}\left(u+i \frac{-1-m+2\left(k_{1}+k_{2}\right)}{2}+i\right)} \frac{Q_{1}\left(\frac{3 i}{2}+u+i \frac{-1-m+2\left(k_{1}+k_{2}\right)}{2}\right)}{Q_{1}\left(\frac{i}{2}+u+i \frac{-1-m+2\left(k_{1}+1\right)}{2}\right)} \\
& \times \frac{Q_{2}\left(u+i \frac{-1-m+2\left(k_{1}+1\right)}{2}\right)}{Q_{2}\left(i+u+i \frac{-1-m+2\left(k_{1}+k_{2}\right)}{2}\right)} \tag{E.41}
\end{align*}
$$

$\prod_{l_{3}=k_{1}+k_{2}+1}^{k_{2}} z^{(3)}\left(u+i \frac{-1-m+2 l_{3}}{2}\right)=\frac{Q_{0}\left(u+i \frac{-1-m+2\left(k_{1}+k_{2}+1\right)}{2}\right)}{Q_{0}\left(u+i \frac{-1-m+2 m}{2}+i\right)} \frac{Q_{2}\left(2 i+u+i \frac{-1-m+2 m}{2}\right)}{Q_{2}\left(i+u+i \frac{-1-m+2\left(k_{1}+k_{2}+1\right)}{2}\right)}$
then the sum can be written as

$$
\begin{align*}
T_{m}^{(1)}= & \sum_{k_{1}=0}^{m} \sum_{k_{2}=0}^{m-k_{1}} \frac{Q_{0}\left(u+i \frac{-1-m+2\left(k_{1}+1\right)}{2}\right) Q_{2}\left(u+i \frac{-1-m+2\left(k_{1}+1\right)}{2}\right)}{Q_{1}\left(\frac{i}{2}+u+i \frac{-1-m+2 k_{1}}{2}\right) Q_{1}\left(\frac{i}{2}+u+i \frac{-1-m+2\left(k_{1}+1\right)}{2}\right)} \\
& \times \frac{Q_{1}\left(\frac{3 i}{2}+u+i \frac{-1-m+2\left(k_{1}+k_{2}\right)}{2}\right)}{Q_{2}\left(i+u+i \frac{-1-m+2\left(k_{1}+k_{2}\right)}{2}\right) Q_{2}\left(i+u+i \frac{-1-m+2\left(k_{1}+k_{2}+1\right)}{2}\right)} \tag{E.43}
\end{align*}
$$

make the following change of variables

$$
\begin{equation*}
p=m-k_{1}, q=m-k_{1}-k_{2}, \tag{E.44}
\end{equation*}
$$

then Eq. (E.43) yields

$$
\begin{align*}
T_{m}^{(1)}= & \frac{Q_{1}\left(u-i \frac{m}{2}\right) Q_{2}\left(u+i \frac{m+3}{2}\right)}{Q_{0}\left(u+i \frac{m+1}{2}\right)} \sum_{p=0}^{m} \frac{Q_{0}\left(u+i \frac{1+m}{2}-i p\right) Q_{2}\left(u+i \frac{1+m}{2}-i p\right)}{Q_{1}\left(u+i \frac{m}{2}-i p\right) Q_{1}\left(u+i \frac{2+m}{2}-i p\right)} \\
& \times \sum_{q=0}^{p} \frac{Q_{1}\left(u+i \frac{2+m}{2}-i q\right)}{Q_{2}\left(u+i \frac{1+m}{2}-i q\right) Q_{2}\left(u+i \frac{3+m}{2}-i p\right)} \tag{E.45}
\end{align*}
$$

Due to different choice of normalization [44], we can neglect $Q_{0}\left(u+i \frac{m+1}{2}\right)$ in the denominator. So we have recovered Eq. (6.70).

## Appendix F

## Homomorphism between $Y(4)$ and X(SO6)

As stated in Chapter 7, in contrast to the Yangian $Y(N)$, there is no surjective homeomorphism for $X\left(\mathfrak{s o}_{N}\right)$ onto the algebra $U\left(\mathfrak{s o}_{N}\right)$, so we cannot use $\mathfrak{s o}_{N}$ modules as $X\left(\mathfrak{s o}_{N}\right)$ modules in general. But there is a way out of this if one only consider $X\left(\mathfrak{s o}_{6}\right)$, because there is an isomorphism between $\mathfrak{s o}_{6}$ and $\mathfrak{g l}_{4}$, so we can find a way to connect $X\left(\mathfrak{s o}_{6}\right)$ with $Y\left(\mathfrak{g l}_{4}\right)$, then we can use the evaluation homomorphism The mapping

$$
\begin{equation*}
T^{\mathfrak{s o}_{6}}(u) \mapsto \frac{1}{2}\left(1-P_{12}\right) \cdot T_{1}^{\mathfrak{g r}_{4}}(u) T_{2}^{\mathfrak{g r}_{4}}(u-1) \tag{F.1}
\end{equation*}
$$

defines an homomorphism $\phi: X\left(\mathfrak{s o}_{6}\right) \rightarrow Y\left(\mathfrak{g l}_{4}\right)$. More explicitly, the images of the generators under the isomorphism are given by the formulas

$$
\begin{equation*}
t_{i j}^{5 \mathfrak{o}_{6}}(u)=t_{a_{1}[i], a_{1}[j]}^{\mathfrak{g} \mathfrak{l}_{4}}(u) t_{a_{2}[i], a_{2}[j]}^{\mathfrak{g}_{4}}(u-1)-t_{a_{2}[i], a_{1}[j]}^{\mathfrak{g}_{4}}(u) t_{a_{1}[i], a_{2}[j]}^{\mathfrak{g}_{4}}(u-1), \tag{F.2}
\end{equation*}
$$

where

$$
\begin{array}{llll}
a_{1}[-3]=1, & a_{1}[-2]=3, & a_{1}[-1]=1, & a_{1}[1]=2, \\
a_{2}[-3]=2, & a_{2}[2]=2, & a_{1}[3]=3 ;  \tag{F.3}\\
a_{2}[-2]=1, & a_{2}[-1]=4, & a_{2}[1]=3, & a_{2}[2]=4,
\end{array} a_{2}[3]=4 ;
$$

is a mapping of indices from $\mathfrak{s o}_{6}\{-3,-2,-1,1,2,3\}$ to $\mathfrak{g l}_{4}\{1,2,3,4\}$. We will prove Eq. (F.1) using the so-called fusion procedure [45], which is explained in Appendix F. First let take a look at the relation between the classical group $\mathfrak{s o}_{6}$ and $\mathfrak{g l}_{4}$ before jumping to the quantum world.

## F. 1 Isomorphism between $\mathfrak{s o}_{6}$ and $\mathfrak{g l}_{4}$

Instead of specifying the mapping for all the 15 generators from $\mathfrak{s o}_{6}$ to $\mathfrak{g l}_{4}$, we can just identify the mapping $\psi$ for the simple roots (one can see this by inspect the possible distance between two lower indices) between these two groups

$$
\begin{equation*}
\psi\left(F_{2,-1}\right)=E_{2,1}, \quad \psi\left(F_{3,2}\right)=E_{3,2}, \quad \psi\left(F_{2,1}\right)=E_{4,3} \tag{F.4}
\end{equation*}
$$

and we need to show that the commutation relations are preserved

$$
\begin{array}{rr}
{\left[F_{i j}, F_{k l}\right]=\delta_{j k} F_{i l}-\delta_{i l} F_{k j}+\delta_{j,-l} F_{k,-i}-\delta_{i,-k} F_{-j, l}} & F_{i j} \in \mathfrak{s o}_{6} \\
{\left[E_{i j}, E_{k l}\right]=\delta_{j k} E_{i l}-\delta_{i l} E_{k j},} & E_{i j} \in \mathfrak{g l}_{4} . \tag{F.5}
\end{array}
$$

For instance, we have

$$
\begin{align*}
& F_{3,-2}=\left[F_{31}, F_{1,-2}\right]=-\left[\left[F_{32}, F_{21}\right], F_{2,-1}\right] \\
\mapsto & E_{41}=-\left[\left[E_{32}, E_{43}\right], E_{2,1}\right] \tag{F.6}
\end{align*}
$$

Then it is oblivious to show that

$$
\begin{align*}
& {\left[F_{3,-2}, F_{32}\right]=F_{3,-3}=0 } \\
\mapsto \quad & {\left[E_{41}, E_{32}\right]=0 } \tag{F.7}
\end{align*}
$$

One can use the simple roots to generate all the 15 generators and verify that the commutation relation by the same calculation.
Consider the vector space $\mathbb{C}^{4}$ with its canonical basis $e_{1}, e_{2}, e_{3}, e_{4}$ and denote by $V$ the sixdimensional subspace of $\mathbb{C}^{4} \times \mathbb{C}^{4}$. Let identify

$$
\begin{equation*}
v_{-3}=e_{1} \otimes e_{2}-e_{2} \otimes e_{1} \tag{F.8}
\end{equation*}
$$

then one can generating all the rest states by

$$
\begin{align*}
v_{-2} & =\psi\left(F_{-2,-3}\right) \cdot v_{-3}=\left(-E_{3,2} \otimes I-I \otimes E_{3,2}\right)\left(e_{1} \otimes e_{2}-e_{2} \otimes e_{1}\right) \\
& =e_{3} \otimes e_{1}-e_{1} \otimes e_{3} \\
v_{-1} & =\psi\left(F_{-1,-2}\right) \cdot v_{-2}=e_{3} \otimes e_{1}-e_{1} \otimes e_{3} \\
v_{1} & =\psi\left(F_{1,-2}\right) \cdot v_{-2}=e_{2} \otimes e_{3}-e_{3} \otimes e_{2}  \tag{F.9}\\
v_{2} & =\psi\left(F_{2,1}\right) \cdot v_{1}=e_{2} \otimes e_{4}-e_{4} \otimes e_{2} \\
v_{3} & =\psi\left(F_{3,2}\right) \cdot v_{2}=e_{3} \otimes e_{4}-e_{4} \otimes e_{3} .
\end{align*}
$$

So we identify $V$ with $\mathbb{C}^{6}$ regarding $v_{-3}, v_{-2}, v_{-1}, v_{1}, v_{2}, v_{3}$ as its canonical basis

$$
\begin{array}{ll}
v_{-3}=e_{1} \otimes e_{2}-e_{2} \otimes e_{1}, & v_{3}=e_{3} \otimes e_{4}-e_{4} \otimes e_{3} \\
v_{-2}=e_{3} \otimes e_{1}-e_{1} \otimes e_{3}, & v_{2}=e_{2} \otimes e_{4}-e_{4} \otimes e_{2}  \tag{F.10}\\
v_{-1}=e_{1} \otimes e_{4}-e_{4} \otimes e_{1}, & v_{1}=e_{2} \otimes e_{3}-e_{3} \otimes e_{2} .
\end{array}
$$

## F. 2 Homomorphism between $X\left(\mathfrak{s o}_{6}\right)$ and $Y(4)$

Now we are prepared to show the homomorphism mapping Eq. (F.1). We start by showing that the mapping defines an algebra homomorphism for R-matrices. We use a version of the well known fusion procedure for R-matrices. Then we will show the mapping preserved the "commutation relation" RTT relation. Consider the tensor product space $\left(\mathbb{C}^{4}\right)^{\otimes 4}$. In the following we consider $V \otimes V$ as a natural subspace of $\left(\mathbb{C}^{4}\right)^{\otimes 2} \otimes\left(\mathbb{C}^{4}\right)^{\otimes 2}$. Obviously, the operator

$$
\begin{equation*}
\left(1-P_{12}\right)\left(1-P_{34}\right)=R_{12}^{\circ}(+1) R_{34}^{\circ}(+1) \tag{F.11}
\end{equation*}
$$

is a projection of $\left(\mathbb{C}^{4}\right)^{\otimes 2} \otimes\left(\mathbb{C}^{4}\right)^{\otimes 2}$ to the subspace $V \otimes V$, here I have used $R^{\circ}$ to denote the R-matrix for $G L(4)$. Let us set

$$
\begin{align*}
R_{V}(u) & =\frac{1}{4}\left(1-P_{12}\right)\left(1-P_{34}\right) R_{14}^{\circ}(u+1) R_{13}^{\circ}(u) R_{24}^{\circ}(u) R_{23}^{\circ}(u-1)  \tag{F.12}\\
& =\frac{1}{4} R_{23}^{\circ}(u-1) R_{24}^{\circ}(u) R_{13}^{\circ}(u) R_{14}^{\circ}(u+1)\left(1-P_{12}\right)\left(1-P_{34}\right),
\end{align*}
$$

where the second line follows the Yangian-Baxter equation. From Eq. (7.2) we have the following equality of operators in $V \otimes V$,

$$
\begin{equation*}
R_{V}(u)=\frac{u-2}{u-1}\left(1-\frac{P_{V}}{u}+\frac{Q_{V}}{u-2}\right) \tag{F.13}
\end{equation*}
$$

where the pre-factor is determined later by matching with its action on $\left(\mathbb{C}^{4}\right)^{\otimes 4}$ space. Note that from Eq. (F.12) one can write

$$
\begin{align*}
& R_{V}=\frac{1}{4}\left(1-P_{12}\right)\left(1-P_{34}\right) R_{14}^{\circ}(u+1) R_{13}^{\circ}(u) R_{24}^{\circ}(u) R_{23}^{\circ}(u-1) \\
= & \frac{1}{4}\left(1-P_{12}\right)\left(1-P_{34}\right)\left(1-\frac{P_{14}}{u+1}\right)\left(1-\frac{P_{13}}{u}\right)\left(1-\frac{P_{24}}{u}\right)\left(1-\frac{P_{23}}{u-1}\right) \tag{F.14}
\end{align*}
$$

The proof is explicit by tedious, one can complete the proof by the application of Eq. (F.13) to all basis $v_{i} \otimes v_{i}$ and compare it with Eq. (12) applied on $\left(\mathbb{C}^{4}\right)^{\otimes 4}$. We will show one example $v_{-1} \otimes v_{1}$, on one hand

$$
\begin{align*}
& R_{V}(u)\left(v_{-1} \otimes v_{1}\right) \\
& =\frac{4(u-2)}{u-1}\left(1-\frac{P_{V}}{u}+\frac{Q_{V}}{u-2}\right)\left(v_{-1} \otimes v_{1}\right) \\
& =\frac{u-2}{u-1}\left[v_{-1} \otimes v_{1}-\frac{1}{u}\left(v_{1} \otimes v_{-1}\right)\right. \\
& \left.\quad+\frac{1}{u-2}\left(v_{-1} \otimes v_{1}+v_{1} \otimes v_{-1}+v_{2} \otimes v_{-2}+v_{-2} \otimes v_{2}+v_{3} \otimes v_{-3}+v_{-3} \otimes v_{3}\right)\right] \\
& =v_{-1} \otimes v_{1}+\frac{2}{u(u-1)}\left(v_{1} \otimes v_{-1}\right) \\
& \quad+\frac{1}{u-1}\left(v_{2} \otimes v_{-2}+v_{-2} \otimes v_{2}+v_{3} \otimes v_{-3}+v_{-3} \otimes v_{3}\right) \tag{F.15}
\end{align*}
$$

on the other hand

$$
\begin{align*}
& R_{V}(u)\left(v_{-1} \otimes v_{1}\right) \\
& =\frac{1}{4}\left(1-P_{12}\right)\left(1-P_{34}\right)\left(1-\frac{P_{14}}{u+1}\right)\left(1-\frac{P_{13}}{u}\right)\left(1-\frac{P_{24}}{u}\right)\left(1-\frac{P_{23}}{u-1}\right) \\
& \quad\left(e_{1} \otimes e_{4} \otimes e_{1} \otimes e_{4}-e_{4} \otimes e_{1} \otimes e_{1} \otimes e_{4}-e_{1} \otimes e_{4} \otimes e_{4} \otimes e_{1}+e_{4} \otimes e_{1} \otimes e_{4} \otimes e_{1}\right)  \tag{F.16}\\
& =\left(v_{-1} \otimes v_{1}\right)+\frac{2}{u(u-1)}\left(v_{1} \otimes v_{-1}\right) \\
& \quad+\frac{1}{u-1}\left(v_{2} \otimes v_{-2}+v_{-2} \otimes v_{2}+v_{3} \otimes v_{-3}+v_{-3} \otimes v_{3}\right)
\end{align*}
$$

The remaining cases are verified by the same calculation. Therefore, the element $R_{V}(u)$ coincides with the R-matrix for $\mathfrak{s o}_{6}$ up to a scalar factor, which doesn't make a difference.

So, in order to verify that the mapping Eq. (F.1) defines a homomorphism $X\left(\mathfrak{s o}_{6}\right) \rightarrow Y\left(\mathfrak{g l}_{4}\right)$ we need to show that the "commutation relation" RTT relation

$$
\begin{equation*}
R_{V}(u-v) T_{1^{\prime}}(u) T_{2^{\prime}}(v)=T_{2^{\prime}}(v) T_{1^{\prime}}(u) R_{V}(u-v) \tag{F.17}
\end{equation*}
$$

remains valid when $T(u)$ is replaced by its image. Here we use primed indices to indicate the copies of the space $V$ in the tensor product $V \otimes V$. We reserve unprimed indices for the
copies of $\mathbb{C}^{4}$ in the tensor product $\left(\mathbb{C}^{4}\right)^{\otimes 4}$. The left hand side of Eq. (F.17) reads

$$
\begin{align*}
& \frac{1}{4} \times \frac{1}{4}\left(1-P_{12}\right)\left(1-P_{34}\right) R_{14}^{\circ}(u-v+1) R_{13}^{\circ}(u-v) R_{24}^{\circ}(u-v) R_{23}^{\circ}(u-v-1)  \tag{F.18}\\
& \times\left(1-P_{12}\right) \cdot T_{1}^{\mathfrak{g l}_{4}}(u) T_{2}^{\mathfrak{g} l_{4}}(u-1)\left(1-P_{34}\right) \cdot T_{3}^{\mathfrak{g} l_{4}}(v) T_{4}^{\mathfrak{g} l_{4}}(v-1)
\end{align*}
$$

Writing the product of R-matrices in the equivalent form Eq. (F.14), we simplify this using

$$
\begin{equation*}
P^{2}=I, \quad(I-P)^{2}=2(I-P), \quad\left[I-P_{12}, I-P_{34}\right]=0 \tag{F.19}
\end{equation*}
$$

obtain

$$
\begin{align*}
& \frac{1}{16} R_{23}^{\circ}(u-v-1) R_{24}^{\circ}(u-v) R_{13}^{\circ}(u-v) R_{14}^{\circ}(u-v+1)\left(1-P_{12}\right) \\
& \quad \times\left(1-P_{34}\right)\left(1-P_{12}\right)\left(1-P_{34}\right) \times T_{1}^{\mathfrak{g l} 4}(u) T_{2}^{\mathfrak{g l}}(u-1) \cdot T_{3}^{\mathfrak{g l}}(v) T_{4}^{\mathfrak{g l} l_{4}}(v-1)  \tag{F.20}\\
& =\frac{1}{4}\left(1-P_{12}\right)\left(1-P_{34}\right) R_{14}^{\circ}(u-v+1) R_{13}^{\circ}(u-v) R_{24}^{\circ}(u-v) R_{23}^{\circ}(u-v-1) \\
& \quad \times T_{1}^{\mathfrak{g l}_{4}}(u) T_{2}^{\mathfrak{g l}_{4}}(u-1) \cdot T_{3}^{\mathfrak{g l}}(v) T_{4}^{\mathfrak{g l}_{4}}(v-1) .
\end{align*}
$$

Now apply the $R T T$-relation repeatedly to bring this expression to the form

$$
\begin{align*}
& \frac{1}{4}\left(1-P_{12}\right)\left(1-P_{34}\right) T_{3}^{\mathfrak{g l}}(v) T_{4}^{\mathfrak{g l}}(v-1) T_{1}^{\mathfrak{g} l_{4}}(u) T_{2}^{\mathfrak{g l}}(u-1)  \tag{F.21}\\
& \quad \times R_{14}^{\circ}(u-v+1) R_{13}^{\circ}(u-v) R_{24}^{\circ}(u-v) R_{23}^{\circ}(u-v-1)
\end{align*}
$$

Finally, since $R^{\circ}(+1)$ is a projection, from $R T T$-relation

$$
\begin{equation*}
\frac{1}{2}\left(1-P_{12}\right) T_{1}^{\mathfrak{g l}_{4}}(u) T_{2}^{\mathfrak{g} l_{4}}(u-1)=\frac{1}{4}\left(1-P_{12}\right) T_{1}^{\mathfrak{g l}}(u) T_{2}^{\mathfrak{g} l_{4}}(u-1)\left(1-P_{12}\right) \tag{F.22}
\end{equation*}
$$

one can recover the right hand side of Eq. (F.17). The explicit images of the generators of $X\left(\mathfrak{s o}_{6}\right)$ are found by taking the matrix elements in Eq. (F.1). Indeed, the application of $T^{50_{6}}(u)$ to the basis vector $v_{-1}$ of $V$ gives

$$
\begin{align*}
T^{\mathfrak{s o}_{6}}(u)\left(v_{-1}\right)= & t_{-3,-1}(u) v_{-3} \\
& +t_{-2,-1}(u) v_{-2}+t_{-1,-1}(u) v_{-1}+t_{1,-1}(u) v_{1}+t_{2,-1}(u) v_{2}+t_{3,-1}(u) v_{3}, \tag{F.23}
\end{align*}
$$

while

$$
\begin{align*}
& \frac{1}{2}\left(1-P_{12}\right) \cdot T_{1}^{\mathfrak{g l}}(u) T_{2}^{\mathfrak{g} l_{4}}(u-1)\left(v_{-1}\right)=\frac{1}{2}\left(1-P_{12}\right) \cdot T_{1}^{\mathfrak{g l}}(u) T_{2}^{\mathfrak{g l}}(u-1)\left(e_{1} \otimes e_{4}-e_{4} \otimes e_{1}\right) \\
& \quad=\frac{1}{2}\left(1-P_{12}\right)\left[\sum_{a, b=1}^{4} T_{a 1}(u) T_{b 4}(u-1) e_{a} \otimes e_{b}-\sum_{a, b=1}^{4} T_{a 4}(u) T_{b 1}(u-1) e_{a} \otimes e_{b}\right] \\
& =\frac{1}{2} \sum_{a, b=1}^{4}\left[T_{a 1}(u) T_{b 4}(u-1)-T_{a 4}(u) T_{b 1}(u-1)\right]\left(e_{a} \otimes e_{b}-e_{b} \otimes e_{a}\right), \tag{F.24}
\end{align*}
$$

one can get

$$
\begin{align*}
t_{-3,-1}(u) & =\frac{1}{2}\left[T_{11}(u) T_{24}(u-1)-T_{14}(u) T_{21}(u-1)-T_{21}(u) T_{14}(u-1)+T_{24}(u) T_{11}(u-1)\right], \\
& =T_{11}(u) T_{24}(u-1)-T_{14}(u) T_{21}(u-1) \\
t_{-2,-1}(u) & =\frac{1}{2}\left[T_{31}(u) T_{14}(u-1)-T_{34}(u) T_{11}(u-1)-T_{11}(u) T_{34}(u-1)+T_{14}(u) T_{31}(u-1),\right. \\
& =T_{31}(u) T_{14}(u-1)-T_{34}(u) T_{11}(u-1) \\
t_{-1,-1}(u) & =\frac{1}{2}\left[T_{11}(u) T_{44}(u-1)-T_{14}(u) T_{41}(u-1)-T_{41}(u) T_{14}(u-1)+T_{44}(u) T_{11}(u-1)\right], \\
& =T_{11}(u) T_{44}(u-1)-T_{14}(u) T_{41}(u-1) \\
t_{1,-1}(u) & =\frac{1}{2}\left[T_{21}(u) T_{34}(u-1)-T_{24}(u) T_{31}(u-1)-T_{31}(u) T_{24}(u-1)+T_{34}(u) T_{21}(u-1)\right], \\
& =T_{21}(u) T_{34}(u-1)-T_{24}(u) T_{31}(u-1) \\
t_{2,-1}(u) & =\frac{1}{2}\left[T_{21}(u) T_{44}(u-1)-T_{24}(u) T_{41}(u-1)-T_{41}(u) T_{24}(u-1)+T_{44}(u) T_{21}(u-1)\right], \\
& =T_{21}(u) T_{44}(u-1)-T_{24}(u) T_{41}(u-1) \\
t_{3,-1}(u) & =\frac{1}{2}\left[T_{31}(u) T_{44}(u-1)-T_{34}(u) T_{41}(u-1)-T_{41}(u) T_{34}(u-1)+T_{44}(u) T_{31}(u-1)\right] \\
& =T_{31}(u) T_{44}(u-1)-T_{34}(u) T_{41}(u-1) . \tag{F.25}
\end{align*}
$$

Where we have used the antisymmetric property of the space. After find the link between the generators of $X\left(\mathfrak{s o}_{6}\right)$ and $Y\left(\mathfrak{g l}_{4}\right)$, we can use the evaluation homomorphism, the $\mathfrak{g l}_{4}$ module $L\left(\lambda_{1}, \lambda_{2}, \lambda_{3}, \lambda_{4}\right)$ is an $X\left(\mathfrak{s o}_{6}\right)$ module. The rest entries can be obtain in the same way.
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[^0]:    ${ }^{1}$ One can directly check this by acting on $X \otimes Y \otimes Z$ in $n \otimes a_{1} \otimes a_{2}$, in the end all three get $Y \otimes Z \otimes X$. $P_{x, y}=P_{y, x}$ is trivial.

[^1]:    ${ }^{2}$ Note that this R-matrix is actually the same as the one we define in last section, $R_{\text {new }}(u)=-\frac{1}{u} R_{\text {old }}(-u)$, an overall scalar function gives us the same Hamiltonian, and the eigenvalues in Eq. (6) become $a(u)=$ $\left(-\frac{1}{u}\right)^{L}\left(-u+\frac{i}{2}\right)^{L}, d(u)=\left(-\frac{1}{u}\right)^{L}\left(-u-\frac{i}{2}\right)^{L}$

[^2]:    ${ }^{1}$ For $(S O(6), S O(5))$ case, Eq. (5.12) turns out to be $\left[G_{k}, G_{i j}\right]=\sum_{\ell} G_{i j} G_{\ell}=\delta_{i k} G_{j}-\delta_{k j} G_{i}$, where I have used $\left(G_{i j}\right)_{k l}=\delta_{i k} \delta_{j l}-\delta_{i l} \delta_{k j}$ for defining representation of $S O(N)$.

[^3]:    ${ }^{2}$ For general $(S O(N), S O(D) \times S O(N-D))$, one can make a similar ansatz, the scalar solution takes the form $\left(\begin{array}{cc}(N-D-1+2 u) I_{D} & 0 \\ 0 & (-D+1-2 u) I_{N-D}\end{array}\right)$ with $I$ denote the identity matrix.

[^4]:    ${ }^{1}$ Here we don't put the symmetry relation constraint on higher dimensional solutions, so automorphism $\mu_{f}$ may differ.

[^5]:    ${ }^{1}$ Here commutation relation Eq. (D.10) is sometimes denoted as the defining relation for Yangian. $T_{i j}$ is choosing to act on physical space, but we choose it to act on auxiliary space in Chapter 5,6 7.

[^6]:    ${ }^{2}$ For one site spin chain $T(u)=R(u, 0)$, then one can get $T_{23}(u)=E_{23}+g(u, 0) E_{32}$. Recall that we choose vacuum as $|0\rangle=\left(\begin{array}{l}1 \\ 0 \\ 0\end{array}\right)$, so $T_{23}(u)|0\rangle=0$. One can easily generalize this to $L$ site by $T_{23}^{L}(u)=T_{21}^{L-1}(u) T_{13}^{(1)}(u)+T_{22}^{L-1}(u) T_{23}^{(1)}(u)+T_{23}^{L-1}(u) T_{33}^{(1)}(u)$. This actually is true for general model if we are focusing on the defining representation.

[^7]:    ${ }^{3}$ We typically do not distinguish $G L(N), S L(N)$ and $S U(N)$. The $G L(N)$ system and $S L(N)$ system differ only up to a center or quantum determinant [36], while on the complex field, $S L(N)$ and $S U(N)$ are basical the same algebra.

[^8]:    ${ }^{1}$ Due to the naive assignment Eq. (9), one would meet $R(0)$ in the product, then the complementary projectors $P^{+}$and $P^{-}$meet together, our $P_{\lambda}=0$ in this case. So one needs to do some regularization, see [9] for more detail.

