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A B S T R A C T

Stellar clusters are promising candidates of PeV-atrons (PeV accelerators) in our Galaxy.
Diffusive shock acceleration is expected to be efficiently at work at the wind termination
shock of these unique objects. Molecular clouds and clumps in the vicinity of the clusters
can provide enough target material for a relevant production of hadronic secondaries. Indeed,
recent observations by HAWC, Tibet-ASgamma, and LHAASO have identified 0.1-1 PeV
gamma-ray emission coincident with nearby stellar clusters such as the Cygnus Cocoon or
Westerlund 1 and 2. In this project, we will investigate high-energy gamma-ray and neutrino
emission from Galactic stellar clusters. We will model hadronic emission of individual
sources and compare our predictions to multimessenger observations. In particular, we
investigate the prospects of neutrino telescopes to identify high-energy neutrino emission
from stellar clusters.
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1

I N T R O D U C T I O N

The measurements carried out by Victor Hess of charged particles in the Earth’s atmosphere
with balloon flights in 1912 led to the introduction of a new type of cosmic messenger: Cos-
mic rays (CRs) [1]. CRs are charged particles of astrophysical origin traveling at relativistic
velocities and they are observed to span an energy range from MeV (106 eV) to more than
hundreds of EeV (1018 eV) energies. However, there are many puzzles associated with the
properties of the observed CR spectrum and the origin of CRs. At the energy of the ∼ 4
PeV (4 × 1015 eV), the observed CR spectrum exhibit a change in its power-law index from
-2.7 to -3.1, which is called the ‘knee’ [2]. CRs with energies up to the ‘knee’ are believed
to have Galactic origins. However, the Galactic sources of these CRs are unknown. The
challenge of probing CR sources through observations arises from the diffusive behavior
when CRs are deflected by magnetic fields on their path from source to Earth. Luckily, the
interaction of high energy CRs with their surrounding protons allows one to associate CRs
with gamma-rays and neutrino emissions, which can be utilized as messengers to probe CRs
in the astronomical environment.

Astrophysical shocks are promising acceleration sites of CRs. The most recognized ex-
ample is CR acceleration at Supernovae (SNe) and supernova remnants (SNRs) (e.g. [3–5]).
However, a series of theoretical works and gamma-ray observations suggest that SNRs could
not be able to accelerate particles up to PeV [6–8]. Thus, alternative sources are under
investigation. Bubbles inflated by strong winds from star clusters have been proposed to be a
possible alternative candidate [9, 10]. The stellar wind converts part of its kinetic energy to
CRs through the acceleration process. The energy budget of the stellar wind inferred from
gamma-ray observation suggests that PeV energy of CRs can be reached [11]. Studies of the
observed gamma-ray spectra and morphology of compact star clusters, such as Westerlund
1 & 2 [12–14], Cygnus Cocoon [15, 16] and NGC3603 [17] support the scenario of CR
acceleration at star clusters [8, 18].

In this project, we aim to explore the multimessenger signals of CRs accelerated in young
massive star cluster wind bubbles. We will model the gamma-ray and neutrino emissions from
hadronic processes when CRs interact with the surrounding protons at the source, and the
corresponding fluxes expected at Earth. Two models will be investigated: Model A) focuses
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solely on the physical significance of the wind bubble itself in terms of CR acceleration and
secondary emissions; Model B) considers also the swept-up interstellar medium (ISM) matter
by the wind bubble and its ambient ISM. With these two setups, we can study the impact
of the ISM on CR acceleration in a wind bubble, and the contribution to the gamma-ray
and neutrino emissions from the interior and exterior regions of the wind bubble. Since
gamma-rays have already been observed from regions that coincide with the nearby star
clusters, we will apply the models to specific sources: Westerlund 2, and the star-forming
region Cygnus Cocoon where the star cluster Cygnus OB2 resides. The expected gamma-ray
flux from these sources based on our models will be compared with the observational data.
The expected neutrino flux will be evaluated for potential neutrino source detection by the
IceCube neutrino observatory in the future.

The thesis is structured as follows: In Chapter 2, we introduce the properties of CRs,
and the relation of CRs to other messengers; in Chapter 3, the mechanism of diffusive shock
acceleration will be introduced and discussed with examples; in Chapter 4, we apply the
diffusive shock acceleration to a young massive star cluster wind bubble, two setups of the
model will be calculated and compared; Chapter 4 is devoted to the multimessenger investi-
gation regarding CRs from star clusters. We examine the model of star cluster by comparing
expected gamma-ray flux from Cygnus Cocoon and Westerlund 2 with observational data
and discuss the observational aspects of the corresponding neutrino flux by IceCube.
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C O S M I C R AY A N D M U LT I M E S S E N G E R R E L AT I O N S

In the following sections, we focus on general properties of the origin of CRs and how
they can be probed with hadronic secondary products. In Section 2.1, we introduce the
observed CR all particle spectrum, which leads to the discussion in Section 2.2 on the
possible candidates of Galactic PeV-atrons to accelerate Galactic PeV CRs; Section 2.3
focuses on the diffusive property of CR propagation, which brings challenges to extract
information of their sources from CR detection; finally, we will discuss the multimessenger
approach to investigate CRs in Section 2.4.

2.1 C R S P E C T RU M

Cosmic rays are primarily composed of protons, which contribute to ∼ 87% of the CR
population. The elementary abundance is followed by helium nuclei (∼12%), while heavier
atomic nuclei, electrons, and positrons contributes to the remaining 1% [19]. The all-particle
CR spectrum observed at Earth by different experiments is shown in Fig.1. It is a steeply
falling spectrum that follows roughly a power-law distribution N(E)dE ∝ E−γdE. The
spectrum departs from a power-law distribution at energies less than ∼ 30 GeV due to the
’solar potential’, namely due to the magnetized solar wind repelling these low-energy particles
when propagating to the Earth [20]. At energies of about 4 × 1015 eV (4 PeV) and 3 × 1018

eV (3 EeV), the spectrum experiences changes in the slope of the power-law, and they are
called the ‘knee’ and the ‘ankle’ respectively [21, 22]. At the ‘knee’, the power-law index
γ changes from ∼ 2.7 to ∼ 3.1 [2]. The flux of CRs around the ‘knee’ energy at Earth is 1
m−2yr−1. After the ‘ankle’, the spectrum hardens to a power-law index of ∼ 2.6 [22], and
the flux drops to 1 km−2yr−1.

The nature and sources responsible for the ‘knee’ and the ‘ankle’ are matter of active debate
in the scientific community [24–28]. There is however a general consensus on the role
of supernova remnants in powering the bulk of CRs [29–33]. Experiments carried out by
KASCADE and EAS-TOP on measuring the CR energy spectrum by individual elements
and groups of elements provided precious insights into understanding the ‘knee’ [34, 35].
The spectra measured for proton, helium, and iron seem to follow power-laws and have
cut-offs at high energies. The energies of the cut-offs are proportional to the nuclear charge

3



2.1 C R S P E C T RU M 4

Figure 1: The all-particle CR spectrum as a function of E (energy per nucleon), and its comparison
with electron positron, gamma-ray and neutrino observed spectra (image credit: Carmelo
Evoli [23]).

Z: Ecut = Z × 4.5 PeV [2]. It is an indication that the ‘knee’ could be a superposition of
the cut-off energies of different elements accelerated together by PeV-atrons with rigidity
(R = E/Z) dependence [36].

The ‘ankle’ is believed to be the transition from Galactic to extra-galactic species [37,
38]. This is supported by the confinement strength of CRs determined by the combination of
the Galactic magnetic field and size. As charged particles, CRs gyrate around magnetic field
lines. The radius of such motion is the Larmor radius:

RL =
pc
qB

, (1)

where p is the momentum of the CR particle, c is the speed of light, q is the charge of the
particle, and B is the magnetic field. With a mean average magnetic field of ∼1 µG [39], a
proton with an energy of 3× 1018 eV has a Larmor radius of ∼ 3.2 kpc, which is comparable
with the thickness of the magnetized galactic halo [40, 41]. Therefore CRs with energies
beyond the ‘ankle’ can not be confined in our Galaxy. Moreover, the hardening of the
spectrum at the ankle to a power-law index of 2.6 suggests that there is a new component of
CRs. The correlation of the arrival directions of the highest energy CRs with the large-scale
matter distribution in the Universe provided further support to the extra-galactic origin of
these CRs [42].
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2.2 G A L AC T I C P E V- AT RO N S

The transition of CR components to heavier elements around the ‘knee’ energy leads to the
idea that these CRs are accelerated together in our Galaxy by PeV-atrons. Since the first
suggestion made by Baade & Zwicky (1934), Supernova remnant (SNR) has so far been the
most recognized source for Galactic cosmic rays (GCRs). In the following subsections, we
will first talk about the evidence and challenges of SNRs as Galactic PeV-atrons in subsection
2.2.1; the motivation for suggesting star clusters as PeV-atron candidates will be introduced
in subsection 2.2.2.

2.2.1 The SNR Paradigm

SNR became the most recognized candidate source of GCRs for several reasons. The leading
reason is that SNe are known sources with large energy budget. The predicted CR energy
density from the energy released by SNe is consistent with the measured value [3–5, 37].
A typical kinetic energy release of a SN is around ESN = 1051 erg [43]. This energy has a
weak dependence on whether it is SN type Ia or a core-collapse SN, but it might not apply to
the rare types such as type Ib and Ic [36]. To estimate how the SN energy budget contributes
to the CR energy density, we need to know the fraction ηCR of energy transferred from SN
into powering CRs; the frequency rSN that such events happen; the average time τCR that
CRs reside in our Galaxy; and a confinement volume of the Galaxy Vgal. One can estimate
the CR energy density in our Galaxy introduced by SNR with:

ϵCR =
ηCR ESN rSN τCR

Vgal
. (2)

The mechanism proposed for a SNR to accelerate CRs is diffusive shock acceleration (DSA)
[44], which we will discuss about in detail in Chapter 3. Several decades of studies of DSA
at SNR have suggested an efficiency of above ∼ 10% of the SN kinetic energy release going
into powering CRs [45]. The rate of SN events in our Galaxy is on average 3 per 100 years
[46]. As we will mention in section 2.3, CRs at GeV energies reside in our Galaxy for ∼15
Myr calculated from the measured chemical abundance ratio of the secondary to primary
elements from spallation [47]. Finally, we consider the galaxy as a disk of a 15 kpc radius
and a 500 pc height. The volume of the galaxy is then Vgal ≃ 350 kpc3. This leads to
a CR energy density ϵCR ∼2.5 eVcm−3, which is consistent with the order of magnitude
of 1 eVcm−3 measured in our Galaxy. Furthermore, DSA at SNR leads to a power-law
spectrum of CRs. DSA predicts a power-law slope of 2, which is harder than the observed
CR spectrum below the ‘knee’. This effect is explained by the propagation of CRs in the
Galaxy [48]. In addition, observations of SNR in radio emission, X-ray and gamma-ray are
indications of non-thermal radiation from ultra-relativistic electrons and ions, and signatures
of CR acceleration at SNR [36, 48–50]. The shell structure needed for DSA to take place in
SNR is resolved spatially in a number of TeV gamma-ray observations [51–55], which added
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more pieces of evidence that SNRs are responsible of accelerating GCRs.

However, both, observations and acceleration models can hardly allow for PeV acceler-
ation at SNR. CRs accelerated by DSA in SNR were realized to have exceedingly low
maximum energy [6]. Thereafter, extensions to the model were investigated, such as the
streaming instability from the plasma responding to the moving CRs resulting in the ampli-
fication in magnetic fields [56]. This results in a more intense acceleration of CRs, but the
maximum energy is still only up to ∼ 100 TeV, which is one order of magnitude below the
’knee’ [7]. Therefore, other candidates of Galactic PeV-atrons are proposed to explain the
high-energy GCRs, such as star clusters [8, 18].

2.2.2 CRs from Star Clusters

A star cluster is a collection of stars forming at approximately the same time as the result of a
gravitational collapse of a giant molecular cloud [57]. Young and massive star clusters blow
out strong collective stellar wind that sweeps out the nearby interstellar medium (ISM) and
form bubbles. Star cluster wind bubbles have been resolved in observations in the optical
range and X-ray of Westerlund 2 [58], and in infrared of Quintuplet [59, 60], and they are
proposed as candidate sites to accelerate GCRs [11, 61–64]. A series of observations have
confirmed gamma-ray emission from the vicinity of nearby star clusters in GeV (i.e. [15]) and
TeV ranges (i.e. [65]), indicating non-thermal processes in these regions. As an example, Fig.
2 shows the excess map of observed gamma-rays from the region overlapping Westerlund
2 [66]. The extended spatial distribution of gamma-ray emission around the star cluster
supports the surrounding wind bubble as a possible CR acceleration site. The gamma-ray
observations are used to study the CR energy budget and spatial distribution. Yang et al.
(2019) [11] showed that the efficiency of the star cluster wind kinetic energy converted to
CRs through acceleration can be ∼ 10%, and PeV CR energy can be reached. As we will see
in Chapter 4, a collective wind with a benchmark value of a kinetic wind luminosity of the
order of 1038 erg s−1 is energetic enough to accelerate CRs to ∼ PeV.

2.3 P RO PAG AT I O N O F C O S M I C R AY S

It was mentioned in Section 2.1 that CRs gyrate around magnetic field lines as they propagate.
However, the magnetic fields in astrophysical environments are largely unknown and often
with a high level of turbulence. As we will see in detail in Chapter 3, perturbations in
magnetic fields lead to an important property of CR propagation called diffusion. The
diffusion results in unpredictable and random paths when CRs travel from their sources to
the Earth. The evidence is seen indirectly in our Galaxy in the chemical abundance of CRs.
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Figure 2: Correlated excess sky map with an oversampling radius of 0.12◦ of the Westerlund 2/RCW
49 region. (Figure by [66])

As shown in Fig. 3, overabundances in some light elements such as Lithium (Li), Beryllium
(Be), and Boron (B) in GCRs have been measured compared with the chemical abundance
of our solar system, which represents elements from the Big Bang nucleosynthesis, stellar
nucleosynthesis and processes related to the death of stars [67]. The overabundances in these
elements are caused by spallation when heavy CR nuclei (mainly Carbon (C), Nitrogen (N)
and, Oxygen (O)) collide with ISM gas. The collision results in production of the lighter
elements. By this mechanism, the abundances of Li, Be and B abundance increases by a
factor of ∼ 104 compared to that of the solar system [68]. The relative primary to secondary
chemical abundance is used as a ‘clock’ to measure the time that CRs have resided in our
Galaxy. Measurement by CRIS of low energy CRs (∼70 to ∼400 MeV nucleon−1) have
yielded a ∼15 Myrs residence time of GCRs with GeV energies [47]. In contrast, the
propagation time would only be ∼2000 yrs at 400 MeV assuming ballistic propagation of
CRs. Therefore, the effect of CR diffusion is significant in CR propagation. Furthermore,
because diffusion also happens in the source where they are accelerated, it is an essential
property to take into consideration in understanding the acceleration of CRs. The diffusion
impact on the acceleration process will be introduced in chapter 3.



2.4 M U LT I - M E S S E N G E R I N V E S T I G AT I O N 8

Figure 3: The measured CR chemical abundance compared with the present-day solar system material
(Figure by [67])

2.4 M U LT I - M E S S E N G E R I N V E S T I G AT I O N

Multi-messenger astrophysics emerged in the last few decades with the advancement of
knowledge of non-photonic messengers and their detection technology. In addition to
observations across the electromagnetic spectrum (i.e. radio, infrared, optical, UV, X-ray, and
gamma-ray), also CRs, neutrinos, and gravitational waves have entered the picture. Utilizing
different messenger properties and understanding the messenger relations extend the potential
to probe high-energy phenomena and violent systems. In the case of CRs, their diffusive
nature makes it challenging to trace them back to their sources. Thus, we aim to relate a
high-energy CRs to other messengers. In this section we will talk about the processes relating
the high-energy CR to the gamma-ray and neutrino in subsection 2.4.1; in subsection 2.4.2,
we discuss some basic properties and aspects of the observation of CRs, gamma-rays, and
neutrinos.

2.4.1 Process of Secondary Gamma-ray and Neutrino Production

The focus of this project is on the prediction of high-energy neutrinos and gamma-rays from
our candidate Galactic PeV-atron: star clusters. With a population of relativistic high-energy
CR protons in the system, we expect that interactions of these CRs with the ambient gas
produce secondary particles such as neutrinos and gamma-rays. This effect was noticed
during the 1970s in term of its significant role in gamma-ray and neutrino astronomy [69,
70]. The leading process is the inelastic collision of high-energy CRs with gas producing π0

and π±. Due to isospin symmetry of strong interactions, π+, π−, and π0 are produced at
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similar rates [71]. The decay of π0 leads to gamma-ray production: A charged pion decays
into a muon and a muon neutrino.

π0 → γγ, π+ → µ+νµ, π− → µ−ν̄µ.

The muon further decays into a electron or positron, an electron neutrino, and a muon
neutrino.

µ+ → e+νeν̄µ, µ− → e−ν̄eνµ.

Therefore, we would expect gamma-rays, electrons or positrons, electron neutrinos/anti-
neutrinos, and muon neutrinos/anti-neutrinos as the final products of the high-energy inter-
actions of CRs. In a range of proton energy from GeV to TeV, around 17% of the proton
kinetic energy Epkin = Ep − mpc2 transfers to each pion produced from the collision [72].
The average gamma-ray energy ⟨Eγ⟩ and neutrino energy ⟨Eν⟩ in relation to the primary
proton energy are ⟨Eγ⟩/Ep = 0.1 and ⟨Eν⟩/Ep = 0.05 respectively [73].

Pion production and decay at the source produces electron neutrino, muon neutrino, and
tau neutrinos are and are produced with a ratio of (1:2:0) [71]. During the propagation of
neutrinos from the source to the observer, their flavors ‘oscillate’. As a result, all three flavors
of neutrino νµ, νe, and ντ are expected when the neutrinos are observed from a distance. For
astrophysical sources, a flavor equipartition of neutrinos is expected at Earth.

2.4.2 Observational aspects of CR, gamma-ray and neutrino

The method of CR detection differ depending on the CR energy. The detection of sub-‘knee’
CRs (up to ∼ 1014 eV) are possible by direct detection with satellites and balloons. Direct CR
observations provide us with information on the energy spectrum and chemical composition.
Above 1015 eV, the flux of CRs arriving at Earth drops to a few tens of particles m−2yr−1.
Detection of such low flux is no longer possible due to the small effective areas of the
detectors, which is defined as the geometric area of the detector times the detection efficiency
[71]. Instead, detection of these energies can be achieved by ground based detectors [74].
The ground based observatories detect the air shower initiated by primary CRs. A cascade
of secondary particles are produced when the primary CRs interact with an atmospheric
nucleon [72]. Short-lived secondary hadrons further decay into lighter nucleons, high-energy
photons, electrons/positrons, muons/anti-muons, and neutrinos. These particle showers can
be observed by extended ground arrays of detectors (water Cherenkov or scintillators) as well
as by air fluorescence light emitted along the shower core. With this approach, the flux, mass,
and directional information are studied up to the highest energy CRs [71]. Since the arrival
directions of CRs do not point back to their sources, the origin of CRs need to be studied
from complementary messengers: photon and neutrino.
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The interactions of high-energy CRs result in the source shining in gamma-rays and neutrinos.
For gamma-rays, other than their hadronic origin from π0 decay, there are possibly also
leptonic contributions to the total gamma-ray emission, such as inverse Compton emission,
and bremsstrahlung from relativistic electrons. Thus, both leptonic and hadronic gamma-ray
emission need to be considered when it comes to interpreting gamma-ray data. In general,
gamma-ray observations are carried out, both in space and on ground. The Earth’s atmo-
sphere is opaque to gamma-rays. Therefore, detection in space became the primary approach.
From keV to a few GeV gamma-ray is covered by various satellite telescopes [71, 75]. At
higher energies, gamma-rays can be observed by ground-based experiments. high-energy
gamma-rays interact with matter at the top of the atmosphere and produce a shower of
particles. The Cherenkov radiation from these air shower is detected by so-called Imaging
Atmospheric Cherenkov Telescopes (IACTs), which are very effective in studying higher
than a few tens of GeV gamma-rays [76].

high-energy gamma-rays interact very easily with the cosmic background photons like
the cosmic microwave background via pair production:

γ + γ → e+ + e−. (3)

Therefore, energetic gamma-rays are highly attenuated over large distances. For instance,
PeV energy gamma-ray have an interaction length of about 10 kpc limiting observations of
Galactic source [71]. Since the star clusters that we are interested in are Galactic sources, the
study of them through gamma-ray observation is feasible, but the absorption by star light
could play a non-negligible role.

Unlike gamma-rays, high-energy neutrinos are messengers unique to hadronic processes.
Therefore, studying neutrino productions is a promising way of understanding the CR protons
in the star cluster. Due to the weak interaction of neutrinos, they do not get influenced by the
magnetic field and do not interact or get absorbed by dust and photons when traveling. Thus
neutrinos trace directly back to the source without attenuation in the flux even from a large
distance. It makes the neutrino an ideal messenger to study both Galactic and extra-galactic
phenomena. However, the weak interaction brings significant difficulties in astronomical
neutrino observations.

From interactions of CRs reaching PeV energies, we expect neutrinos with energies up
to ∼ 102 TeV. One major detection technique for high-energy neutrinos is based on the
radiation of optical Cherenkov light produced by relativistic charged particles. For example,
the charged current interaction of muon neutrinos with nucleons (N), via deep inelastic
scattering:

νµ + N → µ− + X. (4)
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This interaction is utilized by IceCube, currently the largest optical Cherenkov neutrino
detector located at the South pole, which has the ability to detect neutrinos above 100 GeV
[77]. Because of the low interaction rate of high-energy neutrinos, the detector has to be large
enough to allow neutrino interactions. The IceCube detector monitors one cubic kilometer of
clear Antarctic ice via an array of optical modules containing photomultiplyer tubes. When
the interaction shown in (4) happens, the muon loses energy through bremsstrahlung, pair
production, and photo-nuclear interactions in the ice [78]. As the muon passes through the
detector, the muon and secondary particles from its interaction with matter leave traces of
Cherenkov light, which allows to reconstruct the neutrino event with an angular resolution
of typically ≤ 1◦ [79]. Furthermore, IceCube also detects Cherenkov light of hadronic
cascades resulting from neutral current events of any-flavor neutrinos and the charged current
event of electron neutrinos. The reconstructed angular resolution of cascade events is around
10◦ − 15◦ [80].
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T R A N S P O R T E Q U AT I O N A N D D I F F U S I V E S H O C K
A C C E L E R AT I O N

To unravel the mystery of how CRs are accelerated up to PeV energies in the Galactic envi-
ronment, it is important to realize the possible mechanism that accelerates charged particles
efficiently. Diffusive shock acceleration (DSA) based on the theory of first-order Fermi
acceleration was discovered in the 1970s by several independent works [81–84]. Its success
in modeling galactic CR acceleration can be described for the following reasons: 1) It leads
to an power-law distribution CR differential spectrum; 2) It is an efficient mechanism to
accelerate charged particles; 3) The ingredients required for DSA to take place, shock and
plasma, are ubiquitous in the Galaxy.

In this chapter, we approach DSA, both, qualitatively and quantitatively. The layout of
this chapter is as follows. We dive into the quantitative discussion on CR diffusion in Section
3.1. Then, we introduce the mechanism of DSA in section 3.2 with a physical approach.
Thereafter in Section 3.3, the transport equation is introduced as a quantitative approach
to derive DSA. It is applied to a planar shock as an example. The impact of the boundary
conditions of the shock on particle acceleration is discussed in subsections 3.3.1 and 3.3.2.

3.1 C R D I F F U S I O N

The diffusive motion of CRs is a result of the scattering by irregularities in magnetic fields
[19]. In astrophysical environments, perturbations in the magnetic fields are often present,
such as hydrodynamic waves moving at the Alfvén speed [85]. Therefore, diffusion plays an
important role in CR transport and acceleration. CR diffusion is quantitatively described by
the diffusion coefficient D, which parameterized how fast a property (e.g. pitch angle, mo-
mentum, and replacement in space) of CRs changes over time. One can derive the diffusion
coefficient from the motion of a charged particle in a large-scale magnetic field B0 with a
perturbation δB. Detailed calculation can be found in e.g. Blandford & Eichler (1987) [44],
and Blasi (2013) [36].

The diffusion coefficient in space has a dimension of L2T−1. It describes how fast CR

12
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particles ‘spread’ over an area in space. The average diffusive area that a particle with a
velocity v diffuses over a time t is:

⟨d2⟩ ∼ λ(vt) = Dt , λ ≡ D
v

, (5)

where λ is defined as the diffusion length over which a particle travels before its pitch angle
changes significantly. The diffusion length can also be expressed as λ = vτ, where τ is the
diffusion time.

CR diffusion is efficient when the Larmor radius is comparable with the length scale of
the disturbance [86]. For CR resonant scattering in a three dimensional space with isotropic
velocity v, the spatial diffusion coefficient is [36]:

D =
1
3

v(vτ) ≃ 1
3

v2Ω−1

(
kP(k)
B2

0/8π

)−1

=
1
3

RLv
F (6)

where P(k) is the power spectrum of the turbulence, which describes the wave energy density
in the wave number range dk at the resonant wave number k. F is related to the power
spectrum and is defined as: F =

(
kP(k)
B2

0/8π

)
. The factor Ω equals to v/RL, and B0 is the

background magnetic field. In this project, we will investigate particle acceleration under
three different assumptions of the spectra of the turbulence in the plasma. They result in
different dependencies of the diffusion coefficients D(p) on the CR momentum p. F can be
approcimated in terms of Larmor radius and the coherence length Lc of the perturbed system:
F = ( Lc

RL
)1−δ. The detailed derivation can be found in Appendix. The coherence length Lc

is the largest scale at which the turbulence is injected. Therefore, the diffusion coefficient
can be rewritten as:

D(p) =
1
3

cRL(p)2−δLδ−1
c , (7)

where the value of δ depends on the assumption of the power spectrum of the turbulence.
Here, we explore the cases of Bohm diffusion (δ = 1), where the diffusion coefficient has a
linear dependence on momentum; Kraichnan diffusion (δ = 3/2) and Kolmogorov diffusion
(δ = 5/3) [87].

Bohm diffusion has the lowest value of diffusion coefficient at a given momentum. This is
called the Bohm limit [42, 88]. When particles with a momentum which lead to RL(p) = Lc

Bohm, Kraichnan and Kolmogorov diffusions become the same. For particles with larger
Larmor radii than the coherence length of the system RL(p) > Lc, the diffusion of particles
changes regime to small angle diffusion. All diffusions start to follow: D(p) ∝ p2.

3.2 T H E M E C H A N I S M O F D S A

The essential ingredient for DSA is a shock wave. A shock wave is a propogation of dis-
turbance in a medium faster than the sound speed. It is characterized by an abrupt change
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in pressure, temperature, and density of the medium [19]. Shocks are common in several
scales in the astronomical environment. The nearest case is the Earth’s bow shock and the
interplanetary shock [89, 90]. They are also found in SNR [86, 91], young stars [92], pulsars
[93], planetary nebula [94], active galactic nuclei (AGN) [95], merging galaxy clusters [96],
etc. The following is focused on the important properties of a shock and how charged
particles can be accelerated at a shock.

Under the condition of an ideal gas, the sound speed in a medium is:

cs =

√
∂P
∂ρ

=

√
γkBT

µ
, (8)

where P, ρ, and T are the pressure, density, and temperature of the gas respectively. kB is the
Boltzmann constant, γ is the adiabatic index, and µ is the mean molecular weight. When a
shock propagates in a medium, the shocked fluid gets compressed and heated up. The sound
speed in the shocked fluid increases and thus the fluid becomes subsonic. Discontinuities of
the temperature, pressure, and density arises in the post-shock and the pre-shock material. In
the rest frame of the shock front, a shock is described as an upstream medium moving towards
the shock front and a downstream medium moving away from the shock. The upstream and
downstream regions are separated by the discontinuity: the shock. A sketch of a planar shock
is shown in Fig. 4. The strength of the shock is determined by the Mach number, where

M =
vs

cs
, (9)

where vs is the velocity of the upstream fluid in the reference frame of the shock.

The connections in the upstream and downstream properties are studied by applying the
equations describing an ideal fluid to a shock configuration, which includes the continuity
equation, the equation of motion, and the conservation of energy. The result shows the
upstream and the downstream properties depend only on the Mach number M and the fluid
adiabatic index γ. For a shock with upstream properties u1, ρ1, P1, T1, and u2, ρ2, P2, T2 in
the downstream, the condition of the discontinuity is described by the following:

u1

u2
=

(γ + 1)M2

(γ − 1)M2 + 2
=

ρ2

ρ1
, (10)

P2

P1
=

2γM2 − (γ − 1)
γ + 1

, (11)

T2

T1
=

(2γM2 − (γ − 1))((γ − 1)M2 + 2)
(γ + 1)2M2 . (12)

This set of relations is called the Rankine-Hugoniot jump conditions [97]. The shocked
medium has a lower velocity, but higher pressure, density, and temperature compared to
the pre-shock material. In the case of a strongest possible shock where M → ∞ of a
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monoatomic gas (γ = 5/3), the compression in velocity is u1/u2 = 4. For a diatomic
gas (γ = 7/5), u1/u2 = 7. It indicates that the higher the adiabatic index, the harder to
compress the medium in a shock.

The original idea by Enrico Fermi on particle acceleration is based on the reflection of
charged particles on a magnetized plasma moving at a velocity V in the galactic frame
[98]. Each of such encounters leads the particle to gain or lose energy depending on their
relative velocity. On average, a particle gains an energy fraction proportional to β2 (β = V

c )
during each encounter. This is therefore called second-order Fermi acceleration [98]. The
original theory suggested interstellar clouds as the main sources of the ‘magnetic mirrors’.
However, since the random velocities of interstellar clouds are small, which are in the order
of β ≤ 10−4, the acceleration mechanism is therefore relaticely inefficient [19].

The efficiency enhances significantly in a scenario when there are only head-on collisions.
Particles only gain energy at the accelerator, and the average energy fraction gain per en-
counter is proportional to β. This is called the first-order Fermi mechanism, which is the
theory adopted in DSA. DSA is characterized by a series of scatterings across a shock propa-
gating in a medium [83]. The magnetic turbulence in the plasma causes the charged particles
to diffuse on both sides of the shock. As a result, the average CR velocity on either side of
the shock front is zero relative to the local flow. Therefore, the charged particles both in
the rest frames of the upstream and downstream fluid perceive the fluid on the other side of
the shock arriving against them. Particles with Larmor radii larger than the thickness of the
shock can diffuse across the shock front. Each time when a particle travel from the upstream
region to the downstream and returns, it gains a certain amount of energy.

We consider a particle that enters the shock from the upstream with an incident angle
θin relative to the direction of the shock velocity U, and exits the downstream from an angle
of θout. The upstream and downstream relative velocity is V, which for a strong shock is
V = (3/4)U. Assuming the energy of the shock is unaffected by the ’collision’ with a
particle and the ’collision’ is elastic, in the reference frame of the downstream, the particle’s
energy does not change as it enters and exits, which equals to:

E′ = γV E(1 − β cos θin/out), (13)

where, β = V/c, and γV is the Lorentz factor of the relative velocity. The primed quantities
in this discussion are measured in the shock frame. Transforming from the downstream to
the Galactic frame, the energy of the exited particle in the upstream becomes:

Eu = γV E′(1 + β cos θ′out). (14)

The change in energy of the particle from each cycle is:

∆E
E

=
Eu − E

E
= γ2

V
(1 − β cos θin)(1 + β cos θ′out), (15)



3.3 T R A N S P O RT E Q UAT I O N A N D D S A 16

Because both the incident particles and the exiting particles are isotropic due to diffusive
scattering. The following results holds from averaging the angles in between 0 and π

2 :

⟨cos θin⟩ ≃ −2
3

⟨cos θ′out⟩ ≃
2
3

. (16)

The shock is assumed to be non-relativistic, thus γV = 1. With Eq. (15), the average energy
gain the particles experience per cycle (from the upstream to downstream and back) is:〈

∆E
E

〉
≃ 4

3
β. (17)

The energy fraction gain is linear to the relative upstream and downstream velocity V.

Note that the energy gain in Eq. (17) is counted per cycle. Particles with high enough
energy escape the shock and do not get accelerated again. Before they escape, they experi-
ence multiple cycles of acceleration. After n cycles, a particle’s energy change is ∆ E ∝ βn.
We can reform this relation to connect the energy of an accelerated particle to its initial
energy: E = E0αn, where α is the fractional change in each cycle, and E0 is the initial energy
of the particle. From Eq. (17), it can be obtained that α = 4/3β + 1. We then assume a
probability P that a particle survives an acceleration cycle and remains in the acceleration site.
For a starting population N0 of charged particles, after n cycles of acceleration, we expect a
remaining population N = N0Pn. Therefore, the distribution of the number of particles per
energy can be derived:

N(E)dE ∝ E−γdE, (18)

where γ = 1− (ln P/ ln α). Based on the argument by Bell (1978), particles at the shock are
injected at the rate of 1

4 Nc, where c is the speed of light [83, 99]. In the downstream, particles
are advected away at the rate of 1

4 NU. This yields a surviving probability of P = 1 − U/c
[19, 83]. The power-law index γ can then be estimated:

γ = 1 − ln P
ln α

= 1 − ln(1 − U/c)
ln(1 + U/c)

≃ 1 − −U/c
U/c

= 2 (19)

Thus, a power-law distribution with an index of -2 is obtained from DSA.

3.3 T R A N S P O RT E Q UAT I O N A N D D S A

The dynamics of CRs can be approached statistically using the Fokker-Planck formalism [70].
This leads us to a transport equation that we can apply to different astrophysical systems to
investigate the CR transportation and acceleration as we will see in the following examples
and Chapter 4. The distribution of CRs is described in terms of phase space density f (z, p, t)
(in 1D) in this formalism. It is related to the total number of CRs NCR at a time t in the
following way: ∫

d3z
∫

dp 4πp2 f (z, p, t) = NCRs(t), (20)
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where p is the CR momentum, and here we study the one dimensional transportation in the
axis of z. The phase space density f (z, p, t) describes information on how CR particles are
distributed in space, time, and momentum space.

To describe CRs in a moving plasma, the transport equation is expressed in the Galac-
tic frame. In 1D, it is written as ( the detailed derivation can be found in Blandford & Eichler
(1987) [44]):

∂ f
∂t

+ u
∂ f
∂z

=
∂

∂z

[
D

∂ f
∂z

]
+

1
3

(
∂u
∂z

)
p

∂ f
∂p

+ Q − L, (21)

where u is the velocity of the plasma. The terms Q and L are the injection term and the loss
term of CRs respectively. They act like a ’source’ and a ’sink’ of CRs in the system. Under
the case of particle acceleration, term Q allows a mechanism that picks up a fraction from
the thermal distribution of particles from the plasma and accelerates them to the non-thermal
population. In the case of DSA, particles are only injected at the location of the shock front.
The loss term L takes into account the scenario that there can be catastrophic energy losses
leading to reduction in the CR population in the system. The first term on the left-hand-side
of Eq. (21) is the time evolution term of CR phase space density; the second term is due to
the advection of the plasma. On the right-hand-side, the first term is due to the diffusion of
CRs; the second term describes the adiabatic energy loss of CRs in the moving plasma.

3.3.1 Example 1: Infinite planar shock

In the following, we will apply the transport equation (Eq.(21)) to a strong shock in order to
quantitatively study DSA. Let us assume a planar shock as shown in Fig.4. The plasma in
the upstream region has a constant velocity of u1 and the downstream region has a constant
velocity of u2. We aim to obtain the phase space density f (z, p) of accelerated particles.
We assume the system to be stationary ( ∂ f

∂t = 0), and the diffusion coefficient is spatially
constant in the whole system.

We assume no catastrophic loss of CRs in the system. Therefore, the loss term L = 0.
To have DSA, we need particles with Larmor radius larger than the thickness of the shock to
penetrate through the shock front from the downstream region and get accelerated. These
particles usually correspond to the ones with energies in the high-end of a thermal Maxwell
distribution. The injection term Q(z, p) allows such mechanism to take place at the shock.
Let’s introduce an injection fraction ηin, representing the fraction of the particle picked up
from the thermal plasma at the shock front and accelerated. The injection of particles happens
only to those with a momentum pin, and only at the location of the shock front. Therefore,
the injection term Q(z, p) is in the following form:

Q(z, p) = ηin
n1u1

4πp2
in

δ(p − pin)δ(z) (22)
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where n1 is the particle number density in the upstream region right before the shock, and u1

is the upstream velocity. Let f1(z, p), fsh(p) and f2(z, p) be the phase space density in the
upstream region, at the shock, and in the downstream respectively. Since f (z, p) describes
the accelerated particles which are injected at the shock front, it is expected be continuous
across the shock. Therefore, we have the boundary condition:

f1(0, p) = fsh(p) = f2(0, p). (23)

We work under the assumption that the downstream region is homogenized due to the
strong magnetic turbulence, namely ∂ f2(z, p)/∂z = 0. The phase space density in the
downstream f2(z, p) is spatially constant and is equal to fsh(p). Furthermore, there is no
particle distribution and flux infinitely far in the upstream:

f (−∞, p) = 0. (24)

The solution can be found by integrating Eq. (21) first over the upstream region from −∞
to 0; and over a infinitesimal region across the shock from −ε to +ε to obtain fsh(p). The
solution to the CR upstream phase space density is:

f1(z, p) = fsh(p) exp
(

u1

D(p)
z
)

. (25)

By intergrating across the shock front, we obtain:

fsh(p) = S
(

pin

p

)S ηn1

4πp3
in

, (26)

where S depends on the compression ratio (r = u1
u2

) at the shock: S = 3u1
u2−u1

= 3r
1−r . The

phase space density at the shock front shows the acceleration of particles in the system. As
shown in Eq. (26), fsh(p) is a power-law distribution with a slope of −S. The setup of a
strong shock (M ≫ 1) yields S = 4, which means fsh(p) ∝ p−4. With an estimate of the
energy of relativistic particles E = pc, the following relation is derived:

dN
dEdV

= f (E) ∝ p2 fsh(p) ∝ E−2. (27)

Where, f (E)dE = 4πp2 f (p)dp. The solution of an infinite planar shock leads to a power-
law spectrum of accelerated particles in agreement with the spectrum we derived from the
previous section. However, there are some impractical aspects of this model. From the
power-law of the phase space density fsh(p) ∝ p−4, the following relation of the CR energy
density ϵ with CR momentum is obtained:

ϵ ∝
∫

dp p3 fsh(p) ∝ ln p. (28)

Since there is no maximum energy, the energy density diverges logarithmically with CR
momentum under the setting of a strong shock. Furthermore, in an infinite sized shock, the



3.3 T R A N S P O RT E Q UAT I O N A N D D S A 19

Figure 4: Illustration of an infinite planer shock: the shock front is located at z=0. u1 and u2 are
upstream and downstream velocity respectively.

particles got injected into the system can not have a large enough Larmor radius to escape.
With the continuous injection without any way to escape, an infinite amount of particles are
trapped in the shock eventually. The trapped particles in a infinitely large system that lasts
forever will keep getting accelerated to infinitely high energy. The stationary assumption
therefore does not hold. To improve the model, we set a free escape boundary at radius z∗ in
the upstream region to allow accelerated particles to escape. The procedure and result will be
presented in the next subsection.

3.3.2 Example 2: Planar shock with a Free Escape Boundary

Let us consider a system where the downstream region is the inside of the shock so that
particles are only allowed to escape from the upstream region. In this case, we allow a free
escape boundary at z = z∗ in the upstream. At the free escape boundary:

f (z∗) = 0, (29)

there is no particle present. Beyond the point z∗, CRs are free to escape the system and would
not return to the shock front to be accelerated again. We keep the assumptions that the system
is stationary ( ∂ f

∂t = 0) and CRs in the downstream region are homogenised throughout the
space ( ∂ f2

∂z = 0).

We now apply again the transport equation (Eq. (21)) to the finite shock setup. Solve
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the equation in upstream, and across the shock. The phase space density of accelerated
particles in a finite shock is:

f1(z, p) = fsh(p)
exp

(
u1

D(p)z
)
− exp

(
u1

D(p)z∗
)

1 − exp
(

u1
D(p)z∗

) . (30)

The solution at the shock front becomes:

fsh(p) =
n1η

4πp3
in

S
(

pin

p

)S
exp

−S
∫ p

pin

1
p

1

exp
(
− u1

D(p)z∗
)
− 1

dp

, (31)

where S has the same definition as before (S = 3u1
u2−u1

). Comparing to the solution for
the finite shock (Eq. (31)) with that for the infinite shock setup (Eq. (26)), the presence
of a free escape boundary introduced an exponential term to the power-law distribution.
This leads to a maximum energy that particles get accelerated to at the shock. Once a
particle gains a large enough energy, it has a high probability to escape the system from
the upstream and would not travel back again to get accelerated. The diffusion length
λ = D(p)/u1 at the maximum momentum pmax is within the same order of magnitude
as the escape length which in this case is |z∗|. As shown in the shock solution Eq. (31),
the exponential cut-off is regulated by the ratio of the escaping length and the diffusion length.

Figure 5 shows the phase space density of accelerated particles at the shock front (z=0)
under Bohm, Kraichnan and Kolmogorov. The result is obtained for the parameters stated
in Table 1. The phase space densities under the three types of diffusion follow a power-
law distribution of a slope of -2 at low energies and get suppressed after a certain energy.
When fsh(p) drops one e-fold, we define the corresponding momentum as the maximum
momentum pmax (which corresponds to the maximum energy Emax of particles from the
acceleration). The phase space density of accelerated particle of energy E at the shock follows
approximately e−E/Emax . Comparing all three cases of diffusion, the accelerator is the most
efficient at accelerating particles under Bohm diffusion. The Bohm diffusion coefficient has
the lowest value and increases the fastest as momentum increases. Particles get accelerated
to the highest energy and its phase space density gets suppressed the strongest at the cut-off
energy. In the case of Kolmogorov, the diffusion coefficient has the highest value and grows
at a slower rate as momentum increases. As a result, the particles gets accelerated to the
lowest maximum energy with the mildest cut-off from the power-law distribution around
Emax.

Figure 6 shows the spatial distribution of accelerated particles in the upstream region. The
phase space density of particles with low momentum (p ≪ pmax) and high momentum
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u1 108cm/s
pin 1GeV/c
z* 1pc
Lc 1pc
B 100µG

Table 1: Benchmark parameters used to plot the solution of accelerated particle phase space density in
a finite planar shock shown in Fig. 5 and Fig. 6
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Figure 5: Spectra of CRs at the wind termination shock under scenario A. Three types of diffusion
are compared: Bohm (blue), Kraichnan (margenta), and Kolmmogorov (yellow). The
acceleration at the wind termination shock is the most efficient under Bohm diffusion.
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Figure 6: Finite shock phase space density in the upstream region normalized to which at the shock
at different momentum. The horizontal axis shows the distance from the shock front in
the upstream region. The shock is located at 0 and the escape boundary is z∗ is at 1 pc.
Low energy particles (left panel) and high energy particles (right panel) are compared. Low
energy particles are mostly confined around the shock, while high energy particles diffuse
further against the wind.

(p = pmax and p = 3pmax) under the three cases of diffusion are compared. The vertical
axis shows the phase space density normalized to that at the shock, and the horizontal axis is
the distance from the shock front in the upstream region. As shown in the plot on the left, the
distribution of low energy particles vanishes very quickly around the shock location. On the
other hand for high energy particles shown in the plot on the right, particles diffuse further
against the upstream velocity and get suppressed at 1pc due to escape. It indicates that the
low energy particles get mostly confined around the shock, while the high energy particles
can diffuse far enough that the possibility that they diffuse back to the shock front and get
further accelerated is negligible. The diffusion length for particles at Emax is comparable to
the size of the system. The larger the diffusion coefficient, the longer the diffusion length
thus the further a particle travels in the upstream region.
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C O S M I C R AY A C C E L E R AT I O N AT S TA R C L U S T E R S

In this chapter, we specialize the DSA process in the context of the wind bubble inflated by a
star cluster. We do so by solving the transport equation in 3D in a similar way as presented
in the previous chapter for the case of the infinite planar shock. We eventually obtain not
only the spectrum of accelerated particles, but also the spatial dependence of the phase space
density of the accelerated particles at the source. This chapter is organized as follows: in
Section 4.1, we describe the evolution and the structure of the star cluster inflated wind
bubble; Section 4.2 introduces the profiles of the wind bubble linked to particle acceleration;
Section 4.3 and Section 4.4 are devoted to the solution of the transport equation applied to
two assumptions of the model of the wind bubble and the techniques used in solving the
problem; the final Section 4.5 discusses the semi-analytical solution of the acceleration of
particles and their spatial distribution. For some benchmark values of properties of the wind
bubble, we compare the efficiency of acceleration at the shock under Bohm, Kraichnan, and
Kolmogorov diffusion. The spatial distribution of high and low energy CRs inside the wind
bubble are also investigated.

4.1 S TA R C L U S T E R B U B B L E S T RU C T U R E

Massive young star clusters are those systems hosting a large number of young stars such as
OB and Wolf-Rayet stars localized in a compact parsec-sized region. Such cluster is typically
younger than ∼ 10 Myr and has a total stellar mass of ∼ 104 M⊙ [100]. The intense activities
of these young massive stars result in a strong stellar wind which at a sufficient large distance
becomes collective and approximately spherically symmetric [61]. The wind blows material
into the surrounding interstellar medium steadily and creates a cavity in the medium, which is
called a star cluster wind bubble. The wind bubble goes under several stages in its evolution
until the wind bubble becomes a pressure confined bubble when the internal pressure is
comparable with that of the external ISM.

At an early stage of the evolution, since the swept-up interstellar medium mass is not
comparable to the wind mass, the wind bubble is in a free expansion stage. Due to the high
Mach number of the plasma, two shocks form as the bubble expands. A forward shock forms
at the contact surface of the out-blowing wind and the ambient interstellar medium. It shocks

23
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Figure 7: Star cluster wind bubble structure: The central region is the star cluster. Rsh, Rcd, and R f s

are the radii of where wind termination shock, contact discontinuity and the forward shock
are located respectively. u1 and u2 are the upstream and downstream wind velocity.

the interstellar medium as it travels outward. A reverse shock forms which travels back
into the wind in the wind reference frame. It is therefore called the wind termination shock
forming within the out-blowing wind. The shocked interstellar medium and the shocked
wind are separated by a contact discontinuity. So the wind bubble has evolved into a layered
structure as shown in Fig. 7.

The shocked wind and the shocked ISM regions are initially radiative via thermal bremsstrahlung
and turns non-radiative before the swept-up mass dominates the wind mass. When the wind
bubble is non-radiative, it expands and cools adiabatically. The different cooling times of
the shocked ISM and the shocked wind material result in the different expansion rates of the
locations of the wind termination shock Rsh, and the forward shock R f s. The cooling time is
t ∼ 104 yr for the shocked ISM, and is t ∼ 107 yr for the shocked wind. The cooling time of
the shocked wind is comparable to the age of such a wind bubble [101, 102]. Therefore, for
most of the lifetime of a wind bubble, it stays in a configuration with a radiative shocked ISM
at the outer layer, and an adiabatic wind region. Since the shocked ISM becomes cool and
radiative, while the wind region keeps expanding adiabatically, the shocked ISM eventually
gets compressed to a thin shell. Therefore, one can assume that approximately the locations
of the contact discontinuity and the forward shock are the same Rcd ≈ R f s.

The star cluster that creates such a wind bubble is compact and contains up to ∼100-1000
stars in a radius of a few parsecs. The radius of the star cluster Rc is negligible compared to
the location of the wind termination shock (Rsh ≫ Rc). [103, 104]. McKee and Koo (1992)
[101] introduced a model describing the evolution of the locations of the wind termination
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shock and the forward shock as a function of the age of the wind bubble and the wind
luminosity:

Rsh = 23(
Lw

3
38

n3
0v5

in8
)1/10t2/5

6 pc, (32)

Resc = 66(
Lw38

n0
)1/5t3/5

6 pc. (33)

Here t6 is the age of the system in the unit of 106 yrs; n0 is the hydrogen nuclei number
density the unit of cm−3; vin8 is the wind velocity in the unit of 108 cm s−1; and Lw38 is the
wind Luminosity in units of 1038 erg s−1. The wind luminosity is determined by the wind
velocity and mass loss rate, which is the rate of mass injected by the wind into the bubble:

Lw =
1
2

Ṁu2
1. (34)

Assuming the age of the system to be 1 Myrs, a number density of hydrogen nuclei of
n0 = 10 cm−3 in the surrounding interstellar medium, with a wind velocity of u1 =3000 km
s−1 and a mass loss rate of Ṁ = 10−4 M⊙ yr−1, the location of the wind termination shock
according to the model is at Rsh ≈ 9 pc and the escape boundary is at Resc ≈ 51 pc. This
estimation shows that the wind bubble is dominated by the shock wind region. To further
study the DSA of CRs in the wind bubble, properties such as the magnetic field and the shock
condition need to be explored.

4.2 S TA R C L U S T E R P RO F I L E S

Both of the expanding velocities of the wind termination shock and the forward shock are
slow compared to the wind velocity. The forward shock moves outwards in a velocity of
few tens of km s−1[18], while the wind velocity is few 103 km s−1. Since the timescales
regulating the acceleration and transportation of CRs are small compared to the dynamical
time of the system, the particle acceleration can be treated as stationary. The time dependent
part of the transport equation (Eq. (21)) is therefore neglected. We assume that the bubble
structure of the star cluster is spherically symmetric, depending only on radius r. The
transport equation can be written in the form:

r2ur
∂ f
∂r

=
∂

∂r
[r2D

∂ f
∂r

] +
1
3

p
∂ f
∂p

∂

∂r
r2ur + r2Q. (35)

The injection term Q is similar to the previous chapter:

Q(r, p) =
ηinn1u1

4πp2
in

δ(p − pin)δ(r − Rsh), (36)

where, we only allow injection of particles of a momentum pin at the wind termination shock
location Rsh. The injection efficiency ηin corresponds to the fraction of the incoming particle
flux u1n1 taking part in the acceleration. Therefore, CRs are injected at a total rate of:

dNCR

dt
= 4πR2

sh(ηinu1n1) (37)
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The problem is effectively one dimensional. The center of the wind bubble (r=0) is the
location of the star cluster, for which we ignore the size and treat it as point-like. Particles
are picked up by the wind termination shock from the wind region and are accelerated at Rsh.
Between the star cluster and the wind termination shock Rsh is the upstream of the shock.
From the wind termination shock surface to the contact discontinuity where the shocked
wind contacts with the shocked ISM is the downstream region of the shock. Because of the
thin layer of the cold shocked ISM, we treat R f s ≈ Rcd. In the following calculation, we
will consider two different scenarios of boundary conditions at the forward shock:

A) We assume a free escape boundary of particles at R f s. Thus we have R f s ≈ Resc ≈ Rcd

(see Fig. 7). At Resc, CRs are free to escape the system. We will thus obtain a solution of the
CR phase space density in the upstream and the downstream regions of the wind bubble, and
at Resc, the phase space density is set to 0 due to the free escape boundary.

B) We investigate a more physical setup by considering the swept up ISM in between
the contact discontinuity Rcd and the forward shock R f s; and the ambient ISM surrounding
the wind bubble. With this improvement to the model, the CR phase space density and flux
are continuous at R f s. The solution will include not just the upstream and downstream re-
gions in the interior of the wind bubble, but also the dense cloud surrounding the wind bubble.

The wind termination shock is a strong shock with a large Mach number (M ≫ 1). The
upstream properties and the downstream properties are connected via the Rankine-Hugoniot
jump conditions. The velocity profile of the wind is:

u(r) =

u1 = vw 0 < r < Rsh,

u2(r) =
u1
4 (

Rs
r )

2 Rsh < r < Resc.
(38)

The wind velocity u1 = vw is approximately constant in the upstream region. While in the
downstream region, the shocked wind is adiabatic and its velocity decreases proportional to
its radial distance squared. Right across the wind termination shock Rsh, the property of the
jump condition on velocity in a strong shock is preserved: u2(Rsh) =

1
4 u1.

Another important wind property is its mass loss rate Ṁ. The mass density of the wind ρ1(r)
depends on the mass loss rate Ṁ and wind velocity in the upstream region. The downstream
mass density is then related to the upstream density at the shock via the jump condition.
The downstream region is adiabatic and subsonic, thus the mass density is constant. The



4.2 S TA R C L U S T E R P RO F I L E S 27

following expression shows the density of the wind region and the shocked wind region
respectively:

ρ(r) =

ρ(r)1 = Ṁ
4πr2u(r) 0 < r < Rsh,

ρ(r)2 = 4ρ1(Rsh) Rsh < r < Resc.
(39)

In the upstream region, we assume that magnetic turbulence is generated with field strength
determined by the condition that part of the wind kinetic energy into energy stored in the
magnetic field. The magnetic field strength affects the diffusion coefficient of particles, which
in turn regulates the acceleration and transport of high energy particles in the system. The
parameter ηB gives the efficiency of the energy transfer from mechanical energy to energy
stored in the magnetic field. The upstream magnetic field strength B follows the relation:

B2

8π
= ηB

1
2

ρu2. (40)

Here, the left-hand-side is the mechanical energy times the efficiency coefficient of energy
transfer, and the right-hand- side is the energy stored in the magnetic field. Using Eq. (39),
the magnetic turbulence in terms of radius in the upstream is:

B1(r) =
1
r
(ηBṀu1)

1/2. (41)

In the downstream region, the magnetic field is compressed in two dimensions by the shock
surface, so that the compression factor in the downstream is

√
11 and stays constant in the

downstream region [18]. Let B2 be the magnetic field in the downstream. The relation is:

B2 =
√

11B1(Rsh). (42)

The compression in magnetic field introduces differences in the upstream and downstream
diffusion coefficient. By applying Eq. (42) to Eq. (7), the diffusion coefficient in the upstream
and downstream can be written as:

D(r, p) =


D1(r, p) = 1

3

(
pc

qeB1(r)

)2−δ
cLδ−1

c 0 < r < Rsh,

D2(p) = 1
3

(
pc

qe
√

11B1(Rsh)

)2−δ
cLδ−1

c Rsh < r < Resc.
(43)

Here, Lc is the coherence length, which is the largest scale of turbulence. We assume
that Lc is comparible to the size of the star cluster. The index δ varies depending on the
assumption of the power spectra of the turbulence in the system. In the following calculation,
Bohm, Kraichnan, and Kolmogorove are investigated, which correspond to δ =1, 3/2, 5/3
respectively. Because of the compression of magnetic field at the shock, the diffusion
coefficient of particles is smaller in the downstream region than in the upstream region at the
same particle momentum. For the case where we also consider the ISM outside of the wind
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bubble, the CR diffusion in the ISM follows the Galactic diffusion coefficient. Therefore, the
diffusion coefficient outside of the wind bubble is expressed as:

D3(E) = 3 × 1028

(
E

GeV

1/3
)

cm2

s
, (44)

where E is the CR energy in GeV corresponding to the CR momentum p.

4.3 S O L U T I O N O F S C E N A R I O A

4.3.1 Upstream Region

The upstream region extends from the origin of the collective wind r = 0 to the wind
termination shock at r = Rsh. Due to the spherical symmetry of the system, the net flux at
the center r = 0 is zero, which means that the diffusion flux D1(0, p) ∂ f1

∂r and the advection
flux u1 f1 cancels out at r = 0. Due to continuity, at the wind termination shock Rsh, the
upstream CR phase space density is normalized to which solved at the shock. Therefore the
boundary conditions of the upstream region (0 < r < Rsh) are:[

D1(r, p)
d f
dr

− u1 f1(r, p)
]

r=0
= 0, (45)

f (r = Rsh, p) = fsh(p). (46)

Now the transport equation in the upstream region reads:

r2u1
∂ f1(r, p)

∂r
=

∂

∂r

[
r2D1(r, p)

∂ f1(r, p)
∂r

]
+

1
3

p
∂ f1(r, p)

∂p
∂

∂r
(u1r2). (47)

Since injection of particles is only at the wind termination shock r = Rsh, the injection term
r2Q doesn’t enter. Therefore there are only the advection term, diffusion term and adiabatic
term describing the CR dynamics in the upstream. The upstream solution can be written in a
compact way as:

f A
1 (r, p) = fsh(p) exp

(
−
∫ Rsh

r

Ve f f (r, p; f1)

D1(r, p)
dr′
)

. (48)

The effective velocity Ve f f is introduced to simplify the form of the solution. It is defined as:

Ve f f (r, p; f1) = u1 +
G(r, p; f1)

r2 f1(r, p)
. (49)

The term G(r, p; f1) is a function of the solution f1(r, p), which is defined as:

G(r, p; f1) =
∫ r

0

∂

∂r′
(r′2u1)

1
3

f1(r, p)q̃(r, p; f1)dr. (50)
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Where, q̃ is also a function of f1(r, p):

q̃ = −d ln p3 f1(r, p)
d ln p

. (51)

So that Ve f f contains the information of the upstream wind velocity and adiabatic. Since
f1(r, p) is included in the upstream solution, the solution is implicit.

As shown in Eq. (48), the upstream solution depends on the solution at the shock, which
will be solved in section 4.3.3 from applying the transport equation to a infinitesimal region
across the wind termination shock. The implicit solution will be converged with a recursive
algorithm, and the final solution covering the whole wind bubble will be semi-analytical.

4.3.2 Downstream Region

The downstream region is the shocked wind region starting from the wind termination shock
Rsh to the contact discontinuity approximately at Resc. The shocked wind velocity in the
downstream slows down proportional to radial distance squared:

u2(r) =
u1

4

(
Rsh
r

)2

The adiabatic term in the transport equation vanishes because

∂

∂r

(
r2 u1

4
R2

sh
r2

)
= 0.

The injection term does not contribute in the downstream region because the injection is
localized at the wind termination shock. Then the transport equation has only two terms left:

r2u2(r)
∂ f2(r, p)

∂r
=

∂

∂r

[
r2D2(p)

∂ f2(r, p)
∂r

]
. (52)

The left-hand-side describes the advection due to wind, while the right-hand-side describes
the diffusion of particles. Therefore the downstream solution is determined by the competi-
tion of diffusion against advection.

There are two boundary conditions in the downstream region (Rsh < r < Resc). First,
the solution of the downstream phase space density at the wind termination shock equals the
solution at the shock, that we discuss in the next section. The second and third conditions are
based on the assumption of a free escape boundary at the contact discontinuity. At the free
escape boundary, the particle distribution is zero. Therefore, we have:

f2(Rsh, p) = fsh(p), (53)

f2(Resc, p) = 0. (54)
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Furthermore, we define the CR flux at the escape boundary to be the escape flux:

−D2(p)
∂ f2(Resc, p)

∂r
= jesc(p). (55)

After applying the boundary conditions, we arrive at the solution of the downstream region
of scenario A:

f A
2 (r, p) = fsh(p)

1 − eβ(r,p)

1 − eβ(Rsh,p)
, (56)

where, β(r, p) has the expression of:

β(r, p) =
R2

shu2(Rsh)

D2(p)

(
1

Resc
− 1

r

)
. (57)

The downstream solution is analytical and is normalized to the phase space density at the
shock. The exponents are regulated by the diffusion length of particles in the downstream
D2/u2, the location of the forward shock Resc, and the wind termination shock Rsh.

4.3.3 Shock Surface

Now, both the solutions for the upstream and downstream regions contain the solution at
the shock fsh(p). To solve the phase space density at the shock, we consider a infinitesimal
region across the shock in between Rsh + ε and Rsh − ε, where ε → 0. Since particles
are injected and accelerated at the shock, the injection term Q is included in the transport
equation. The transport equation now includes the advection term, the diffusion term, the
adiabatic term and the injection term:

r2u(r)
d f
dr

=
∂

∂r

[
r2D(r, p)

∂ f (r, p)
∂r

]
+

1
3

p
∂ f (r, p)

∂p
∂

∂r
[r2ur] + Q. (58)

We integrate Eq. (58) from Rsh − ε to Rsh + ε to solve the equation. The solution at the
shock fsh in scenario A is obtained:

f A
sh(p) =

(
pin

p

)S
S

ηinn1

4πp3
in

e−Γ1e−Γ2 , (59)

where Γ1 and Γ2 are regulated by upstream and downstream properties respectively:

Γ1 = S
∫ p′

pin

dp′

p′
G(r, p; fsh)

u1R2
sh fsh

, (60)

Γ2 = S
∫ p

pin

dp′

p′
u2(Rsh)

u1

1
1 − eβ(Rsh,p)

. (61)

where, α has the same expression as in the previous section. S depends on the shock condition
S = 3u1

u1−u2
. S = 4 for a strong shock, which leads the solution to follow the p−4 power-law

distribution. The exponential functions in Eq. (59) are regulated by upstream (Eq. (60)) and
downstream properties (Eq. (61)) ,respectively. Since the solution is implicit in the upstream
and at the shock, we introduce in the following the numerical method to find the solution.
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Figure 8: Iterative scheme taken to obtain the solution at the shock fsh(p) and f1(r, p). The iteration
start with the guess function G(0) = 0. The solution is obtained once fsh(p) and f1(r, p)
respectively converge.

4.3.4 Iterative Solution

The upstream solution depends both on itself, and the solution at the shock. While the
solution at the wind termination shock contains itself. The co-dependence are embedded in
fsh(p) (Eq. (59)), f1(r, p) (Eq. (48)); and the functions that are included in the expressions
of these solutions: G(r, p; f1) (Eq. (50)) and q̃(r, p; f1) (Eq. (51)). We can solve this set of
equation numerically via an iterative scheme shown in Fig. 8. We initiate the iteration with
the guess function G(0)(r, p; f1) = 0. With this choice, the 0th order solution at the shock
f (0)sh (p) can be analytically calculated. Then with f (0)sh (p) and the guess function G(0), we

can further calculate the 0th order upstream solution f (0)1 (r, p). Now we plug the 0th order

f (0)1 (r, p) into Eq. (51) and then Eq. (50). The first order q̃(1)(r, p; f (0)1 ) and G(1)(r, p; f (0)1 )

can be obtained. With which the solution at the shock is updated with the 1st order f (1)sh (p).
The iteration continues in the order as shown in Fig. 8 until the solution is converged. An
iteration scheme is developed in Python to perform this calculation.

To perform the calculation above, the constants that goes into the solution needs to be
numerically determined, which include: the upstream wind velocity u1, the wind mass loss
rate Ṁ, the conversion rate of the wind mechanical energy to the perturbation in the magnetic
field in the upstream region ηB, the injection efficiency ηin, and the coherence length of
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u1 3 × 108cm/s
Ṁ 10−4M⊙/yr
ηin 1.4 × 10−6

ηB 0.1
Lc 1pc

Tage 1Myr

Table 2: Constants used in numerical calculation of the CR phase space density in star clusters

turbulence Lc. With these constants, the downstream wind velocity u2(r), the locations of the
wind termination shock Rsh and the free escape boundary Resc, and the diffusion coefficients
D1(r, p) and D2(p) are calculated. The location of the wind termination shock Rsh and the
free escape boundary Resc are given by Eq. (32) and Eq. (33) according to the evolution
of the wind bubble with its wind luminosity and the age of the star cluster. The benchmark
values of the constants taken are summarized in Table 2, which are typical values for young
massive star clusters.

The phase space density of cosmic rays in the wind bubble is studied under three cases of
turbulence: Bohm, Kraichnan and Kolmogorov. The diffusion coefficients differs by their
dependencies on the particle momentum. Figure 9 shows the individual iteration steps of
the upstream solution at the shock location under Bohm diffusion. Note that at the shock,
f1(Rsh, p) = fsh(p). The iteration sharpenes the cut-off from the power-law distribution
and lowered the Emax. As shown in the figure, the solution converges after 10 iterations. We
check the converged solution numerically by inserting the solution of the upstream region
f1(r, p) back in to the expression of the transport equation Eq. (47). The equation can be
rearranged into the following form:(

r2u1 − 2rD(r, p)− r2 ∂D
∂r

)
∂ f
∂r

= r2D(r, p)
∂2 f
∂r2 +

2
3

p
∂ f
∂p

ru1. (62)

We calculated the two sides in Eq. (62) separately using the iterative solution, which are
consistent with the identity.

4.4 S O L U T I O N O F S C E N A R I O B

In this section, the solution is calculated for the improved model where the ISM outside the
wind bubble is also taken into consideration. We use the same method to solve the transport
equation as in the previous scenario, but with different boundary conditions at the forward
shock:

u2(R f s) f2(R f s, p)− D2(p)
d f2(R f s, p)

dr
= −D3(p)

d f3(R f s, p)
dr

, (63)

f2(R f s, p) = f3(R f s, p). (64)
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Figure 9: Iterations taken to obtain the converged solution at the shock fsh(p) under Bohm diffusion
for scenario A: The yellow line shows the 0 order solution with the guess function G(r,p)=0.
The black line is the solution after 20 iteration.

Here, f3 is the CR phase space density in the region of the ISM. Eq. (64) means that the CR
flux and phase space density is continuous at the forward shock. In the region outside of
the wind bubble, we assume that the CR phase space density and flux vanish at an infinite
distance:

f3(∞, p) = 0, (65)

D3(p)
d f3(∞, p)

dr
= 0. (66)

This model modifies the solution at the shock and in the downstream region due to the change
of the boundary condition at the forward shock. The solution in the upstream region does not
change its analytical expression compared to scenario A. The solution in the downstream
region is now:

f B
2 (r, p) = fsheβ(r,p)−β(Rsh,p) 1 + α(p)(e−β(r,p) − 1)

1 + α(p)(e−β(Rsh,p) − 1)
. (67)

Here, α has the form:

α(p) =
R f sD3(p)

R2
shu2(Rsh)

. (68)

The function β(r, p) in Eq. (67) is the same as that shown in Eq. (57), but with Resc replaced
by R f s (Resc = R f s). The zone outside of the wind bubble has a CR phase space density of:

f B
3 (r, p) = fsh

R f s

r
e−β(Rsh,p)

1 + α(e−β(Rsh,p) − 1)
. (69)
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It has a spatial dependence of f3(r, p) ∝ r−1. At a distance infinitely far away from the star
cluster, f3(∞, p) = 0. The solution at the shock is:

f B
sh(p) =

(
pin

p

)S
S

ηinn1

4πp3
in

e−Γ1e−Γ3 , (70)

Analogous to in the shock solution for scenario A (Eq. (59)), the exponents Γ1 and Γ3 are
regulated by upstream and downstream properties respectively. The exponent Γ1 is shown in
Eq. (60), and Γ3 is defined as:

Γ3 = S
∫ p′

pin

dp′

p′
u2(Rsh)/u1(1 − 1/α)

1/α − 1 + e−β(Rsh,p)
. (71)

The shock solution Eq. (70) compared to scenario A is slightly modified by Γ3 due to the
change in the downstream condition.

Similar to scenario A, the upstream solution and the shock solution are also implicit. There-
fore, the solution can be derived numerically using the same iterative scheme introduced in
Section 4.3.4 with the benchmark constants listed in table 2.

4.5 R E S U LT S

4.5.1 Scenario A

The full set of solutions describe the CR phase space density at any location inside the wind
bubble. Fig. 10 shows the spectra of CRs at the radius of the wind termination shock. The
phase space density of CRs is converted from momentum space to its corresponding energy
space using the following relation:

f (r, E) = f (r, p)4πp2
√

m2c4 + p2c2

pc2 . (72)

The new quantity f (r, E) has the unit of GeV−1cm−3. We investigate the acceleration of CRs
at the shock under the three cases of turbulence: Bohm, Kraichnan, and Kolmogorov. CRs at
the wind termination shock follow a power-law distribution up to around maximum energy
Emax, after which the CR spectra steeply falls as energy increases. Among the three cases
of turbulence, CRs get accelerated to highest energies under Bohm diffusion in comparison
to Kraichnan and Kolmogorov diffusion. With a wind speed of 3000 km s−1 and a mass
loss rate of 10−4M⊙/yr, particles can be accelerated to PeV energies under Bohm diffusion.
The maximum energy under Bohm diffusion is Emax = 1.5 PeV. Under Kraichnan diffusion,
Emax is 40 TeV and is 570 GeV for Kolmogorove diffusion. The exponential suppression
as the energy reaches Emax is the most rapid under Bohm diffusion and is the slowest under
Kolmogorov diffusion.
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Figure 10: Cosmic ray spectra times E2 at the wind termination shock under scenario A: the blue line
features the CR spectrum under Bohm diffusion, the yellow line is the spectrum under
Kraichnan diffusion and the magenta line is the spectra under Kolmogorov diffusion.

The different normalization of the spectra in Fig. 10 for Bohm, Kraichnan and Kolmogorov
is due to the injection efficiency ηin in the normalization factor in the solution at the shock
(see Eq. (59)): pS

inS ηinn1
4πp3

in
. The injection power ηin is calculated individually for different

turbulence under an assumption of the test-particle-regime of CRs. It is assumed that at
the shock location, the CR pressure reaches 5% of the wind ram pressure. Note that the
percentage of the CR pressure to ram pressure can be varied under the range that CRs in the
bubble do not play an active role in shaping the bubble properties. The assumption leads to
the following relation:

1
3

∫
dp4πp2pv(p) fsh(p) ≃ 5%ρ(Rsh)u2

1. (73)

To achieve the maximum injection efficiency under this limit, the efficiency ηin is tuned to
satisfy the condition that the CR pressure is equal to 5% of the ram pressure at the shock.
Due to the different solution of CR phase space density at the shock for Bohm, Kraichnan,
and Kolmogorov, ηin is different as well.

Figure 11 shows the spatial distribution of CRs with high energies (E = Emax) and CRs with
low energies (E = 10%Emax) for Bohm, Kraichnan, and Kolmogorov. The vertical gray line
denotes the locations of the wind termination shock (dotted) and the forward shock (solid).
The region before this line is the upstream region. The region in between the vertical lines
is the downstream region. In the upstream region, higher energy CRs can diffuse farther
against the wind. The population of the low energy particles are suppressed drastically in
the upstream region as going away from the shock against the wind. Most CRs get confined
around the shock location.
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Figure 11: CR phase space density spatial distribution plotted at different energies under three types
of diffusion for scenario A. The spatial distribution of high energy and low energy CRs are
compared. The dotted gray line and the solid gray line are the locations of Rsh and Resc

respectively. The solid lines represents the high energy particles at Emax, and the dashed
lines are CRs with 0.1 Emax

On the other hand, the downstream spatial distribution shows the effects of diffusion and
advection on high and low energy particles. The low energy particles show a flat distribution,
while the high energy particles are suppressed as the radius increases. Due to the larger effect
of advection of the wind compared to the diffusion of low energy particles, they are more
homogenized in the downstream. The diffusion and escape of high energy particles result in
a more suppressed spatial distribution in the downstream region.

4.5.2 Scenario B

In scenario B, where we also include the ISM outside of the wind bubble, we only investigate
CRs under Bohm diffusion, which is the most efficient case in accelerating particles as we
have discussed in Section 4.5.1. Fig. 12 shows the spectrum of CRs at the wind termination
shock. Compared to the spectrum based on scenario A, the modification in the shock solution
is not significant. The shapes of the CR spectra under the two setups are almost identical,
and the maximum energy of CRs stays around 1.5 PeV. Therefore, adding the region outside
the wind bubble does not have a substantial effect on the acceleration of CRs at the wind
termination shock.

The spatial distribution of CRs under Bohm diffusion in different regions is shown in Fig. 13.
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Figure 12: CR spectrum times E2 at the shock under Bohm diffusion for the model including the
outside ISM region. We compare the spectra obtained under scenerios A and B is for Bohm
diffusion. No significant difference between the two solutions are visible.

The phase space density is normalized to that at the wind termination shock (vertical dotted
line), and they are compared at 100 TeV, 1.5 PeV (Emax), and 2 Emax. The upstream region
solution stays the same as in scenario A. The modification in the boundary condition at the
forward shock now has a non-zero phase space density beyond R f s. According to scenario
A, the low energy particles have a more homogenized distribution in the downstream region
because of the larger effect due to the advection of the wind compared to the diffusion of
CRs. At the forward shock, the CR phase space density dropped 3-4 orders of magnitude
compared to that at the shock and continuous into the ISM at r > R f s. Regardless of CR
energy, in the region outside of the wind bubble, the phase space density decreases with the
distance from the star cluster as f3(r, p) ∝ 1

r .
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M U LT I M E S S E N G E R I N V E S T I G AT I O N

The CR phase space density calculated in a star cluster wind bubble supports that star clusters
are plausible candidate Galactic PeV-atrons. The diffusive nature of CRs makes it challenging
to probe the model via CR observations. Thus, we aim to relate the high-energy CRs in
star clusters to the emissions from proton-proton (p-p) interactions when CR protons collide
with the surrounding protons. In this chapter, we focus on the estimations of neutrino and
gamma-ray productions at the source from CR interaction in the wind bubble in section 5.1,
and the prediction of neutrino flux arriving on Earth in Section 5.2. The investigation of
gamma-ray and neutrino emissions from specific sources and their observational aspects are
discussed with the result.

5.1 P R E D I C T I O N O F N E U T R I N O P RO D U C T I O N AT S O U R C E

In a star cluster wind bubble and its vicinity, neutrinos are produced through p-p interactions
of CRs with the wind matter and the interstellar medium outside of the bubble. We calculate
the neutrino and gamma-ray productions under the two scenarios discussed in Chapter 4:
A) only the interior of the wind bubble is responsible for producing neutrinos; B) on top of
the neutrino production from the wind bubble, the interactions of CRs with the surrounding
shocked ISM and ambient ISM also contribute to the neutrino and gamma-ray emissions.
The neutrino emission at the source of the two models will be compared and the contribution
from different regions will be studied.

5.1.1 The Target Material at Star Clusters

The interaction rate of one CR proton with the surrounding matter is proportional to the target
density n, the cross section of the p-p interaction σpp, and the CR proton velocity v ( v ≈ c
for relativistic particles):

rate = n(r)σ(p)v(p). (74)

The target number density n(r) is the only factor that has a radial dependence in Eq. (74).
Assuming the target material is solely protons, the number density of target proton is related
to the target mass density in the following way: n(r) = ρ(r)/mp. The left panel of Fig. 14

39
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Figure 14: The target mass density under two scenarios are compared. Under scenario A (left panel),
only the mass density in the upstream and downstream regions of the wind are considered.
The gray solid line is the location of Rsh, and the dotted solid line is the location of
Resc. Under scenario B (right panel), three main regions of target material are taken into
consideration: the wind region (upstream and downstream of the wind), the compressed
ISM, and the ambient ISM. The location of the different regions are divided by the vertical
lines at different radius. The upstream region is before Rsh (gray solid line); the downstream
region is in between Rsh and Rcd (dotted orange line); the compressed ISM region is in
between Rcd and R f s (dotted pink line); and the ambient ISM is in between R f s and Rcloud

(dotted green line).

shows the target mass density inside the wind bubble which is applied to the calculation of the
neutrino production under scenario A. The mass density ρ(r) of the plasma in the upstream
region depends on the wind mass loss rate Ṁ the wind speed u1 (see Eq. (39)). Comparing
to the target number density in the upstream region, the downstream target number density is
larger by a factor of 4 at Rsh as a result of the compression at the wind termination shock.

The right panel of Fig. 14 shows the spatial dependence of the target mass density in different
regions under scenario B. The upstream and the downstream wind region mass density are
determined in the same way as in scenario A. The ISM surrounding the wind bubble has
a denser number density of proton than the average ISM in the Galaxy. Here, we take the
average number density n0 = 10 cm−3 in the ambient ISM up to 100 pc from the star cluster
[102]. It was discussed in Section 7 that the thin layer in between the contact discontinuity
and the forward shock is the swept up ISM matter. The total swept up proton number is
N = (4/3)πR3

cdn0, and it is compressed in a volume of (4/3)π(R3
f s − R3

cd). It yields a
target number density of around 7n0 by assuming Rcd ≈ 95%R f s. Therefore, the target
number density of the compressed ISM and the ambient ISM is 3-4 orders of magnitude
larger than the wind.
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5.1.2 Estimation Methods

In the following discussion, we introduce two methods to estimate the hadronic gamma-ray
and neutrino emissions from p-p interaction. We begin with the approximation based on the
average values of the lab-measured properties of p-p interaction. Then, we introduce a more
precise calculation with the model introduced by Kelner et al. (2006) [105]. The model is
based on simulations with the SIBYLL code of p-p interaction. In particular, we adopted the
first method as an order of magnitude crosscheck for the complete calculation with the sec-
ond method. The estimations with the two methods will be compared at the end of this section.

In the following approximation, we assume that in p-p interactions of CR proton with
an energy EP, neutrinos are produced with a fixed energy, corresponding to the average
energy Eν = ⟨Eν⟩. On average, p-p interaction produces the same number of π+, π−, and
π0. From each charged pion, νe, νµ, and ντ are produced at the rate of (1:2:0) [71]. As
mentioned in Section 2.4.1, on average, each leading pion produced from p-p interaction
takes ∼ 20% of the CR kinetic energy. Subsequently, from pion decay and muon decay,
each neutrino takes around 1/4 of the pion energy, which is equivalent to ∼ 5% of the initial
CR energy. Here, we define the secondary to primary energy fraction in an interaction to be
k, which is kν = ⟨Eν⟩

Ep
= 0.05 for neutrinos. The spectra of neutrinos is related to the CR

spectra in the following way (the relation also holds for gamma-rays):

dNν

dEνdVdt
=

1
kν

Mνnσppv f (r, Ep), (75)

where n(r)σppv(p) is the interaction rate per CR particle that we already discussed. Mν is
the multiplicity, namely the number of neutrinos produced in each p-p interaction. A value of
Mν = 6 is used for the estimation.

The cross section of p-p interaction σpp(p) has a dependence on the proton energy [106].
After the threshold at a fraction of GeV, σpp grows quickly to ∼ 30 − 40 mb (1 mb=10−27

cm2) for few GeV. Afterwards, it grows logarithmically as energy increases. For the CR
energy range from 10 GeV to 10 PeV, σpp can be assumed to be a constant of around 40 mb.

The same estimation method discussed above also applies for gamma-ray. From π0 de-
cay, there are two gamma-rays. Each gamma-rays takes ∼ 50% of the pion energy, which is
∼10% of the primary proton energy [71]. Therefore, for gamma-rays, the energy fraction
kγ = ⟨Eγ⟩/Ep = 0.1, and multiplicity Mγ=2. Comparing with the neutrino production,
the spectrum of gamma-ray production follows the same trend but with the flux scaled and
energy shifted:

dNγ

dEγ
=

Mγ

Mν

kν

kγ

dNν

dEν
. (76)

For an improved calculation of the secondary production from p-p interaction at the source,



5.1 P R E D I C T I O N O F N E U T R I N O P RO D U C T I O N AT S O U R C E 42

Figure 15: Neutrino spectra from pion decay and muon decay at proton energy Ep= 100 GeV (solid
line), 100 Tev (dashed line), and 1 PeV (dotted line).

we adopted the model introduced by Kelner et al. (2006) [105]. It provides estimations of the
production spectra of gamma-rays and neutrinos at each proton energy Ep. The total neutrino
production spectra will be calculated by integrating over the proton energy range considering
the CR spectra and the production rate. Since it provides the best accuracy on proton energy
Ep > 100 GeV. The calculation is performed on the obtained CR spectra in Chapter 4 of the
star cluster wind bubble above 100 GeV.

Since the calculation for gamma-rays and neutrinos follow similar forms, we focus on
the neutrino production model in the following discussion. The model considers two types
of neutrino production separately: muon neutrino from charged pion decay, and electron
neutrino and muon neutrino from muon decay. An example of the scaled spectra from the
model of neutrino production at different proton energies is shown in Fig. 15. It shows the
neutrino spectra from pion decay and muon decay calculated at proton energies of 100 GeV,
100 TeV, and 1 PeV. In the first method of neutrino estimation introduced above, we assumed
kν = 0.05 regardless of the primary proton energy and neutrino flavor. As shown in Fig. 15
from this method, kν = 0.05 is a reasonable assumption for the average neutrino energy as it
corresponds to the location of the peaks of the distribution.

The production of νµ from pion decay, and νµ, νe from muon decay are computed separately
and added together afterward. Each type of neutrinos production follows the relation below:

dNν

dEνdVdt
=
∫

dEpF(x, Ep) fCR(r, E)σpp(p)n(r)v(p)). (77)

Here, F(x, Ep) is the neutrino spectra at each proton energy, and x = Eν/Ep. The neutrino
production is first calculated at every radius from the star cluster and integrated over the
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Figure 16: Prediction of neutrino production at the source estimated with two methods compared. The
cyan line is estimated by considering the average values of neutrino energy and multiplicity.
The green line is estimated with the model introduced in Kelner et al. (2006). The crinkled
feature in the cyan line is a numerical effect due to the unevenly spaced energy grid.

whole volume of the emission region for scenario A and B. Furthermore, the more precise
model of the p-p interaction cross section is adopted in this method [105]:

σpp = 34.3 + 1.88L + 0.25L2 mb, (78)

where L = ln(Ep/1TeV).

The comparison of neutrino production calculated based on the two estimation methods
for the wind region (scenario A) under Bohm diffusion is shown in Fig. 16. The cyan line
shows the estimation by assuming the average lab measured p-p interaction properties, and
the green line shows the more precise calculation base on the model of Kelner et al. (2006).
The two results are comparable in the order of magnitude but slightly differs in the spectra
shapes.

5.1.3 Result: Scenario A

The total neutrino spectrum at the source calculated based on the CR phase space density
obtained for scenario A under Bohm diffusion is shown in Fig.17. It is the neutrino produc-
tion integrated over the volume of the wind bubble. From each production of charged pion,
neutrinos of three flavors are with ratio (1:2:0) are expected. The total neutrino spectrum (the
cyan line in Fig. 17) is calculated by adding up all flavors. From the CRs accelerated in the
wind bubble, we have obtained up to ∼ 100 TeV neutrinos before the exponential cut-off.
Fig. 18 compares the total neutrino production from CR spectra calculated under Bohm,
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Figure 17: Neutrino production at the source integrated over the volume of the wind bubble under
Bohm diffusion. The spectra show neutrino from pion decay (yellow), muon decay (blue),
and the total production summed over all flavors (cyan).

Kraichnan, and Kolmogorov diffusion. Since CRs are accelerated to the highest energy
under Bohm diffusion, we also obtain the highest energy neutrinos from p-p interaction.
For Kraichnan diffusion, up to 10-100 TeV neutrinos are produced. While for Kolmogorov
diffusion, neutrinos at 100 GeV are already exponentially suppressed due to the low cut-off
of the CR spectrum. At 100 GeV, which is the lowest energy in the range of our consideration,
we obtain the maximum neutrino production under Bohm in comparison to Kraichnan and
Kolmogorov.

From the total neutrino production rate, the neutrino luminosity can be calculated for the
three diffusion cases. Comparing the neutrino luminosity with the total wind luminosity
∼ 1038 TeV s−1, we get an idea of the amount of energy budget transferred to neutrinos. The
neutrino luminosity is calculated from:

L =
∫

dEν

(
Eν

dNν

dEνdt

)
. (79)

Among the three diffusion cases, Bohm diffusion results in the highest neutrino luminosity.
The neutrino luminosity under Bohm diffusion is ∼ 8 × 1031 TeV s−1. For Kraichnan
and Kolmogorov, the neutrino luminosities are ∼ 4 × 1030 TeV s−1 and ∼ 1030 TeV s−1

respectively.
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Figure 18: Scenario A: neutrino production integrated over the wind bubble at the source under Bohm
(cyan), Karichnan (magenta), and Kolmogorov (yellow).

5.1.4 Result: Scenario B

In scenario B, not only the neutrinos produced in the wind bubble are studied, but also those
produced in the thin layer of compressed ISM and the ambient ISM matter surrounding the
wind bubble. The neutrino production in this case is integrated over each region separately to
investigate the contribution to the total neutrino emission from a star cluster and its vicinity.
Fig. 19 shows the total neutrino production under Bohm diffusion separating the contribu-
tions from the wind region (upstream and downstream of the wind bubble), the shocked ISM
region, and the dense cloud region, which is the ambient ISM that we assume to span until
50 pc from the star cluster. The total neutrino produced at the source compared to scenario
A under Bohm diffusion is around 3 orders of magnitude higher. The major contribution of
the neutrino production is from the thin layer of compressed ISM in between the contact
discontinuity and the forward shock. As shown in Fig. 14, the target mass density of the
compressed ISM layer is the highest among all regions. Combined with the CR phase space
in the compressed ISM region, p-p interaction happens the most frequently in this region,
resulting in a dominant neutrino production. The interior of the wind bubble contribute
the least to the total neutrino production. The neutrino production from the wind region is
comparable to the total production predicted for scenario A, because the CR solution obtained
in the wind region for scenario B is only slightly modified compared to scenario A.

The neutrino luminosity under Bohm diffusion at the source is ∼ 8 × 1035 TeV s−1, com-
pared to ∼ 4 × 1031 TeV s−1 under scenario A. The neutrino luminosity turns out to be
a sizeable fraction ∼ 1% of the wind kinetic luminosity of ∼ 1038 TeV/s, therefore the
dynamical impact of losses can be considered negligible. It is worth noting that, for ISM
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Figure 19: Scenario B: neutrino production at the source under Bohm diffusion: the contribution from
each neutrino emission region are plotted. The lowest contribution is from the interior of
the wind bubble (cyan). The shocked ISM dominates the production of neutrinos (pink).

with high density, the energy loss can become non-negligible, and affect the spectrum of
accelerated particles as well as the flux of CRs released in the ISM.

The gamma-ray emission from p-p interaction at the source is also calculated based on
the model introduced in Kelner et al. [105]. Fig. 20 shows the production of gamma-ray
integrated over the whole emission regions and is compared with the total neutrino production.
The gamma-ray spectra is similar to the neutrino spectra below TeV energy, and they start to
diverge slightly from each other at higher energies.

5.2 G A M M A - R AY A N D N E U T R I N O F L U X AT E A RT H

5.2.1 Neutrino Flavor Oscillation

In order to model the neutrinos from star clusters arriving at Earth and investigate the obser-
vational aspects by neutrino observatories. It is necessary to know the flavor content of the
neutrinos and their flux. At the source, electron, muon, and pion neutrinos are produced at a
rate of (1:2:0). However, this ratio changes as neutrinos travel from the source to the Earth.
This property is called neutrino flavor oscillation.

The neutrino flavor oscillation is interpreted as a non-trival mixing of neutrino mass states
and flavor states:

|να⟩ = ∑
j

U∗
αj|vj⟩, (80)
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Figure 20: Total gamma-ray production (orange) for scenario B under Bohm diffusion integrated over
all regions. The gamma-ray production is compared with the total neutrino production
(blue). The difference of the two productions diverges slightly after a few TeV.

where |να⟩ is the neutrino flavor states with α = µ, π, e; |νj⟩ is the neutrino mass states with
j = 1, 2, 3; and U∗

αj is the elements the Pontecorvo–Maki–Nakagawa–Sakata (PMNS) matrix.
The PMNS matrix is unitary. It has dependence on three Euler rotation angles θ12,θ23 and
θ13, and the CP-violating phase δ:

U =

1 0 0
0 c23 c23

0 −s23 c23


 c13 0 s13e−iδ

0 1 0
−s13eiδ 0 c13


 c12 s12 0
−s12 c12 0

0 0 1

 ,

where sij and cij are abbreviations for sin θij and cos θij. The neutrino flavor and mass states
evolve as neutrinos travel a distance L, which corresponds to a time t (L ≈ ct):

|να(t)⟩ = ∑
j

U∗
αj|vj(t)⟩. (81)

It can be solved with a plane wave solution, so that |vj(t)⟩ ≃ e
−im2

j L

2E |vj(0)⟩. Given that
a neutrino is flavor α at the source, its probability to oscillate to flavor β after traveling a
distance L is Pνα→νβ

= |⟨νβ|να⟩|2. Therefore, writing in terms of the mixing matrix elements,
the probability of the flavor transition from α to β after a distance L is:

⟨Pνα→νβ
⟩ =

3

∑
i=1

3

∑
j=1

UαiU∗
βjU

∗
αjUβ⟨e

(
i(m2

i −m2
j )L

2E

)
⟩. (82)
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Normal Ordering (best fit)
θ12/◦ 33.44
θ23/◦ 49.2
θ13/◦ 8.57
δCP/◦ 194

Table 3: The best fit values for the Euler rotation angles and CP-violation phase for normal mass
ordering of neutrino flavor oscillation [107].

Over astronomical distances, the oscillation term becomes a random factor but for the case

i=j, which means ⟨e

(
i(m2

i −m2
j )L

2E

)
⟩ = δij. Thus Eq. (82) can be rewritten as:

⟨Pνα→νβ
⟩ =

3

∑
i=1

|Uαi|2|Uβi|2 (83)

The oscillation-averaged flavor transition probability is calculated using Eq. (83) with the
best fit parameter values listed in Table 3. Then we applied the oscillation probability matrix
⟨Pνα→νβ

⟩ to the neutrino flavor ratio (1:2:0) at the source to obtain the ratio we would expect
over astrophysical distance. The result shows a ratio of (15:18:17) after oscillation, which is
approximately (1:1:1).

Since neutrinos hardly interact when they propagate to the source to Earth, and the fla-
vor oscillation does not affect the total flux of neutrinos, the neutrino spectra on Earth is
simply related to the neutrino spectra at the source with a distance d as:

FνEarth =
ϕνsource

4πd2 . (84)

It can also be applied to gamma-ray flux estimations when the absorption is not significant.

5.2.2 Result and discussion

The investigation of the gamma-ray and neutrino productions at the source in Section 5.1
suggests that the compressed ISM region has a major contribution to the total neutrino
production from a star cluster. While the contribution from the interior of the wind bubble
is relatively insignificant. Since the complications in the setup of scenario B compared to
scenario A are physical and substantial, scenario B is in favor of modeling gamma-ray and
neutrino emissions from star clusters.

From the total gamma-ray production presented in Section 5.2 under scenario B (Fig. 20),
the gamma-ray flux at Earth from Cygnus Cocoon and Westerlund 2 are estimated. The
estimation is based on the same assumptions for the two systems of their wind velocity,
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Figure 21: The model predicted gamma-ray flux (cyan line) at Earth from Cygnus Cocoon Compared
with the observational data taken by ARGO (purple), HAWC (green), and LHAASO
(yellow).

mass loss rate, and age of the two systems, which are consistent with the benchmark values
used in the calculations above and are listed in Table 2. Therefore, only the distances from
from the sources to Earth are varied. Eq. (84) is used for the estimation, which means
the absorption of gamma-ray by starlight is not considered. Since the distances of Cygnus
Cocoon (∼1.4 kpc) and Westerlund 2 (∼4 kpc) are close enough so that the absorption is
not significant [108], the calculation is expected to provide a sensible estimation of the order
of magnitude of gamma-ray flux expected from the sources. As mentioned in Chapter 3,
Westerlund 2 and Cygnus Cocoon have been observed in GeV and TeV gamma-rays (e.g.
[15, 66]). The expected gamma-ray flux calculated based on the model is compared to
the observational data, which are shown in Fig. 21, and Fig. 22 for Cygnus Cocoon and
Westerlund 2 respectively. The model describes the gamma-ray data quanlitatively under the
assumption of a 3000 kms−1 wind speed, a 10−4 M⊙ mass loss rate, an age of 1Myr, and
the injection efficiency ηin tuned to the condition PCR|Rsh = 5%Pram|Rsh . These parameters
can be tuned to the specific systems to obtain a more accurate estimation of gamma-ray
production. The consistency of the estimated gamma-ray flux with the observational data
suggests that scenario B also leads to reasonable approximations of the neutrino flux. Other
than the two sources we focus on in this project, the model can be also applied to other young
massive star clusters for their gamma-ray and neutrino estimations.

Fig. 23 and Fig. 24 show the expected neutrino flux from Cygnus Cocoon and Westerlund 2
respectively. After the flavor oscillation as the neutrinos propagate from the star clusters
to Earth, the three neutrino flavor ratio is close to (1 : 1 : 1). The flux of each neutrino
flavor becomes around 1/3 of the total neutrino flux arriving at Earth. TeV neutrino are
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Figure 22: The model predicted gamma-ray flux (cyan line) at Earth from Westerlund 2 Compared
with the observational data taken by Fermi-LAT (blue), and H.E.S.S. (green).
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Figure 23: Neutrino flux expect on Earth calculated under scenario B from Cygnus Cocoon, which is
located at 1.4kpc from the Earth. Each flavor of neutrino νµ,ν, and ντ after oscillation has
comparable flux expected on Earth.
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Figure 24: Neutrino flux expect on Earth calculated under scenario B from Westerlund 2, which is
located at 4kpc from the Earth. Each flavor of neutrino νµ,ν, and ντ after oscillation has
comparable flux expected on Earth.

expected to have a flux ϕν of a few 10−11 TeV−1s−1cm−2 from Cygnus Cocoon and a few
10−12TeV−1s−1cm−2 from Westerlund 2.

Based on the estimated neutrino flux at Earth, we aim to investigate the observational
aspects of these sources by IceCube for potential detection. Fig. 25 shows the IceCube
detection sensitivity of point-like sources and its dependencies on the declination δ of the
source and the power-law index of the neutrino spectrum. The declinations of Cygnus Cocoon
and Westerlund 2 are ∼ 40◦ [12], and ∼ −57.5◦ [14] respectively, corresponding to 0.64
and -0.84 in terms of sin(δ). Above the detection threshold of IceCube of 100GeV, the
estimated neutrino flux at is a few 10−11 TeV−1s−1cm−2 for Cygnus Cocoon (Fig. 23) and is
a few 10−12 TeV−1s−1cm−2 for Westerlund 2 (Fig. 24). Since the estimated neutrino spectra
exhibits a power-law index close to 3, we compare the estimated flux with the IceCube
sensitivity for neutrino spectra of E−3. The expected neutrino flux from Cygnus Cocoon
is around the 90% detection sensitivity, while Westerlund 2 has an expected neutrino flux
below the detection sensitivity. IceCube has a resolution of ≤ 1◦ for track events at ∼TeV
energy [109]. Cygnus Cocoon is located at a 1.4 kpc distance with a radius of ∼ 55 pc, which
corresponds to an angular size of 2.1◦ [110]. Gamma-ray study of the vicinity of Westerlund
2 suggested that the dense cloud around Westerlund 2 has a radius of ∼ 210 pc [12], with
a distance of 4 kpc, the angular size of the region is 3◦. This means the observations of
neutrinos from Cygnus Cocoon and Westerlund 2 are expected to be based on extended
source detection instead of point sources. Nevertheless, future neutrino observatories, such as
KM3NeT, can potentially detect Westerlund 2 and Cygnus Cocoon with a better sensitivity
due to the observatory location and the new generation of instrument technology.
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Figure 25: IceCube detection sensitivity based on the declination of the source and its neutrino flux:
the sensitivity is shown for neutrino spectra of E−3 (blue) and E−2 (red). The sensitivity is
compared with the medium sensitivity of ANTARES (gray) (plot is from [109]).



6

C O N C L U S I O N A N D O U T L O O K

We investigated young massive star cluster wind bubbles as candidate Galactic PeV-atron,
and their multimessenger implications in terms of gamma-rays and neutrinos. Two setups
of the systems were calculated and compared. Scenario A describes only the CRs in the
interior of the wind bubble, while scenario B also includes CRs in the regions of the swept up
ISM and the surrounding dense cloud. The phase space density inside of the wind bubble is
slightly modified in the downstream of the wind and at the wind termination shock due to the
change in the boundary condition at the forward shock. DSA at the wind termination shock
under two scenarios leads to similar CR spectra at Rsh with an unnoticeable difference. The
maximum energies of the acceleration under the two scenarios are nearly the same. Bohm
diffusion of CRs leads to the most efficient acceleration in the wind bubble. A star cluster
wind bubble with a wind speed of 3000kms−1 and a mass loss rate of 10−4 M⊙ is efficient to
accelerate particles to PeV energies. Thus, star cluster wind bubbles are plausible sources of
GCRs up to the ‘knee’.

The p-p interaction of the accelerated charged particles with matter inside the wind bubble and
in the ISM result in the source shining in gamma-rays and neutrinos. The two scenarios give
comparable results for neutrino production in the interior of the wind bubble. The neutrino
luminosity from the wind region, which is the total neutrino luminosity under scenario A, is
at a relatively low level of 1031 − 1032 TeV s−1. On the other hand, we find that the layer
of compressed ISM introduced in scenario B is the major contributor to the total neutrino
production. The neutrino luminosity after including the compressed ISM and the ambient
ISM regions reaches a level of ∼ 1036TeVs−1. Therefore, the configuration of scenario B is
more efficient in neutrino production from the source.

The neutrino and gamma-ray fluxes expected at Earth from two nearby star clusters: Cygnus
Cocoon and Westerlund 2, are estimated based on their distances from Earth. The estimated
gamma-ray flux is compared with observational data from a series of observations of the
two star clusters. The estimation agrees qualitatively with the observational data for, both,
Cygnus Cocoon and Westerlund 2. Therefore, we suggest that the neutrino fluxes estimated
from the two sources provide a prediction for potential neutrino observations. The estimated
neutrino flux from Cygnus Cocoon is close to the sensitivity for point-like sources detection
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of IceCube, while Westerlund 2 has a flux beyond the reach of IceCube. However, the
angular sizes of both of the two sources extend > 1◦. Based on the IceCube resolution,
the observation of Cygnus Cocoon and Westerlund 2 need to be based on the analysis of
extended source detection.

One free parameter of the model is the ratio of the CR pressure to the wind ram pres-
sure at the wind termination shock. The particle injection efficiency ηin is determined to
assure a ratio of PCR/Pram = 5% at the shock front in order to insure a test particle regime
of the system. The ratio can be adjusted within the range where CRs do not have a significant
impact on the structure of the wind bubble and the acceleration scheme. In future studies,
the model can be extended to investigate the scenarios when the test particle regime is violated.

The gamma-ray and neutrino fluxes from Cygnus Cocoon and Westerlund 2 presented
in this work are calculated based on the same assumptions of the benchmark values of the
wind velocity, mass loss rate, and the age of the systems. These values can be tuned based
on the specific systems to obtain more precise estimations of the fluxes. Furthermore, the
gamma-ray fluxes estimated at Earth from the two sources are calculated without considering
the absorption effect of gamma-rays on starlight during the propagation from the source to
Earth. Therefore, including the absorption effect in gamma-ray estimation leads to better
comparisons with the observational data of the sources. Last but not the least, the relativistic
electrons co-accelerated in the system with CRs and from the charged pion decay result in
gamma-rays via Bremsstrahlung and Inverse Compton emission. The model thus can be
further explored with the electrons in the system.
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A P P E N D I X A : D I F F U S I O N C O E F F I C I E N T

The expression of the diffusion coefficient of a particle is:

D =
1
3

RLv
F (k)

, (85)

where RL is the Larmor radius, which allows us to relate the diffusion coefficient with the
momentum of a particle; and F (k) is related to the power spectrum P(k) of the turbulence
on wave number k:

F =

(
kP(k)
B2

0/8π

)
, (86)

where P(k)
B2

0/8π
= P0k−δ with a normalization factor P0. P0 is calculated by integrating the

region below the power spectra:

1 =
∫ ∞

kmin

P0k−δdk. (87)

Therefore:
P0 = (δ − 1)kδ−1

min , (88)

where, kmin is the wave number corresponding to the coherence length Lc, which is the
largest possible turbulence size of a system. Therefore:

Lc =
2π

kmin

For resonance scattering under a magnetic field in the system which is purely turbulence,
namely δB = B, the Larmor radius of the particle corresponds to:

RL =
2π

k
Now the diffusion coefficient can be written in terms of Larmor radius and coherence length
and index number δ.

D =
1
3
(δ − 1)cR1−δ

L Lδ−1
c

The factor (δ − 1) can be ignored due to the uncertainties of Rc and Lc. Then we arrives at
the expression:

D =
1
3

cR1−δ
L Lδ−1

c

A P P E N D I X B : N E U T R I N O S A N D G A M M A - R AY S F RO M P - P I N T E R AC T I O N

Neutrino

The neutrino model introduced in Kelner et al. (2006) considers two types of neutrino
production seperatly: muon neutrino from charged pion decay, and electron neutrino and
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muon neutrino from muon decay. The neutrino spectra from charged pion decay(π → µνµ)
is given by:

F(1)
νµ (x, Ep) = B′ ln(y)

y
(

1 − yβ′

1 + k′yβ′(1 − yβ′)
)4 × [

1
ln(y)

− 4β′yβ′

1 − yβ′
− 4k′β′yβ′(1 − 2yβ′)

1 + k′yβ′(1 − yβ′)
].

(89)

Here, the x is the ratio of the muon neutrino energy over a specific proton energy x = Eνµ /Ep,
and y = x/0.427. The definition of y makes the spectra have a sharp cutoff at x = 0.427.
All the other parameters are linked to L, which depends on the proton energy only. L is the
natural log of the proton energy normalized to 1 TeV that L = ln(Ep/1TeV). Then we have:

B′ = 0.175 + 0.204 + 0.010L2, (90)

β′ =
1

1.67 + 0.111L + 0.0038L2 , (91)

k′ = 1.07 − 0.086 + 0.002L2. (92)

Eq. (89) gives the scaled spectra of neutrino emission from pion decay at each proton energy.
The total neutrino production spectra will be calculated adding over the whole energy range
considering the CR spectra and the production rate.

The charged muon subsequently decays and produces two flavors of neutrinos: muon neutrino
and electron neutrino. The muon neutrino spectra from muon decay(e.g. µ− → e−νµν̄e) is
given by:

F(2)
νµ (x, Ep) = Bν

(1 + kν(lnx)2)3

x(1 + 0.3/xβν)
(ln(x))5. (93)

Here, the parameters Bν, βν and kν are:

Bν =
1

69.5 + 2.65L + 0.3L2 , (94)

βν =
1

(0.201 + 0.062 + 0.00042L2)1/4 , (95)

kν =
0.279 + 0.141L + 0.0172L2

0.3 + (2.3 + L)2 . (96)

The definition of x and L are the same as in the calculation of pion decay neutrino. The
electronic neutrino can also be estimated with the same expression:Fνe ≈ F(2)

νµ .

Gamma-ray

The model adopted from Kelner et al. (2006) for gamma-ray spectra from p-p interaction is:

Fγ(x, Ep) = Bγ
d

dx
[ln(x)(

1 − xβγ

1 + kγxβγ(1 − xβγ)
)4], (97)
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Figure 26: Proton-proton cross section over an energy range from 1 GeV to 1 PeV (Figure by ref
[106]).

where x is the ratio of the secondary gamma-ray energy to the primary proton energy
x=Eγ/Ep. The parameters Bγ,βγ and kγ depend on the proton energy Ep:

Bγ = 1.30 + 0.14L + 0.011L2, (98)

βγ =
1

1.79 + 0.11L + 0.008L2 , (99)

kγ =
1

0.801 + 0.049L + 0.014L4 . (100)

Here, L has the same definition as in the case of neutrinos, so that L = ln(Ep/1TeV).
Eq. (97) calculates the scaled spectra of gamma-ray emission at each proton energy. The
total gamma-ray production spectra is then calculated considering the CR spectra and the
production rate.

A P P E N D I X C : P - P I N T E R AC T I O N C RO S S S E C T I O N

The lab measured cross section of p-p interaction and its dependence on the proton energy is
shown in Fig. 26.
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