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Abstract

Bringing together superconductor and semiconductor materials allows for the combina-
tion of spin-orbit coupling and a high electron g-factor with an induced superconducting
pairing, forming a hybrid material. In this thesis, we make use of such hybrids of semi-
conducting InAs and superconducting Al combined in a two-dimensional heterostructure
grown by molecular beam epitaxy. This two-dimensional platform allows us to design an
evolving series of advanceddeviceswhich enable thedetailed studyofbound states that emerge
when these materials are confined at low temperature, and in the presence of a Zeeman field.

Throughout the thesis,multiple sideprobes along the lengthof confinednanowires (NWs)
allow for tunneling spectroscopy, enabling the local investigation of the density of states
(DOS) at the probe locations. These multiple probes are used to study extended Andreev
bound states (ABSs) forming inside the NWs, which appear as subgap resonances which are
non-trivially correlated with respect to gate voltage and magnetic field.

Nonlocal conductance was used to determine the charge character of the extended ABSs.
The modification of their charge character as a function of electrostatic gate was found to
be in agreement with theoretical predicitions for the total Bardeen-Cooper-Schrieffer (BCS)
charge of the ABS.

Quantumdots (QDs)were utilized as probes of theABSproperties, starting from a regime
in which there was strong hybridization between a QD in a tunnel barrier and an ABS con-
fined in the NW. The effect of hybridization was observed both locally, at the location of
the QD, and non-locally at a neighboring tunnel probe. This provided a robust method for
confirming ABS extension.

Laterally defined QD with tunable couplings to both a normal lead and the NW were
implemented; multiple designs for suchQDs were explored. In a regime of weak coupling to
both normal lead andNW,QD levels could be used as spectrometers of the NWDOS. In an
appliedmagnetic field, the QD energy levels became Zeeman split, allowing for spectroscopy
of the NWwith both spin and charge resolution.
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Resumé

Sammenføringen af superledendeoghalvledendematerialermuliggør kombinationen af spin-
bane kobling og en høj g-faktormed en induceret superledende parring og fremstiller dermed
et hybrid materiale. I denne afhandling laver vi denne slags hybrider af halvledende InAs og
superledendeAl kombineret i en todimensionel heterostruktur, groet afmolekylær stråle epi-
taxy. Denne todimensionelle platform faciliterer designs af en voksende række komplicerede
kredsløb, sommuliggøre detaljerede studier af bundne tilstande, der opstår når disse materi-
aler er rumligt begrænsede ved lave temperaturer, samt påvirket af et Zeeman felt.

I denne afhandling anvendesmange sideprober langs en rumligt begrænset nano-ledninger
(NL) til tunnel spektroskopi, hvilket muliggør en lokal undersøgelse af tilstandstætheden
(TT) ved probelokationerne. Demange prober bruges til at studere aflange bundneAndreev
tilstande (BAT), som fomeres inde i (NL) og kommer til udtryk som undergab-ræsonancer,
der på ikke-trivel vis er forbundet med port-spændinger og magnetiske felter.

Ikke-lokal ledningsevne blev anvendt til bestemmelse af ladningskarakteren af de aflange
BAT. Ændringer af deres ladningskarakter, som funktion af elektrostatiske porte, matchede
teoretiske forudsigelser af den totale Bardeen-Cooper-Schrieffer (BCS) ladning af BAT.

Kvanteprikker (KP) blev anvendt som prober af BAT egenskaber, først i et regime med
stærk hybridisering mellem en KP i en tunnel barriere og BAT i NL. Effekten af denne hy-
bridisering blev observeret både lokalt, ved KP’en, samt ikke-lokalt ved nabo-tunnelproben.
Dette gav en robust metode for bekræftelse af udstrukte BAT.

Lateralt definerede KP’er med justerbare forbindelser, både til en resistive forbindelse og
til NL, blev implementeret; mange designs for sådanne KP blev udforsket. I et regime med
svag kobling både til den resistive forbindelse samtNL, kunne KP niveauer bruges som spek-
trometer af NL TT. Under et påtrykt magnetfelt, blev KP energiniveuaerne splittet, hvilket
muliggjorde spektroskopi af NLmed både ladning- og spin-opløsning.
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1
Motivation and Introduction

In this thesis, the focus will be on building up a picture of the bound quantum states

which form in superconductor-semiconductor hybrid heterostructures, and on devising cre-

ative ways to study these bound states and extract their properties.
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A motivation for exploring such structures in detail lies with the search for a physical man-

ifestation of the Majorana bound state1, predicted to appear at the ends of a proximitized

semiconducting nanowire once certain conditions are met2,3 and the system enters a topo-

logical phase. In general, however, the hybrid materials which we will discuss are feats of

materials engineering4,5, and are a veritable playground to explore, irrespective of topology.

This work constitutes a toolkit for studying hybrid systems in detail, utilizing different mea-

surement techniques and device configurations to minimize ambiguity in the physics which

arises in this overwhelmingly rich platform.

In this section, we will introduce the theoretical concepts needed for the understanding

and interpretation of the results presented in this thesis. The devices we will look at were

built up by combining several key ingredients. First we take a semiconductor, specifically an

InAs quantumwell. Here we can confine our carriers in two dimensions, and obtain proper-

ties that we are interested in, such as spin-orbit coupling (SOC) and a sizeable g-factor. Then

we add a superconducting layer, inducing a pairing gap via the superconducting proximity ef-

fect. This semiconductor-superconductor sandwich allows for the existence of bound states

in the system. Finally, we bring in quantum dots, confined in the normal semiconducting

region. The dots contain information in their own right, and they can also interact with the

superconductor and the bound states in the hybrid system. This is the logical flow of the

experimental work which will be presented, and I will attempt to follow the same order in

this introductory section.
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Figure 1.1: (a) An electron, with some spin indicated by the blue arrow, moving in an orbital around a nucleus will in its
own rest frame (b) experience the nucleus orbiting around it. The orbiting nucleus generates an effective magnetic field,
indicated by the red arrow, which will couple to the electron spin. This is the SO interaction. Similarly (c, d), an electron
moving in a lattice experiences a SOC due to the charged ions of the lattice. This figure was adapted from Refs.6,7

1.1 The 2D electron gas

Beforewe start to bring in elements of superconductivity, let us consider the two-dimensional

electron gas (2DEG) by itself. The experiments in this thesis were carried out using InAs

2DEG, of interest due to its sizeable g-factor and the presence of SOC.

In a three-dimensional InAs crystal, electrons can propagate in any direction. However,

if InAs is reduced to a layer in a heterostructure, which is confined between two layers of

material with a larger band gap, the motion of electrons is confined in a two-dimensional

plane. This is provided that the layer thickness of the InAs is on the order of the Fermi wave-

length, or below. The structures in this thesis use a quantum well of thickness ∼ 7 nm.

The 2DEG can be further confined by lateral gating; depleting the carrier density in the well.

Confining the electron density to create nanowires leads to quasi-one dimensional confine-

ment. Confining in all spatial directions allows for the formation of a quantum dot, which is

a zero-dimensional object. In general, when the length scales of a confined system approach

length scales of the order of the characteristic electronic wavelengths, quantized energy levels

form, separated by energy of the scale ΔE ∝ 1/L2 (with L the associated dimension of the
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system)8.

Importantly, charge carriers in InAs are subject to a strong SO interaction. This effect

was discovered in atomic physics, and means that the orbital motion of an electron around a

charged nucleus interacts with the spin of the electron. Within the rest frame of the nucleus,

the electron, which has some spin, orbits the nucleus. But in its own rest frame, the electron

is stationary and the nucleus is in orbit around it. The orbiting nucleus generates an effective

magnetic field, which couples to the spin of the electron. Similarly, electrons travelling in a

crystal lattice experience a SO field, where the ions of the lattice play the roles of the atomic

nuclei. This has an important effect on the energy band structure of the material. In semi-

conductors, like InAs and GaAs, the SO interaction results in spin-dependent, linear shifts

in the momentum, lifting the spin degeneracy of the material’s energy bands9. The effect is

illustrated in Fig. 1.1.

1.2 Superconductivity and proximity effect

1.2.1 A brief BCS reminder

Here, we will introduce the core theoretical concepts, giving our thoughts about supercon-

ductivity for the rest of the thesis a leg to stand on. For amore detailed and rigorous view, the

reader is referred to more specialized sources10,11. A superconductor is distinct from other

materials in awaywhich is very easily summarized: below a (material-specific) critical temper-

atureTC, a superconductor conducts with zero resistance. Critical temperatures are typically

close to absolute zero, ranging from mK to∼ 10 K in elemental superconductors. The su-

perconductor used in the structures investigated in this thesis is Al, with aTC of 1.2 K12. For

a microscopic description of superconductivity, we turn to Bardeen, Cooper and Schrieffer
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Figure 1.2: (a) Schematic (in momentum space) of the formation of a Cooper pair out of a particle excitation with mo‐
mentum p and another particle with momentum ‐p, shown as shaded circles just above the Fermi surface. This is equiv‐
alent to (b) a particle excitation with momentum p and a removed hole excitation just below the Fermi surface with
nearly the same momentum p’. (c) BCS spectrum of excitations E(p), shown as a solid blue line near the Fermi surface
where the quasiparticles are well defined, and as a dashed line at higher energy where they are not well defined. The
dotted pink line around pF shows the spectrum of the normal state E(p) = ε(p). (d) The density of statesDS of the
quasiparticles in a superconductor as a function of energy.
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and their hallmark paper in 195713, which describeswhat is nowknown as BCS theory. They

show that below TC, the fermionic ground state is not stable against an attraction between

two electrons,making it possible for electrons to pair up into ‘Cooper pairs’, with phonons of

the ionic lattice mediating the attractive interaction. The formation of the pair is illustrated

schematically in Fig. 1.2. We can consider the pair as an object which is made from two elec-

trons with opposite spins and opposite momenta (p and -p) beyond the Fermi surface, as

illustrated in (a). This is equivalent to the picture in (b)11, where the pair is formed out of an

electron just above the Fermi surface with momentum p and an annihilated hole which was

formerly in a state withmomentum p’≈ p below the Fermi surface. Cooper pairs have a total

spin of zero and are bosonic, so that they condense at zero energy, forming a coherent ground

state which is described by a macroscopic wavefunction. The excitation spectrum therefore

has a gap around the Fermi energy EF of 2Δ, which is the energy required for excitations of

the ground state - to break up a Cooper pair. The energy dispersion of these excitations is

given by:

E(p) =
√

(ε(p)2 + Δ2) (1.1)

where ε(p) = ℏ2p2
2m −EF is the energy of a single free electron. The dispersion is plotted in Fig.

1.2 (a). Note that the spectrum of quasiparticles is well defined near the Fermi surface, where

it is shown as a solid dark blue line, but is ill defined at higher energies closer to EF, shown by

a dashed blue line. The normal state behavior ε(p) is plotted as a salmon pink dotted line. A

calculation of the density of states (DOS) of the quasiparticle excitation shows that they are
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separated from the Cooper pair condensate by the gap Δ:

DS(E) = DN(ε)
dε
dE

=


DN(ε) E√

E2−Δ2
(E > Δ)

0 (E < Δ)
(1.2)

withDS the superconducting DOS, andDN the normal state DOS, which is assumed to be

constant around EF. We see that below the gap energy Δ, the quasiparticle DOS is zero. This

means that there are no quasiparticles at these energies, only Cooper pairs at zero energy. At

energies approaching Δ the DOS diverges, forming coherence peaks. It then decreases again

at higher energies, until it resembles the normal state at E ≫ Δ. The density seen in Fig.

1.2 (d) is of the standard BCS DOS at zero temperature. The picture changes when finite

temperature is considered, since quasiparticle excitation takes place when the temperature is

increased from zero, reducing the number of Cooper pairs. This reduces the gap Δ until it

closes at the critical temperature TC. The gap dependence on temperature is as follows14:

Δ(T) ≈ Δ0

√
1− T

TC
(1.3)

where Δ0 is the gap at zero temperature. With some simplifying assumptions, the gap size

at zero temperature can be related directly to the critical temperature as Δ0 ≈ 1.76kBTC. A

final quantity fromBCS theorywhichwewill bring in here is the superconducting coherence

length10:

ξ0 =
ℏvF
πΔ0

(1.4)
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Figure 1.3: Schematic illustrations of reflection at a normal metal ‐ superconductor interface, depicting normal (a) and
Andreev (b) reflection processes in real space. Electrons are represented by filled circles, while the white circle with a
dashed outline represents a hole. The spins of the particles are indicated with arrows. A Cooper pair, consisting of two
electons, is formed in the superconductor following the Andreev reflection process. The momenta of the particles are
represented by black direction arrows. (c) Andreev reflection shown in energy space.

where vF is the Fermi velocity. This quantity corresponds to the spatial extension of aCooper

pair, and typically range from the order of a few to a few hundred nm15. This extension will

become interesting for us as we consider in the following subsection how superconductivity

is able to ‘leak’ out of the superconductor and into a nearby normal material. Note that this

characteristic lengthscale changes when we consider adding impurities to the superconduc-

tor, as the mean free path l of normal electrons is reduced by their presence. The electro-

dynamic response changes from the ‘clean’ limit (l ≫ ξ) to the ‘dirty’ limit (l ≪ ξ). The

changes to the effective coherence length can be approximated as

1
ξ
=

1
ξ0

+
1
l

(1.5)
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1.2.2 Andreev reflection

For the purpose of the experiments presented in this thesis, we have to concern ourselves not

just with superconductors, but with what happens when a superconductor and a normal

conductor are placed close to each other. We will therefore now consider a normal - super-

conductor (N-S) interface. Wewill start with an electron with an energy 0 < E < Δ coming

from a normal region N and impinging on a superconducting surface S, where the N-S in-

terface is fully transparent. Since the energy of the electron is less than the gap, it cannot

just create a quasiparticle and enter the superconductor. It can also not undergo a normal

reflection in this fully transparent interface scenario, since the momentum transfer required

for a normal reflection cannot be provided16. The process which is allowed is a second or-

der process called Andreev reflection (AR), in which the electron is retro-reflected as a hole

which has opposite momentum and spin17. The hole travels backwards along the trajectory

of the impinging electron, as shown in Fig. 1.3 (b). This process gives in total two electrons

to the superconductor, with opposite spins. These can then form a Cooper pair and join the

condensate. The theory for this process is described in detail by the BTK model18. This de-

scription is not limited to a fully transparent interface; instead theN-S interface ismodelled as

a δ function with a parameterZwhich controls the barrier strength,V(x) = ZℏvFδ(x). This

term accounts for elastic scattering processes. So, when Z is non zero, elastic processes are

allowed. This is the case usually in real materials. With increasedZ, AR becomes suppressed,

and normal reflection processes are allowed, as depicted in Fig. 1.3 (a).

9



1.2.3 Proximity effect

If we consider the time-reversed version of the reflection process described above, we can

picture a Cooper pair being removed from the condensate instead of added, by an imping-

ing hole and a retro-reflected electron. Within the normal region, the electron and hole stay

phase coherent for some time, during which they travel some distance; so effectively they re-

main a Cooper pair for a little while, even though they are now in the normal region. This

means that instead of abruptly cutting off at the interface, the density of Cooper pairs decays

continuously into the N region. The length scale for this decay is found to be the coherence

length ξ19,20. This means that superconducting properties are not confined strictly within

the S region. They can ‘leak’ into a non-superconducting material which is placed in close

proximity to the superconductor; hence the name “proximity effect”. There is also a possi-

bility of the reverse effect, known as the “inverse proximity effect”, which leads to a decrease

in the density of Cooper pairs in the superconductor, close to the N-S interface. This can

cause renomralization of other quantities, such as the g-factor of the superconductor.21.

1.3 Bound states in proximitized systems

Now that we have introduced the basic concepts of superconductivity and Andreev reflec-

tion, we turn to the specific case of N-S interface that we are interested in - proximitized

semiconducting quantumwells. The quantum states which arise in our systems come about

as a result of the unique combination of ingredients that proximitized InAs 2DEGs provide.

These are spin-orbit coupling, Zeeman energy, a finite pairing gap courtesy of the supercon-

ductor, and the ability to gate the 2DEG, providing confinement and a tuneable density.
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We will specifically be interested in Andreev bound states (ABSs). This is an umbrella

term, which is used in the literature to refer to a range of quantum states which emerge as

subgap states in proximitized systems. Commonly, one pictures Andreev bound states in

a Josephson junction. Here, a normal ‘weak link’ separates two superconductors, forming

an SNS junction. Electrons propagating in the N region can Andreev reflect at both N-S

interfaces, leading to the formation of bound states in the junction resulting from multiple,

resonant Andreev reflections. However, considering more broadly than confinement within

a weak link, ABSs can emerge as a consequence of a variety ofmechanisms, all of which come

back to Andreev reflection, and result in a finite DOS at sub-gap energies.

ABSs can result from a quantum dot (QD) being strongly coupled to a superconductor,

so that the discrete levels of the dot couple to the superconducting DOS. This problem can

be treated theoretically in the single impurity Anderson model if the dot is considered as a

spinful impurity in the superconductor, so that the single spin couples to the surrounding

electrons22. These states, which specifically result from magnetic impurities, are called Yu-

Shiba-Rusinov states23–25.

A one-dimensional or quasi-one-dimensional wire which is proximitized along its entire

length by a superconductor can also host ABSs26. In this case, it is possible for the states to

have some spatial extent, rather than being very localized objects as in the quantum dot hy-

bridization case described above. The properties of the state and the allowed spatial extension

is dependent on properties of the material system such as the amount of disorder, the mag-

nitude and shape of the confining potential, and the strength of the proximity effect in the

system. These extended ABSs, which arise in lengths of proximitized nanowire, will be the

topic of study within this thesis. In nanowires with a low level of disorder, it is predicted that
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a wire hosting such ABSs should undergo a topological phase transition, and that the ABSs

should evolve into Majorana bound states, protected by a topological gap.

1.3.1 Majorana bound states

Since the search for Majorana bound states (MBSs) was a major motivation for the current

active research into these hybrid systems, we will here go into some detail in reviewing the

original theoretical proposals, covering both the mathematical basis, and the proposals for

realising the topological phase in real systems.

1.3.1.1 The Kitaev chain

In 1937, Ettore Majorana found that if he imposed a requirement of a real solution to the

relativisticDirac equation, the result would be awavefunctionwhich describes a particle that

is also its own antiparticle27,28, now referred to as aMajorana fermion. Such a particle has not

been observed in nature; at least not as a fundamental particle such as an electron. However,

it was discovered that quasiparticle excitations which obey the ‘rules’ set out by Majorana

could arise due to particle-hole symmetry, which could be offered by a superconductor under

certain conditions29. Such excitations are known as Majorana zero modes (MZMs). Two

suchMZMs, together, make up aMajorana fermion.

Tomathematically describeMajorana fermions, one basically needs a new basis, where we

can deal with ‘halves’ of an electron. The easiest way to introduce the concept is through the

Kitaev chain, a simple but effective toymodel introducedbyAlexeiKitaev1. TheKitaev chain

is a one dimensional tight binding model, formed from spinless electrons which are allowed
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to interact with their nearest neighbors. The Hamiltonian of the system can be written:

H =
∑
j

−t(cjc†j+1 + cj+1c†j )− μ(c†j cj +
1
2
) + Δcjcj+1 + Δ∗c†j+1cj (1.6)

with c and c† the complex operators for annihilation and creation respectively, which obey

the fermionic anti-commutation relations30. In the Hamiltonian, t determines the strength

of the hopping on the lattice, μ is the chemical potential on site, and Δ is the complex pairing

amplitude. The last two terms, which utilize the pairing Δ, show a superconducting pairing

between spinless electrons on nearest neighbor sites; this means p-wave pairing, which does

not arise naturally in superconductors.

The creation and annihilation operators can be re-written in terms of new fermionic op-

erators, γi
31, as

cj =
1
2
(γ1 + iγ2), c†j =

1
2
(γ1 − iγ2) (1.7)

so that effectively our fermions are divided in half, as mentioned previously. Inverting this

equation, the γ operators, called ‘Majorana operators’, are given by

γ1 = (cj + c†j ), γ2 = i(cj − c†j ) (1.8)

These operators are composed of equal part electron and hole, and satisfy the relations

γi = γ†i , γ2i = 1 (1.9)

So that the γ†i operator indeed creates a particle that is its own antiparticle.

With this Hamiltonian, we can picture a chain with multiple sites, and two operators per
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site. For some range of chemical potential μ around 0, the operators on neighboring sites

couple, contributing to the total energy of the system. This leaves two operators at the ends

of the chain unpaired, and these cannot contribute to the energy. These twooperators are the

MZMs, and together they form a delocalized fermionwhich can be occupied or not, without

an energy cost to the system. This is the Majorana fermion. This zero-energy occupation

possibility leads to a two-fold degenerate ground state of the system at zero energy.

A special property ofMZMs, which provided the motivation for enthusiastic attempts to

bring them out of mathematical formulation and into the real world, is that while the two

MZMs together form a fermion, each individual MZM is in fact an anyon32. These anyons

acquire a phase factor under exchange, in a process known as braiding - so it is said that they

follow braiding statistics33. In the case ofMZMs, the wavefunction changes under exchange

of two MZMs, and also if there are more than two MZMs exchnaged then the order of the

exchanges matters. Because of this, MZMs are known as non-abelian anyons, following non-

abelian braiding statistics.

Such anyons are exciting due to their potential applications in quantum computing, or

quantum information. Information stored in a system based on MZMs would in theory

keep the information protected due to the non-local nature of the MZMs. Information can

be encoded in the phases of the MZMs, which can then be manipulated via exchange pro-

cesses, and read out by fusing the MZMs34. These potentially exciting applications - storing

and manipulating quantum information in a novel, protected way - meant that proposals

eventually came along for taking theMajorana out of the Kitaev toymodel, and into physical

systems.
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1.3.1.2 Into the physical world - the Lutchyn-Oreg model

In 2008, Fu andKanemade a connection betweenDirac physics, superconductivity andMa-

jorana physics. The problem with realizing MZMs had been that p-wave superconductivity

was required, which has not been clearly demonstrated thus far. Fu and Kane showed that p-

wave superconductivity could be effectively created, using proximity effect from a standard

s-wave superconductor to act on the helical edge states of a topological insulator29. This

breakthrough spurred the thought of using combinations of materials to engineer the de-

sired effects, eventually leading to a now well-known practical proposal: the Lutchyn-Oreg

model.

This proposal relies on proximitizing a semiconducting nanowire, which was a Rashba

SO interaction term,2,3 along its lengthwith a superconductor, in the presence of an external

magnetic fieldwhich is perpendicular to theRashba field. TheHamiltonian of thewire itself

can be written as follows35:

Hw =
1
2

∫
dxΨ†(x)H(x)Ψ(x) (1.10)

with

H(x) =
(
−ℏ2∂2

x

2m∗ − μ− iα∂xσy
)
τz + VZσx (1.11)

wherem∗ is the effective mass in the semiconductor, μ is the chemical potential, α the spin-

orbit coupling andVZ = 1
2gμBB us the Zeeman energy produced bymagnetic field B. g is the

g-factor of the nanowire. Ψ(x) = (ψ†
↑, ψ

†
↓, ψ↓,−ψ↑) are Nambu spinors, the σi are the Pauli

spin matrices, and the τi are the Pauli particle-hole matrices.

The solution to theHamiltonian yields the dispersionEk,± = ℏ2k2
2m∗ −μ±

√
V2

Z + α2k2. In
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the zeromagnetic field case (Vz = 0), theRashba SO term removes the spin degeneracy of the

1D parabolic band, so that there are two parabolas, corresponding to spin-up and spin-down

projections along the spin-quantixation axis, shifted along the momentum axis by kSO =

m∗α/ℏ2, and shifted down in energy by ESO = m∗α2/2ℏ2.

If a finite Zeeman field is applied, VZ mixes the spins, removing the spin degeneracy at

k = 0. A gap of size 2VZ opens. Projecting a standard s-wave pairing term Hs onto the he-

lical basis (|μ| < |VZ|) gives intraband (spinless) pairing terms which exhibit a p-wave-like

symmetry Δk = −Δ−k, so that the combined minimal HamiltonianH = Hw +Hs is a real-

istic implementation of the Kitaev model for one-dimensional, p-wave superconductivity1.

If theZeemanfield applied surpasses a critical value, satisfying the conditionVc
Z =

√
Δ2 + μ2,

the system goes through a topological phase transition, and Majorana bound states (MBSs)

are found at the ends of the proximitized wire.

To attempt to realize this proposal experimentally, one needs a semiconductor with a large

Rashba SO coupling, and a sizable proximity coupling to a superconductor. One also needs

a large g-factor in the hybrid system, so that the critical field for the topological transitionwill

be reached before the gap of the superconductor is closed by the applied field. The chemical

potential μ should also be tunable. This is the system which we have been building up to in

this theory introduction, having startedwith an InAs 2DEGwhich provides the SOcoupling

and a large g-factor, as well as a tunable μ, and now having brought in superconductivity and

bound states.
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1.4 Quantum dots

Quantum dots are often referred to as ‘artificial atoms’. While they are solid state objects

which can be fabricated, they share electronic properties with atoms. For example, they have

some characteristic ionization energy, and a discrete excitation spectrum36. In this section,

we will introduce the basics behind quantum dots, which will be implemented in our semi-

conducting structures later in this thesis.

The energy levels of a QD are discrete, and have a characteristic level spacing δE which

depends on the geometry and material details of the dot. The properties of a QD can be

explored by connecting it to a source (S) and drain (D) electrode, enabling electron transport

spectroscopy. A schematic of a quantum dot is shown in Fig. 1.4 (a). Here, I have depicted a

dot formed specifically in an InAs 2DEG,where carrier accumulation is not needed, since the

2DEG is conductive without gating. The gate electrodes, shown in light green, can therefore

be depleted to confine a QD in the center, where its location in the schematic is indicated

by a light blue oval. Electron transport is possible via the source and drain electrodes, both

of which are tunnel coupled to the dots. The gate electrodes which are used to form the

dot can also be used to vary the exact number of electrons on the dot, N. When an electron

is added, the total charge of dot changes by e. The associated energy change is known as

the addition energy, and is a combination of the single-electron charging energy e2/C and

the change in single-particle energy δE. Such charging effects and discrete states have been

studied in a variety of quantum dot platforms, defined not only in semiconductors, as we

will focus on here, but also in metal grains and molecules37.
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Figure 1.4: (a) Schematic illustration of the lateral formation of a quantum dot in a 2DEG. Gate electrodes (light green)
are used to confine the dot, and couple to it capacitively. Transport measurements are possible via the source and drain
contacts (pink), which are tunnel coupled to the dot with strengths ΓS and ΓD respectively, as well as having some ca‐
pacitive coupling. (b) Measured conductance (grey dots) as a function of gate voltageVG sweeping over a Coulomb
resonance, fitted with thermally broadened (light blue) and coupling broadened (black) lineshapes. (c) Measured differ‐
ential conductance as a function of a gate voltageVG and voltage biasVSD, where the drain is grounded. Coulomb
diamonds can be observed, labelled with energy level diagrams showing different resonance conditions (insets). The
slopesm1 andm2 are indicated; these may be used to calculate the gate lever arm α. The charging energy EC and level
spacing δE are indicated.

1.4.1 Coulomb blockade

A quantum dot is confined in all three directions, and is therefore considered a zero dimen-

sional object. When the temperature and coupling strengths are small, the Coulomb interac-

tion becomes the dominant energy scale in the problem, and only a single electron can tunnel

on or off the dot at a time.

In a transport experiment, one can probe the energy differences between different levels
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of the dot rather than the total energies, so it is useful to consider the chemical potential of

the dot μ, where μN = U(N) − U(N − 1). Here U(N) is the total ground state energy of

a quantum dot withN electrons. μN describes the energy needed to add theNth electron to

the dot, and the successive chemical potentials form a ‘ladder’, like in the insets shown in Fig.

1.4 (c). The spacing between the potential levels is the addition energy mentioned above,

Eadd = μ(N+ 1)− μ(N) = e2/C+ δE (1.12)

The chemical potential ladder can be shifted up and down by changing the voltage on a

neighboring gate, with a lever arm αi = Ci/C. For the case of low temperature kBT ≪

δE,EC, and VSD = 0 V, electron transport is blocked if μ(N) < μS, μD < μ(N + 1). This

is because there are no electrons in the leads which have enough energy to occupy the next

level of the dot, and the dot cannot relax back to μ(N − 1) because the lead states around

μ(N) are occupied. At this point, the dot is said to be Coulomb blockaded. The blockade

can be lifted by changing chemical potential of the dot by gating, so that the next level of

the dot is brough on resonance with the leads. The number of electrons on the dot is then

allowed to fluctuate between N and N + 1, and a current can be measured. Blockade can

also be lifted by applying a non-zero VSD. A measurement of the differential conductance

signal resulting from varying VSD and VG, a gate which is capacitively coupled to the dot, is

shown in Fig. 1.4. Coulomb peaks, or resonances, are seen at the gate voltages at which the

dot is resonant. This leads to a diamond pattern. The lever arms of the electrodes and source

and drain contacts can be extracted from the slopes of the diamond ridges,m1 andm2. The

resonance conditions are sketched in the insets.

TheCoulombresonances indifferential conductancehave characteristic lineshapes,which
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have a broadening which can be dominated by one of two things: temperature or coupling.

The coupling Γ = ΓS + ΓD is the combinatipon of the tunnel rate between the dot and the

source and the dot and the drain. In the thermally broadened case, Γ ≪ kBT ≪ δE,EC. The

lineshape can then be described by

G(ΔVG) =
e2

h
1

4kBT
ΓSΓD

ΓS + ΓD
cosh−2

(
ΔE
2kBT

)
(1.13)

here, the maximum of the conductance depends on the coupling asymmetry ΓS
ΓD

as well as on

temperature as∼ 1
kBT

. The FWHM is∼ 3.5kBT.

In the case where coupling dominates over temperature, kBT ≪ Γ ≪ δE,EC, the reso-

nances are lifetimebroadened insteadof thermally broadened. Thepeak then takes aLorentzian,

or Breit-Wigner form38

G(ΔVG) =
e2

h
ΓSΓD

ΓS + ΓD
Γ

ΔE2 + (Γ/2)2
(1.14)

where ΔE = −eαg(ΔVg−Vg
0) is the level detuning, andVg

0 is the position of the resonance

in gate space. In this case the asymmetry of the tunnel barriers gives themaximumof conduc-

tance, while the FWHM simply reflects Γ. Examples of fitting both of these lineshapes to a

Coulomb resonance are shown in Fig. 1.4 (b). Such fits can be used to determine a transport

regime, and also the ratio of the couplings to the source and drain, but individual coupling

strengths cannot be determined in this two-terminal configuration.
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Figure 1.5: (a) Schematic singlet‐doublet ground state phase diagram of a quantum dot coupled to a superconductor, as
a function of ΓS and ε0/U. (b‐d) Sketches of what measured spectra as a function of gate voltageVG at increasing ΓS
values, as indicated in (a). In (b) singlet and doublet ground state regions are indicated; in (c) and (d) the coupling to the
superconductor is strong enough that the singlet ground state, favored by the superconductor, is stabilized.

1.4.2 Coupling quantum dots to superconductors

When a QD is coupled to a superconducting lead (S) and a normal lead (N), there are two

tunnel coupling strengths to consider; ΓS, between the QD and superconductor, and ΓN,

between the normal lead and the QD. In a case of very weak coupling, where ΓS ≪ ΓN ≪

Δ < δE ≪ EC, the transport is mainly dominated by sequential quasiparticle tunneling.

Higher order processes, such as Andreev reflections, are suppressed. Here transport looks

like normal Coulomb blockade, but with an energy gap due to the superconducting gap in

the S lead. This regime will be explored in detail in Chapter 7.

The situation looks very different if the coupling to the superconducting lead is increased,

such that ΓS ∼ Δ. In this case, the energy spectrum of the combined QD-superconductor

junction is modified. This modification is the result of a competition between superconduc-

tivity, which favors the tunneling of electrons pairs with opposite spin and therefore even

ground states, and Coulomb blockade, which enforces a one-by-one filling of the dot, allow-

ing both even and odd ground states39–45.

To analyze this strongly coupled regime, we can consider a single orbital level, which is
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spin-degenerate (this is realistic at zero applied magnetic field). When the QD level is singly-

occupied, there are two possible ground states; the spin doublet (S = 1/2, |D⟩ = | ↑⟩, | ↓⟩),

or the spin singlet (S = 0, |S⟩). The competition between the ground states is determined by

the energy scales Δ, ΓS, the charging energyU, and the energy of the QD level with respect to

the superconducting electrode ε0 44,46–54.

Transport through the system happens via an electron entering from the N lead, exciting

the dot to the excited state. The system then relaxes back to the ground state via an emission

of a Cooper pair to the condensate, accompanied by the retro-reflection of a hole into the

normal lead. This leads a resonance at someVSD = V, an Andreev level at the energy eV = ζ,

with ζ the energy difference between the excited and ground state. These transport signatures

look different for increasing couplings to the superconductor ΓS, as illustrated in Fig. 1.5. In

panel (a), the singlet-doublet ground state phase diagram is shown as a schematic, as a func-

tion of ΓS and ε0/U. In the rest of the panels, sketches of what measured spectra at different

couplings, as indicated on (a), would look like in a measurement as a function of a plunger

gate voltage VG. This means that we are effectively taking cuts through the phase diagram,

but sweeping an experimentally accessible parameter instead of ε0/U. Panel (b) corresponds

to weaker ΓS. On the left and right sides of the plot the QD is deep in a singlet ground state.

The doublet excited state approaches the superconducting gap edge, and an Andreev level is

observed close to the energy Δ. Approaching the center of the plot, the Andreev resonances

approach zero energy, moving together until they cross at the singlet-doublet ground state

transition. The characteristic shape of the ABSs during this transition, from singlet to dou-

blet and then back to singlet, is often referred to as a ‘cat eye’. As ΓS is increased, supercon-

ductivity starts to win in the competition against Coulomb blockade. In Fig. 1.5, the ABSs
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touch at zero energy but do not cross over; ΓS is just large enough that the singlet ground

state is stabilized across the entire range ofVG. Increasing ΓS evenmore [Fig. 1.5 (d)], the sin-

glet ground state is robustly stable, and the ABSs only dip in towards lower energy, without

coming close to each other. These considerations of ground state transitions and the effect

of coupling a confined object to a superconductor will come in useful throughout the thesis,

while considering both QDs and ABSs confined in wires.
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2
Materials andMethods

In this section, we will discuss the technicalities of the devices which are presented in

this thesis. First we will consider the material platform on which the devices are based, the

two-dimensional electron gas (2DEG).Thenwewillwalk through the fabricationprocedure,

which will get us from a 2” wafer of proximitized 2DEG all the way to nanoscopic devices

24



Al ~ 5 nm

In0.75Ga0.25As 10 nm

InAs 7 nm
In0.75Ga0.25As 4 nm

In0.82Al0.18As 58 nm

In0.52Al0.48As to In0.89Al0.11As 
1000 nm, in tens of steps

In0.52Al0.48As 
In0.53Al0.47As

2.5 nm 
2.5 nm5 ⨉

In0.52Al0.48As 100 nm

InP substrate
Uniblock P 

(a) (b) (c)

InGaAs

Al

5 nm 2.5 nm

Figure 2.1: Two dimensional electron gas heterostructure, proximitized with Al (a) Schematic of the superconductor‐
semiconductor heterostructure, with representative layer thicknesses. (b,c) Transmission electron micrographs provided
by the Manfra group at Purdue University, showing the interface between the semiconductor and the proximitizing
superconducting layer.

which are ready to measure. Lastly, we will discuss how we interface between the electronics

in our experimental setup and our devices, and then walk through the electrical configura-

tions for the two main types of measurement used for the experiments in this thesis: local

and nonlocal tunneling spectroscopy.

2.1 Proximitized two-dimensional electron gas

The devices presented in the main body of this thesis were fabricated on wafers of 2DEG

proximitized with in situ grown Al. These wafers were grown and provided to us by the

Manfra group at Purdue University.

Molecular beam epitaxy (MBE), a technique which allows for growth of highly homoge-

neous layers with a fine control of the layer composition55, was used for the growth. InP 2”

waferswere used as substrates, despite the 3% latticemismatchbetween InP and InAs56. This
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is because the subtrate option which is more closely matched, GaSb, is known to show trivial

edge conduction at mesa edges, complicating transport measurements57–60. The composi-

tion and thickness of theMBE grown layers is shown in Fig. 2.1 (a). Starting at the substrate,

a superlattice of InAlAs-InGaAs is grown, serving as trap for dislocations. A graded buffer

of In1−xAlxAs is then grown to transition from the lattice constant of InP (5.87 Å) to that of

InAs (6.06 Å) over the distance of∼ 1 mm. The quantumwell itself is grown on top of the

buffer layer, and is formed by sandwiching∼ 7 nmof InAs between a top and bottombarrier

of material with a larger band gap (in Fig. 2.1 (a) InGaAs is shown, but it is also possible to

use for example InAlAs).

Finally, Al is deposited in situ. This way of depositing Al leads to a higher quality inter-

face, and was developed for 2DEGs5 following the success of a similar method applied to

vapour-solid-liquid (VLS)-grown NWs4. The Al film is able to proximitize the quantum

well in these structures because the well is not buried deep beneath the surface, but is instead

separated from the superconductor by a barrier of only ∼ 10 nm. The interface between

semiconductor and superconductor in a heterostructure grown using this method is shown

in transmission electronmicrographs (TEMs) provided by theManfra group in Fig. 2.1 (b,c).

The goal of the growth is to have relaxed lattice strain, and a continuous Al filmwithmin-

imal thickness variation across the wafer. The relaxed strain can be observed as a hatch-like

pattern in dark-field optical microscopy.* We typically see some defects in the Al surface,

which appear clearly in optical micrographs. The devices which we fabricate are on the order

of a few microns in size, so typically the large visible defects in the Al are not disruptive to

a functional device. They are statistically likely not to overlap with the small device, and if

*A tip for the fabber... if you are inspecting your chip before starting fabrication and you cannot see the
hatch pattern in dark field, your chip is upside down and you should flip it over before you proceed.
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they do the device is simply unmeasurable rather than partially crippled. A surface rough-

ness of the Al can be measured using atomic force microscopy (AFM) to be around 1 nm - a

significant variation, considering that the desired thickness of the layer is only∼ 5 nm.

While the parameters shown in Fig. 2.1 (a) are representative of the values used for the

growths in general, variations are made to fine-tune the properties for a given wafer. Two of

the main properties of the material that are important in our experiments are the mobility

μ of the 2DEG and the size of the proximity effect-induced superconducting gap. There is

a trade off between these two properties; if the barrier between the InAs and the Al is made

thicker, the quantum well is protected against the interface disorder, and higher mobilities

are accessible, but the proximity effect is weaker and the induced gap is smaller60. In general,

mobilities (measured in a dilution refrigerator with a base temperature of∼ 15 mK using a

Hall bar) are around20000 cm2V−1s−1 - 90000 cm2V−1s−1. The electrondensity, calculated

from the transverse resistivity of the Hall bar, is ∼ 1 × 1016 m−2 at peak mobility values,

corresponding to a Fermi wavelength lF = 25 nm and mean free path le = 0.8 μm.

These materials are well suited for our purposes for the experiments in this thesis due to

the combination of the high InAs g-factor, the induced superconductivity, and the ability to

control the electron density to make two dimensional structures. As we will see, this allows

us to be flexible with device design, and expand upon the rich physics available in hybrid

superconductor-semiconductor systems in ways which would be difficult using a different

platform such as VLS NWs.
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2.2 Device fabrication

This section is a walk-through of the fabrication process, with explanations of the techniques

used and some tips for the future fabber. For our standard recipe, which contains less insight

but more exact details in a more concise manner, see Appendix A.

2.2.1 Fromwafer to chip

We receive the proximitized 2DEG material from the Manfra lab in the form of 2” wafers.

Once received, these are inspected in both bright and dark field optical microscopy. The

entire wafer is then spin-coated with PMMA and stored in a Nitrogen cabinet until further

use. When we wish to fabricate on the material, we cleave sections of it into small chips,

∼ 3 by 5 mm. These are made with a high precision, manual scriber. This has a rotational

stage for alignment. The chips are cleaved on a cleaving block, by applying a gentle force

with tweezers. We then proceed with fabrication on an individual chip, which is cleaned

before the first fabrication step for 5 min in 1,3 Dioxolane, followed by squirts of acetone,

then isopropanol (IPA), and then a blow-dry with a nitrogen gun.

2.2.2 Electron beam lithography

The workhorse of our nanofabrication process is a technique called electron beam lithogra-

phy (EBL). This involves spin-coating the chip with a resist, and then patterning the surface

by ‘writing’ with a beam of accelerated electrons. Exposure to the electron beam renders the

resist eithermore soluble (a positive tone resist), or less soluble (a negative tone resist). We use

polymethylmethacrylate (PMMA)-based resists. These consist of PMMApolymer dissolved

in a solvent. Exposure causes scission of the polymer chains,making this a positive tone resist.
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We use A4 for most processes in our 2DEG fabrication flow, but a thicker resist stack of two

layers EL9 and a single layer A4 is used for the lithography step which defines the bond pads

and connecting lines to gates, since some of the gates must crawl up the mesa walls.

Once the pattern has been exposed, the exposed regions of the resist are selectively removed

by immersing the chip in a ‘developer’. We use anMIBK:IPA 1:3 solution at room tempera-

ture. This leaves only the desired areas of the chip exposed, so that one can then proceedwith

selective etching, or deposition in the desired region. The fabrication process is based on a se-

ries of EBL exposures, each enabling the next step. The lithography tool used for this project

was an Elionix ELS-500 100 kV system, and a software called Beamer was used to produce

machine files to control the lithography.

The EBL tool has a certain ‘write field’, which is the area it can write in for a fixed stage

position. Typically the patterns which we require cover multiple write fields. This means

that once the tool is finished writing within one field, it blanks the beam and moves to the

next one. In order to avoid discontinuities or overlaps between fields, the EBL system uses a

stage position system based on laser interferometry. This allows for write fields to be stitched

with nanometer scale precision.

For fine features (∼ 100 nm), there is usually a difference between the dimensions defined

in thedesign and thedimensions of the featureswhich comeout after the lithographyprocess.

This comes from electron scattering processes in the resist, whichmake the features come out

slightlywider thandesigned. Thedifferencebetween thedesigned and actual size is referred to

as the bias61, and this is somethingwhichwe can characterize and then correct for in Beamer.

The scattering of electrons in the resist can degrade the quality of the final pattern, espe-

cially in regions with a high density of features. This is known as the ’proximity effect’ in
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Figure 2.2: Electron beam lithography of alignment marks on superconductor‐semiconductor hybrid chip (a) Optical
micrograph of a corner of the chip before the start of fabrication. The chip is spin‐coated with PMMA. (b) Optical mi‐
crograph taken after exposure and development. The PMMA is removed where the alignment mark will be placed. (c)
Optical micrograph of Au alignment mark after metal deposition and liftoff steps.

EBL62. This can be compensated for using the Dose Correction feature of the EBL system.

An example of the results of EBL in the first fabrication stage of one of our samples is

shown in Fig. 2.2. In panel (a) a corner of the chip is shown at the start of fabrication. The

chip is already spin-coated with PMMA, but no features are present on it. The EBL system

is then used to write a pattern of alignment marks around the edges of the chip. Each mark

consists of a small cross in the center and a bigger cross around the outside, alongwith a letter

label (for example ‘L’ for marks on the left side of the chip) and a number. The bottom left

corner is considered the origin, and here the mark has an additional slanted line, which helps

to easily discern the orientation of the chip. This bottom left region is shown in Fig. 2.2 (b),

which is an optical micrograph taken after the development step. Here the resist which was

exposed has been dissolved away, leaving the alignment mark pattern exposed and the rest of

the chip covered by resist. Ti/Au is then evaporated onto the surface (see next section), after

which the chip is placed in a ‘lift-off’ solutionwhich dissolves the remaining resist. This leaves

Ti/Au only on the regions of the chip which were exposed, so that we are left with a pattern

30



of Ti/Au alignment marks around the chip. The bottom left alignment mark is shown in

Fig. 2.2 (c).

During the remaining fabrication steps, a lithography step is used to define the areas in

which the chip will be etched, or material will be deposited. The alignment marks deposited

in the first step are used as part of the EBL process, to insure that layers written with separate

EBL steps are aligned with each other. The general procedure is summarized in Fig. 2.3.

Using a series of EBL steps, we etch out a mesa for each device, defining the general shape

of ohmics running away from a central region. There is then an additional etching step in

which Al is selectively removed, making the NW which forms the heart of our device, and

in some cases superconducting leads. Dielectric is then deposited globally on the chip, and

finally Ti/Au electrostatic gates and bond pads are evaporated, providing control over the

device and connection to the outside world.

2.2.3 Wet etching

Wet etch processes were used to define a mesa profile of the devices and bond pads, and to

selectively remove the Al thin film to make the desired device configurations.

The mesa etching step is performed first. This involves lithographically defining the areas

to be removed. After development, the chip is cleaned with oxygen plasma in an asher. The

resist is then reflown for 2 min on a hotplate at 120 ◦C. An Al etch is then performed, to

remove theAl thin film, in those regions. We do this usingAl etchantD (Transene), prepared

at 50 ◦C in a hot water bath. Two beakers of ultra-pure water are also prepared in the hot

bath, one for stopping the etching process and one to use for measuring the temperature of

the liquids in the hot bath with a thermometer. A room temperature beaker of ultra-pure
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Figure 2.3: Optical micrographs of one device during fabrication workflow. Insets show a close‐up of the core device
region. (a) Blank chip, coated in PMMA, inspected before the start of fabrication. (b) Image after the mesa etch step. The
darker regions are where the Al thin film and∼ 300 nm of mesa have been etched away, the lighter regions are where
the 2DEG and proximitizing Al remain. (c) After the Al etching step, in which only Al is etched away in the device region.
Image taken directly after etching, with PMMA still present on the chip. The effect of the etch can be seen most clearly
in the inset; a thin Al strip expanding into planes at either side and five superconducting leads are formed. (d) After the
PMMA is removed and a global layer of HfO2 is deposited. (e) After the deposition of the inner (fine) gates, which are
visible in gold. (f) After the deposition of the outer gates ‐ a thicker layer of Ti/Au. These overlap with the ends of the
inner gates and run out to the bondpads (deposited in the same step, not pictured in this figure).

32



water is also prepared. The Transene beaker and one of the pure water beakers in the bath are

placed next to each other in the bottom left corner of the bath, while the ‘test’ water is placed

towards the upper left. The level to which the beakers are filled should be equal, and should

reach stop at the level of the water in the bath, for optimal thermalization †.

The etch itself is performed by swirling the chip in the hot transene for 5 s, in the hot pure

water for 20 s, and then for 40 s in the room temperature pure water. All swirling should be

rigorous. This is the one fabrication step during which having shaky hands can work to your

advantage. The chip is then blow dried with a nitrogen gun.

Once the Al is removed, the next step is to etch deep into the mesa, using a solution of

H2O:C6H8O7: H3PO4: H2O2 (220 : 55 : 3 : 3) at room temperature. Thismixture is placed

in a wide, shallow glass beaker, and is stirred with a magnetic stirrer throughout the etching

process. The chip is placed on the bottom of the beaker, near the stirrer, and is rotated by

90◦ every 30 seconds during the 9 minute etch. Afterwards the chip is thoroughly rinsed in

ultra purewater for oneminute. The remaining resist is stripped off the chip using dioxolane,

followed by squirts of acetone and IPA, and a blow-dry. The result of such an etch is shown

in Fig. 2.3 (b). The darker colored regions are where the Al and∼ 300 nmofmesa have been

etched away.

Next, another Al etch is performed, this time to define the structure of the devices. The

pattern is definedwith EBL and theAl is etched in the sameway as before, with hot Transene

D. The result of the etch is shown in Fig. 2.3 (c); the image is taken directly after, with the

resist still on the chip. This finer etch step defines the thin Al strips which will form theNWs
†Note that the particular placement of the beakers in the bath is optional, this is my personal preference

which I have found works well. The water level considerations, on the other hand, are not optional. Try to
thermalize properly or you will have a bad time.
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at the heart of our devices, aswell as superconducting leadswhich reach in towards the device.

The remaining resist is again stripped away with dioxolane, and the chip is rinsed as above.

2.2.4 Dielectric deposition

A global layer ofHfO2 dielectric is deposited on the chip at this point during the fabrication.

This is to prevent electrical contact between the device and the electrostatic gates which we

will deposit on top to control it. Atomic layer deposition (ALD) is used to grow the dielec-

tric. The system used currently in the group is the Savannah S100 from Cambridge Nan-

otechnology. The growth is performed at 90 ◦C, with 150 pulses of TDMAH each of which

is followed by a pulse of H2O. This leads to a growth of∼ 15 nm of HfO2. An optical mi-

crograph of one of the devices after dielectric deposition is shown in Fig. 2.3 (d). The devices

imagedhere have only one layer ofmetal gates, however for designswhich required two layers,

another growth of dielectric is performed in the same way between the gate layers.

2.2.5 Metal gate deposition

After the dielectric deposition,metal gate electrodes are deposited, giving us electrical control

over the device. The gate deposition is performed in two layers, meaning two separate EBL

exposures. The first is to define the fine features of the gates, which cover the active region of

the device. After development, the metal is evaporated onto the chip using an electron beam

evaopration system (AJA international). A sticking layer of 3 nm of Ti is used, followed by

5-10 nm of Au. The evaopration is followed by a liftoff process, which removes the rest of

the resist, and with it the metal which adheres to it. Figure 2.3 (e) shows a device after this

liftoff process; the resulting features are very fine, and barely resolvable in our optical images.
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50 µm

Figure 2.4: Optical micrograph of the entire chip after a complete fabrication round. The chip contains six devices. The
Ti/Au gates and bondpads can be seen in gold. The ohmics, which consist of InAs 2DEG topped with Al, appear light
blue. The areas between the ohmics and between the bondpads are a darker blue, these are trenches where the mesa
has been etched away. Ti/Au squares around the outside of the chip are patterned for use as test bondpads.
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The last EBL step is used to write what we refer to as the ‘outer gates’; this defines the parts

of the gates which overlap with the edges of the inner gates, and then crawl out toward the

bond pads. The bond pads are also metalized in this step. In this case, a thicker layer of metal

is evaporated, ∼ 350 nm. Some tilt is also applied to the stage while the evaporation takes

place. Both of these things are to ensure that the gates are able to crawl up the mesa edges,

and make contact between the inner gates and the bond pads. An optical micrograph after

the liftoff process for this step is shown in Fig. 2.3 (f).

A final optical overview image of the chip taken after fabrication is complete can be seen

in Fig. 2.4. Here, one can see themetalized bond pads which surround each of the six devices

on the chip (yellow), as well as Al pads (blue) which are used to contact the ohmics.

2.2.6 Final imaging

After fabrication is complete, we use scanning electron microscopy (SEM) to inspect the re-

sults of the fabrication more closely. There is some evidence that the electron beam of the

SEM causes charges to get trapped around defect in the dielectric63, so to avoid the possibil-

ity of such charge traps test structures are fabricated on the edges of the chip, simultaneously

with the real devices. These test structures are what we image with the SEM.

The purpose of the imagine is to inspect firstly the Al etch (whether the wires are indeed

the desired width or if they are too wide, or too narrow and therefore uneven and possibly

broken), and secondly to inspect the gates, checking if they look correctly alignedwith the Al

strip, and whether they are shorted to each other at any point.
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(a) (b)

(c)

Figure 2.5: Connecting the device to the outside world (a) Two devices bonded with Al wire bonds. The other two
devices visible in the micrograph have marks on the bond pads which show that these devices have previously been
bonded. (b) The chip is mounted on a ‘daughterboard’, and the wire bonds can be seen extending from the two devices
to the pads on the board. (c) the daughterboard is in turn mounted on a motherboard, housed in the sample puck. Once
an outer shield of copper is put on, this puck can be loaded into the dilution refrigerator.
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2.3 Low temperature measurement

2.3.1 Mounting andwire bonding

Once the devices are fabricated, imaged and deemed satisfactory, the time comes to connect

them to the outside world. The chip is glued to a PCB which we refer to as the ‘daughter-

board’ using a drop of PMMA and baked on a hotplate to secure. A tip for the fabber: during

baking, it can sometimes happen that the chip pops off the board. It is up to the individual what

to do with this information; we have lately tended to hold a gloved hand nearby. Catching the

chip in your gloved hand is not ideal, but it is better than losing it or having it impact on a hard

surface.

Once mounting is complete, the chip is wire bonded with Al bond wire, connecting each

gate and ohmic to a pad on the daughterboard. The system used is an automatic wedge bon-

der (F&S Bondtec 5630). In the image of the chip shown in Fig. 2.4, a checkerboard pattern

of Au (yellow) and Al on InAs (blue) squares can be seen around the outside of the chip.

These squares are not connected to any of the devices, but are used for making test bonds

to optimize the bonder parameters for each of the materials being bonded to. It can happen

that the parameters need to be adjusted constantly throughout the bonding session, inwhich

case we switch back and forth between making more test bonds, and doing real bonds. ‡

A photograph of a chip with two devices bonded is shown in Fig. 2.5, close up in (a) and

with the daughterboard in (b). The devices measured during this project have around 17

gates and between 5 and 7 ohmics each. Two of the ohmics are used as ground planes, and

these are each double bonded to reduce the total resistance to ground. This large number of
‡This is extremely annoying and I do not wish it on anyone.
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bonds required per device means that we are able to bond only two devices per cooldown, in

order for the bonds to fit comfortably.

Oncebonded, the daughterboard ismountedon amotherboardwhich is housed in apuck,

as shown in Fig. 2.5 (c). Additional shielding (not shown in the photo) is added, and then the

puck is bottom-loaded and cooled in a cryo-free dilution refrigerator (Oxford Instruments

Triton 400, with a 1-1-6 T vector magnet). The temperature of the mixing chamber temper-

ature was∼ 15 mK, measured with a RuO2 thermometer. All electrical lines in the cryostat

are equipped with multi-stage cryogenic RF and RC filters, which are built in house. These

have a cutoff frequency 80MHz and 0.7 kHz respectively.

2.3.2 Tunneling spectroscopy

Two-terminal tunneling spectroscopy is used throughout this thesis to access the density of

states of the system under investigation. In this method, there is a tunnel barrier between

the source and the drain electrodes. The energy at which one measures is selected by apply-

ing a source-drain bias VSD, and then considering the tunneling current which flows across

the barrier. A differential measurement can be taken using a lock-in amplifier. A small si-

nusoidal component with RMS amplitude dVSD is added to VSD. The resulting tunneling

currentmodulation dI can bemeasured with the lock-in at the frequency of the applied volt-

age modulation, giving the differential conductance

dI
dVSD

(2.1)

which is proportional to the density of states in the deep tunneling regime20. This can be

imagined more clearly as follows: for a change in energy (given by dV), we measure how
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Figure 2.6: Schematic of the electrical setup for local conductance measurement. The sample itself is cooled in a dilution
refrigerator. It consists of a NW, formed by depleting the gates labelled P and C, with normal leads at four probe loca‐
tions. The smaller gates below the C gates can be used to form quantum dots if energized, but we need not consider
them in this section. Connections to the measurement electronics are via electrical lines of impedance ZF. For each of
the four probe locations, a current to voltage amplifier is connected, and used to measure the tunneling current across
the tunnel barrier formed by depleting with the edges of the C gates. Each current to voltage amplifier is connected to
a lockin amplifier, which is used to measure a local conductance signal. The Al strip expands into planes on the left and
right side, both of which are double bonded and grounded at the breakout box.
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many more fermionic states become available for tunneling (dI). If we consider the density

of states in the source to be uniform, then the differential conductance gives us a measure of

the density of states in the drain. When doing such a two-terminal measurement, one needs

to consider the line impedances for the source and the drain, so that their contributions can

be subtracted. Alliteratively, one can do a four probe measurement, where the voltage drop

over the sample is directly measured. For the tunneling spectroscopy measurements in this

thesis we stick to the two-terminal configuration.

A schematic for a measurement configuration for one of the devices measured during this

project is shown in Fig. 2.6. This looks a little different from the two-terminal concept de-

scribed above; this is because we havemultiple probe locations along the length of the device.

The device consists of a thin Al strip (blue), which proximitizes the 2DEG underneath and

screens it from the action of the gates. The Au gates (yellow/gold) are used to deplete the

carrier density in the 2DEG until it is confined to the quasi-1D region beneath the Al strip,

forming our NW. The gates are also used to separate the NW into segments, with multiple

probe locations. The tips of the depleted C gates form tunnel barriers. So we end up with

four sources and four tunnel barriers, all of which share a drain (the grounded NW).

Wecan then apply a source-drain voltage bias on eachof the four leads. For each lead, the ac

component dVSD, sourced froma lock-in (StanfordResearch SR830), and the dc component

VSD, sourced from a DAC, are combined via a divider (ac division factor ∼ 100000, dc ∼

10000) and applied to the lead via a current to voltage converter (Basel Precision Instruments

SP983c). The resulting current can then be amplified via the Basel, and detected using the

respective lock-ins, enabling calculation of differential conductance for each lead. This gives

us a measure of the density of states at each of the probe locations.
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The line impedance ZF at lock-in frequencies<∼ 100 Hz is dominated by a resistance of

0.88 kΩ, coming from a 0.180 kΩ line resistance and 0.70 kΩ filter resistance.

2.3.3 Nonlocal conductance

Anotherdifferentialmeasurement techniquewhichwas employedduring this project is known

as nonlocal conductance. Before getting into detail; here is a colloquial explanation. ‘Local’

conductance, as described in the previous section, means if you wiggle on the left side of a NW,

you also measure on the left. ‘Nonlocal’ conductance involves doing the opposite: if you wiggle

on the left, then you measure on the right.

In more detail, the detection scheme used for nonlocal measurement is shown in Fig. 2.7.

Here the measurement is carried out with just two probes, labelled 2 and 3. The other leads

are floated at the breakout box, and the Al strip is still grounded at the planes which it ex-

tends into on both sides, as in the local measurement. The two connected leads are attached

to individual low-noise high-stability current to voltage converting amplifiers as before, with

a gain of 108 V A−1. The ac and dc voltage inputs for the amplifier are sourced as before

from separate lockin amplifiers and a DAC respectively. The thing that makes this nonlocal

detection different from the local measurement described in the previous section is that the

output of each Basel amplifier is measured using two lockin amplifiers instead of one. For

each one of the two leads, the signal is measured a) with a lockin whose detection frequency

is the one which is applied as dVSD on the lead in question, and b) with another which de-

tects with the frequency of the ac signal which is applied to the other probe. This detection

technique has recently been employed in other experimental works64,65, and will here be the

topic of Chapter 4.
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Figure 2.7: Schematic of the electrical setup for nonlocal conductance measurement. The sample itself is cooled in a
dilution refrigerator. It consists of a NW, formed by depleting the gates labelled P and C, with normal leads at four probe
locations. Connections to the measurement electronics are via electrical lines of impedance ZF. The Al strip expands
into planes on the left and right side, both of which are double bonded and grounded at the breakout box. For nonlocal
measurements only two of the four probe locations are used; the unused leads are terminated by an open circuit at
the breakout box. Current to voltage amplifiers are connected to the two leads used for the measurement, and used to
measure the tunneling current across the tunnel barrier formed by depleting with the edges of the C gates. Four lockin
amplifiers are used, in the configuration shown, to measure the four elements of the conductance matrix.
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2.3.4 Tunnel barrier design

In order to perform differential conductance measurements, local or nonlocal, and access in-

formation about the density of states of our system, a tunnel barriermust be formed between

the source (in our case the lead) and the drain (in our case theNWunder investigation). Over

the course of the project described in this thesis, several different designs of the tunnel junc-

tion region were used. In this section, main design options (shown in Fig. 2.8) will be sum-

marized, the pros and cons of these options, and the thoughts that went into the differences

between them.

2.3.4.1 Superconducting leads

In Fig. 2.8 (a), one can see one of the barrier regions of a multiprobe device with supercon-

ducting leads. In this configuration, the superconducting lead is etched from the epitaxial Al

layer, and extends all the way towards the Al strip, so that there is a gap of∼ 50 nm between

lead and NW where the 2DEG is not covered by Al. The gate labelled T (for ‘tunnel’) ex-

tends over the gap; it is used to deplete the 2DEG in this small unscreened region, so that a

tunnel barrier is formed between the source and drain. The lead is superconducting at zero

field, but the gap softens at ∼ 100 mT applied parallel magnetic field, so that above that

value the transport can be considered N-I-S66. Making barriers in this way reliably gives us

access to spectroscopy in the tunneling regime, but the shape of the potential is such that

the junction is likely multi-channel. One should also note that defects like accidental, small

quantum dots have a strong tendency to form in these barriers. When attempting to do tun-

neling spectroscopy measurements one therefore has to go to pains to stay away from these

defects in order to properly access the DOS in the NW.
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Figure 2.8: Scanning electron micrographs illustrating the three main ways of forming tunnel barriers for differential
conductance measurements used during this project. (a) A superconducting lead is separated by a short distance (∼ 50
nm) from the Al strip. There are two layers of gates in this design. The first contains the gates PL and PR, the second
contains the gate T, which is used to control the tunnel barrier. (b) A semiconducting lead, with a QPC‐like tunnel barrier
to the NW that is formed by the depletion tips of the C gates. The P and C gates are used to form the NW. The two
unlabelled gates at the bottom of the image can be used to form a quantum dot, but need not be energized for differen‐
tial conductance measurements. (c) A semiconducting lead with a tunnel barrier formed similarly to (b), except with an
additional gate labelled H for ‘Helper’. This gate can be operated at a negative or at a slightly positive voltage to adjust
the tunnel barrier.

2.3.4.2 Semiconducting leads

A second option for the formation of the tunnel barrier is shown in Fig. 2.8 (b). Here, a

normal lead is used instead of a superconducting lead, and the gates which form the quasi-1D

channel of theNWare split into two. These are the P gates, which deplete the 2DEG to form

the top of the NW, and the C gates, which form the bottom of the NW, but also (crucially)

form a tunnel barrier between their two tips. The shape of the tips is designed in an attempt

to formaQPC-like barrier. Theparticular design shown in (b) has two additional gates below

the C gates; these can be used to form a quantum dot deliberately in the tunneling region,

but that is not part of the current discussion. Making a barrier in this way allows us to try to

engineer the shape of the potential to a greater extent than the version shown in (a), so that
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we can try to create a saddle-point potential and potentially get down to a singlemode tunnel

junction. We also find that accidental quantum dots are less commonly found with this type

of barrier. However, a downside of this design is that we found that barriers designed in this

way to have a high failure rate; the junctions were quite difficult, and sometimes impossible,

to tune into a good spectroscopy regime.

2.3.4.3 Semiconducting leads with helper gate

In Fig. 2.8 (c), a design is shown which takes advantage of the QPC idea described above,

whilemitigating the problemsmentioned. This is through the addition of another gate, suit-

ably labelledH for ‘helper’. This gate has a small tip which reaches in between the QPC tips.

This gate can be used to help the formation of the tunnel barrier in whichever way is nec-

essary for the particular junction. If the barrier can already be formed to give good quality

spectroscopy by just using the C gates, then the H gate can be kept at 0 V. Otherwise, it can

be set to a negative voltage to help pinch off, or at a slightly positive voltage to open up the

junction.
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To the scientist there is the joy in pursuing truth which

nearly counteracts the depressing revelations of truth.

H. P. Lovecraft

3
Extended states in 2DEG structures:

local measurement
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Figure 3.1: False‐color electron micrograph of a device which is by design identical to device 1. A proximitized quasi‐
one‐dimensional NW is formed in the InAs quantum well (gray) under the strip of superconducting Al (blue) by lateral
electrostatic confinement from the gates labelled P and C (gold). Tunnel barriers to normal leads are formed by the tips
of the C gates and allow for measurements of the tunneling currents I2, I3 into the NW. The other gates, seen in the
image but not colored gold, are not energized in this chapter.

In this chapter, we will cover a spectrum of measurements which were performed using

local and nonlocal tunneling spectroscopy, in our proximitized 2DEG structure-based de-

vices. The over-arching theme of the particular devices which will be presented and explored

is the possibility ofmeasuring simultaneously on the two ends of a hybridNW segment. The

extra information which is ‘won’ in this way allows us to dispel some of the ambiguities that

come usually with tunneling spectroscopy measurements. Is a bound state in fact extended

over the length of a pre-defined segment, as desired by the designer of the gate structure, or is

it heavily localized in an accidental potential well on one end of the NW? There are various

ways to address these questions, some of which are discussed later in this thesis, but measur-

ing on two ends instead of one is a start.
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3.1 Local spectroscopy

First, let me introduce the device design (device 1) on which the measurements in the first

half of this chapter were performed. A false-color SEM image of a device which is identical

(by design) to this device is shown in Fig. 3.1.

At the heart of the device is a thin Al strip, made by wet etching the epitaxial Al around

it (as described in section 2.2). This strip expands into large ground planes at both ends,

which are grounded. The chip is then covered by a global layer of HfO2 dielectric, followed

by the deposition of the gates. The gates which are colored gold in Fig. 3.1 are used to deplete

the electron density either side of the Al strip, such that a quasi-1D conducting channel of

proximitized 2DEG is formed underneath the Al. The gates labelled P can be additionally

adjusted to alter the potential landscape of the device, while the gates that are labelled C are

used to form QPC-like tunnel barriers, allowing for tunneling from normal leads into the

NW. The normal leads are connected to Basel IV converter pre-amplifiers, which facilitate

our differential conductancemeasurements. Note that those are the purposes of the gates by

design; in reality both P and C gates need to be tweaked to achieve the desired density in the

proximitized region, and to form a usable tunnel barrier. Note also that there are additional

gates shown in Fig. 3.1 which are colored dark grey. These provide an additional capability

of the device to form laterally defined quantum dots in the probe regions, which will come

into play later in the thesis. During themeasurements shown in this chapter, these gates were

not energized, and need not be considered for now.

Via tunneling spectroscopy measurements (as described in section 2.3.2), we are able to

probe the density of states in the NW locally at the locations of the tunnel barriers. Some
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(a) (b) (c)

(c)

VP3 = - 0.6 V

Figure 3.2: Local bias spectroscopy measurements in device 1. (a) Differential conductance as a function ofVP3, show‐
ing the superconducting gap at zero applied magnetic field and some sub‐gap features, including a large resonance
around−0.55 V. (b, c) Differential conductance as a function of magnetic field B|| parallel to the NW, atVP3 = 0.6 V
andVP3 = 0.55 V respectively. The gate value for (b) is just below the range of (a), and no sub‐gap states are visible.
The value for (c) is indicated in (a) with an arrow, and is selected so that the evolution of the bright sub‐gap state in field
can be observed.

examples of this well-known measurement regime for device 1 are shown in Fig. 3.2, as a

function of gate voltage VP3 and magnetic field parallel to the NW B|| at different fixed gate

voltages. These data are measured at the left tunnel barrier shown in Fig. 3.1. In Fig. 3.2 (a),

measured at zero applied magnetic field, one can see a superconducting gap Δ ∼ 290 μeV,

which is modulated by subgap excitations which are tuned by VP3. At more positive volt-

ages these are very close together, and blur the gap, while at more negative voltages (around

−0.55 V) one clearer, more slowly evolving (with respect toVP3) resonance is observed. Go-

ingmore negative still, the gap appears to empty out, with no further subgap states observed.

We interpret this as indication that we are indeed using the gate P3 to deplete the carrier

density underneath the NW segment. As we deplete, the remaining carriers are pressed up

against the Al, so that only the strongly proximitized density remains, and we see a clean gap.

It should be clarified that the 2DEG directly under the NW segment is screened from the
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top by the Al, but we are still able to deplete it using the P and C gates because the electric

field lines wrap around the sides of the Al strip, so we deplete from the sides. It is not clear

whether we ever deplete the 2DEGunder theAl fully, as the gates whichwe use to deplete are

also used to tune the tunnel barriers, so eventually we pinch off conductance to the normal

lead.

In Fig. 3.2 (b) and (c) one can see the result of applying a magnetic field parallel to the

NW, at a gate voltage at which the 2DEGunderneath the segment is heavily depleted (b) and

at−0.55V, asmarkedwith the letter (c) in panel (a), where a subgap state comes into the gap

and dips down towards zero energy. In (b), the gap closes in field, with some splitting of the

gap edge in field visible on the left. In (c), the bound state splits in field. The above gap spec-

trum in this case is complicated, and the gap edge is not well defined. This bound state was

observed on only one probe, and only with local conductance. This limits the information

we have about its spatial extent and other properties. We will now delve into the world of

double ended measurement, where we have more tools to determine whether a bound state

is an extended, nonlocal object inside the NW, or a localized, dot like object situated near the

probe region.

3.2 Electrostatically defined bound states

When we vary the voltage on the P and C gates, the potential layout experienced by the NW

changes. Figure 3.3 shows ameasurement at zero voltage bias andfinitemagnetic field applied

parallel to the NW, in which the conductance is mapped with respect to all P gates and all C

gates on the device. The pattern which is observed is characteristic of our devices; at more

positive P gate voltages the resonances which are observed respond more strongly to the P
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(a) (b)

Figure 3.3: Differential conductance measured atV2
SD = V3

SD = 0 V, at B|| = 1.5 T, a field where bound states in the
NW have already started to come down to zero energy. The conductance is measured with respect to all P gates (VP)
and all C gates (VC), on the left (a) and right (b) sides of the segment of NW underneath the gate P3.

gates, while at more positive C gate voltages there is a stronger response to the C gates. We

propose that this is due to an asymmetry in the spatial distribution of the carrier density,

introduced by the asymmetry in gate voltage values. Panels (a) and (b) show simultaneous

measurements on the left and right probes of device 1, andwhile the general slopes are similar

and follow the pattern described above, there is no particular correlation between specific

features measured on the two sides.

The way in which we can attempt to confine bound states which will extend between two

probes, showing non-trivially correlated signal on both sides, is to deliberately create a well

in the potential along the NW axis. To confine states between our left and right probes, we

can create such a potential modulation by setting the voltages on the gates P3 and C3 to

significantly more positive voltages than their neighbors on the left and right. The distance

between the probes here is∼ 600 nm.

Maps taken in such a configuration are shown in Fig. 3.4. VP3 and VC3 are swept, while
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(a) (b)

(c) (d)

Figure 3.4: Differential conductance measured atV2
SD = V3

SD = 0 V, at B|| = 1.5 T. Here the voltages applied to
the surrounding gates are significantly more negative thanVP3 andVC3, and one can observe correlations between
the resonances measured on the left (a) and right (b) of the NW segment. These correlations are perhaps more easily
resolvable by comparing data taken in a smaller range, with higher resolution (c, d).
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(a) (b) (c) (d)

Figure 3.5: (a, b) Differential conductance measured atV2
SD = V3

SD = 0 V, at B|| = 1.5 T. The conductance is
measured as a function ofVP3, which acts as a plunger for the NW segment underneath it, andVC2, which should
primarily affect the left tunnel barrier. (c, d) Local spectroscopy measured on both of the tunnel probes, showing what
appears to be correlated states as a function ofV2,3

SD and the compensated parameter as indicated by the blue and green
lines in (a) and (b) respectively.

the other P and C gate voltages are fixed at−1.2 V and−1 V, respectively. In the large scale

maps on the left and right probes shown in (a) and (b) respectively, there aremany resonances

which are observed on both sides at the same voltages andwith identical voltage dependence.

For clarity, maps of part of this gate regionwith higher resolution are shown in (c), (d). These

correlations, which are easily accessed in a wide range of gate space, can be contrasted with

the appearance of the resonances in Fig. 3.3 to indicate that creating a potential difference via

gating does allow for the creation of bound states in a pre-defined location, and that in these

materials 600 nm is a length scale over which correlations can be visible without the need for

fine-tuning.

The next step towards checking if the resonances which appear correlated in these maps

are indeed due to bound states extending between the probes is by changing the voltage on

54



a gate which should affect local objects on one probe much more significantly than on the

other. In Fig. 3.5 (a, b), this is demonstrated using the gate C2. This gate (along with C3)

is used to control the left tunnel barrier, and so should have an effect on the conductance on

the left probe. It should also have a very weak lever arm to states which are localized only

far away from tunnel barrier 2. Measuring on both probes as a function of VP3 and VC2, we

find resonances which appear at the same gate voltages on both sides, and are strongly tuned

by VP3, but also have an easily distinguishable slope with respect to VC2. Measuring states

with the right probe which have a notable slope with respect toVC2 points towards the states

being extended in between the probes. Additionally, some resonances are detected with the

left probe which couple very strongly to VC2 so that they are almost vertical. We suppose

these to be resonances caused by accidental quantum dots forming in the barrier region on

the left.

A compensated parameter ṼP3 can be defined, so that while VP3 is swept VC2 is adjusted

slightly so as to avoid coming on resonance with any such barrier defects, and maintain a

constant (to the order of magnitude) high bias conductance. This parameter is marked in

Fig. 3.5 by the blue and green solid lines in (a) and (b) respectively (same parameter for both

probes, as the measurement is simultaneous). Bias scans along this parameter are shown in

panels (c) and (d) for the two probes. While at higher bias the two spectra have some differing

features, the low energy states which oscillate around zero energy are the same on both sides.

Another way to look at these states, whichwe interpret from the above discussion to likely

be extended in between the two probes, is thought a ‘phase diagram’-likemeasurement. This

involves sweeping a gate voltage on one axis (in this case VP3) and the magnetic field B|| on

the other. Such a measurement is shown in Fig. 3.6, with (a) and (b) showing conductance
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(a)

(b)

Figure 3.6: Differential conductance measured atV2
SD = V3

SD = 0 V, at the left (a) and right (b) sides of the NW seg‐
ment covered by gate P3. Lobes emerge as a function of the compensated gate parameter ṼP3 and B||, corresponding
to the bound states in the NW reaching zero energy and moving away again as the field ramps up. Clear correlations can
be seen between the resonances on both sides.

on the left and right probes respectively. The measurement is taken at zero voltage bias, and

the states appear as lobes in the phase diagram, showing a high conductance as they merge at

zero energy and then returning to low signal inside the lobe, after the state crosses through

zero. In this case, the lobes are clearly correlated, confirming correlation in both gate space

and magnetic field in one measurement.

3.3 Illusions of extension

We have considered a measurement flow for tuning up states which extend in a region be-

tween two probes, relying on the ability to measure simultaneously on both sides. So far the

data presented has passed the extension tests which we have considered. Now, we will take a

second to look at a counter-example.
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B⊥ = B|| = 0 T B⊥ = B|| = 0 T

B|| = 1.6 T B|| = 1.6 T

Figure 3.7: Differential conductance measurements on two sides of a NW segment showing resonances which appear
at very similar values ofVP3, measured at 0 T (a, b) and 1.6 T (c, d). The sub‐gap states appear with different signal
strength, but are qualitatively similar.
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In the same device, with a slightly different gate voltage configuration (VP1−4 = (−1.2 V,

−1.2 V, swept,−0.82 V),VC1−4 = (−1 V,−1.095 V,−1.3 V,−0.9 V)), differential conduc-

tance is measured again on both probes and on each one a bound state can be seen coming

down into the gap at 0T appliedmagnetic field, with an energyminimumatVP3 ∼ −0.55V

(Fig. 3.7 (a, b)). At B|| = 1.6 T (Fig. 3.7 (c, d)), the bound states have both evolved in field,

and now cross twice through zero energy forming what looks to be a singlet to doublet tran-

sition44. At both zero and finite field the behavior of the states as a function ofVP3 is similar,

and their energy minima (in the zero field case) and zero crossing points (in the finite field

case) coincide. There looks to be good correlation between the two sides, which one might

interpret as evidence of this being one extended state, measured from two sides. However,

if we perform one of the checks described above, we find evidence to the contrary. In Fig.

3.8 (a, b) maps are shown of differential conductance at zero voltage bias, and a magnetic

field B|| of 1.5 T. We measure as a function of VP3, which (as seen in Fig. 3.7) tunes the

bound states whichwe are interested in, andVC4, which tunes the tunnel barrier on the right

side but not the left. In contrast to the matching slopes we saw in Fig. 3.5, here the reso-

nances measured with the two probes respond very differently to the gating. On the right

(panel (b)), two resonances are observed, corresponding to the two crossings of the bound

state through zero energy, which respond to both gates P3 and C4. On the left, however,

the two resonances are totally horizontal, responding only to P3. This test demonstrates that

the resonances measured with the two probes originate from two different states, which can

be fine-tuned to appear correlated in bias scans by selecting a certain VC4. Similarly, panels

(c) and (d) show the same test but utilizing VC2, which tunes only the barrier on the left. In

this case the resonances on the left respond to VC2, while the ones on the right couple only
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Figure 3.8: (a, b) Differential conductance measurements at zero voltage bias on two sides of the NW segment, at
B|| = 1.5 T, taken with respect toVP3 which acts as a NW plunger, andVC4 which should primarily affect the
right tunnel barrier. Only the resonances measured on the right side of the NW respond toVC4, suggesting that no
extended bound states are being observed. (c, d) A similar measurement, this time usingVC2 instead ofVC4.

toVP3.
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Cats have no sense of humor, they have terribly inflated

egos, and they are very touchy.

Robert A. Heinlein

4
Nonlocal conductance spectroscopy of

Andreev bound states
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This chapter is a modified and supplemented version of the data and text presented in the

following manuscript:

Nonlocal conductance spectroscopy of Andreev bound states in gate-defined InAs/Al

nanowires, by Andreas Pöschl, Alisa Danilenko, Deividas Sabonis, Kaur Kristjuhan, Tyler

Lindemann, Candice Thomas, Michael J. Manfra, and Charles M. Marcus.

4.1 Introduction

To provide a more complete description of the extended states we have studied in the previ-

ous section, we turn to a different (and complementary) kind of transport measurement. We

already saw how tunneling spectroscopy, enabled by Andreev reflections, allows us access to

the density of states locally at our probe locations. The geometry which we will discuss here

was realized recently64,65, and necessarily consists of two leads which are both connected to

the same grounded, proximitized NW. This setup allows for the measurement of nonlocal

tunneling current, which flows from one normal lead to the other. This current is driven by

two processes: transmission, where a particle enters through one lead and leaves through the

other, and crossed Andreev reflection, where a particle enters through one lead and then a

hole leaves via the other lead, with a Cooper pair being given to the superconducting con-

densate67–69. We can take a differential measurement of this current, obtaining the nonlocal

conductance. Since the transport mechanisms which lead to the nonlocal signal are medi-

ated by bound states in the NW which connect the two leads, nonlocal conductance mea-

surements are useful for probing properties of ABS that are not directly accessible via local

spectroscopy. Local spectroscopy provides local information about the DOS, but nonlo-

cal measurements can help to characterize the bulk of the proximitized NW. Importantly,
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theoretical studies predict that a characteristic signature in the nonlocal conductance signal

indicates a topological phase transition in Rashba NWs68,70–74. The closing of the induced

gap measured in nonlocal conductance at finite magnetic fields has been observed65, though

not a re-opening. The same underlying transport processes have been used to demonstrate

Cooper pair splitting in quantum dots coupled to a superconducting lead and two normal

leads75–78, and nonlocal spectroscopy of subgap states induced by the quantumdot states has

been performed in similar devices77,79.

In this section,wewill look at nonlocal conductancemeasurements performedon the same

device which in the previous section we characterized with local spectroscopy (device 1), and

observe the effect of magnetic field rotation on the extended subgap states. We will then take

a look at a similar device, in which the effect of magnetic field and gate voltage on ABSs will

be discussed, and symmetry relations64 will be used to access information regarding the BCS

charge of the ABSs

4.2 Nonlocal conductance measurement

To complete the snapshot of extended states in device 1, we return to the gate configuration

used in section 3.2 and make use of a complementary measurement - that of nonlocal con-

ductance. Here, as well as applying a voltage excitation to a normal lead and measuring the

local current into the device, the nonlocal tunneling current flowing from one normal lead

to the other is also detected. This current consists of QPs that are transmitted or crossed

Andreev reflected, and a differential measurement of it yields the nonlocal conductance.

As we have done for the local conductance measurements, individual current to voltage

converters are connected to the two probes, allowing the currents I2 and I3 into the two leads
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to be measured as a function of the bias voltages V2
SD and V3

SD. Then, using standard lockin

techniques, the local conductance g22 = dI2
dV2

is measured as before. In addition, the nonlocal

conductance g23 = dI2
dV3

is also recorded, detecting the nonlocal current flowing from probe 3

to probe 2. Analogously, g33 and g32 are also recorded. The setup is described in more detail

in section 2.3.3.

A measurement of the four conductances as described above is shown in Fig. 4.1. Both

of the nonlocal conductances (g23 and g32, shown in panels (b) and (c)) show a signal of ∼

|0.04| e2/h. This is around one order ofmagnitude lower than the signal strength in the local

conductancemeasurements (panels (a) and (d)). Numerical simulations performed forNWs

of comparable length scales suggest that this order of magnitude difference is indicative of

low to intermediate disorder72.

In the g23 measurement, the regions of strong nonlocal conductance are bound at higher

bias by an envelopewhichwe interpret as the parent gap of the proximitizingAl, which closes

in applied parallel fieldB||. This effect is less clear in the g32 measurement, which suffers from

a higher noise level.

TheABSs are visible in both local and nonlocal conductances, evolving in field in the same

way on both probes. Atmagnetic fields below the zero energy crossing of the ABSs, the non-

local signal below the energy of the lowest lying ABS is vanishingly small. These lowest lying

ABSs are the ones which we interpret as extending underneath the entire 600 nm segment,

from probe to probe, and their energy sets the size of the induced gap Δind of the proximi-

tized system. For NWs longer than the coherence length of the parent superconductor, such

a suppression in nonlocal signal strength is expected from theory for eVSD < Δind
68. When

the bias voltage is between the parent gap and the induced gap, nonlocal conductance signal is
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(a)

(c)

(b)

(d)

Figure 4.1: Measurement of the two local (a, d) and two nonlocal (b, c) conductances as a function ofVSD and magnetic
field B|| atVP3 = −0.68 V. The local conductances reveal sub‐gap states that cross through zero bias at around 1.6 T.
These sub‐gap states also appear in the nonlocal conductances.
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finite. This can be interpreted as being due to quasiparticle transport through higher excited

states in the system.

4.3 Magnetic field rotations

Having set up the system to measure local and nonlocal conductances, and tuned up to a

regime with states extending between two probes, we can perform measurements to investi-

gate the effect of the angle of the applied magnetic field. To do this, we apply a radial field

with some magnitude r and then rotate the field by changing the angle φ. We define φ = 0◦

as pointing in the plane of the 2DEG, perpendicular to the axis of the NW, and φ = 90◦ as

pointing out of the plane of the 2DEG.

Local and nonlocal conductances measured for such field rotations are shown in Figs. 4.2,

4.3, and 4.4 for radial fields of 0.1 T, 0.2 T and 0.4 T respectively. As expected, the parent

gap is maximal at φ = 0◦ and±180◦, where the field is in the plane of the superconducting

film, and minimal at 90◦ where the field points perpendicular to it, threading maximal flux

through the area of the thin film. For the two lower field values this leads to aminimization of

the gap, while in Fig. 4.4 the gap fully closes and re-opens. The bound states, which appear

with the same angle dependence on both probes and in all four conductances, appear to os-

cillate out of phase with the gap oscillation. Interestingly, it appears that the phase difference

is not 90◦, but something like 80◦. Similar measurements have been theoretically discussed

in the context of measuring the direction of the SO field, and the ratio of Rashba to Dres-

selhaus spin orbit coupling80. For this purpose, rotations in the plane of the wire would be

more informative. While such measurements have not been taken, this is an avenue which

could be pursued using the devices and methods that have been described here.
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(a)

(c)

(b)

(d)

Figure 4.2: Measurement of the four conductances as a function of angle φ of magnetic field of radius 0.1 T rotating
around the NW axis. Measured withVP3 at−0.68 V, so that an extended sub‐gap state is observed during the rota‐
tion. The gap size is modulated with angle, but the gap remains open throughout the measurement.
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(a)

(c)

(b)

(d)

Figure 4.3: Measurement of the four conductances as a function of angle φ of magnetic field of radius 0.2 T rotating
around the NW axis. Measured withVP3 at−0.68 V, so that an extended sub‐gap state is observed during the rota‐
tion. The gap size is modulated with angle, and the sub‐gap state approaches zero energy near 0◦ and±180◦.
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(a)

(c)

(b)

(d)

Figure 4.4: Measurement of the four conductances as a function of angle φ of magnetic field of radius 0.4 T rotating
around the NW axis. Measured withVP3 at−0.68 V, so that an extended sub‐gap state is observed during the rota‐
tion. At this field value, the gap closes and re‐opens as a function of φ.
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4.4 Nonlocal analysis and BCS charge extraction

In the previous sections, wedemonstrated the technique of nonlocal conductance, combined

with a range of checks of the extension of ABSs. In this section, another device configuration

is presented, and a more theoretical analysis is introduced, allowing the charge character of

bound states to be inferred from nonlocal conductance measurements. ABSs are found to

oscillate around zero as a function of gate voltage, with modifications of their charge consis-

tent with theoretical expectations for the total Bardeen-Cooper-Schrieffer (BCS) charge of

ABSs. This part of the chapter closely follows the manuscript.

Device 3 is shown in Fig. 4.5. It consists of a superconducting strip of Al on top of a shal-

low 2DEG formed in an InAs quantum well. Two superconducting probes made from Al

were defined 50 nm away from the superconducting strip. Gates made fromTi/Au are sepa-

rated byHfOx gate dielectric from the superconductor and semiconductor underneath. The

gates labeled WL, WM, and WR cover different segments of the Al strip and electrostatically

confine a quasi one-dimensional NW in the semiconductor. The gate TL (TR) depletes the

semiconductor between left (right) probe and NW forming a tunnel barrier. The ends of

the superconducting strip were connected to electrically grounded planes of superconduct-

ing Al. The main differences to the device shown in the previous sections are that the leads

are superconducting, and the W gates are continuous over the Al NW, instead of splitting

into P and C gates. Additionally, there are no extra gates for quantum dot definition in this

configuration.

Connecting individual current-to-voltage converters to the two probes allows for themea-

surement of the currents IL and IR running into the two leads as a functionof the source drain
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Figure 4.5: False‐color scanning electron micrograph of device 3. A proximitized quasi one‐dimensional NW is formed in
the InAs quantum well (gray) under the strip of superconducting Al (blue) by lateral electrostatic confinement from the
gates WL, WM, and WR (red). Leads made from Al are separated from the NW by a small regions which are gated by TL
and TR (orange) to form tunnel barriers, and allow for measurements of the tunneling currents IL, IR into the NW.

bias voltagesVL
SD andVR

SD. Note that positive current direction is defined as current running

from the amplifier towards the device. The lock-in detection technique as described inRef.64

was used to measure the tunneling conductances

GLL = dIL/dVL
SD (4.1)

GLR = dIL/dVR
SD (4.2)

andGRR,GRL defined analogously.

In order to confine an ABS in the NW, a modulation of the electron density along the

elongated NW dimension was created, as previously, using the three gates WL, WM, WR.

The gate voltagesVWL andVWR were set to−4.50 V. The NW segments underneath the re-

spective gates WL andWR have a hard superconducting gap with no subgap states and act as
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(a) (b)

(c) (d)

Figure 4.6: Measurement of the four conductances as a function ofVSD and magnetic field B|| atVWM = −3.02
V. Local conductances (a, d) show sub‐gap states that cross zero bias at∼ 1.6 T. These sub‐gap states are also visible in
the nonlocal conductances (b, c).
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QP filters between the Al ground planes and the NW segment under the gate WM
81,82. The

gate voltage VWM was set to −3.02 V; significantly more positive than the voltages on the

neighboring gates WL, WR. A measurement of the four conductances as a function of VSD

and magnetic field B|| is depicted in Fig. 4.6. Note that the superconducting probes serve

as normal leads for magnetic field values B|| > 0.2 T66. Both local tunneling conductances

GLL, GRR reveal subgap resonances which emerge at low magnetic fields from the QP con-

tinuum at high bias, and cross zero voltage bias at parallel magnetic field B|| = 1.6 T. The

resonances can be attributed to an extended ABS in the 0.6 μm long NW segment under

the gate WM due to the appearance in both local tunneling conductances with identical de-

pendence on magnetic field and gate voltage VWM, which will be discussed in the following.

Hybridization with a accidental quantum dot resonance localized in one of the tunnel barri-

ers was furthermore employed to ensure that we are measuring an extended ABS83; see next

chapter for more details.

Both nonlocal conductancesGLR andGRL show sizeable conductance≈ 5·10−2e2/h. The

absolute value is one order of magnitude smaller than the local conductances, similar to the

previous nonlocal measurement discussed. The regions of strong nonlocal conductance in

both GLR,GRL ≥ 25 · 10−3e2/h are bound at high bias values by an envelope. This bound-

ary can be interpreted as the gap Δ(B||) of the parent superconductor that proximitizes the

semiconductor and closes with applied magnetic field. For magnetic fields below the zero

crossing of the ABSs, there is again a region of vanishing nonlocal conductance around zero

bias which extends to theVL/R
SD values which mark the ABS energy. The ABSs are the lowest

lying excited states that extendover thewholeNWunder the gateWM. Their energy therefore

sets the size of the energy gap Δind that is induced in the semiconductor by proximity effect
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Figure 4.7: Local conductanceGLL and nonlocal conductanceGLR as a function ofVWM at three values of parallel
magnetic field B||. (a) Subgap states appear as lobes inside the superconducting gap. (b) The lowest excited state ap‐
pears in the nonlocal conductance; a spectrum of excited states is also visible. (c) At B|| = 1.6 T the lowest energy
states come down to zero energy, where nonlocal conductance is suppressed (d). (e) At B|| = 2 T the ABSs intersect
forming a low energy state which oscillates around zero bias. (f) The nonlocal conductance changes sign at the turning
points of the low energy state.
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and Zeeman energy. Exponentially suppressed nonlocal conductance is therefore expected

for eVL/R
SD < Δind for NWs that are longer than the coherence length of the parent supercon-

ductor68. In the voltage range Δind < eVSD ≤ Δ there is finite nonlocal conductance that

can be interpreted as QP transport through higher excited states.

At a magnetic field of B|| = 1.2 T, the ABSs trace out a pair of lobes which do not reach

zero bias as a function of gate voltage VWM, as seen in the the local conductance GLL [see

Fig. 4.7(a)]. The corresponding nonlocal conductance GLR, plotted in Fig. 4.7(b), has its

largest value at a value VR
SD that tracks the position of the low energy subgap state in GLL.

Following this state, the nonlocal conductance changes sign in two cases. The first case is

a value VWM at which the ABS reaches a minimum in energy. The second case are points

where two ABSs cross, which leads to the energy of the lowest lying state changing its slope

abruptly from positive to negative and vice versa. Note that there is a spectrum of additional

excited states visible at higher bias valuesVR
SD. We interpret these states as a result of the NW

being sufficiently long such that the spacing between excited states is decreased84. The ab-

sence of a similarly dense spectrum of excited states in nonlocal conductance measurements

of proximitized quantum dots79 and shorter NWs64 is in agreement with this interpretation.

At a magnetic field of B|| = 1.6 T the lowest lying ABSs merge at zero voltage bias for a

small interval of VWM as seen from the local conductance in Fig. 4.7(c). Within this range,

the nonlocal conductance through the ABS is smaller compared to VWM values for which

the ABSs are at finite bias voltage [see Fig. 4.7(d)]. This can be understood as a result of the

rates for crossed Andreev reflection and QP transmission being equal at this point due to

particle-hole symmetry67,85. The nonlocal conductance consequently vanishes because it is

proportional to the difference of these two rates67,69,86. At a magnetic field B|| = 2 T the
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ABSs intersect each other, creating a low energy state that oscillates around zero bias, as seen

in the measurement ofGLL in Fig. 4.7(e). GLL shows an asymmetry with respect toVL
SD. Lo-

cal tunneling conductances are expected to be symmetric with respect to source-drain bias

for the case of two-terminal devices, but for the case of three terminal devices a finite asym-

metry is expected. In a linear transport theory, the anti-symmetric part of the conductances

Ganti
ij (Vj

SD) = [Gij(V
j
SD)− Gij(−Vj

SD)]/2 with i, j ∈ {L,R} fulfil the relations

Ganti
ij (Vj

SD) = −Ganti
ii (Vi

SD) (4.3)

at subgap voltages eVSD < Δ as a consequence of particle-hole symmetry and current con-

servation64,70. We find that these relations are quantitatively fulfilled for the lowest excited

state, while they are violated for higher excited states. Consequently, the sum over all con-

ductance matrix elements Gsum =
∑

i,j Gij is symmetric up to the source-drain bias voltages

of the lowest energy state. A detailed analysis can be found in the supplementary material

(SM) of87. Possible reasons for deviations from the symmetry relations were given in64. In

addition, numerical studies have shown that an energy dependence of the tunnel barriers in

a nonlinear transport theory can give rise to violations of the symmetry relations88.

The quantity

Qj = sign(Vj
SD)

Gsym
ij (Vj

SD)

Ganti
ij (Vj

SD)

∣∣∣∣∣
E=eVj

SD

(4.4)

of a subgap state at energyE = eVj
SD canbe extracted from the anti-symmetric and symmetric

components of the measured nonlocal conductance Gij(V
j
SD)

64. The symmetric and anti-

symmetric components of the nonlocal conductanceGLR measured at a magnetic field value
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B|| = 2 T are plotted as a function of source-drain voltage in Figs. 4.8(a, b). The values

stemming from the low energy state were extracted along the positions given by the green

lines in Figs. 4.8(c, d). The extracted values of the (anti-)symmetric part of GLR (GRL) are

shown in Figs. 4.8(c, d) with a solid green (dotted black) line. These values correspond to the

conductance values which enter Eq. 4.4. The (anti-)symmetric components Gsym(anti)
LR and

Gsym(anti)
RL are approximately equal. The resulting values for QL and QR according to Eq. 4.4

are shown in Fig. 4.8(e). QL closely followsQR.

Theory suggests that Qj is proportional to the local BCS charge of the bound state at the

position j of the conductance probe64,70,89. Here we found that the local charge character on

the left and the right are approximately equal QL ≈ QR. For device 3 and B|| = 2 T, there

are extended plateausQj ≈ +1 (Qj ≈ −1) indicative of a state which is locally fully electron

(hole) like. Regions of constant positive (negative)Qj coincidewith ranges inVWMwhere the

state energy has a positive (negative) slopewith respect toVWM. Abrupt changes inQj appear

at crossing points of states at finite and zero source-drain bias. This is in agreement with

the interpretation of Qj measuring the local charge of the bound state. For lower magnetic

field values, at which the ABSs appear as parabolic lobes without zero energy crossings, a

continuous change ofQj from−1 to 1 is found at the point of minimal ABS energy [See SM

Fig.S6 in87]. For another device, the same behavior ofQL ≈ QR is found with either abrupt

changes or continuous crossover from positive to negativeQj.

The total, integrated chargeQ of a bound state at energyE is proportional to dE/dVWM
70.

Integrating the functionQ(VWM) should therefore recover the energy of the subgap state as
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(a)

(b)

(c)

(d)

(e)

Figure 4.8: (a) Anti‐symmetric and (b) symmetric components of the nonlocal conductanceGLR measured at B|| = 2
T. (c) Anti‐symmetric and (b) symmetric values of the nonlocal conductancesGLR, GRL extracted at the position of the
lowest lying state, as marked by the green lines in (a, b). (e) Resulting values extracted forQL andQR are approximately
equal, and appear to oscillate between +1 and ‐1. Positive (negative) values ofQj coincide with regions of positive
(negative) slope of the state energy as a function ofVWM.
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a function ofVWM. From the experimentally determinedQj the Energies

Einf
j = a

∫
QjdVWM + bVWM + c. (4.5)

can be inferred, which is the numerical integrated value ofQj after re-scaling by a lever arm a

and taking into account a linear background b and integration constant c. We find that the re-

sulting curves for Einf
L,R(VWM)match the energy evolution E(VWM) of the low energy subgap

state over an extended range ofVWM (see SMFig.S787). This suggests that the experimentally

determined Qj not only reflects the local charge character of the ABS, but serves as measure

for the total charge Q of the bound states. Deviations from this behavior are expected for

longer devices were the QP charge can vary along the spatial extent of bound states70,89.

4.5 Conclusion

In summary, we have performed local and nonlocal conductance spectroscopy of ABSs in a

2DEG based NW as a function of VSD and magnetic field B|| and gate voltage VWM. The

predicted symmetry relations between the anti-symmetric components of local and nonlocal

conductances are fulfilled for the lowest excited state. In addition,wefindadense spectrumof

excited states that give rise to nonlocal conductance. For the lowest excited state, the extracted

charge character is the same at both NW ends. This is similar to previous studies64 despite

a longer NW being used here. At high magnetic fields the charge character QL, R of the low

energy state alternates between fully electron and hole like. The oscillations in the charge

characterQL, R are found tobe in agreementwith the energy evolutionE(VWM)of the subgap

state which suggests thatQj reflects the total charge of the ABS measured.
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The most exciting phrase to hear in science, the one that

heralds new discoveries, is not ‘Eureka!’ (I found it!) but

‘That’s funny....’

Isaac Asimov

5
Hybridization between Andreev bound

states and quantum dots
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This chapter is amodifiedversionof thedata and textpresented in the followingmanuscript:

Nonlocal signatures of hybridization between quantum dot and Andreev bound states,

by Andreas Pöschl, Alisa Danilenko, Deividas Sabonis, Kaur Kristjuhan, Tyler Lindemann,

Candice Thomas, Michael J. Manfra, and Charles M. Marcus

In this chapter, we make use of the imperfections of our tunnel barriers - quantum dots

which form accidentally - to probe the nonlocality of the ABSs in the system.

5.1 Introduction

Progress in material growth has enabled the realization of hybrid materials with distinct low-

temperature phases4,90–92 not observed in the constituent bulk materials29,93–98. An impor-

tant example is a superconductor grown epitaxially on a semiconductor having gateable car-

rier density, large negative g-factor, and strong spin-orbit coupling99,100. A promising mate-

rial platform that allows for scalable fabrication of advanced devices in this context are InAs

two-dimensional electron gases (2DEGs) proximitized by superconducting Al5,45,66,101–104.

Devices of suitable geometries allow exploration of various bound states in nanowires (NWs),

includingYu-Shiba-Rusinov states, Andreevbound states (ABSs), andMajoranabound states45,103,105–110.

The use of semiconductor-superconductor hybrids facilitates the realization of electrostat-

ically controlled quantum dots (QDs) coupled to superconductors. This was an enabling

factor for experiments demonstrating Cooper pair splitting76. QDs coupled to ABSs have

received considerable attention from theoretical studies, including the use of the QD as a

tool for measuring bound state lifetimes111 or providing Majorana parity readout104,111–115.

In particular, tunnel coupling can lead to energy level hybridization between a QD and a
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bound state. This can result in a shift of the bound state energy and an avoided crossing be-

tween the subgap resonances stemming from the QD and the ABSs. ABSs at finite energy

are pushed towards zero energy when resonantly coupled to the QD. This leads to a charac-

teristic ‘bowtie’ shape in the form of a zero-crossing of the subgap state. For ABSs at zero

energy the bound states acquire finite energy when brought on resonance with the QD lead-

ing to a ‘diamond’ shaped splitting in energy. The observed pattern of subgap states near the

resonance condition depends on the nonlocality and the spin structure of bound states and

details of the QD116–120.

In this chapter, we perform tunneling spectroscopy of a NW in the same geometry as was

presented in chapter 4, which allows measurements at several side branches along the NW

length using electrostatic gates patterned on an InAs/Al hybrid heterostructure. A similar

configuration has been investigated theoretically121, and a related experiment has been car-

ried out in a conventional nanowirewith deposited superconductor and normalmetallic side

contacts122. In addition to ABSs due to bound states in the NW, we find conductance res-

onances due to accidental QDs in the tunnel barriers. We investigate hybridization of QD

states with ABSs in the NW, observing signatures of hybridization both locally, that is, at the

position of the accidental QD, and nonlocally, measured on another side probe away from

the QD.

5.2 Extended states and dot formation

Figure 5.1(a) shows amicrograph of device 3, based on an InAs 2DEGwith 5 nm of epitaxial

Al. The device consists of an Al strip of width 100 nm and length 5 μm, connected at both

ends to large planes of Al that were electrically grounded. Gates labeled Wkl were Ti/Au on
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Figure 5.1: (a) False colored scanning electron micrograph of device 3. The device consists of patterned epitaxial Al,
forming a long narrow nanowire with several tunnel probes on top of an InAs quantum well. Gates labeled Pj are
used to tune the tunnel barrier between the tunnel probe j and the wire (j ∈ {1, 2, 3}). Gates labeledWkl with
kl ∈ {01, 12, 23, 34} deplete carriers except under the Al. (b‐d) Tunneling spectroscopy at three probes with all gate
voltagesVWkl = −4.5 V. (e, f) Schematic cross sections of the device at the positions given by the green and black
dotted lines in (a). (g) Line cuts at field values B|| = 0.3 T and B|| = 1.6 T indicated by the blue and green line in (b).

top of 30 nm HfO2, as shown in Fig. 5.1(e). Gates were used to deplete the semiconductor

on either side of the Al wire, creating by depletion a quasi one-dimensional InAs NW self-

aligned to the proximitizing Al.

Neighboring gates Wkl form a constriction that acts as a tunnel probe. The lead of the

probe, away from the tunneling region, is made using the same unetched epitaxial Al. Tun-

neling across the bare semiconductor region between Al NW and Al lead is controlled by a

probe gate, Pj, as shown in Fig. 5.1(f).
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The measurement setup is shown schematically in Fig. 5.1(a). With the NW grounded,

individual voltage biases V(j)
SD were applied on probe j via current to voltage converters (j ∈

{1, 2, 3}). Tunneling currents Ij through the tunnel barriers were measured using lock-in

detection yielding differential conductances Gj = dIj/dV
(j)
SD. Measurements were carried

out in a cryo-free dilution refrigerator with a 6− 1− 1 T vector magnet at≈ 15 mKmixing-

chamber temperature.

Tunneling conductancesGj as a function of magnetic field B|| applied parallel to the NW

are shown in Figs. 5.1(b-d). For weak tunneling and in the absence of probe resonances, Gj

is proportional to the density of states in the NW. The superconducting gap of the Al in the

leads of the probes closes at low field, B|| ≈ 0.2 T above which the probes can be regarded

as normal metal, as discussed previously66,103. The semiconductor under the Al in the NW

was depleted by setting all Wkl gates to−4.5 V. Measurements on all three probes showed a

superconducting gap closing without any subgap states crossing zero energy. For G1 this is

illustrated by the line cuts in Fig. 5.1(g). A splitting of the continuum of states at high bias

due to the Zeeman effect can be seen inG1 andG2. Note that the measurement ofG3 shows

finite subgap conductance, which we attribute to probe 3 being tuned to an open regime

with high-bias conductanceG3(V(3)
SD = 0.4 mV)≳ 1 e2/h.

To investigate the hybridization of a probe QD state with an ABS in the NW, we focus

on the 0.6 μm long NW segment under gate W23, see dashed box in Fig. 5.1(a), shown in

Fig. 5.2(a). To create an ABS in this segment, the voltage on gate W23 was set less negative,

in the range of −3 V, while voltages on neighboring gates W12 and W34 were set to −7.0

V. At B|| = 1.6 T and zero source-drain biases, V(j)
SD = 0, conductances G2 and G3 were

measured as functions of probe-gate voltagesVP2 andVP3, respectively, andwire-gate voltage
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Figure 5.2: (a) Micrograph of the NW segment under investigation. VW12 = VW34 = −7.0 V while the voltage on
gateW23 (green), is varied. (b), (c) Differential conductance at zero bias measured at the left and the right end of the
NW segment. Horizontal conductance resonances appear in both maps at similar gate voltages. Vertical conductance
features, strongly dependent on gatesVP2 andVP3 which tune the tunnel barriers, are also visible.
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Figure 5.3: (a, b) Tunneling spectroscopy with respect to magnetic field at the two ends of the NW withVW23 =
−3.09 V [marked with ⋆ on Fig. 5.2(b, c)]. Both measurements show subgap states crossing zero bias at B|| = 1.6 T
with a clear overshoot around B|| = 2 T. (c) Parametric plot of the extracted peak positions from the lowest energy
subgap states in (a) and (b). The color of the points indicates the field value in accordance with the rainbow color bar in
(b).

VW23. For both tunnel junctions, two sets of conductance resonances can be distinguished

in Figs. 5.2(b) and (c) by their characteristic slope. The first set primarily consists of vertical

features that are strongly dependent on the gate voltages VP2 (VP3), which we attribute to

QDs in the tunnel barriers. The second set are predominantly horizontal, depending more

strongly on VW23. The latter resonances are visible in both G2 and G3, suggesting that they

arise from ABSs that extend over the segment covered by gate W23.

The blue star markers in Figs. 5.2(b, c) at gate voltages VW23 = −3.09 V, VP2 = −0.045

V, andVP3 = −0.170VmarkABSs that areweakly tunnel coupled to the probes. Tunneling
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spectroscopy of these ABSs as a function of magnetic field B|| in Figs. 5.3(a, b) reveals a zero-

bias crossing of the ABSs at B|| = 1.6 T followed by an overshoot at B|| = 2 T. The states

appear in both tunneling conductance measurements of G2 and G3. We extracted the peak

position in V2(3)
SD of the ABS from the measurements of G2 and G3. The parametric plot of

the peak positionsV(2/3)
SD of theABSs inG2 andG3 in Fig. 5.3(c) shows that all points lie close

to the identity line, suggesting strong correlations.

The ABSs seen in G2 and G3 evolve similarly with gate voltage VW23 and magnetic field

B||, suggesting that they belong to the same extended quantum states. Similar experimental

findings have been made previously123,124. The magnetic field dependence of the states is

furthermore characteristic for ABSs in short NWs110.

5.3 Signatures of hybridization, local and nonlocal

Special points in the measurement in Fig. 5.2(b) are the crossing points of the horizontal

resonances with the sharp vertical resonances. At these points, an ABS in the NW is on res-

onance with the QD in the tunnel barrier under the gate P2. Tunnelling spectroscopy G2

using tunnel probe 2 at a field value of B|| = 1.1 T while sweepingVP2 along the values given

by the blue dashed line in Fig. 5.2(b) is shown in Fig. 5.4(a). The ABSs at V(2)
SD = ±0.05

mV were unaffected by the change of VP2 outside the range between −0.040 and −0.020

V.Within this range, the QD resonance appears as a conductance enhancement at high bias,

reflecting the fact that G2 was being measured through the QD in tunnel barrier 2. As the

QD went on resonance with the ABSs, the ABSs with lowest energy merged at zero bias be-

fore returning to their previous energies. This resulted in a characteristic ‘bowtie’ shape of

the resonances of the ABSs. A simultaneous measurement of G3 during the sweep of VP2 at
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Figure 5.4: (a) Tunneling conductanceG2 at the left side of the NW segment atVW23 = −3.09 V [marked with ⋆ and
blue dashed line on Fig. 5.2(b, c)] as a function of the gate voltageVP2 which tunes the tunnel barrier. A QD resonance
is visible as an enhancement of conductance at high bias aroundV2 ≈ 0.030 V. The subgap states change their energy
at the point of the QD resonance, drawing a characteristic ‘bowtie’ shape. (b) Tunneling spectroscopyG3 at the other
end of the NW. The ABS show the same change in energy as visible in the measurement ofG2 in (a). (c, d) same as (a, b)
at higher parallel magnetic field, B||. The ABSs split to form a ‘diamond’ shaped energy profile at the position of the QD
resonance.
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the other end of the NW is shown in Fig. 5.4(b). The enhancement of conductance at high

bias due to the QD that was present in the measurement of G2 was absent in the measure-

ment of G3. The ABSs, however, showed the same ‘bowtie’ shape around the voltage value

VP2 ≈ −0.030 V which corresponds to the resonance condition between the ABSs and the

QD in tunnel barrier 2. Note that in themeasurement of bothG2 andG3 not only the lowest

energyABSs undergoes a change at the resonance conditionwith theQD, but also the higher

excited ABSs at V(2,3)
SD = ±0.12 mV and V(2,3)

SD = ±0.20 mV. In addition to the change in

ABS energy, a clear change in the conductance peak height is visible when going through the

resonance condition.

Around B|| = 1.6 T, the low-energy ABSs merged to yield a single conductance peak

at zero bias. A measurement of G2 with respect to VP2 in Fig. 5.4(c) shows that this peak

was unperturbed except for voltage values around VP2 ≈ −0.030 V where the QD was on

resonance with the ABSs. At this point, the QD led to a pair of arc-shaped resonances with

strong conductance at V(2)
SD ≈ ±0.05 mV. Around the same value of gate voltage, the ABS

resonances split symmetrically away from zero biaswith a kink atV(2)
SD = ±0.03mV, forming

a ‘diamond’ shape. The simultaneous measurement of G3 in Fig. 5.4(d) reveals similar VP2

dependence of the ABS energy. Note that the next excited states were located at V(2,3)
SD =

±0.09 mV and were also affected aroundVP2 ≈ −0.030 V leading to a ‘bowtie’ shape.

5.4 Conclusion

The appearance of ABSs with ‘bowtie’- and ‘diamond’-shaped patterns while on resonance

with the QD level is an indication of the QD being sufficiently tunnel coupled to the ABSs

such that the two energy levels significantly hybridize, consistent with theoretical and previ-
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ous experimental results116–119,125. The measurement of the energy shift at both ends of the

0.6 μmNW, while a local gate voltage at only one end is changed, is a nonlococal signature

of the delocalized ABSs. If tunneling spectroscopy is measured at both ends of a NW, hy-

bridization of bound states with a local QD can be used as a quantum mechanical tool to

test whether a quantum state extends through the wholeNW, similar to the analysis of cross-

conductance and correlated appearance at both ends64,123. This is in contrast to experiments

where spectroscopy is performed at one end of aNW. In such a case, a QD in the absence of a

bound states in the NW canmimic signatures of extended states inside the NW in tunneling

spectroscopy44,125–129.

In comparison to previous experiments, the present set-up offers additional information

about the spatial extent of the bound state, as one can perform tunneling spectroscopy at at

both ends of the NW segment. This also allows for the observation of the change in energy

of the ABS at one position while it is being hybridized with a QD 0.6 μm away by the means

of changing a local gate. This nonlocal signature is a demonstration of the ABS being an

extended quantum state. Note that we do not observe anticrossings of the bound state with

the QD resonances in bias spectroscopy which is consistent with the states being attributed

to ABSs as opposed to partially overlappingMajorana zero modes117.

This experiment was repeated with a second device, which had a slightly different design.

The side probes did not have Al leads, and were made up of bare semiconductor. These

measurements showed similar results when an ABS in a NW was brought onto resonance

with a QD localized at one probe while observing the impact of the hybridization on the

bound state at the other probe. The results from this second device, as well as expanded data

for the first, are available in the Supplementary Information of the relevant publication83.
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Science, my lad, is made up of mistakes, but they are mis-

takes which it is useful to make, because they lead little by

little to the truth.

Jules Verne

6
Formation and control of quantum dots in

InAs 2DEGs
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Inthischapter,wewill cover the formationofquantumdots (QDs) inour superconductor-

semiconductor hybrid structures, and discuss how we can control their properties by design

and electrostatic tuning. The chapter is intended as a guide to forming QDs in these 2DEG

structures, in our configuration where they are side-coupled to a gate-defined NW, and then

controlling the coupling both between the QD and the NW, and between the QDs and the

leads used to probe the system. Wewill elaborate onwhy changing the coupling is interesting,

and what purpose we have in mind for the different possible coupling regimes.

6.1 Device design

The idea behind the devices which are presented here was the following; we were previously

able to study ABSs in segments of varying length using multiprobe devices, so we know we

can make a NW in which we confine ABSs, and probe them from one or two sides via tun-

nelling spectroscopy using a normal (or gapless superconducting) lead [chapters 3, 4]. We

also found that we were unable to avoid forming accidental QD resonances in our probe lo-

cations, however it turnedout thatwe coulduse these accidental resonances by allowing them

to hybridize with the NW states [chapter 5]. So accidental QDs found in our tunnel regions

could be used to confirm the extended or ‘nonlocal’ nature of the states in our systems, but

we had very little control over the nature of these QDs. The idea born out of this was to have

deliberately defined lateral QDs confined in the probe locations. The requirements that we

decided for this type of device were as follows:

• A NW with segments of differing length, as before, the chemical potentials of which

are individually tuneable.
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Figure 6.1: (a) Scanning electron micrograph of a device which is identical by design to device 1. The device consists of
a thin strip patterned from epitaxial Al atop an InAs quantum well. The Al strip is marked at the left edge by a dashed
white line, and extends into large grounded planes at both ends. The gates labelled P and C deplete the carriers in the
2DEG either side of the Al, such that a quasi‐1D proximitized NW is formed. These gates can additionally be used to
tune the chemical potential in the NW, segment by segment. The gates labelled C also form tunnel barriers to normal
leads at three locations along the NW, where voltage pre‐amplifiers are connected. A voltage biasVSD is applied via the
amplifiers, as shown at the third probe location. Relevant field directions are marked in white; parallel to the NW (B||)
and perpendicular to the plane of the 2DEG (B⊥). (b) A magnified view of the third probe location. The gates DL and
DR allow for a laterally confined QD to be formed at the probe location, and can be used to tune the coupling between
the QD and the normal lead. The gate H provides additional control over the QD.

• Multiple probe locations along the length of the NW.

• Gate defined QDs in each probe location, with a controllable coupling between the

QD and the NW, and also between the QD and the normal lead. (This item was one

of our original design objectives, to make a multi-purpose device. We found differ-

ent variations of our design to lend themselves more naturally to different coupling

regimes. This will be highlighted in the following device descriptions.)

The devices which were investigated for this section of the thesis are shown in Fig. 6.1

and 6.2, and are labelled devices 1 and 2 respectively. They are similar in many ways to the

multi-probe geometries described in the previous chapters. At the heart of both device 1 and

2 is an thin strip wet-etched from the epitaxial Al, forming a NW ∼ 4 microns in length,
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Figure 6.2: (a) Scanning electron micrograph of a device which is identical by design to device 2. The device consists of
a thin strip patterned from epitaxial Al atop an InAs quantum well. The gates labelled P and C deplete the carriers in the
2DEG either side of the Al, such that a quasi‐1D proximitized NW is formed. These gates can additionally be used to
tune the chemical potential in the NW, segment by segment. The gates labelled C also form tunnel barriers to normal
leads at three locations along the NW, where voltage pre‐amplifiers are connected. Relevant field directions are marked
in white; parallel to the NW (B||) and perpendicular to the plane of the 2DEG (B⊥). (b) A more magnified view of the
second probe location. The gates DL and DR allow for a laterally confined QD to be formed at the probe location, and
can be used to tune the coupling between the QD and the normal lead.

and expanding into large ground planes at either end. Above this, Ti/Au gates are deposited,

separated from the Al by∼ 15nm of HfO2.

The gates which are labelled P and C are used to fully deplete the carrier density in the

2DEG below, except where it is screened by the Al strip, forming a quasi-1D conductance

channel - our NW. These gates can then be additionally adjusted to change the chemical po-

tential in the different segments of theNW. The gates labelled C are also used to form tunnel

barriers probes, close-ups of which are shown in Fig. 6.1 (b) and 6.2 (b). By design, the idea

is that the C gate voltages are optimized to form tunnel barriers, while the P gate voltages are

used to tune the chemical potentials in the segments, but in reality it is necessary to use both

P and C to tune the segment into the desired regime (be that a hard gap or a certain density

of sub-gap states), so some compensation is needed to achieve the desired tunnel barrier and

the desired NW conditions at the same time.
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Fig 1

(a) (b) (c)

Figure 6.3: Tunneling spectroscopy measurements as a function of all C gate voltages swept together, at zero magnetic
field. The depletion with the C gates creates QPC‐like tunnel barriers in the probe locations of device 2, allowing for
tunneling spectroscopy to be measured at each probe location. As the tunnel barriers form, the superconducting gap
becomes visible in spectroscopy for probes 2, 3 and 4 in (a), (b), and (c) respectively. The D gates are not energized, so
that the dots are not formed. The conductance is saturated at 1 e2/h here, so that fainter features may be seen.
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The gates used to formQDs in the probe locations are what set devices 1 and 2 apart from

eachother. device 2 (Fig. 6.2) has just two additional gates in eachprobe location, labelledDL

andDR.When these are depleted, a QD is confined. These gates can then be set to amore or

less negative gate voltage depending on the desired coupling between the normal lead and the

QD. Once the QD is formed, the C gates can also be adjusted to tune the coupling between

the QD and the hybridNW. device 1 (Fig. 6.1) similarly has gates DL andDR to confine the

QD, although they are closer to the C gates, leaving a smaller area for the QD to be formed

in. The other crucial difference is that device 1 has an additional gate in each probe location,

labelled H. This gate sits directly on top of the putative location of the QD. This allows for

a high degree of control over the dot, as the H gate has a strong lever arm to it. This gate can

also be used to make additional adjustments to the coupling between lead and QD or QD

andNW.One should beware, however, since it simultaneously has a strong effect on the QD

itself and on both tunnel barriers.

6.2 Turning on the probes

At 0V applied to all gates, the 2DEG is undepleted and therefore conducting. Before starting

to formQDs, a typical first step in the investigation of these devices is the formation of tunnel

barriers into the NW at one or multiple probe locations. The P and C gates are energised to

deplete the carrier density at either side of the Al strip, so that the NW is formed, and then

the C gates are adjusted so that each lead is connected via a tunnel barrier to the NW. The D

gates remain at 0 V. An example is shown in Fig. 6.3 for device 2, where three simultaneous

differential conductance measurements are taken as the the barriers are pinched off using the

C gates, using standard lockin techniques as elaborated in section 2.3.2. This configuration
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can be used for tunneling spectroscopy studies of the NW, or (as we are using it here) as

a precursor to the formation of a QD side-coupled to the NW. Setting the C gates to the

tunneling regime creates the top barrier, which will determine the tunnelling rate between

the QD and the hybrid NW.Notice that in Fig. 6.3, the conductance through tunnel barrier

2 is pinched off at more positive gate voltages than the other two barriers. This is due to

microscopic variations between the junctions, and is common in our devices.

6.3 Forming a dot

Once the barrier into the NW is set somewhere in the tunneling regime, it is possible to start

formingQDs in the probe region by energizing theDL,DR gates. Applying amagnetic field

B⊥ >∼ 0.15 T is sufficient to drive the hybridNWnormal, so that the superconducting gap

is closed, resulting in a continuous DOS at the Fermi energy, which simplifies the tuning of

a QD. The initial formation of the QDs can therefore be done at some finite perpendicular

field, fixing the voltage bias to zero and depletingwith theD gates until Coulomboscillations

are seen in the differential conductance. Such a measurement is shown for probe location 2

of device 2 in Fig. 6.4 (a), with a more resolved measurement of the lower part of the gate

voltage range in (b).

Here it is worth contrasting devices 1 and 2, because the structure of the Coulomb peaks

differs for these two device configurations. We can start by examining Fig. 6.5, which shows

measurements from one of the QDs formed in device 2. These measurements are taken in a

finite 0.15 T perpendicular magnetic field at zero voltage bias on the lead.

In general, it is useful to measure maps such as the ones in (a) and (b), which allow one

to observe the effect of the C and D gates. Here all C gates and all D gates on the device are
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(a)

(b)

Figure 6.4: (a) Differential conductance measured at zero applied voltage bias on the normal lead, showing the onset of
Coulomb blockade for the QD in probe location 2 of device 2 as it is formed by confining with the gates DL and DR. The
measurements are taken with B⊥ at 0.15 T. Here the P gates are depleted toVP1,P2,P3,P4,P5 = (‐6.2, ‐6.2, ‐3.8, ‐6.4,
‐6.2) V and the C gates are depleted toVC1,C2,C3,C4,C5 = (‐5.2, ‐4.2, ‐5, ‐5.6, ‐6) V. (b) A smaller range of DL, DR space
showing a large number of periodic Coulomb peaks swept through as the QD is confined.
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(a) (b)

(c)

Figure 6.5: (a) Differential conductance measured at zero bias, showing a QD in device 2 confined with C and D gates.
Here all C gates and all D gates are swept simultaneously, and the measurements shown are taken on probe location
2. (b) Higher resolution scan of the section of (a) indicated by the dashed blue line, showing many regular Coulomb
blockade peaks. The resonances couples to both the C and the D gates, indicating that the dot is formed in the desired
location on the device. (c) Coulomb peaks in differential conductance measured at zero applied voltage bias as a func‐
tion ofVDL.
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swept simultaneously (labelled VC and VD), and while the data shown is for only one of the

normal leads, measurements were carried out with all leads simultaneously. This is a coarse

but efficient way to move towards tuning upmultiple QDs at once. The benefit of mapping

the effects of the C and D gates is that the C gates, as mentioned before, tune the barrier at

the top of the dot, controlling tunneling into the hybrid NW, while the D gates form the

bottom barrier, confining the QD from below and controlling tunneling from the normal

lead in to the dot. So these maps allow one to observe different stages in the confinement of

the QD from all sides. Figure 6.5 (a) serves as more of an overview, as a very large number of

Coulomb resonances are swept over within the measured range, and they are barely resolv-

able. This is useful to see that theQD is formed, and can be used to assist one in tuning into a

specific coupling regime (more on this later in the chapter). Figure 6.5 (b) is a higher resolu-

tion measurement of a region of (a). Here, individual Coulomb peaks are clearly resolvable.

One can note that the resonances respond to both C and D gates, indicating that the QD is

formed within the desired region. The resonances are numerous and very regularly ordered.

A one dimensional measurement taken in the same region of gate space by sweeping just one

of the D gates, DL, shows regular and well resolved Coulomb peaks [Fig. 6.5 (c)].

Taking amore detailed look at the QD that has been formed in this configuration requires

us to depart from zero voltage bias. Coulomb diamonds as a function of voltage bias and

VDL,DR for a QD in device 2 are shown in Fig. 6.6 (a) for finite perpendicular magnetic field

(0.2 T), where the superconducting gap in the NW is closed. There is a difference in the

coupling to the source and drain Γ between the different resonances, as can be observed by

their varying width, but the CB structure is overall very regular, with a charging energy of

∼ 600μeV. One should note that in these structures, the charging energy is variable based
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B⊥ = B|| = 0 TB⊥ = 0.2 T

(a) (b)

Figure 6.6: (a) Differential conductance measurement showing Coulomb blockade as a function of voltage bias and
VDL,DR for probe location 2 on device 2 at B⊥ = 0.2 T, a magnetic field at which the superconducting gap is closed
and the hybrid NW, which acts as the drain, is normal. (b) The same measurement but at zero magnetic field, so that the
drain is superconducting and a gap is visible in spectroscopy.

on gate regime, since the gate voltage values have a significant effect on the size and shape

of the dot. At zero applied magnetic field [Fig. 6.6 (b)] the hybrid NW, which serves as

the drain, has a superconducting gap, and this results in a gap in transport around zero bias

voltage, with the Coulomb diamond tips appearing above the gap, as is standard in N-Dot-S

measurements with weak coupling130. Additional features of the above gap spectrum appear

in the zero field measurement, and hybridize with the QD resonances. These are thought to

be effects of a non-trivial density of states in the semiconducting leads.

These regular CB features observed in device 2 can be contrasted with the QDs which

form in device 1 when theD gates are energized. Measurements taken at finite perpendicular

magnetic field and zero voltage bias are shown in Fig. 6.7, which can be directly compared

to Fig. 6.5. The CB resonances in this case are clearly grouped, often into pairs, implying a

clearer even-odd structure to the dot. This means that for experiments which require easy

access to the spin structure of the dot, the design of device 1 offers an advantage. Note here
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(a) (b)

(c)

Figure 6.7: (a) Differential conductance measured at zero bias, showing a QD in device 1 (probe location 3) confined
with C and D gates. The H gate is not energised. (b) Higher resolution scan of part of (a), showing Coulomb blockade
peaks which appear in pairs, suggestive of an even odd structure. (c) Coulomb peaks in differential conductance mea‐
sured at zero applied voltage bias as a function ofVDL.
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B⊥ = B|| = 0 TB⊥ = 0.25 T

(a) (b)

Figure 6.8: (a) Differential conductance measurement showing Coulomb blockade as a function of voltage bias and
VDL,DR for device 1 at B⊥ = 0.2 T, a magnetic field at which the superconducting gap is closed and the hybrid NW,
which acts as the drain, has a continuous DOS. (b) The same measurement but at zero magnetic field, so that the drain is
superconducting and a gap is visible in co‐tunneling spectroscopy.

that the H gate is not energized (set to 0 V) during these measurements; our interpretation

is that just the presence of the circular gate on top of the QD formation location helps to

screen the barrier area from some disorder, as well as localizing the QD and making it more

symmetric. Coulomb diamond measurements as a function ofVSD andVDL,DR for device 1

are presented in Fig. 6.8. Here the pairing of the resonances is clearly visible, both at finite

(a) and zero (b) magnetic field. The charging energy is∼ 760 μeV, but in contrast to the QD

formed in the previous device, the level spacing δE is significant, so that the resonances are

grouped into even odd pairs.

6.4 Tuning the coupling

One of the advantages of the gate layout in which our QDs are defined is the separate tun-

ability of the couplings ΓN (normal lead - dot) and ΓS (QD - hybrid NW), with the D gates

and C gates respectively. The data shown in this section is for device 2 only, but similar logic
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(a) (b)

(c) (d)

Figure 6.9: (a) Differential conductance measured at zero bias as a function ofVC andVD (B⊥ at 0.15 T), which control
the tunnel barrier between the QD and NW and the lead and the QD, respectively. Regions in which different coupling
regimes are demonstrated are labelled with numbers. (b) (B⊥ at 0.05 T) QD resonances in a relatively strongly coupled
regime (1) in which the QD levels hybridize with the NW DOS. (c) (B⊥ at 0.05 T) resonances measured in a regime of
intermediate coupling (2), where hybridization is reduced but co‐tunneling processes persist. (c) (B⊥ at 0.08 T) reso‐
nances measured in a weak coupling regime (3), where co‐tunneling processes are suppressed and sequential tunneling
dominates, and the gap is seen only as an offset between the Coulomb diamond tips.
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applies when one wishes to change the couplings in devices with a slightly different design

like device 1.

Applying a finite perpendicular magnetic field, so that the gap in the NW is closed and

Coulomb resonances can be detected at zero bias, we can use differential conductance map

of VC versus VD, now not just to see Coulomb resonances but to select what region of gate

space to measure in to achieve a certain tunnel coupling. Such a map is shown in Fig. 6.9

(a), with numbers indicating the region of gate space in which the subsequently discussed

various coupling regimes are demonstrated.

It should be emphasised that the control whichwe can exert over the couplings in these de-

vice configurations is very non-monotonic. By making the C gates more positive one opens

the upper tunnel barrier, and thus increases the coupling between QD and NW, while con-

versely themmore negative one pinches off and decreases the coupling. But one can see from

(a) that there is a nontrivial variation in the brightness of the Coulomb peaks, as well as addi-

tional resonances which respond to both the C andD gates. Both tunnel barriers themselves

have a mesoscopic behavior, so that the tunnel coupling fluctuates somewhat with gating.

Random disorder-based resonances in both junctions have a significant effect on the main

QD couplings. However, by selecting general regions based on the original logic, it is still

possible to tune into the desired coupling regime. At the gate voltage region indicated by

the number 1 in Fig. 6.9 (a), the C gates are fairly positive, above −4.8 V. This is fully suf-

ficient to form the hybrid NW and to confine a well defined dot, already in a regime where

regular Coulomb resonances are visible, but the conductance values measured reach above

0.6 e2/h, a significant tunnel coupling. Measuring the QD resonances in this region as a

function of VSD [Fig. 6.9 (b)] at B⊥ = 0.05 T, where the gap is open, we observe that the
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QD resonances hybridize with the NW, forming bound states which penetrate into the su-

perconducting gap. There is also a significant co-tunneling contribution. We term this the

more strongly coupled regime, within the scope of these devices. Measuring in this coupling

regime at higher magnetic field, it is possible to do experiments similar to those discussed in

Chapter 5, where a QD is able to hybridize with the NW states, showing a characteristic sig-

nature. We found that this regime of coupling was readily accessed in device 2, as shown in

the Fig. 6.9, but we were unable to tune device 1 into a similar regime. It was possible to

see some hybridization signatures, but the C gate voltages had to be very positive, so that the

quality of the spectroscopy suffered significantly.

In device 2, when the D gates were set to be more negative and the C gates more posi-

tive (again, see number 1 in Fig. 6.9 (a)), it is possible that the location of the QD physically

shifted away from the negativeD gates and toward the upper tunnel barrier location, helping

to increase the coupling to the superconductor. We theorise that the presence of the H gate,

which (as previouslymentioned) produced a better localized andmore symmetric dot, which

actually hindered the coupling to the superconductor. This is due to it keeping the QD lo-

calized in one place, below the circular part of the gate, even with no voltageVH applied.

The region indicated by number 2 is what we term the intermediate coupling region. In

Fig. 6.9 (a), one can see that the zero bias transport magnitude is significantly reduced. Mea-

suring as a function of bias at B⊥ = 0.05 T, the transport looks very different from the

previously discussed regime. The QD resonances no longer induce any sub-gap states, in-

stead their tips stop at the gap edge. The conductance is about an order of magnitude lower.

However, the gap is still clearly visible in co-tunneling spectroscopy, and some hybridization

is still visible at high bias between the QD and the above-gap states in the leads.
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The final coupling regime which we will discuss is marked by the number 3 in Fig. 6.9.

The exact region used is not visible in panel (a); both the C and D gates are set slightly more

negative than the range of this panel, with VC at −5.5 V and VDR at −2.55 V. Here the

coupling is very weak, and there is almost no conductance visible at zero bias, finite field.

Measuring bias spectroscopy at B⊥ = 0.05 T, one can no longer see any trace of the gap in

co-tunneling spectroscopy, and there are no hybridization signatures. The superconductor

now acts as a very decoupled drain contact, so that the only evidence of it is the separation and

shift in between the Coulomb diamond tips, which corresponds to the drain contact having

a gap in its spectrum above the Fermi level. This shifting of the tips is the basis for the use of

a singular QD level as a spectrometer of the density of states; if we can detect the gap then

it follows that we can extract the size of the gap, and that we can also observe other spectral

features using the same logic. More on this follows in the next chapter.

6.5 Biasing configurations

For the majority of this thesis, the biasing setup is as demonstrated in Fig. 2.6. The super-

conducting NW is grounded, and a variable voltage bias is applied to the normal leads. We

also tried out a second biasing configuration, one in which both AC and DC components

of VSD were connected via a voltage divider to the superconducting NW, and the normal

lead was grounded. The other leads were floated during this measurement. A direct com-

parison of the two different biasing configurations, and both zero and finite perpendicular

fields (corresponding to the hybrid NW being superconducting and normal respectively), is

shown in Fig. 6.10. (a) and (b) are measured using our standard method of biasing on the

lead, while (c) and (d) are biased on the Al. The main transport features remain the same

106



(a) (b)

(c) (d)
B⊥ = 0.15 TB⊥ = 0.05 T

B⊥ = 0.05 T B⊥ = 0.2 T

Figure 6.10: (a,b) Differential conductance measurement of QD levels with the voltage bias applied to the normal lead
and the hybrid NW grounded; the standard measurement configuration for this thesis. Coulomb diamonds shown at
zero and finite perpendicular magnetic field, respectively. (c,d) Differential conductance measurement of QD levels
with the voltage bias applied to the hybrid NW, and the normal lead grounded. Shown at zero and finite perpendicular
magnetic field, respectively.
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for both methods; Coulomb blockade is still observed in an intermediate coupling regime,

where the conductance is below 0.2 e2/h and some co-tunneling transport is visible. The

gap is observable in both configurations at low field, as expected. Beyond that, the Al biasing

configuration shows amore symmetric Coulomb diamond structure, but does not appear to

offer any advantage in terms of spectroscopy quality.

6.6 Conclusions

In this section, we have examined how QDs can be formed in InAs 2DEG heterostructures,

and how these QDs can be measured in a N - QD - S configuration. The device designs

presented in this chapter can be used to reliably produce QDs with EC ∼ 600 μ eV. We have

found that placing a circular normal metal gate directly above the location where the QD

should form allows for a more localized and symmetric QDs, which demonstrate clear even-

odd behavior. In contrast, omitting the circular gate and leaving a slightly larger area for QD

formation allows for large regions of very regular Coulomb blockade, and a higher tunability

of the couplings to the leads. Both designs allow for tuning of the couplings ΓS and ΓN in a

way which is non-monotonic, but is still reliably usable. These designs can be adjusted for a

range of uses in hybrid structures; one of these will be explored in depth in the next chapter.
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If people think nature is their friend, then they sure don’t

need an enemy.

Kurt Vonnegut

7
Spin-resolved spectroscopy using a

quantum dot defined in InAs 2DEG
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This chapter is a modified and supplemented version of the data and text presented in the

following manuscript:

Spin-resolved spectroscopyusing a quantumdot defined in InAs2DEG, byAlisaDanilenko,

AndreasPöschl,Deividas Sabonis, VasileiosVlachodimitropoulos,CandiceThomas,Michael

J. Manfra, and Charles M. Marcus.

In this section, wewill discuss the use of our side-coupled quantumdots (QDs) as probes

of the density of states in the hybrid nanowire (NW). TheQDs are operated in a strongly de-

coupled regime, such that they do not hybridize with the NW states. When a magnetic field

is applied (parallel to the NW axis), the QD levels are split by the Zeeman effect, allowing for

spin-resolved spectroscopy. We take advantage of this by measuring the spin-splitting of the

superconducting gap, extracting a g-factor of∼ 1.7, consistent with regular tunnelling spec-

troscopy measurements of the system. We further investigate a localized bound state in the

NW, using sequential tunnelling spectroscopy though the spin-split QD levels to extract the

magnitude and relative sign of the state g-factor. Finally, we definemetrics of spin and charge

polarization of the current into the state in the NW as measured via the QD spectrometer,

and examine these quantities as a function of applied magnetic field parallel to the NW, and

gate voltage.

7.1 Introduction

When indium arsenide (InAs), a semiconductor, is coupled to aluminum (Al), a supercon-

ductor, the twomaterials inherit properties from each other, effectively creating a newmate-

rial system. The proximity effect induces a superconducting pairing in the InAs via Andreev
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reflection from the Al, opening a gap in the spectrum of the otherwise semiconducting sys-

tem. A large g-factor and the presence of spin orbit coupling (SOC) in the hybrid system are

inherited from the InAs100,131.

One platform in which structures of this kind can be realized, and complex device geome-

tries canbe fabricated in a scalablemanner, is a two-dimensional electrongas (2DEG)proxim-

itized by a superconducting layer5,101. If these hybrid systems are restricted to one dimension

by gating, they become a hunting ground for a range of quantum states including Yu-Shiba-

Rusinov (YSR),Andreevbound states (ABS), andMajoranabound states (MBS)45,66,102–105,132,133.

These quantum states possess properties such as spin and electron-hole polarization, which

respond to experimental parameters. There have been several proposals for the use of QDs

(QDs) to probe NW state properties to elucidate their parity, spin texture, and localiza-

tion116,117,119. Corresponding experimental efforts have already enabled investigation of the

spatial extent of bound states using strongly coupled QDs which hybridize with the bound

states83,118. Previous experiments used a weakly coupled QD to read out the size of the su-

perconducting gap in a proximitized region130, and to probe the above-gap resonances in the

density of states (DOS) of a similarly proximitized system134 aswell as transport through sub-

gap resonances135. The use of QDs as spin filters has been exploited in the context of spin

qubits136, and their charge filtering properties have been utilized to probe the quasiparticle

charge and energy relaxation in hybrid structures137. However, QDs have not yet been used

to address the spin and charge degrees of freedom of discrete sub-gap states in hybrid NWs.

In this manuscript, we introduce a device geometry based on InAs 2DEG which allows

for laterally defined QDs that are side-coupled to a quasi-1D hybrid NW at multiple probe

locations. The QDs are defined by electrostatic gating. The gate configuration allows the
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QDs to be strongly decoupled from the NW. This means that they do not interact with the

DOS in the NW, and can be used as non-perturbative probes. When a magnetic field is ap-

plied to the system, the QD energy levels are split by the Zeeman effect, such that they can be

used as spin-selective probes. We take advantage of this, using the QD levels to measure the

spin-splitting of the superconducting gap138, extracting a g-factor of∼ 1.7, consistent with

regular tunneling spectroscopy measurements of the system. We further investigate a bound

state in the NW, using sequential tunneling spectroscopy though the spin-split QD levels to

extract themagnitude and relative sign of the state g-factor. Finally, we definemetrics of spin

and charge polarization of the current into the bound state as measured via the QD spec-

trometer, and examine these quantities as a function of applied parallel magnetic field and

chemical potential. If the gates which form the QDs are not energized our gate geometry

allows for regular tunnelling spectroscopy through a quantum point contact (QPC)-like po-

tential barrier, allowing for a second, independentmeasurementmode of the sub-gap energy

(without filtering properties), which is self-consistent with the QD spectroscopy.

The organization of the chapter is as follows: first, the device design is introduced (7.2).

Next, the use of QD levels as spectrometers is explained at lowmagnetic fields (7.3) and then

in the presence of a high magnetic field (7.4). Finally, the spin and particle-hole polarization

of tunneling current through theQD-bound state system is investigated (7.5), and the results

are discussed in the context of the current literature (7.6).

7.2 Device design

A scanning electron micrograph of a device which is identical by design to device 1 is shown

in Fig. 7.1. The device is fabricated on InAs 2DEG topped with 5 nm of epitaxially matched
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Al. Following a mesa-etch, an additional wet etch is used to define an Al stripe of ∼ 100

nm in width and∼ 4 μm in length, which extends into large ground planes at both ends. A

layer of 15 nm HfOx is deposited globally and functions as gate dielectric. Ti/Au gates are

then evaporated in two lithographic steps, one thin layer for fine features and a thick outer

layer that crawls over the mesa and makes contact with the thin layer. The gates labelled P

and C are used to deplete the carriers in the 2DEG self-aligned with the strip of Al, so that a

quasi-1D proximitized channel is defined. The gates separate the NW into segments so that

different segments can be tuned to have different chemical potentials by changing the applied

gate voltage, allowing some control over the spatial distribution of bound states in the system.

Additionally, the gates labelled C are used to define tunnel barriers at three locations along

the NW. The planes of 2DEG, separated by the depletion of the C gates from the NW, are

used as normal conducting leads.

The results highlighted in this paper will focus on measurements in the section of the de-

vice shown by the dashed box in Fig. 7.1(a). A close up image of this region, with the QD

coupled to theNW from the side, is shown in Fig. 7.1(b). By depleting with the gates C3 and

C4 (leaving gates DL, H and DR at 0 V), a QPC-like potential barrier is formed, through

which differential conductance can be measured using standard lock-in techniques. Differ-

ential conductancemeasurements as a function of magnetic field parallel to theNW (B||) are

shown in Figs. 7.1 (c) and (d) for two different values of VP3. With VP3 = −0.580 V the

induced superconducting gap is seen closing in field with no sub-gap resonances, while at a

slightly more positive gate voltage of −0.537 V there is a sub-gap state which splits in field

and undergoes an anti-crossing at 1 T. Zero bias gate-gate maps were taken at finite field to

determine how strongly this state couples to different gates. Results showed that that the
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VSD

Figure 7.1: (a) Scanning electron micrograph of a device which is identical by design to device 1. The device consists of
a thin strip patterned from epitaxial Al on top of an InAs quantum well. The gates labelled P and C deplete the carriers
in the 2DEG either side of the Al, such that a proximitized NW is formed. These gates can additionally be used to tune
the chemical potential in the NW, segment by segment. The gates labelled C also form tunnel barriers to normal leads
at three locations along the NW, where voltage pre‐amplifiers are connected. Relevant field directions are marked in
white; parallel to the NW (B||) and perpendicular to the plane of the 2DEG (B⊥). (b) A magnified view of the third probe
location (dashed box in (a)). The gates DL and DR allow for a laterally confined QD to be formed at the probe location,
and can be used to tune the coupling between the QD and the normal lead. The gate H allows for additional control
over the QD. (c), (d) Tunneling spectroscopy measured at the third probe location as a function of B||, for two different
values ofVP3. In (c) the closing of the superconducting gap as a function of magnetic field is observed without sub‐gap
features, while in (d) a bound state in the gap splits and an anti‐crossing is observed. During these measurements the
voltages on the QD‐related gates (DL, H, DR) are set to 0 V, so there is no QD in the probe location, just a tunnel barrier
formed by the gates C3 and C4. (e), (f) Coulomb blockade measurements of the QD formed by energizing DL and DR, at
zero and finite B⊥ respectively.
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state of interest is mostly localized in the NW segment underneath the P3 gate.

When the left and right D gates are energized with negative voltages, electron density is

confined, forming a QD. The voltage configuration of these gates can be used to tune the

coupling between the QD and the normal lead. The C gates can be further adjusted to tune

the coupling of the QD to the NW. The H gate, with a circular part situated directly on top

of the region where we expect the QD to form, can be used for further control over the QD.

Using a combination of these gates it is possible to tune over a range of coupling strengths,

but towards the strong coupling limit this effect is somewhat non-monotonic. Differential

conductance measurements with the QD formed in the probe location are shown in Fig. 7.1

for zero applied field (e) and B⊥ = 0.25 T (f), with the latter field large enough to turn the

Al of the NW normal and close the induced superconducting gap.

7.3 Spectroscopy at lowmagnetic field

To use a QD as a spectrometer of the DOS in the NW, it is necessary to operate in a strongly

decoupled regime, where both the coupling between the QD and the superconductor (ΓS)

andbetween the normal lead and theQD(ΓN) aremuch less than kBT, such that co-tunneling

processes are suppressed and sequential electron tunnelling dominates130,139. In this case,

and provided that ΓS < ΓN, the sequential dc current flowing into the NW is proportional

to the DOS at an energy E selected by the chemical potential of a single dot level. The energy

window for the measurement is selected by the dc voltage bias on the normal lead, and the

level spacing of theQDmust be larger than the selected energywindow for spectroscopy tobe

performed. The concept is illustrated in Fig. 7.2 for the case of a single sub-gap state. Panels

(a) and (c) show sketches of the electrochemical potentials involved in standard spectroscopy
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Figure 7.2: A schematic representation of the use of a single level of the QD as a spectrometer to measure the DOS in
the proximitized NW, shown with one sub‐gap ABS feature at zero applied magnetic field. (a, c) Sketches of the elec‐
trochemical potentials involved in standard tunneling spectroscopy, at negative and positive voltage bias respectively.
A bias voltage is applied to the normal lead and differential conductance is measured through a tunnel barrier between
the lead and the NW, giving a signal which is directly proportional to the DOS as a function of the bias voltage (b, d). (e),
(h) A single QD level is included in the electrochemical potential diagram, for fixed negative and positive voltage bias on
the lead. The energy of the QD level can be tuned using a gate voltage in the experiment, and the points labelled A, B,
C and D in (e) and E, F, H, and H in (h) represent resonance condition points at which the level is on resonance with the
normal lead, the superconducting coherence peak, the ABS in the NW, and zero bias. A sketch of the Coulomb diamond
features expected in bias spectroscopy for these configurations are shown in (f) and (i). Slices through the Coulomb di‐
amond are sketched at finite negative (g) and finite positive (j) bias, with special points marked to illustrate the action of
the spectrometer.

116



through a tunnel barrier, for negative and positive voltage bias respectively. In this case, a

measurement of theDOS can be performed by varying the bias voltage applied to the normal

lead, and recording the differential conductance. Fig. 7.2(b, d) shows an example sketch of

the differential conductance that would bemeasured in such a setup, for the case of one state

being present in the NW at finite bias. In contrast to this method, when using the QD as a

spectrometer the bias on the normal lead can be kept at a constant value [Fig. 7.2(e, h)] and a

single level of the QD can instead be swept experimentally by adjusting a gate, preferably one

which has a strong lever arm to the QD. A sketch of the current which would be measured

through such a system, again for the case of one state at finite bias inside a superconducting

gap, is shown as a function of the potential of the QD level and the bias on the normal lead

[Fig.7.2(f, i)]. The role of the bias on the normal lead is to determine the energy window

for the spectroscopy measurement. Panel (g) Shows a sketch of the current along the fixed

bias line denoted by the purple arrow in panel (f). Points of source-drain bias VSD, the QD

potential μdot, and the DOS in the NW are denoted by A, B, C, D going from high to low

μdot. Before reaching point A, the QD energy level is above the energy of the normal lead,

so there is no tunnelling through the system and the measured current is zero. At point A,

the QD level is resonant with the lead. Tunnelling becomes possible and a finite current

proportional to the above-gap DOS switches on. At point B the QD level is resonant with

the coherence peak of the induced superconducting gap, so a corresponding peak is observed

in the measured current, and similarly at point C the peak corresponding to the finite bias

state in the NW is observed. At point D, the QD level moves below the Fermi energy, so the

measured current of electrons into the device vanishes once again. Tomeasure the other half

of the DOS, one needs to fix the bias at an equal magnitude but opposite sign [Fig. 7.2 (h)].
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Figure 7.3: (a) Tunneling spectroscopy at B|| = 0.2 T as a function of the NW plunger gate voltageVP3. A sub‐gap
state can be seen around ‐0.52 V. (b) Current measured through the weakly coupled QD when the gate voltageVP3 is
set far away from the sub‐gap resonance, indicated by a magenta square. (c) Current through the same two QD levels
withVP3 set to the location of the sub‐gap state energy minimum, indicated by a green square.

In this case, the current will flow in the opposite direction, which can be considered as an

electron current with opposite sign, or a hole current into the device. The corresponding

current along the fixed bias line denoted by the orange arrow in (i) is sketched in (j).

Experimentally, we observe a small splitting of all features in tunneling spectroscopy in

a window of ∼ 50 mT around zero B||. This splitting can be seen close to zero field in

Fig. 7.1(c, d). The cause of this is not clear, but we suspect it may be due to spin-orbit effects

in the normal 2DEG leads. Because of this, for clarity, we demonstrate the low field action of

the QD spectrometer at a small parallel magnetic field of 0.2 T (away from the split features)

instead of at zero field. Although there is some Zeeman splitting at this field value, the split-

ting of the QD levels is still small compared to the width of the DOS features measured, and

the splitting of the superconducting gap and any sub-gap features is almost negligible. Using
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the QPCwith the D andH gates set to 0 V, tunnelling spectroscopy on Probe 3 is measured

[Fig. 7.3 (a)] while sweeping the gate voltageVP3, which changes the density in the NW seg-

ment underneath it. A local state in the NW can be seen coming out of the continuum and

into the gap, with a minimum at around−0.52 V. At VP3 values above and below the state

resonance, there is a hard induced superconducting gap without sub-gap states. To demon-

strate the action of theQD spectrometer at low appliedmagnetic field, a weakly coupledQD

is formed by depleting with the D and H gates. We show Coulomb diamonds measured at

two values of VP3: one at which there is no state inside the induced superconducting gap

(−0.53 V, shown in Fig. 7.3(b)) and one at which the state in the NW reaches an energy

minimum (−0.5 V, shown in Fig. 7.3(c)). These gate voltages are marked with colored boxes

(magenta and green, respectively), which correspond to the colored markers in Fig. 7.3(a).

The voltage values are not in one-to-one correspondence with the green and magenta boxes

because the gates used to confine the QD have some capacitive coupling to the state in the

NW, so turning on the QD spectrometer shifts the state slightly inVP3 space. For both cases,

the Coulomb diamond structure looks as expected from our description of the sequential

tunnelling path through the lead-QD-NW system. The absolute value of the dc current is

non-zero only when an energy level of the QD falls in between the applied bias voltage VSD

and the Fermi level, so that the window in which spectroscopy is possible (which we refer

to as the ’bias window’) increases with increased magnitude of VSD. The current disappears

again around zero bias, causing the tips of the diamonds to be shifted away from each other,

because the drain (the hybrid NW) is gapped in this energy range. The measured current is

positive when VSD is below 0 V, so in this configuration electrons flow into the device, and

negative when VSD is above 0 V, corresponding to electrons flowing out of the device (or
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Figure 7.4: Illustration of the extraction of gradients for calculation of the gate lever arm, shown for two Coulomb res‐
onances that were used for QD spectroscopy. All scatter points plotted correspond to peaks identified at the Coulomb
diamond edges found using the scipy find peaks function. The black points are not used in the lever arm calculation,
while the red and blue points are used in straight line fits to extract the slopesm1 andm2 respectively.

conversely holes flowing in). This demonstrates the action of the single QD levels as charge

filters137.

An additional feature is seen in Fig. 7.3(b) when compared to Fig. 7.3(c); this corresponds

to the ABS resonance. The NW DOS information can be accessed more quantitatively by

considering a 1D line cut through a Coulomb diamond at fixed bias, changing the energy of

theQDby gating. The gate voltage scale is converted to energy using the gate lever arm,which

is extracted from high-resolution differential conductance measurements of the Coulomb

resonancesbyfinding the slopes of both edges of theCoulombdiamonds, as shown inFig. 7.4.

The slopes m1 (red points) and m2 (blue points) are combined to give the lever arm, α =

1/(m1 − m2). For this set of resonances, α = 0.502. The current measured is propor-

tional to the DOS. Such 1Dmeasurements showing the NWDOS at zero field are shown in

Fig. 7.5(a) and (b) for the case of being on resonance and off resonance with the ABS in the
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Figure 7.5: Line cuts through a Coulomb diamond atVSD = −0.4 mV (blue) andVSD = +0.4 mV (red)VSD,
showing the dc current, proportional to the density of states in the NW, as a function of the energy Edot. The x‐axis
was converted fromVH to Edot using the gate lever arm α. Shown at zero applied magnetic field for (a) a hard gap and
(b) for one ABS in the NW. (c) and (d) also show spectroscopy of the NW DOS in a hard gap region and for one ABS
respectively, but measured via tunnelling spectroscopy, by varyingVSD and measuring differential conductance. For
these differential conductance measurements, the gates which form the QD are set to 0 V, so there are no QD levels to
consider in the measurement.

gap, respectively, at the sameVP3 values as Fig. 7.3(b) and (c) as indicated by the color coding.

The QD spectroscopy can be compared directly to QPC spectroscopy at correspondingVP3

values (Fig. 7.5 (c),(d)). In the case with no ABS, both the QD and the QPCmeasurements

show superconducting coherence peaks at ∼ ±290 μeV. The QPC measurement further

shows additional features at higher voltage bias, while the QD spectroscopy measurement is

cut off by the value chosen for the fixed bias of the lead (0.4 mV). When VP3 is adjusted so

that an ABS comes down into the gap, the bound state energies can be read off using the QD

spectrometer to be∼ ±100 μeV in agreement with the QPCmeasurement.
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7.4 Spin-resolved spectroscopy

The DOS inside the NW can be measured using a single QD level at low field, but this does

not provide any information that could not be obtained by tunnelling spectroscopy, which is

readily accessible in these devices. The advantage of measuring through a QD level becomes

apparent when one applies a finite magnetic field parallel to the NW, of a magnitude strong

enough that the Zeeman splitting of the QD levels is greater than the desired energy window

for the measurement. In this regime, the current which flows through a spin-polarized QD

level is itself spin polarized, so thatmeasurements through levels of different spin polarization

give spin-resolved DOS information. It is important to note that to interpret such measure-

ments, one must keep in mind that there are multiple g-factors to be considered; that of the

QD levels (gdot) and those of the system which is being probed via the QD level, in this case

the hybrid NW system.

A schematic illustration of the use of spin-split QD levels as spin-selective spectrometers is

given in Fig. 7.6. Here, only a superconducting gap is considered, without the added compli-

cation of any sub-gap features. When a field is applied, Cooper pairs keep their momentum

pairing, but the opposite spin components of the pair have different energy138. Since the

1e excited states remain separated in energy by Δ from the paired state, the coherence peaks

appear at different energies for different spins, and the edges of the gap therefore split with

some g-factor gSC. For bulk Al g = 2, but we can expect somemodification of that in the hy-

brid system21. The sketch of the tunneling process through a barrier is shown in Fig. 7.6(a),

where one can see an electron tunneling from a normal lead at negative voltage bias (not spin

polarized) into the NWDOS (spin polarized). Since the normal lead and tunnel barrier are
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Figure 7.6: A schematic representation of the use of two consecutive levels of the QD for spin resolved spectroscopy at
finite field. (a) Sketch of the electrochemical potentials involved in standard tunneling spectroscopy when the Al DOS
is spin‐split by EZ,SC due to the Zeeman effect. (b) The resulting differential conductance signal, sketched as a function
of bias voltage. Spin‐up and spin‐down parts of the NW DOS are observed together. (c, d) Schematic of spin filtered
tunneling current through a QD with levels which are split by the magnetic field, for even and odd filled ground states
respectively. This results in a spin‐down polarized current in the case of an even ground state, and a spin‐up in the case
of an odd ground state. (e) Sketch of the Coulomb diamond features for two consecutive levels expected as a function
ofVSD for this configuration, with an asymmetry arising from the spin‐splitting of the DOS and the spin polarized
transport. (f) A slice through the two Coulomb diamonds at finite negative bias, showing separate spectroscopy of the
spin‐down and spin‐up components of the NW DOS.
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indifferent to spin, both spin-up and spin-down electrons can tunnel into the NW at a given

VSD, and the resulting differential conductance signal is the total DOS (spin-up and spin-

down components added together [Fig. 7.6 (b)]). The peaks which correspond to the spin-

up and spin-down coherence peaks are still visible in the signal, but the two components are

combined. To separate them, the tunneling current has to be spin filtered. This can be done

by utilizing the QD as a spin selective barrier, tunneling through a single QD level which is

spin-polarized, as in Fig. 7.6(c, d).

As a magnetic field is applied, the levels of the QD will split with g = gdot, so the energy

required to add a spin-up electron reduced in field, while the energy to add a spin-down elec-

tron to the same orbital increases. For the case of an even number of electronsN on the QD,

themost energetically favorable way to add another electron to the system is to load a spin-up

electron into the next available level, so a spin-up current will predominantly flow. However,

at low fields, the spin-down excited state is also accessible, so some transport through the first

excited statewill also be observedwhen both of the spin-split level components arewithin the

voltage bias window. When the Zeeman splitting becomes larger than the selected bias win-

dow, the excited state is no longer available for transport, and theQD acts as a spin filter with

no additional channels for the opposite spin. For the case shown in Fig. 7.6 (c), the excited

state is already outside the bias window. Conversely, for the case of an odd number N + 1

electrons on the QD [(d)], the lower (spin-up) energy level is already filled by the (N + 1)th

electron, so themost energetically favorable transport option is to load a spin-down electron.

The next excited state is much higher up in energy, so in the bias ranges which are used in

this experiment the odd-even transition transport does not show any excited states. In this

configuration, transport through two consecutive levels of the QD appears different at finite
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appliedmagnetic field; the even-odd transition filters spin-up electrons, but also shows trans-

port through an excited state at lower fields, while the odd-even transition filters spin-down

electrons. Figure 7.6 (e) shows a sketch of the current one can expect to measure through

two such consecutive transitions, at a field where the Zeeman splitting of the QD is greater

than the voltage bias range, EZ,dot > eVSD, so that no excited state transport is visible. A vari-

ation is expected in the size of the diamond tips, because the gap edge measured by one level

(spin-down) is lower in energy than the edge measured by the other (spin-up). This can be

visualized more directly by taking a 1D cut at finite bias through the two levels, as shown in

(f). The rightmost edge of each resonance corresponds to the bias edge, where the QD level

comes on resonance with the normal lead and sequential tunneling turns on. This feature is

always at a fixed energy, as it is simply determined by the bias chosen for the measurement.

This switching on is followed by a current that is proportional to the DOS; first a plateau

above the gap energy, and then a peak in current which corresponds to the coherence peak.

Note that the distance between the bias edge and the coherence peak is different for the spin-

up and spin-down resonances; this is because the spin-up and spin-down components of the

DOS are resolved separately with the two different QD levels. The spin-up and spin-down

components of the DOS are split, and the difference between the energy of their peaks is

given by EZ,SC/α.

Experimentally, we find that in device 1 the QD level even-odd pairs which are suitable

for spectroscopy exhibit a g-factor of∼ −8.5. This means that at an applied parallel field of

0.6 T, the corresponding Zeeman splitting is EZ,dot ∼ 295 μeV, so that features below that

energy can already be spin-resolved by the QD spectrometer, but excited states of the QD

still appear at higher biases. Measurements taken at this field value are shown in Fig. 7.7. A
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Figure 7.7: (a) QPC tunneling spectroscopy at B|| = 0.6 T, measured as a function of theVP3. The sub‐gap state
seen around−0.52 V is visibly spin split at this field value ‐ four resonances are seen inside the gap instead of the two
observed at low field. (b) Current measured with the QD formed, through two consecutive levels of the QD whenVP3
is set far away from the sub‐gap resonance (magenta) (c) Current through the same two levels of the QD withVP3 set to
the location of the sub‐gap state energy minimum (green).

126



tunnelling spectroscopy scan over NW potential (tuned by VP3) in Fig. 7.7 (a) shows a gap,

reduced from the lower field value as expected, but with no visually resolvable splitting. The

same sub-gap state as seen in Fig. 7.3 is also visible here, now split so that one component has

moved towards zero energy while another has almost retreated into the continuum. Sequen-

tial tunneling current measured through the same two consecutive QD levels as in Fig. 7.3 is

shown in Fig. 7.7(b, c) for VP3 values that bring the sub-gap state away from and onto reso-

nance, respectively. An enhancement in current magnitude is seen in the bottom corner of

the top left diamond tip in Fig. 7.7 (b) (and equivalently in the top left corner of the bottom

right diamond tip). These are signatures of the excited spin-down state, appearing at higher

bias as expected. On resonance with the sub-gap state [Fig. 7.7 (c)] the top right and bottom

left diamond tips are notably larger than the other two. We interpret that this is due to their

transport of spin-down electrons and corresponding spectroscopy of the spin-down part of

the NW DOS, in this case measuring directly the part of the sub-gap state which moves to-

wards zero energy. Additional resonances appear in the spin-up filtering diamond tips (top

left and bottom right) due to spin-down transport via the spin-down excited state.

Measuring the dc current through theQD as a function of bias to see Coulomb diamonds

is useful for confirming the behavior of excited states of the QD and extracting lever arms.

However, to use a QD level as a tool for spin resolved spectroscopy and gain more insight

to the DOS in the NW, it is sufficient to measure at a fixed voltage bias on the normal lead.

To examine directly the splitting of the superconducting gap in the absence of sub-gap states

(off resonance) in field using theQD levels, the bias is fixed at+0.4mV, so that spectroscopic

measurements can be taken via the two consecutive QD levels with a constant bias window.

This can be thought of as taking a slice through Fig. 7.7(b) at VSD = +0.4 mV, and then
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Figure 7.8: Spin resolved tunnelling current into the hard gapped superconductor (a) Current through two consecutive
levels of the weakly coupled QD at finiteVSD measured as a function of B||. The levels move in opposite directions
as the field is increased, indicating their opposite spin character. 1D slices through the left (solid line) and right (dashed
line) resonances for 0.5 T (c) and 1 T (b), with the horizontal axis converted from gate voltage to energy. (d) Energy
values of the coherence peaks of the spin‐up and spin‐down components of the DOS (extracted from the left and right
resonances respectively) plotted as a function of B|| with linear fits.
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ramping the parallel magnetic field up from 0 T. This measurement is shown in Fig. 7.8(a).

Here, the result is a combined effect of two separate g-factors; the QD energy levels shifting

in magnetic field, and the superconducting DOS evolving in field. The two consecutive QD

states (transport through spin-up and spin-down ground states, respectively) move apart in

field, and the previously discussed excited state can be seen as a high magnitude signal at low

field in the left (spin-up)QD level. It splits rapidly in the opposite direction to themovement

of the ground state. This motion of the QD levels does not provide any information about

the NWDOS, and must be compensated for in the analysis. This compensation is possible

because, as emphasized before, the bias edge of each resonance, where the current switches on

because the QD level is on resonance with the normal lead, always corresponds to the same

energy. So the position of the bias windown inVH space shifts in field, but the bias window

remains the same. At each field value, the bias edge point is used as an anchor, so that when

we convert the VH axis from gate voltage to energy each one of the two resonances has a 0.4

meV point, with respect to which a zero energy can be defined. Due to broadening of the

QD levels, caused by finite temperature and finite coupling, the current does not go to zero

instantaneously at the bias edge point and so the point itself is not perfectly defined. In this

analysis, the placement of the bias edge for each resonance was determined by taking theVH

at which the current reached half of its peak value. This way, the method is standardized for

each resonance, so relative energy values should be consistent with each other. The result

of performing this analysis for each line of the measurement is that for each field value, one

acquires two traces that are proportional to the DOS in the NW between 0 and 0.4 meV,

one for the spin-up and one for the spin-down component of the NWDOS. This is shown

explicitly in Fig. 7.8 (b) and (c) for the field values of 1 T and 0.5 T respectively, with the
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normalized current traces for spin-up and spin-down plotted together in each case. At 0.5 T

there is a small splitting between the spin-up and spin-down coherence peaks, while at 1 T

the splitting is more significant. In Fig. 7.8(d) the peak energies extracted in a similar manner

are plotted as a function of field, for values up to 1.1 T (starting at 0.5 T, so that the excited

state is already outside the bias window). By linear fits, the g-factor for the splitting of the

gap is calculated to be∼ 1.7. This is slightly lower than gAl = 2. This may be explained by

the re-normalization of the hybrid system g-factor due to the hybridization at the interface of

the thin Al film (gAl = 2) and the InAs (gInAs = −15)21. Note that the spin-up peak splits

more rapidly towards zero energy than spin-down splits away; this might be explained by the

effect of spin orbit interaction138. A similar analysis was performed for the negative bias side,

where an electron current flows into the device instead of a hole current, showing a similar

g-factor.

In the regime described above, one is able to separately measure the spin components of

the spin-split superconducting gap in the NW, with no sub-gap features involved. If VP3 is

adjusted, the spin-resolved field dependence of the previously shown sub-gap state can be in-

vestigated. Looking back at the tunneling spectroscopy measurement of this dependence in

Fig. 7.1(d), it can be observed that the bound state splits in applied parallel magnetic field,

with one component moving away from zero energy and merging into the continuum just

above 1 T, and the other moving towards zero energy before anti-crossing at around 1 T. By

measuring via the two spin-selectiveQD levels, as with the gap splitting above, these different

features of the state transport can be observed with spin resolution. For this purpose, it can

be useful to record differential conductance as well as the dc current through the QD level.

Although for sequential currentmeasured through aweakly coupledQD level it is the dc cur-

130



Fig 9

ABS

µlead

µlead

SC

ABS

ABS
SC

ES

ES

↓↑ VSD = 0.4 mV ●

Figure 7.9: Differential conductance through two consecutive levels of the weakly coupled QD at finiteVSD measured
as a function of B||, withVP3 set so that the sub‐gap state in the NW is on resonance (indicated by the green square).
Features corresponding to different spin components of the state (ABS) and the spin‐split gap coherence peaks (SC) are
indicated, as well as resonances arising from excited states of the QD itself (ES).

rent which is proportional to the DOS in the NW, a differential conductance measurement

will (by definition) show a clear signal at points where the current undergoes a change as a

function of VSD, so both peaks and regions of rapid change (such as the bias edge) are high-

lighted. Such a measurement is shown in Fig. 7.9, withVP3 set to the value at which the sub-

gap state reaches aminimumat lowfield. Each bright resonance is labelledwith the transport

feature which it corresponds to, according to our interpretation. The rightmost resonances

of both levels, labelled ‘μlead’, correspond to the bias edge, where the QD level energy is on

resonance with the normal lead, and the current switches on. The two resonances labelled

‘SC’ correspond to the coherence peaks, for spin-up and spin-down respectively. Here, as

before, it is important tomake the distinction between the effect of the magnetic field on the

NW DOS, which is being measured through the QD levels, and the movement of the lev-
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els themselves in field, which does not depend on the NW but purely on the QD. As in the

analysis above, the splitting of the SC gap edges in field is not determined from the absolute

movement of the ‘SC’ resonances, but from their movement relative to their respective bias

edge. The spin-up ‘SC’ resonancemoves away from the bias edge, towards zero energy, while

the spin-downmoves towards its respective bias edge, splitting away from zero energy.

Consider now the resonances caused by the NW state components, labelled ‘ABS’. At

lower field (B|| < 0.8 T), a bright feature labelled ‘ABS’ seen via the spin-down QD reso-

nance moves away from the bias edge, and towards zero energy. This is in contrast to the

spin-down ‘SC’ component, which moves towards the bias edge. This observation suggests

that the bound state and the gap edge have g-factors of opposite sign, a property which is

not observable with standard tunneling spectroscopy. The ‘ABS’ component which splits in

the opposite direction, away from zero energy, is observed via the spin-up resonance. Us-

ing a lever arm α = 0.043, the two spin components of the ABS appear to split with a

gABS ∼ − 2.25 at low field. This is plausible, considering again that the g-factor of the

hybrid system is re-normalized by the hybridization between the Al and InAs, and that the

effective g-factor for the bound state depends on the strength of this hybridization21. Two

resonances labelled ‘ES’ appear due to transport via the spin-down excited state of the QD.

As the field approaches 1 T, the ABS feature which splits towards zero energy starts to fade in

magnitude as measured via the spin-down level, and simultaneously appears via the spin-up

resonance. After 1 T it appears more brightly on the spin-up side than on the spin-down.

This indicates a change in the ground state of the ABS component, as it goes from trans-

porting primarily spin-down current to spin-up. Note that this change is not abrupt, it is a

gradual transition.
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7.5 Spin and charge polarization of tunneling current

This gradual transition between transport of spin-up to transport of spin-down electrons via

the bound state, which is resolved by measuring spin-up and spin-down current separately

using the Zeeman split QD levels, can be quantified by defining a spin polarization of the

transport through the state. Measuring at negative voltage bias on the lead, the electron com-

ponents of the transport current are accessed, so using two consecutive levels, one accesses

separately the spin-up, electron component and the spin-down, electron component of the

DOS. Similarly, by measuring at positive voltage bias, a hole current flows, and the spin-

down, hole and spin-up, hole components are resolved. These four separate components are

labelled explicitly in Fig. 7.10(b) and (c). We define a spin polarization S by comparing the

magnitude of the current into the state of interest asmeasured via the spin-up and spin-down

components. Separate polarization quantities can be extracted for the electron and holemea-

surements;

Su =
I↓,u − I↑,u
I↓,u + I↑,u

(7.1)

Sv =
I↓,v − I↑,v
I↓,v + I↑,v

. (7.2)

The electron and hole components can then be combined to define a total spin polarization

Stotal =
I↓,u − I↑,u + I↓,v − I↑,v
I↓,u + I↑,u + I↓,v + I↑,v

. (7.3)
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In a similar manner, a particle-hole polarizationQ can be defined by combining the relevant

current magnitudes, yielding:

Q↓ =
I↓,u − I↓,v
I↓,u + I↓,v

. (7.4)

Q↑ =
I↑,u − I↑,v
I↑,u + I↑,v

. (7.5)

Qtotal =
I↓,u + I↑,u − I↓,v − I↑,v
I↓,u + I↑,u + I↓,v + I↑,v

. (7.6)

Using these definitions, the evolution of the spin and charge character of a bound state can

be tracked with respect to a parameter like magnetic field or gate voltage. In Fig. 7.10,VP3 is

set so that the previously investigated bound state is on resonance, and the four tunnelling

current components (I↓,u, I↑,u, I↓,v and I↑,v) aremeasured via two consecutiveQD levels as be-

fore as B|| is increased [Fig. 7.10(b, c)]. The spin and charge polarization are extracted from

this data for the lowest energy ABS component, which is tracked using the scipy peak finder

function. If a peak cannot be identified because it is below the noise level, the magnitude

contribution is set to zero. The results of the extraction are shown in Fig. 7.10(d) for spin,

including the separate electron and hole components and the total value, and in Fig. 7.10

(e) for the total charge polarization. At low field, the current into the state is strongly spin-

down polarized. In tunnelling spectroscopy (shown in Fig. 7.10(a) for comparison to the

QD measurements) the state splits towards zero energy linearly, and in the QD measure-

ments is observed almost exclusively though the spin-down filtering resonances. As the state

approaches zero energy, an anti-crossing is observed in tunnelling spectroscopy. This point,

marked with the middle dashed line in Fig. 7.10, also marks the point where the currents
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Figure 7.10: Resolving the spin and charge character of a NW state while varying B||. (a) Tunneling spectroscopy mea‐
surement of a localized NW state under the gate P3 for increasing B||. The gates which form the QD remain at 0 V
during this measurement. (b, c) Sequential tunnelling spectroscopy through two consecutive levels of the QD, withVSD
fixed at−400 μV and+400 μV respectively. The current through the two QD levels is spin polarized due to the Zee‐
man effect, so that the spin‐up and spin‐down components of the NW DOS are measured separately. Comparing the
magnitudes of the current through the spin‐up and spin‐down resonances allows for the extraction of the spin polar‐
ization S of the tunneling current (d), which crosses through zero around 1 T, the field at which an anti‐crossing around
zero bias is observed in the QPC measurement. (e) Comparing the magnitudes at positive and negativeVSD leads to
a measure of electron‐hole polarization of the current, which at thisVP3 value stays close to zero for the entire field
range.
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Figure 7.11: Resolving the spin and charge character of a NW state while varying gate voltage at an applied magnetic
field of 1.4 T. (a) Tunneling spectroscopy measurement of a localized state under the segment of NW tuned by gate P3
for varyingVP3. The gates which form the QD remain at 0 V during this measurement. (b, c) The effect of the NW gate
voltage variation measured instead using sequential tunnelling spectroscopy through two consecutive levels of the QD,
withVSD fixed at−400 μV and+400 μV respectively. The current through the two QD levels is spin polarized due
to the Zeeman effect, so that the spin‐up and spin‐down components of the NW DOS are measured separately. (d) Spin
polarisation S of the tunnelling current as a function of gate voltage. Comparing the magnitudes at positive and negative
VSD leads to a measure of charge polarizationQ of the state (e).
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measured through the spin-up and spin-down filtering QD levels and the lowest energy state

are equal, leading to a net zero spin polarization.

Above the anti-crossing, the current measured through the spin-down filtering levels de-

cays away, and the lowest energy state is mostly observed via the spin-up filtering level. Cor-

respondingly, the spin polarization, having gone through zero at the point of anti-crossing,

switches to negative values (spin-up polarized). We interpret that the spin polarization of the

current reflects the spin polarization of the ABS. This crossing through zero is then consis-

tent with a transition of the ABS in which the spin of the ground state switches in field44,45.

The charge polarization is also extracted (e); this appears to remain around zero for the entire

field range, indicating that at the chosen gate voltageVP3 the DOS is equal parts electron and

hole.

This transition is further investigated by applying a fixed B|| of 1.4 T, above the field at

which the anti-crossing is observed, and changing the chemical potential by sweeping VP3.

This measurement in shown for the same state as before in Fig. 7.11, with a tunnelling spec-

troscopymeasurement shown for comparison (a) and the four spin/charge componentsmea-

sured through the QD levels (b, c). For these data, the spin and charge polarization of the

transport through the lowest energy ABS are extracted in the same way as before, by peak-

finding to track the energy of the state and taking the magnitude of the peak for each com-

ponent I↓,u, I↑,u, I↓,v and I↑,v. In the tunnelling spectroscopy measurement, the state is ob-

served to cross twice through zero energy, undergoing a characteristic singlet to doublet tran-

sition44.The switching of the ground state spin is directly seen from the spin polarization

[Fig. 7.11 (d)]. The charge polarization dependence on the chemical potential is also nontriv-

ial; this quantity crosses through zero three times, including once in the center of the doublet
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Figure 7.12: Resolving the spin and charge character of a NW state in device 4 while varying the gate voltage at an
applied magnetic field of 0.6 T. (a) Tunneling spectroscopy measurement of a localized NW state under the gate P3 for
varyingVP3. The gates which form the QD remain at 0 V during this measurement. (b, c) the effect of the NW gate
voltage variation measured instead using sequential tunnelling spectroscopy through two consecutive levels of the
QD, withVSD fixed at−400 μV and+400 μV respectively. The current through the two QD levels is spin polarized
due to the Zeeman effect, so that the spin‐up and spin‐down components of the NW DOS are measured separately.
Comparing the magnitudes of the current through the spin‐up and spin‐down resonances allows for the extraction of a
spin polarization quantity as a function of gate voltage i.e. chemical potential (d). Comparing the magnitudes at positive
and negativeVSD leads to a measure of charge polarization of the state (e).
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region. This is the chemical potential at which the magnetic field dependence was shown

in Fig. 7.10. The charge polarization dependence is consistent with the Bardeen-Cooper-

Schrieffer (BCS) charge quantity extracted from non-local conductance measurements of

similar sub-gap states87. A similar data set, in which gate voltage is swept and the spin and

charge polarization quantities of the transport through a local bound state are extracted from

dc current measured via two consecutive QD levels, is shown in Fig. 7.12. This data is taken

on a different device to the data shown in the rest of the paper, device 4, which is structurally

similar to device 1. While the state under investigation looks quite different, exhibiting a

much higher g-factor, the core features extracted from the data show a clear similarity to the

observations from device 1. This is true for the general behavior in energy, as well as the

behavior of the spin and particle-hole polarization.

A more detailed look at the polarization behavior as a function of gate voltage in device 1

is provided in Fig. 7.13, where the spin and charge polarizations of the tunneling current are

shown for gate voltage sweeps at three different applied magnetic fields. In Fig. 7.13 (a, b)

we see the same data as in Fig. 7.11, at B|| = 1.4 T, but this can now be contrasted with the

data at 1.2 T [Fig. 7.13(c, d)] and 0.8 T [Fig. 7.13(e, f)]. It is observed that as the applied

field is decreased, the region in gate voltage in which the spin polarization of the current is

reversed and the charge polarization oscillates becomes smaller. This is in accordancewith the

expected reduction of the doublet ground state region in the singlet to doubled transition44.

7.6 Discussion

We have demonstrated the use of single QD levels to directly measure the DOS of a hybrid

superconductor-semiconductor NW. For a QD in which the level spacing is larger than the
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Figure 7.13: Resolving the spin and charge character of a NW state in device 1 while varying chemical potential varying
parallel magnetic fields. Comparing the magnitudes of the current through the spin‐up and spin‐down resonances allows
for the extraction of a spin polarization quantity as a function of gate voltage i.e. chemical potential (a,c,e) for fields of
0.8, 1.2 and 1.4 T respectively, while comparing the magnitudes at positive and negativeVSD leads to a measure of
charge polarization (b, d, f) of the state for each of the field values.
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superconducting gap Δ and the g-factor |gdot| > |gSC|, |gABS|, Zeeman split QD levels of

opposite spin character can be used to measure the density of states with spin and charge

resolution. From these measurements, relative signs of g-factors can be determined, and spin

and charge polarization quantities can be extracted.

Spinfilteringusing a laterally definedQDlevelwhich is tuned into an appropriate biaswin-

dow has been suggested139 and demonstrated136 before in the context of spin qubits, where

the lifetime of an excited spin state was investigated. QD levels have also been used as spec-

trometers in the sense of reading out the numerical value of a superconducting gap130, and

capacitive coupling considerations have been used to disentangle resonances in a Coulomb

diamond caused by excited states of the QD itself from those which reflect the density of

states in the leads134. However, this work is the first to our knowledge to directly measure

the evolution of the density of states of a hybrid system via aQD level at constant bias, and to

useZeeman splitting of the levels to access separately the spin-up and spin-down components

of the density of states, and to resolve the relative sign of the g-factors of different spectro-

scopic features. Our spin polarization results are consistent with the physics of a singlet to

doublet transition of an ABS44, as well as with the BCS charge predicted theoretically70 and

extracted fromnon-local conductancemeasurements65,87. TheQDsused in thiswork are not

few-electronQDs, as previously used for spin resolved tunnelling in 2DEGQDs140. Instead,

we use carefully selected levels of a many-electron QDwhich exhibit the desired filtering be-

havior in field, including splitting away from each other at low field, and the expected excited

state behavior. This allows us to loosen the requirements on device design for future spin-

filter QDs; it is not necessary to be able to deplete the QD fully to zero electrons, just to the

point where there is a clear even-odd structure which can be taken advantage of.
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Future work on the topic of sub-gap excitations in superconductor-semiconductor struc-

tures will benefit from this tool to separate the spin and charge components of the density of

states, with the filtering properties coming as a very natural consequence of embedding aQD

inside a tunnel probe. The deliberate definition of the QD in the design presented here has

the added flexibility of allowing theQD to be turned off by setting all QD related gates to 0V,

so a direct comparison to standard tunneling spectroscopy is possible for any measurement.

The gradual evolution seen in spin and charge polarizationmeasurements hints at the strong

spin orbit coupling present in the system141, and a combinationof further experimentalwork

with some theory could provide a new, direct method of extracting the spin-orbit coupling

strength from spin and charge polarization quantitiesmeasured through a transition induced

by field or chemical potential changes. Similar measurements could also be used to probe di-

rectly the inversion of the bulk bands at a transition point141,142. In the current devices, we

have so far only probed very local ABS features, which were accessible to only one probe at

a time. However, similar structures have shown evidence of the presence of extended bound

states83. Spin resolved measurements taken on both ends of a bound state simultaneously

could provide even more information about the spin orbit coupling in these hybrid systems.
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8
ABS and frequency control in gatemon

qubits

This work is not part of the main thesis project, but is included for completeness.
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This chapter contains the data and text presented in the following manuscript:

Few-mode tomesoscopic junctions in gatemonqubits, byAlisaDanilenko,Deividas Sabo-

nis, GeorgW.Winkler, Oscar Erlandsson, Peter Krogstrup, and Charles M. Marcus.

We investigate a semiconductor nanowire-based gatemon qubit with epitax-

ial Al on two facets of the nanowire, allowing gate control of wire density. Two segments

have the Al removed, one forming a Josephson junction, and the other operating as a transis-

tor providing in-situ switching between dc transport and qubit operation. Gating the NW

changes the bulk wire potential distribution, while gating the Josephson junction changes

the number of junction modes. Both effects are revealed by the dependence of qubit fre-

quency on parallel magnetic field. A detailed model of the wire and junction yields behavior

consistent with experiment. In the multi-mode regime, fluctuations in qubit frequency are

smaller than the universal prediction, consistent with previous measurements of fluctuating

critical current.

Recent materials advances4 have lead to a new approach to Josephson qubit technology

basedonhybrid superconductor-semiconductornanowires (NWs)143,144 andcomparable two-

dimensional platforms145. This approach allows voltage control of qubit operation and re-

duced sensitivity to charge noise146–148. Hybrid NWs can also form the basis of Andreev

qubits149–152, protected 0 − π qubits153, systems to investigate the presence of topological

phases154, and voltage-controlled qubit couplers155. Because the electron wavelength in the

semiconductor is comparable to the NW diameter, electronic states under the proximitiz-

ing superconductor typically occupy a small number of transverse modes156. For NWs with

facets not covered by the superconductor, this mode structure can be altered by electrostatic
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Figure 8.1: a) Scanning electron micrograph of Device 1 (cross section sketch on the right). The NW is contacted on the
right to the ground plane, the capacitor island is connected in the center. The purpose of gate voltageVC is to control
the Josephson junction, whileVLP andVRP are intended to tune the bulk wire. Direction of applied magnetic field B is
shown. (b) Differential conductance g ≡ dIB

dVB as a function ofVB shows the superconducting gap of the junction in
applied field, with a cut (c) taken at B = 0.08 T.VFET = +6 V,VLP =VRP = 0 V,VC =−3.6 V. (d) Rabi oscillations at B =
0. Demodulated transmissionVH measured as a function of drive duration τd at the qubit frequency fQ = 4.37 GHz.
Exponentially decaying sinusoidal fit yields Rabi time TR2 = 119 ± 1 ns. (e) Qubit relaxation: VH measured as
a function of wait time τw between drive and readout pulses. The qubit is excited with a π pulse calibrated from (d).
Exponential fit yields T1 = 1.81 ± 0.13 μs.
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gating157.

In this Letter, we compare the magnetic field and gate-voltage dependence of gatemon

qubits fabricated from epitaxial InAs/Al NWs to a detailed numerical model of the wire and

Andreev bound states (ABSs) in the junction158. To gather parameters for the model, we

take advantage of another feature of hybrid NWs by creating a local field-effect transistor

(FET) that allows in-situ switching between dc transport and circuit quantum electrody-

namics (cQED) configurations146. Magnetic field and gate-voltage dependences of qubit fre-

quency fQ 159 are in reasonable agreementwith themodel, and consistentwith gate-voltage160

and magnetic field dependences161 of critical currents in NW junctions, here measurable in

the same qubit junction.

At gate voltages corresponding to several ABSs in the qubit junction, mesoscopic (ran-

dom, repeatable) fluctuations of qubit frequency as a function of gate voltage were observed.

Comparing experimental results with both numerics and theoretical universal statistics for

mesoscopic critical current fluctuations162, we find that the observed qubit-frequency fluc-

tuations, σfQ ∼ 130 MHz, corresponding to critical-current fluctuations σIc ∼ 1 nA, are

smaller than theoretical values for a short junction162, though consistent with previous ex-

perimental values of critical current fluctuations163. (Mesoscopic fluctuations of fQ have not

been reported previously, to our knowledge). We tentatively ascribed the reduced fluctua-

tion of fQ to non-ideal material interfaces163,164 or a Fermi velocity mismatch between the

Al-covered region and the bare semiconductor junction165 leading to normal reflection com-

peting with Andreev reflection within the junction interfaces.

Deviceswere fabricated on ahigh-resistivity silicon substrate coveredwith a 20nmNbTiN

film, deposited by sputtering. Each chip contains three gatemons based onNWs , about 100
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nm in diameter, with two or three of six facets coveredwithAl159, twowith FET-switched dc

transport capabilities, eachwith individual resonator readout circuits. Resonators, transmis-

sion line, and electrostatic gates were fabricated using additional layers of sputtered NbTiN,

patterned using electron beam lithography and reactive ion etching. Before placing the NW

on the bottom gates, a lithographically patterned layer of HfO2 dielectric was deposited by

atomic layer deposition. Amicrographofoneof theFET-switcheddevices is shown inFig. 8.1(a).

The right side of the NW connects to the ground plane, the left side to a dc contact through

the FET, and the center to the qubit island. The Josephson junction, seen inside the white

box in Fig. 8.1(a), is formed by wet etching∼ 100 nm of the Al shell. While the orientation

of the shell is not discernible during manual NW placement, scanning electron micrographs

taken afterwards can resolve the Al shell. Devices with the shell on the up-facing half of the

NW, which allow control of carrier density in the NW by bottom gates, are then measured.

Gate voltage VC, underneath the junction, was used to tune fQ, while voltages VLP and VRP

were used to tune the density in the bulk NW. All measurements were performed in a dilu-

tion refrigerator with a base temperature of 20 mK using a 6-1-1 T vector magnet.

Setting the FET in the conducting state by applying+6.0 V on the FET gate, differential

conductance g ≡ dIB/dVB of the junction was measured as a function of voltage bias VB.

With the qubit junction in the tunneling regime, g can be used tomeasure the parent gap and

ABS features in the semiconductor, as shown in Figs. 8.1(b, c). The two higher-bias peaks

occur at the bias where coherence peaks from the Al gap, Δ ∼ 250 μeV, on the two sides

of the junctions align, VB ∼ ±2Δ/e ∼ ±0.5mV. The two lower-bias peaks reflect where

the coherence peak in one lead aligns with a subgap ABS in the other lead. Extrapolating

the field dependence of the gap gives a field of ∼ 1.4 T where the gap closes. Following dc
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transport characterization of the junction, the FET was switched to a non-conductive state

(FET gate at −6 V) allowing the device to be operated in cQED mode as a qubit. Setting

VC = −1.7V,VLP, RP = 0V gives a qubit frequency fQ = 4.37GHz,measured via two-tone

spectroscopy. Rabi oscillations [Fig. 8.1(d)] were measured by applying a series of pulses of

duration τd at fQ and plotting the demodulated transmissionVH as a function of τd. Fitting

to an exponentially decaying sinusoid yields a Rabi time of 119 ± 1 ns. Qubit relaxation

[Fig. 8.1(e)] was measured by applying a π pulse, found using data in (d), at fQ, then waiting

τw before applying a readout pulse at the resonator frequency, 5.46 GHz, giving aVH signal

that decreases with increasing τw. An exponential fit yields a qubit lifetime of 1.81 ± 0.13 μs.

The dependence of fQ on axial magnetic field B and gate voltage is shown in Fig. 8.2(a), for

Device 2, which is similar to Device 1 in material and fabrication. For each value of VLP, RP,

VC was compensated to keep the zero-field frequency constant, to try to minimise the effect

ofVLP, RP on the junction, since the aimwas to tune the bulkwire density. This compensation

had the added benefit of making sure that fQ stayed in a measurable range at zero field. The

changes made to VC are very small compared to its full range of operation. In the measured

field and frequency range, the qubit frequency decreased monotonically with increasing B.

The solid lines in Fig. 8.2(a) are simple fits relating the qubit frequency to the square root of

the closing of the superconducting gap in field, fQ(B) = fQ(0) [1− (B/Bc)
2]1/4, where Bc is

the critical field at which the superconducting gap is projected to close10. As illustrated in

Fig. 8.2(b), a trend in the dependence on VLP, RP was observed. The more positive the gate

voltage applied to the NW, the more rapidly fQ decays in field.

To understand the effect of the gate voltage configuration on the magnetic field depen-

dence of qubit frequency, we perform numerical modeling of the energy spectrum and qubit
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Figure 8.2: (a) Measured qubit frequency (normalized) as a function of parallel magnetic field B at a range ofVLP, RP

values. VC was compensated to keep the zero field frequency constant for all gate configurations. (b) Critical field Bc,
extracted from fitting the data for each gate configuration measured. Shown with a linear fit.

frequency using codes similar to Refs.166–168 using a self-consistent Thomas-Fermi approx-

imation, including Zeeman and orbital effects of the magnetic field, treating coupling of

the superconductor to the semiconductor in terms of a self-energy boundary condition (see

Supplementary Material). We find that the simulated qubit frequency follows roughly the

quadratic decay of the parent gap for small fields, as observed in the experiment. Figure 8.2(b)

inset shows the simulated dependence of BC on theNWgate voltage. It should be noted that

the lever arm in the simulation is much larger than in experiment, hence the significant dif-

ference in absolute gate voltage values. There is still a trend towardsmore rapidly decaying fQ

at more positive gate voltage in the simulation, but the numerical results are less monotonic

than what we observe in the experiment. At more negative gate voltages, the wave function

is pressed up away from the gates and close to the superconducting shell, and there is less

wavefunction area for magnetic flux to thread through, leading to amore gradual decay of fQ

in field. We propose that the overall trend is due to the effect of gating the bulk of the NW,

rather than a junction related observation.

We now examine an additional behavior observed at highermagnetic fields inDevice 1. As
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illustrated in Fig. 8.3(a), which shows experimental data, fQ initially drops as in the previous

data sets, leaving the experimental window at B ∼ 130 mT. In this case however we observe

a revival, such that a second local maximum of 4.3 GHz is reached at B ∼ 310 mT, before

another rapid decrease takes the frequency once more out of the experimental window.

Figures 8.3(b-d) show the simulated junction electrostatic potential, field-dependent spec-

trum, and qubit frequency for a gate configuration which displays a similar behavior in field.

The junction is in this case fairly open, with VC accumulating electrons. VLP, RP are set to a

voltage that pushes electrons away towards the superconductor.

The spectrum in Fig. 8.3(c) shows several ABS in the junction, a few of which show an

oscillatory behavior in field. Themagnetic fieldwhere they have theirminimum corresponds

roughly to half a magnetic flux quantum through the cross section of the NW.

The energies and phase dependence of ABS is directly linked to the qubit frequency. To

understand the effect of ABS energies on the qubit frequency, we simulate the supercur-

rent using the Kwant package169 and the analysis developed in Refs.160,170. From the simu-

lated critical current Ic, the qubit frequency fs =
√
8EJEC/h =

√
2ECIc/hπe is obtained,

where EC = 2 μeV is estimated from electrostatic simulations of the qubit island171 and

EJ = ℏIc/2e.

In the simulated qubit frequency as a function of magnetic field [Fig. 8.3(d)], one can

see a lobe-like structure where the qubit frequency oscillates as a function of magnetic field.

The oscillation period of the ABS spectrum is lined up with the qubit frequency. Therefore,

we conclude that the oscillatory behavior of the qubit frequency in field is linked to flux

modulation of ABSs which form in the junction. Based on these simulations, we propose

that the additional revival observed in the experiment is due to junction-based physics, in
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Figure 8.3: Two‐tone spectroscopy as a function of drive frequency (fd) and parallel magnetic field B, with
VFET =+6.0 V,VLP, RP = 0 V,VC =−1.8 V. At low field, fQ decreases rapidly, disappearing from the measurement
window at B ∼ 130 mT. At higher field, fQ recovers, re‐entering the measurement window at B ∼ 220 mT and then
peaking at B ∼ 310 mT before decreasing once more. At B ∼ 400 mT, fQ once again drops below the measured
frequency range. (b) simulated electrostatic potentialU near the junction on a vertical cut through the NW, for a revival
in field configuration. The superconductor (Al) is indicated on the top (cyan), due to the positive band offset of 50 meV
there is an accumulation layer towards it. The left plunger, the cutter and the right plunger gates are indicated on the
bottom (dark blue). Both plungers are set to the same voltageVLP = VRP = 0V. VC = 0.55V. (c) shows the
simulated LDOS in the junction region for this gate configuration. A few low‐energy ABSs showing flux‐modulated os‐
cillations can be found inside the junction. (d) shows the simulated qubit frequency for the same gate configuration. The
flux‐modulation of ABS results in an oscillation of the qubit frequency.

contrast to the low field fQ decay which is dependent on the bulk wire gating.

Increasing the number of modes in the semiconductor as much as possible by setting gate

voltages VPL and VPR to +8 V, ensuring that the junction is far into the disordered junction

limit, the mesoscopic fluctuations of the dependence of fQ on VC were investigated. These

fluctuations are closely related topreviousworkonmesoscopic fluctuations of critical current

in Josephson junctions. In superconductor-normal-superconductor (SNS) Josephson junc-

tions with a distance L between superconductors which is long compared to the mean free
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Figure 8.4: (a) Two‐tone spectroscopy as a function of drive frequency (fd) and gate voltageVC. The qubit frequency
exhibits mesoscopic fluctuations. The data is fitted with a smoothed spline (dashed line), and the light blue shading
indicates the standard deviation, covering the area within+/ − σ of the fit. (b) A simulated trace of qubit frequency as
a function of the gate voltageVC, with the fluctuations analyzed in a similar manner to the experimental data.

path, l, in theNregion and the superconducting coherence length, ξ,mesoscopic fluctuations

of critical current Ic have a non-universal magnitude, σIc ∼ evFl/L2, where vF is the Fermi

energy in the N region172. On the other hand, in short, disordered junctions l ≪ L < ξ

fluctuations are universal, σIc ∼ eΔ0/ℏ independent of junction parameters162. Our junc-

tion length is∼ 100 nm, which we can expect to be in the short junction limit, as confirmed

by previous works on similar materials173,174.

Experimentally, fluctuation statistics are extracted by sampling over VC in Device 2. Fig-

ure 8.4(a) shows two-tone spectroscopy data as a function of junction gate VC at B = 0.

We perform these measurements at much more positive gate voltages than in the previous

section, such that the number of modes in the junction is increased. The qubit frequency

fluctuation is quantified by fitting a smoothed spline to the trace and extracting a standard

deviation, yielding σfQ ∼ 130 MHz. This corresponds to critical current fluctuation σIc ∼

152



(πehfQ/EC)σfQ ∼ 1.0 nA. This is much smaller than the theoretically predicted value162 for

a short junction, which would give of order∼ 50 nA, but is in closer agreement with experi-

ments measuring critical current oscillations163,175 which find fluctuations on the order of 1

nA.

Similar traces are simulated for a range of gate voltages, as shown in Fig. 8.4(b) for sim-

ulated VLP,RP = 0. Changing the plunger gate voltages can be viewed as a variation in the

simulated properties of the junction, which was not attempted in our experiment. The sim-

ulated fluctuation in fQ are in the range 0.4–1 GHz, corresponding to critical current fluctu-

ations in the range 3–9 nA. These values are higher than what was observed experimentally,

but much lower than the universal value for a short junction.

In conclusion, we have investigated semiconductor based transmonqubits that allowboth

dc transport and cQED operation, controlled by a field effect transistor, and are magnetic

field compatible. With the help of numerics, we observe that the rate of qubit frequency

decay in field is controllable by gating of the bulk NW, while additional oscillatory behavior

at higher fields may be attributed to flux modulation of ABSs in the junction. In the many-

channel regime, mesoscopic fluctuations of the qubit frequency were observed. We find that

the fluctuations are much smaller than expected for the universal theory, somewhat smaller

than numerics, and comparable to previous corresponding results of fluctuations in critical

current.
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SupplementaryMaterial

8.1 Experimental setup

The experimental setupused for themeasurements presented in thepaper is shown inFig. 8.5.

The frequency of the readout resonatorwas found by transmissionmeasurementswith a vec-

tor network analyzer (VNA). The qubit measurements were then carried out using two-tone

spectroscopy using a heterodyne demodulation readout circuit. Using an rf switch matrix

connected to both VNA and demodulation circuit, switching was possible between the two

measurement configurations. The experiments were carried out in a dilution refrigerator

with a base temperature of∼ 20 mK and a 6-1-1 T vector magnet.

Devices 1 and 2, for which data is shown in the main text, are illustrated in Figs. 8.6 and

8.7. An SEM image of Device 2 was not taken, to avoid detrimental effects.

8.2 Simulation parameters

For details of the numerical simulations see Ref.166–168. At the InAs/Al boundary condition

we use a band offset U0 = 50meV. On the bare InAs and InAs/oxide surfaces the density

of interface traps is ndit = 1e12 eV−1cm−2 with a neutral level of φnl = 0.1 eV. The mag-

netic field dependence of the Al gap is given by Δ0(B) = max (0,Δ0(0)(1− B2/B2
max))with

Δ0(0) = 0.25meV and the critical field Bmax = 1.4T. Inside the junction region, between

the Al covered segments, a random uncorrelated potential disorder is placed corresponding

to a mean free path of about 50 nm. The whole length of the simulated device is 2 μm. The

simulation does not include the spin degree of freedom, the magnetic field dependence is

purely due to orbital effects.
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Figure 8.5: Diagram of the experimental setup used for the experiments described in the main text.

The other simulation parameters are the same literature values as used in Ref.166: mInAs =

0.026m0, mAl = m0 and EF,Al = 11.7 eV. Since the simulation parameters are not fine-

tuned, the absolute value of qubit frequency might differ between the simulations and ex-

periment due to differences in the electrostatic configuration, disorder or charging energy.

8.3 Additional simulations

In Fig. 8.8 we show the zero field simulated qubit frequency as a function of cutter and

plunger voltages. The cutter is able to open and close the junction with relatively little cross-

talk to the plungers. The behavior of the qubit frequency as a function of plunger is non-
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Figure 8.6: Device 1. (a) An optical micrograph of the bonded sample, containing three qubit devices. Each device is
connected to a qubit island, which is capacitively coupled to a readout resonator. Device 1, from which measurements
are presented in the main text, is in the bottom right corner. (b) A magnified dark field micrograph of Device 1. The qubit
island, to which the nanowire is contacted, is visible at the top of the image. (c) Scanning electron micrograph of Device
1, as seen in the main text.

monotonic. For plungers below VP < 0.4V making the plungers more positive adds more

channels and the qubit frequency increases. It reaches a maximum at around VP ∼ 0.4V.

For more positive plungers the number of channels still increases, however, the induced gap

collapses since the electrons are pulled away from the interfacewithAl. Since the added chan-

nels are only weakly proximitized, the simulated qubit frequency decreases forVP > 0.4V.

In Fig. 8.9 we show the simulated qubit frequency as a function of magnetic field for dif-

ferent combinations of cutter and symmetric plunger voltages. If the junction is only barely

open (i.e. VC = 0.2V) the qubit frequency decaysmonotonically withmagnetic field. If the

junction is more open (i.e. VC ≥ 0.3V) an oscillatory behavior is generally observed. Since

the wire is in a multi-mode regime and different modes have different wavefunction cross-

sections, the oscillations are not in every case completely regular. Furthermore, the qubit

frequency never seems to crash completely before the revival but only reduces in magnitude

(possibly below the limited window for which the qubit frequency is experimentally observ-
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Figure 8.7: Device 2. (a) An optical micrograph of the bonded sample, containing three qubit devices. Each device is
connected to a qubit island, which is capacitively coupled to a readout resonator. Device 2, from which measurements
are presented in the main text, is in the bottom right corner. (b) A magnified micrograph of Device 2. The qubit island, to
which the nanowire is contacted, is visible at the top of the image, and the gate lines can be seen at the bottom.
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Figure 8.8: Map of the zero field simulated qubit frequency as a function of cutter and symmetric plunger voltages
(VP = VLP = VRP.

8.4 Additional data

InFig. 8.10, we show two-tone spectroscopymeasurements as a function of parallelmagnetic

field B at a range of VLP, RP voltages. An average was subtracted from each column in the

measured VH signal to improve the qubit frequency visibility, the Q and I components of
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Figure 8.9: Simulated qubit frequency as a function of magnetic field for a variety of cutter and symmetric plunger
voltages (VP = VLP = VRP).

VH were added in quadrature, and finally the data was normalized. From these data, the

values of fQ shown in Fig. 2 of the main text were extracted via peak-finding. As mentioned

in themain text, the voltageVC applied to the junction gatewas adjusted to keep the zero field

frequency close to constant as the NW gate voltages VLP, RP were varied. For completeness,

we show the correspondingVC values in Fig. 8.11.

To extract the magnitude of the qubit frequency fluctuations in the many-modes section

of the experiment, a two-tone spectroscopy map is taken as a function of drive frequency

(fd) and gate voltage VC. The I and Q components of the signal are measured. The mean is

subtracted from each line of measurement, and the components are then added in quadra-
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Figure 8.10: (a) Two‐tone spectroscopy of the qubit as a function of parallel magnetic field B at a range of plunger gate
voltages. This data was used to extract the qubit frequencies discussed in Fig. 2 of the main text. The cutter gate was
compensated slightly to keep the zero field frequency constant for all gate configurations.

ture. There is an accidental resonance at around 7.5 GHz, visible in Fig. 8.12 and also in

the main text. The values of the three lines which contain the resonance are temporarily set

to 0 during the peak extraction procedure, as otherwise the resonance would interfere with

peak extraction. After this, the most prominent peak for every gate voltage is extracted. The

extracted peak positions are shown as yellow and dark blue crosses in Fig. 8.12. We exclude

from the analysis the section of the measurement where the qubit frequency starts to leave

the measurement window. The peaks used for the analysis are shown as dark blue crosses.

From this point, the analysis is identical for the experimental data shown in Fig. 8.12 and the

simulated data sets presented in the main text.

The data points in the area of interest are fitted using a smoothed spline curve, with a smooth-

ing factor 100. This number is arbitrarily selected, and does not influence the result signifi-

cantly. The average frequency for the trace is then calculated by finding the mean of the data
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Figure 8.11: Values ofVC which were adjusted to compensate the zero‐field frequency for the measurements of qubit
frequency in parallel field, plotted as a function of the corresponding values ofVLP, RP

points along the smoothed interpolated trace. The fluctuation σf is quantified by taking a

standard deviation of the measured (or simulated) data points from the interpolated curve,

σfQ =

√∑
(finterp − fmeasured)2

N
(8.1)

where finterp are the interpolated frequency values taken from the spline fit, fmeasured are the

frequency values extracted from the peak finding procedure, and N is the total number of

frequency data points.

Figure 8.12 (b) shows the results of the completed fitting and extraction procedure for

the experimental data. The extracted peaks from the region of interest are shown as dark

blue crosses. The light blue line indicates the smoothed interpolated spline fit. The standard

deviation of the data from the smoothed fit is shown as blue shading either side of the line fit.

In Fig. 8.13 we show a similar measurement to the ones described in Fig. 3. (a) in the main

text. This data is taken on a device identical in materials and fabrication to Devices 1 and 2,

and shows a non-monotonic behavior of the qubit frequency in parallel magnetic field. Un-

fortunately, this device was less stable than the one presented in themain text, so we observe a

sudden loss of signal just below 0.4T. It is still clear to see however that in this configuration,
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Figure 8.12: Illustration of peak finding and fitting procedure for extraction of the mesoscopic fluctuations of the qubit
frequency. (a) Shows two‐tone spectroscopy as a function of drive frequency (fd) and gate voltageVC, the same data
as shown in Fig. 4. (a) in the main text. Peaks extracted and used for the fitting procedure (dark blue crosses) and those
extracted but unused (yellow crosses) are shown. (b) Shows the peaks used for the fluctuation extraction. These are
fitted with a smoothed spline (solid blue line), and the standard deviation is indicated (light blue shading), covering the
area within+/− σ of the fit.

Figure 8.13: (a) Two‐tone spectroscopy as a function of drive frequency (fd) and parallel magnetic field B, with
VFET = 6 V and the other gate voltages displayed in the inset. The qubit frequency decreases monotonically at first,
then at∼ 0.25 T a revival in the frequency is observed. There appears to be a charge switch just below 0.4 T.

with a very positive junction gate, a similar modulation of the qubit frequency takes place in

field. We attribute this to the same physical mechanism as described in the main text: a flux

modulation in field of a few Andreev bound states in the qubit junction.
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9
Conclusion and outlook

Throughout this thesis, several device configurations and measurement techniques

were discussed, all with the aim of reducing the ambiguity which is faced by experimentalists

when studying quantum states in superconductor-semiconductor hybrid structures.

We started by discussing local tunnelling spectroscopy measurements, which give a de-
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tailed insight into the local density of states of a hybrid nanowire, and tried to convey why

this information is not enough if one wishes to make claims about a nonlocal or extended

phase or quantum state. However, by adding more local probes, we are able to extract more

information. In the case of our experiments, the system remained topologically trivial, but

wewere able to explore the extension of Andreev bound states by probing the same extended

object from both sides. Still using local spectroscopy at two ends of a proximitized segment,

we introduced some checks that can be performed to confirm whether one is really looking

at an extended quantum state, or just at two objects which are totally separate but appear

similar.

Next, we considered more sophisticated methods of probing the bound states forming in

our devices, including nonlocal conductance, which allows not only for the measurement of

a state from both sides as before, but also for the extraction of information about the level

of disorder in the system, and the calculation of the BCS charge of the extended states. We

also introduced the use of quantum dots, formed accidentally in the tunnel barriers of our

devices, as probes of the nonlocality of the bound states, via their hybridization.

Finally, we introduced a device configuration in which lateral quantum dots are deliber-

ately formed at multiple probe locations along a nanowire. This deliberate dot formation

allows for more control over properties like the coupling between the dot and the supercon-

ductor, which are explored for various device designs. Finally, wediscussed theuse of aweakly

coupled quantum dot level as a spin and charge resolved spectrometer, allowing for spin re-

solved spectroscopy of both the splitting of the superconducting gap in magnetic field, and

the evolution of bound states in both magnetic field and gate voltage.

These methods, developed here to study the states in hybrid materials with as little am-
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biguity as possible, can be utilized in future work on superconductor-semiconductor hybrid

materials. This couldpossibly include confirmationof the observationof a topological phase,

as cleaner materials become available. The spin-resolved spectroscopy technique may also be

used in a wider context, and possibly carried over to other platforms.

To me, these experiments performed over the last few years highlight that we still have a

distance to go in understanding the layers of physics which come together to give the effects

which we observe, but by devising creative experimental techniques and critically evaluating

our expectations, we can stride forwards.
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A
Fabrication protocols

A.1 Side-probe devices with superconducting leads

Cleaving

• Begin with wafer coated with post-baked A4 PMMA resist

• Using manual scriber, scribe and cleave into chips∼ 3 by 5 mm
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Alignment marks

• Clean the chip: 5 minutes in dioxolane, acetone squirt, IPA squirt, blowdry.

• Spin coat resist: A4 @ 4000 RPM, 45 sec. Bake at 185 ◦C for 2 min. Optionally, skip

the cleaning and re-spin coating and use the resist which is already on the chip when it is

cleaved. This avoids beating at the edges.

• Expose alignmentmarks andnumbers: 500pA, 300μmfield, 60000dots, dose of 0.34

μs/dot, area dose: 640μC/cm2with proximity effect correction for InAs substrate, 200

nm PMMA, 100 kV, optimal contrast.

• Expose outer pads: 20 nA, 600 μm field, 20000 dots, dose of 0.306 μs/dot, area dose:

640 μC/cm2 with proximity effect correction for InAs substrate, 200 nmPMMA, 100

kV, optimal contrast.

• Develop 45 s in MIBK:IPA, then 5s IPA, blowdry. Ash 45 s.

• Metal deposition with AJA, use rotation at 50 rpm, no tilt angle. Evaporate 10 nm

of Ti, 40 nm of Au.

• Liftoff in 1,3 dioxolane, with sonication for 5min@ 80 kHz, 70% pwr. Hard ecetone

squirt 10 s, IPA squirt 10 s, blow dry.

Mesa etch

• Spin coat resist: A4 @ 4000 RPM, 45 sec. Bake at 185 ◦C for 2 min.
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• Expose inner mesa 500 pA, 150 μmfield, 60000 dots, dose of 0.085 μs/dot, area dose:

680 μC/cm2 with proximity effect correction for InAs substrate, 200 nmPMMA, 100

kV, optimal contrast.

• Expose outer mesa 20 nA, 600 μm field, 20000 dots, dose of 0.34 μs/dot, area dose:

640 μC/cm2 with proximity effect correction for InAs substrate, 200 nmPMMA, 100

kV, optimal contrast.

• Develop 60 s MIBK:IPA, then 5 s IPA, blowdry.

• Ash 1 min.

• Post bake 2 min at 120 ◦C.

• Etch the Al; prepare 3 cups: one medium with transene Al etch D in a hot bath,

aiming for 50 ◦C. The level of the liquids inside and outside the beakers must match.

Another mediumwithMQwater in the hot bath, and a big one withMQ outside the

hot bath.

Etching procedure: 5 s dip in hot Al Etchant D, 20 s in hotMQ, 40s in room temper-

ature MQ. In all steps swirl rigorously, then blow dry.

• Etch the mesa; our standard etch mixture is H2O : citric acid : H3PO4 : H2O2 in the

ratios 220 : 55 : 3 : 3.

First water, add citric acid, start stirring, add H3PO4. H2O2 is added just before start-

ing the Al etching step.

Etch for 9 mins. Every 30 s, rotate the chip by π/2 inside the beaker. Immediately

after etching dip inMQwater for∼ 60 s with rigorous swirling. Blow dry.
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• Strip for 15 min in dioxolane, acetone dip 10 s, IPA dip 10 s, blow dry. Measure the

mesa height with profilometer.

Aluminum etch

• Spin coat resist: A4 @ 4000 RPM, 45 sec. Bake at 185 ◦C for 2 min.

• Expose 100 pA, 150 μmfield, 60000 dots, dose of 0.42 μs/dot, area dose: 672 μC/cm2

with proximity effect correction for InAs substrate, 200 nm PMMA, 100 kV, optimal

contrast.

• Develop 45 s MIBK:IPA, then 5 s IPA, blowdry.

• Ash 45 s.

• Post bake 2 min at 120 ◦C.

• Etch the Al; prepare 3 cups: one medium with transene Al etch D in a hot bath,

aiming for 50 ◦C. The level of the liquids inside and outside the beakers must match.

Another mediumwithMQwater in the hot bath, and a big one withMQ outside the

hot bath.

Etching procedure: 5 s dip in hot Al Etchant D, 20 s in hotMQ, 40s in room temper-

atureMQ. In all steps swirl rigorously, then blow dry. Optical inspection to check for

etch run.

• Strip for 30 min in dioxolane, acetone dip 10 s, IPA dip 10 s, blow dry.

Dielectric deposition
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• ALD - 150 cycles for 15 nmHfO2. 10 hours of pumping with hot stages at 95 ◦C. Set

stage temperatures to 90 ◦C.

150 times: Hf pulse, 0.5 s, wait 180 sec, H2O pulse, 0.02 s, wait 180 sec

Inner gates, first round

• Spin coat resist: A4 @ 4000 RPM, 45 sec. Bake at 185 ◦C for 2 min.

• Expose 100 pA, 150 μmfield, 60000 dots, dose of 0.38 μs/dot, area dose: 608 μC/cm2

with proximity effect correction for InAs substrate, 200 nm PMMA, 100 kV, optimal

contrast.

• Develop 45 s MIBK:IPA, then 5 s IPA, blowdry.

• Ash 60 s.

• Metal deposition with AJA, no rotation, no tilt angle. Evaporate 5 nm of Ti, 20 nm

of Au.

• Liftoff overnight in dioxolane, acetone dip 10 s, IPA dip 10 s, blow dry.

Outer gates, first round

• Spin coat resist: EL9 @ 4000 RPM, 45 sec. Bake at 185 ◦C for 2 min. EL9 @ 4000

RPM, 45 sec. Bake at 185 ◦C for 2 min. A4 @ 4000 RPM, 45 sec. Bake at 185 ◦C for

2 min.

• Expose inner part; 500 pA, 300 μm field, 60000 dots, dose of 0.32 μs/dot, area dose:

640 μC/cm2 with proximity effect correction for InAs substrate, 200 nmPMMA, 100

kV, optimal contrast.
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• Expose outer part; 20 nA, 600 μmfield, 20000 dots, dose of 0.3 μs/dot, area dose: 640

μC/cm2 with proximity effect correction for InAs substrate, 200 nm PMMA, 100 kV,

optimal contrast.

• Develop 45 s MIBK:IPA, then 5 s IPA, blowdry.

• Ash 60 s.

• Metal deposition with AJA, rotation at 50 rpm. Tilt 5 deg, evaporate 10 nm of Ti,

30 nm of Au. Tilt 0 deg, evaporate 300 nm of Au. Tilt 10 deg, evaporate 50 nm of

Au. Adjust height according to mesa profilometer reading.

• Liftoff overnight in dioxolane, acetone dip 10 s, IPA dip 10 s, blow dry.

Second dielectric deposition

• ALD - 120 cycles for 12 nmHfO2. 10 hours of pumping with hot stages at 95 ◦C. Set

stage temperatures to 90 ◦C.

120 times: Hf pulse, 0.5 s, wait 180 sec, H2O pulse, 0.02 s, wait 180 sec

Inner gates, second round

• Spin coat resist: A4 @ 4000 RPM, 45 sec. Bake at 185 ◦C for 2 min.

• Expose 100 pA, 150 μmfield, 60000 dots, dose of 0.38 μs/dot, area dose: 608 μC/cm2

with proximity effect correction for InAs substrate, 200 nm PMMA, 100 kV, optimal

contrast.

• Develop 45 s MIBK:IPA, then 5 s IPA, blowdry.
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• Ash 60 s.

• Metal deposition with AJA, no rotation, no tilt angle. Evaporate 5 nm of Ti, 20 nm

of Au.

• Liftoff overnight in dioxolane, acetone dip 10 s, IPA dip 10 s, blow dry.

Outer gates, second round

• Spin coat resist: EL9 @ 4000 RPM, 45 sec. Bake at 185 ◦C for 2 min. EL9 @ 4000

RPM, 45 sec. Bake at 185 ◦C for 2 min. A4 @ 4000 RPM, 45 sec. Bake at 185 ◦C for

2 min.

• Expose inner part; 500 pA, 300 μm field, 60000 dots, dose of 0.32 μs/dot, area dose:

640 μC/cm2 with proximity effect correction for InAs substrate, 200 nmPMMA, 100

kV, optimal contrast.

• Expose outer part; 20 nA, 600 μmfield, 20000 dots, dose of 0.3 μs/dot, area dose: 640

μC/cm2 with proximity effect correction for InAs substrate, 200 nm PMMA, 100 kV,

optimal contrast.

• Develop 45 s MIBK:IPA, then 5 s IPA, blowdry.

• Ash 60 s.

• Metal deposition with AJA, rotation at 50 rpm. Tilt 5 deg, evaporate 10 nm of Ti,

30 nm of Au. Tilt 0 deg, evaporate 300 nm of Au. Tilt 10 deg, evaporate 50 nm of

Au. Adjust height according to mesa profilometer reading.

• Liftoff overnight in dioxolane, acetone dip 10 s, IPA dip 10 s, blow dry.
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• Ash 120 s.

A.2 Side-probe devices with semiconducting leads

Cleaving

• Begin with wafer coated with post-baked A4 PMMA resist

• Using manual scriber, scribe and cleave into chips∼ 3 by 5 mm

Alignment marks

• Clean the chip: 5 minutes in dioxolane, acetone squirt, IPA squirt, blowdry.

• Spin coat resist: A4 @ 4000 RPM, 45 sec. Bake at 185 ◦C for 2 min. Optionally, skip

the cleaning and re-spin coating and use the resist which is already on the chip when it is

cleaved. This avoids beating at the edges.

• Expose alignmentmarks andnumbers: 500pA, 300μmfield, 60000dots, dose of 0.34

μs/dot, area dose: 640μC/cm2with proximity effect correction for InAs substrate, 200

nm PMMA, 100 kV, optimal contrast.

• Expose outer pads: 20 nA, 600 μm field, 20000 dots, dose of 0.306 μs/dot, area dose:

640 μC/cm2 with proximity effect correction for InAs substrate, 200 nmPMMA, 100

kV, optimal contrast.

• Develop 45 s in MIBK:IPA, then 5s IPA, blowdry. Ash 45 s.

• Metal deposition with AJA, use rotation at 50 rpm, no tilt angle. Evaporate 10 nm

of Ti, 40 nm of Au.
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• Liftoff in 1,3 dioxolane, with sonication for 5min@ 80 kHz, 70% pwr. Hard ecetone

squirt 10 s, IPA squirt 10 s, blow dry.

Mesa etch

• Spin coat resist: A4 @ 4000 RPM, 45 sec. Bake at 185 ◦C for 2 min.

• Expose inner mesa 500 pA, 150 μmfield, 60000 dots, dose of 0.085 μs/dot, area dose:

680 μC/cm2 with proximity effect correction for InAs substrate, 200 nmPMMA, 100

kV, optimal contrast.

• Expose outer mesa 20 nA, 600 μm field, 20000 dots, dose of 0.34 μs/dot, area dose:

640 μC/cm2 with proximity effect correction for InAs substrate, 200 nmPMMA, 100

kV, optimal contrast.

• Develop 60 s MIBK:IPA, then 5 s IPA, blowdry.

• Ash 1 min.

• Post bake 2 min at 120 ◦C.

• Etch the Al; prepare 3 cups: one medium with transene Al etch D in a hot bath,

aiming for 50 ◦C. The level of the liquids inside and outside the beakers must match.

Another mediumwithMQwater in the hot bath, and a big one withMQ outside the

hot bath.

Etching procedure: 5 s dip in hot Al Etchant D, 20 s in hotMQ, 40s in room temper-

ature MQ. In all steps swirl rigorously, then blow dry.
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• Etch the mesa; our standard etch mixture is H2O : citric acid : H3PO4 : H2O2 in the

ratios 220 : 55 : 3 : 3.

First water, add citric acid, start stirring, add H3PO4. H2O2 is added just before start-

ing the Al etching step.

Etch for 9 mins. Every 30 s, rotate the chip by π/2 inside the beaker. Immediately

after etching dip inMQwater for∼ 60 s with rigorous swirling. Blow dry.

• Strip for 15 min in dioxolane, acetone dip 10 s, IPA dip 10 s, blow dry. Measure the

mesa height with profilometer.

Aluminum etch

• Spin coat resist: A4 @ 4000 RPM, 45 sec. Bake at 185 ◦C for 2 min.

• Expose 100 pA, 150 μmfield, 60000 dots, dose of 0.42 μs/dot, area dose: 672 μC/cm2

with proximity effect correction for InAs substrate, 200 nm PMMA, 100 kV, optimal

contrast.

• Develop 45 s MIBK:IPA, then 5 s IPA, blowdry.

• Ash 45 s.

• Post bake 2 min at 120 ◦C.

• Etch the Al; prepare 3 cups: one medium with transene Al etch D in a hot bath,

aiming for 50 ◦C. The level of the liquids inside and outside the beakers must match.

Another mediumwithMQwater in the hot bath, and a big one withMQ outside the

hot bath.
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Etching procedure: 5 s dip in hot Al Etchant D, 20 s in hotMQ, 40s in room temper-

atureMQ. In all steps swirl rigorously, then blow dry. Optical inspection to check for

etch run.

• Strip for 30 min in dioxolane, acetone dip 10 s, IPA dip 10 s, blow dry.

Dielectric deposition

• ALD - 150 cycles for 15 nmHfO2. 10 hours of pumping with hot stages at 95 ◦C. Set

stage temperatures to 90 ◦C.

150 times: Hf pulse, 0.5 s, wait 180 sec, H2O pulse, 0.02 s, wait 180 sec

Inner gates

• Spin coat resist: A4 @ 4000 RPM, 45 sec. Bake at 185 ◦C for 2 min.

• Expose 100 pA, 150 μmfield, 60000 dots, dose of 0.38 μs/dot, area dose: 608 μC/cm2

with proximity effect correction for InAs substrate, 200 nm PMMA, 100 kV, optimal

contrast.

• Develop 45 s MIBK:IPA, then 5 s IPA, blowdry.

• Ash 60 s.

• Metal deposition with AJA, no rotation, no tilt angle. Evaporate 5 nm of Ti, 20 nm

of Au.

• Liftoff overnight in dioxolane, acetone dip 10 s, IPA dip 10 s, blow dry.

Outer gates
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• Spin coat resist: EL9 @ 4000 RPM, 45 sec. Bake at 185 ◦C for 2 min. EL9 @ 4000

RPM, 45 sec. Bake at 185 ◦C for 2 min. A4 @ 4000 RPM, 45 sec. Bake at 185 ◦C for

2 min.

• Expose inner part; 500 pA, 300 μm field, 60000 dots, dose of 0.32 μs/dot, area dose:

640 μC/cm2 with proximity effect correction for InAs substrate, 200 nmPMMA, 100

kV, optimal contrast.

• Expose outer part; 20 nA, 600 μmfield, 20000 dots, dose of 0.3 μs/dot, area dose: 640

μC/cm2 with proximity effect correction for InAs substrate, 200 nm PMMA, 100 kV,

optimal contrast.

• Develop 45 s MIBK:IPA, then 5 s IPA, blowdry.

• Ash 60 s.

• Metal deposition with AJA, rotation at 50 rpm. Tilt 5 deg, evaporate 10 nm of Ti,

30 nm of Au. Tilt 0 deg, evaporate 300 nm of Au. Tilt 10 deg, evaporate 50 nm of

Au. Adjust height according to mesa profilometer reading.

• Liftoff overnight in dioxolane, acetone dip 10 s, IPA dip 10 s, blow dry.

• Ash 120 s.
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