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Abstract

In this thesis two main topics are presented: the identification of hadronic tau decays and a search for
Higgs bosons that decay to tau leptons and are produced in association with a Z boson.

In 2012, the ATLAS detector at the LHC recorded 20 fb−1 of data at a centre-of-mass energy of
8 TeV. Many studies on Standard Model (SM) processes, as well as searches for physics beyond the
SM were carried out, which all rely on a good particle identification. This thesis focuses on the identi-
fication of hadronically decaying tau leptons. Multivariate techniques are used to reject backgrounds
that mimic the tau signature in the detector and are falsely reconstructed as tau leptons. The focus is
on the optimisation of the algorithm using boosted decision trees (BDT). The method is prepared for
the 2012 data taking period and made robust against run conditions with many simultaneous proton-
proton interactions per bunch crossing (pile-up). Furthermore, the dependence of the identification
method on the tau momentum is studied, and the usage of additional algorithms that explore the pion
content of the tau decay.

The second part concerns the Higgs boson which was discovered in 2012. Higgs boson production
via a top quark-loop (gg fusion) as well as via vector boson fusion (VBF) has been observed, but no
evidence for the production in association with a vector boson (VH) has been claimed yet. The thesis
presents a study of this production mode, with a leptonically decaying Z boson in the final state, and
the Higgs boson decaying to a pair of tau leptons. Both the hadronic decay of the tau lepton as well
as the leptonic decays (τe, τµ) are considered. The background is estimated from simulation, and re-
normalised in side bands to match the data. The contribution is then transferred to the signal region
using the fake factor method. Combining the result from the four final states τhad τhad, τeτhad, τµτhad
and τeτµ, a limit is set on the cross section of the process Z(→ ee, µµ)H(→ τhadτhad). No deviation
from the Standard Model is found. An upper observed (expected) limit of 8.96 (6.18+8.94

−4.45) times the
SM cross section is set at 95% confidence level for a Higgs boson mass of 125 GeV.





Resume

I denne afhandling er to emner præsenteret: Identifikation af hadroniske henfaldende tau-leptoner
med ATLAS-detektoren ved CERN samt en søgen efter en Standard Model (SM) Higgs-boson ved
associeret produktion med en Z-boson.

I 2012, optog ATLAS detektoren ved LHC 20 fb−1 data med en Kollisionsenergi på 8 TeV. Man-
ge studier af såvel Standardmodellen og mere avancerede teoretiske modeller, blev udført med stor
succes, på dette data. Alle disse studier byggede på en god identifikation af partikler.

Den første del af afhandlingen fokuserer på identifikation af hadroniske henfald af tau-leptonen.
Multivariate statistiske metoder er brugt til at afvise baggrundshypotesen som er en signatur, der
ligner tau-leptonens i detektoren, og derfor fejlagtigt rekonstruktueres som en tau-partikel. Fokus i
denne opgave er på optimering af tau identifikationen ved brug af et Boosted Decision Trees (BDT).
Metoden er anvendt på data optaget i 2012, og er lavet robust for at håndtere situationer med mange
overlappende proton-proton interaktioner per bundt passage (pile-up). Yderligere, er afhængigheden
af identifikationsmetoden af tauimpulsen også studeret, samt muligheden for at benytte nye algorit-
mer, der udnytter Pioner dannet ved tauhenfald.

Den anden del af afhandlingen omhandler Higgs-bosonen, som blev opdaget i 2012. Higgs-bosonen
er observeret via produktion af et top kvark-loop (gg fusion) eller Vektor-Boson-Fusion (VBF). Der er
dog ingen dokumentation for produktion af Higgs-bosonen i forbindelse med en vektor-boson (VH).
I afhandlingen præsenteres et studie af denne produkton med en Z-boson, der henfalder leptonisk og
en Higgs-boson, der henfalder til et par af tau-leptoner. Både den hadronisk henfaldende tau-lepton
såvel som den leptoniske henfaldende tau (taue, taumu) er behandlet. Baggrunden er estimeret ud fra
monte-carlo simulering og normaliseret til såkaldte side-bands ved at tilpasse data. Bidraget overføres
derefter til signal området ved hjælp af “fake-faktor” metoden. Kombineres alle henfaldsprodukter-
ne for Higgs-bosonen: tauhadtauhad, tauetauhad, taumutauhad og tauetaumu, opnås en observeret
(forventet) øvre grænse for produktionstværsnittet på 8.96 (6.18+8.94

−4.45) gange SM tværsnit på 95%
konfidensniveau for en Higgs-boson med hvilemasse på 125 GeV.
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1. Introduction

Preface

Particle physics stands for the studies of the very small, and is concerned with the most fundamental
matter constituents and the forces that bind them. Even though the processes at this scale are so
different from what we experience in our every day life, mankind has reached an astonishing level
of understanding. The understanding is based on mathematical models that describe the processes
and predict interactions. The processes themselves sometimes appear alien to us, because there is no
analogue in human experience. Particles are created out of pure energy and vice versa, interactions
and whereabouts are based on probabilities, and the boundaries of ‘particle’ and ‘wave’ blur. We are
constantly penetrated by neutrinos without being harmed by them and without even perceiving them.
Yet, we can build detectors sensitive and large enough to measure neutrino properties. The continued
exploration of particles and of the fundamental forces requires nowadays large experiments, powerful
accelerators and endurance to deduct an experiment over many years until enough data is collected
to claim evidence for the observation of a rare process. The LHC at CERN currently is the world’s
largest (man-built) accelerator. Proton-proton collisions have just been started again and are recorded
at 13 TeV centre-of-mass energy - an energy never reached before in an accelerator. That being said,
naturally produced particles (cosmic rays) reache such and much higher energies, and from that angle
the proton-proton collisions at the LHC are not a unique happening. However, the LHC provides
the possibility to built a detector around the collision point, so that the collision and the out-flying
particles can be studied in an experimentally well-defined setup. Already after the first years of
data taking at 7 and 8 TeV, the experiments have expanded our knowledge of particle physics. Pre-
eminently in this regard is the discovery of the long-searched Higgs boson, the missing piece in the
current formulation of the Standard Model.

My personal way into particle physics started with a small project within the CMS collaboration on
jet reconstruction and gained speed with my diploma thesis within the ATLAS collaboration. When
I first searched for a topic for my diploma thesis, I talked to the Peter Schleper, Johannes Haller
and Philip Bechtle, who led CMS and ATLAS research groups at the University of Hamburg and at
DESY. Independently of each other, and even though the groups had different research profiles, they
all proposed projects with a focus on tau leptons. This settled my path, and the tau lepton has since
been the barycentre of my work. The tau lepton also led my way to the Niels Bohr Institute, which
was very enganged in the ATLAS Tau Combined Performance Working Group. The work of Mogens
Dam and Stefania Xella caught my interest and they supported me to work on tau identification. And
this is why this thesis focuses on the tau lepton.

Tau lepton identification

Any analysis with tau leptons in the final state relies on a high tau identification efficiency and a high
rejection of objects that mimic the tau detector signature. In contrast to the other leptons, tau lep-
tons are very short-lived and typically decay before reaching the detector. Therefore, they can only
be identified by their decay products. Because the leptonic decay mode can hardly be distinguished
from prompt light leptons, only the hadronic mode is considered. The largest background to tau iden-
tification are QCD-jets, which are produced at high rate at the LHC. Multivariate techniques are used

11



1. Introduction

to reject this background. The focus of the studies presented in this thesis is on the algorithm using
Boosted Decision Trees. Several aspects of tau identification are studied, with the goal of optimising
the performance in terms of pile-up1 robustness, momentum dependence, and background rejection.
The studies on the pile-up dependence were carried out in 2011, resulting in the development of a
pile-up robust tau identification for the 2012 data taking period. The other studies were carried out
during the LHC shut-down phase. The results have influenced the algorithms prepared for the new
data taking period.

Associated Higgs boson production

The discovery of the Higgs boson in 2012 brought about the challenge to explore all aspects of the
new boson. To begin with, the clear focus was on the observation of the frequent or experimentally
clean production and decay mode. Towards the end of the Run I data-taking period, the focus was
driven towards the rarer modes, even though the available amount of data was not expected to be
enough to observe these modes. The production of the Higgs boson in association with a Z boson,
in which the Higgs boson decays into a pair of tau leptons, is part of this category and presented
in this thesis. The idea was to use the shut-down phase of the LHC to explore the signature and
current sensitivity towards the signal. Furthermore, the task is to identify potential difficulties of the
analysis and to test control and validation regions. In order to obtain the broadest possible overview,
all six final states (generated by the leptonic or hadronic decay of the tau leptons) are analysed in a
common approach. While a growing number of analyses bases the background estimation on fully
data-driven techniques, a mixed approach is used here. Simulated samples are used throughout all
analysis steps to model the background. Corrections for the normalisation and critical variables are
then obtained from data. This approach is chosen in order to provide a cross check for the fully data-
driven approaches, and with that gain confidence in the background modelling. The mixed approach
turned out considerably more complex than expected. To a large extend this is driven by the statistical
limitation of the signal regions, the considered side bands and the simulated samples. It becomes
clear that a larger amount of simulated events is needed in order to fully understand the composition
of all regions. Especially the validation regions close to the signal regions show deviations between
the data and the prediction, and an understanding of the deviations will strengthen the confidence in
the background modelling of the signal region considerably. The four final states eµ, eτh, µτh and
τhτh are eventually used to set a limit on the cross section of the process Z(→ ee, µµ)H(→ ττ).

Outline

The thesis is structured as follows. Chapter 2 gives a brief overview of the particles and forces
described in the Standard Model of particle physics as well as the underlying mathematic description
and limitations. Furthermore, it includes a section on the characteristics of proton-proton collisions.
The experimental setup is described in Chapter 3, introducing both the LHC accelerator and the
ATLAS detector. Chapter 4 focuses on the collected data and its preparation. The reconstruction of
the detector signal and the identification of particles is discussed briefly, as well as the ATLAS trigger.
Furthermore, a short description of efficiency measurements is provided, which are used to correct
mis-modelling in simulated samples. Chapter 5 is dedicated to the identification of hadronically
decaying tau leptons with the ATLAS detector. Besides containing a description of my own studies
concerning the identification with boosted decision trees, an overview is given of the other aspects
of tau reconstruction, namely the lepton vetos, the energy calibration and efficiency measurements.
The study of associated Higgs boson production is described in Chapter 6. After a short introduction

1The term ‘pile-up’ describes the occurrence of several proton-proton interactions within the same bunch crossing.
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of the Higgs boson and the searches and measurements carried out previously, my own analysis is
presented. The results and the conclusions are presented in Chapter 7.
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2. Theory

This chapter gives an introduction to particle physics. The characteristics of the fundamental particles
and forces are presented in Sec. 2.1, follwed by a brief description of the mathematical framework
in Sec. 2.2. The shortcomings of the Standard Model are addressed in Sec. 2.3. The last section,
Sec. 2.4, focusses on the particularities of particles physics at a hadron collider.

2.1. The Standard Model of Particle Physics

Mankind has since long been fascinated by the question of the fundamental basis of our world. Two
competing concepts existed, without scientific basis for one or the other: on one hand the idea that
everything was made of a few undividable building blocks, and on the other hand the concept of a
continuum. Manifold studies of elements and their chemical properties convinced many scientists in
the 19th century of the building block theory, with atoms (from the Greek ἄτομος, indivisible) as the
fundamental bricks [1]. However, in 1897 J. J. Thomsen discovered the electron and it became clear
that the atoms were not the end of the road.

More than 100 years later, atoms have been studied in detail. They can be ionised, excited, split,
fused and even the first antiatoms have been created [2]. They are clearly not the smallest building
block, but they remained the dominating object to describe the world as we see it in everyday life.
Looking inside the atom and understanding the constituents and what binds them is the entrance to
the world of particle physics.

The atom consists of a nucleus orbited by electrons. While the nucleus is not elementary, the elec-
tron is. Together with the muon and tau lepton, it forms the group of charged leptons (Tab. 2.1). The
lepton-family is completed by three associated neutral and extremely light neutrinos. Neutrinos do
not form part of the atomic bound state, but are emitted in radioactive decays. The atomic nucleus is
composed of protons and neutrons (except for the hydrogen atom, which consists of a single proton).
These belong to the huge group of hadrons, composite particles made of quarks. The group splits
into mesons, with integer spin and composed of a quark-antiquark pair, and baryons, with half-integer
spin and composed of three quarks1. The constituent quarks are elementary particles, six in total. The
up-type quarks u, c, t have an electric charge of qe = +2/3, while the down-type quarks d, s, b have
an electric charge of qe = −1/3. Protons, consisting of uud, thus carry a charge of qe = 1, whereas
neutrons, made of udd, are electrically neutral.

The atom, or rather its matter constituents, is held together by fundamental forces. These are
mediated by the force carriers, allowing the particles to interact with each other if they carry the
same type of charge. The protons and electrons are both electrically charged and interact through the
electromagnetic force. The mediator is the photon, which itself is neutral and massless. As a result,
the electromagnetic field has infinite reach. The quarks are bound into hadrons by the strong force.
The associated particle is the gluon, which couples to colour charge. It is massless and electrically
neutral, but carries colour charge itself. The gluon can therefore self-interact which limits its reach
to ∼1 fm. The strong force is much stronger than the electromagnetic force and can bind quarks or

1Theoretically possible are also integer and half-integer spin combinations of more quarks: tetra-quarks (two quarks
and two antiquarks) and penta-quarks (four quarks and one antiquark), respectively. The experimental evidence is discussed
controversially, see for example Refs. [3–5].
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hadrons of the same electromagnetic charge, which would otherwise feel a repelling force. The strong
force vanishes for very small distances or very high energies (asymptotic freedom) but is constant
otherwise. Two diverging quarks have a linearly growing potential between them. At a certain point,
enough energy is stored in the field to create quark-antiquark pairs - which form new hadrons with
the primary quarks. This confinement leads to the fact that free quarks can not be observed and all
hadrons are, at distance, colour neutral. Within a nucleus, protons and neutrons are close enough
to feel each others colour field and to be attracted by it. The last missing force is the weak force,
mediated by the neutral Z boson and the charged W± bosons. The associated charge is the weak
charge (or weak isospin), carried by all matter constituent types2. The weak force is responsible
for radioactive decays: down-type quarks can transform into up-type quarks (and vice versa) by the
exchange of a W boson and charged leptons can transform into the associated neutrinos (and vice
versa). The W and Z bosons are both massive, which limits their interaction range to < 1 fm. A
summary of the fundamental particles is given in Tab. 2.1.

The formalisms to describe the elementary particles and their interactions are collectively called
the Standard Model of particle physics. The term was first introduced by Treiman [6,7] in the 1970’s,
when the mathematic formulation of the electromagnetic, the weak and the strong interaction was
established.

2.2. Mathematic description

The Standard Model of Particle Physics (SM) is the mathematic description of the fundamental par-
ticles and their interactions. It has been extremely successful so far. In several cases, particles were
predicted before their direct experimental observation. Calculations of process rates agree very well
with the experimental observation. One of the greatest successes is the calculation of the magnetic
dipole moment of the electron. When the Dirac equation was introduced (see Sec. 2.2.1), it predicted
a factor 2 compared to the dipole moment of a rotating mass, which was in agreement with experi-
mental observations at that time. When higher precision data became available deviations were found,
at the order of 1h. But also the theoretical predictions improved once higher order corrections were
added. The factor is today the most precisely measured quantity in physics, known to 12 digits [8].
So far, no deviation from the theoretical calculation has been found.

The mathematical framework to describe elementary particles and their interactions is the quan-
tum field theory, in which both fermions and bosons are expressed as quanta of fields [9]. A major
concept is to use symmetries in order to describe the system’s dynamics. There are different types
of symmetries in the SM, but all have in common that a symmetry is associated with a conserved
quantity (Noether-Theorem [10]). Examples known from classical dynamics are energy, momentum
and angular momentum conservation, which are connected with time, translation and rotation invari-
ance, respectively. These are global symmetries, i.e. the symmetry holds at all points in space-time.
The mathematic descriptions of the electromagnetic, weak and strong interactions are based on lo-
cal symmetries, meaning that the transformation is dependent on the space-time coordinates (gauge
theory).

The following sections give an overview over the mathematical description of the SM, without
claim of completeness. Detailed introductions can be found in Refs. [9, 11, 12], which are also the
basis of the following sections.

2Only the left-handed component of quarks and leptons (and right-handed component of the corresponding antiparticle)
is weakly charged. See also Sec. 2.2.4.
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2.2. Mathematic description

Table 2.1: Summary of elementary particle properties [8]. To every fermion, there is also an an-
tifermion, with the same mass, but opposite charge. Bosons are in general all integer spin
particles, while fermions have half-integer spin.

name symbol mass
em

charge
weak

chargeα
colour
charge

spin

Fe
rm

io
ns

Q
ua

rk
s up

-t
yp

e up u 2.3 MeV 2/3 1/2 3 1/2

charm c 1275 MeV 2/3 1/2 3 1/2

top t 173 GeVβ 2/3 1/2 3 1/2

do
w

n-
ty

pe down d 4.8 MeV −1/3 −1/2 3 1/2

strange s 95 MeV −1/3 −1/2 3 1/2

bottom b 4 GeV −1/3 −1/2 3 1/2

L
ep

to
ns ne

ut
ra

l e neutrino νe < 2 eV 0 1/2 7 1/2

µ neutrino νµ < 0.19 MeV 0 1/2 7 1/2

τ neutrino ντ < 18.2 MeV 0 1/2 7 1/2

ch
ar

ge
d electron e 0.511 MeV −1 −1/2 7 1/2

muon µ 106 MeV −1 −1/2 7 1/2

tau lepton τ 1777 MeV −1 −1/2 7 1/2

B
os

on
s

photon γ 0γ 0γ 0 7 1
Z boson Z 91.2 GeV 0 0 7 1
W boson W 80.4 GeV ±1 ±1/2 7 1
gluon g 0δ 0 0 3 1

Higgs boson H ≈125 GeVε 0 −1/2 7 0
αThird component T 3 of the weak isospin. The value applies to left-handed fermions only,

all right-handed fermions have T 3 = 0.
βDirect measurement
γUpper measurement bounds are m < 10−18 eV, q < 10−35 e.
δTheoretical value. A mass of a few MeV can not be excluded.
εSee Sec. 6.1.3 for the latest measurement

2.2.1. Dynamics of free massive spin-1/2 particles

Historically, the first equation to fully describe fermions was the Dirac equation. It is based on
both quantum mechanics and special relativity and describes a free spin-1/2 particle with mass m,
momentum ~p and energy E2 = ~p2 + m2 :3

(iγµ∂µ − m)ψ = 0 , (2.1)

where ψ is the 4-component Dirac-spinor (the particle’s wave function) and γµ the Dirac matrices.
The equation has four solutions, each describing a possible particle state. Special implications are:

• The particle has spin, a quantum number.

• If the particle carries electromagnetic charge, the spin is connected with a magnetic dipole-
moment, which is twice the strength of a magnetic moment induced by a rotating mass.

3Throughout the thesis, natural units are used, ~ = c = 1. Double appearing indices imply summation γµ∂µ ≡∑3
µ=0 γ

µ ∂
∂xµ .
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2. Theory

• Each particle has an antiparticle, with the same mass and spin, but opposite charge and magnetic
dipole-moment 4.

The exceptionality of the equation was and is the provision of a theory and common basis for several
unexplained observations at that time: the high magnetic moment of electrons, details in the hydrogen
spectrum and Pauli’s theory of spin. In addition, it also predicted the antielectron (positron).

2.2.2. Quantum electrodynamics

The description of the electromagnetic interaction is based on the U(1) symmetry group. The La-
grangian density (from now on simply called Lagrangian) is constructed to be locally gauge invariant:

L = ψ̄(iγµDµ − m)ψ −
1
4

FµνFµν (2.2)

= ψ̄iγµ∂µψ︸   ︷︷   ︸
fermion

kinematics

− ψ̄mψ︸︷︷︸
fermion

mass term

+ ψ̄eγµAµψ︸    ︷︷    ︸
electromagnetic

interaction

−
1
4

FµνFµν︸    ︷︷    ︸
photon

kinematics

. (2.3)

The covariant derivative Dµ is defined as Dµ = ∂µ − ieAµ, where e is the electric charge. The vector
field Aµ represents the photon and transforms in coordination with the Dirac spinor ψ:

ψ → eiθ(x)ψ ,

Aµ → Aµ +
1
e
∂µθ(x) .

The electromagnetic field tensor is Fµν = ∂µAν − ∂νAµ. As labelled in Eq. 2.3, the different terms
describe different properties of the system: the kinematics of both the charged fermion and the photon,
the fermion mass and the electromagnetic interaction.

2.2.3. Non-Abelian gauge theories

The weak and strong interactions are described by higher dimension symmetry groups SU(n) with
n = 2 and n = 3 for the weak and strong interactions, respectively. The Dirac fields are then n-plets
(douplets or triplets) and transform as:5

ψ→ eiθa(x)Taψ . (2.4)

The Ta matrices are the n2−1 linearly independent generators of the symmetry group. The con-
ventional choice in case of SU(2) are the three Pauli matrices, Ta = 1/2σa, and the eight Gell-Mann
matrices in the case of SU(3), Ta = 1/2λa. Per generator, a gauge field Ga

µ is introduced, transforming
at first order as:

Ga
µ → Ga

µ −
1
g
∂µθa − fabcθbGc

µ . (2.5)

The additional last term is introduced to achive local gauge invariance despite non-communiting
generators, [Ta,Tb] = i fabcTc. Symmetry groups with this behaviour are called non-Abelian, in
contrast to Abelian groups, where all fabc vanish. The U(1) symmetry group is an example of the latter.

4Based on his equation, Dirac predicted the existence of the antielectron state, even though his explanation was not
well accepted. Feynman and Stueckelberg finally interpreted the negative energy solutions as antiparticles with positive
energy [11].

5Summation over the double appearing index a is again implied, a = 1, ..., (n2 − 1).
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2.2. Mathematic description

�
(a)

�
(b)

Figure 2.1: Gluon self-interaction vertices

The real-valued constants fabc are called the structure constants of the group6. With the coupling
constant g and the covariant derivative Dµ = ∂µ + igTaGa

µ, the Lagrangian takes the form

L = ψ̄(iγµDµ − m)ψ −
1
4

Ga
µνG

a,µν (2.6)

= ψ̄iγµ∂µψ︸   ︷︷   ︸
fermion

kinematics

− ψ̄mψ︸︷︷︸
fermion

mass term

− ψ̄gγµTaGa
µψ︸        ︷︷        ︸

interaction

−
1
4

Ga
µνG

a,µν︸      ︷︷      ︸
boson

kinematics

. (2.7)

The field strength tensor is defined as Ga
µν = ∂µGa

ν − ∂νG
a
µ − g fabcGb

µG
c
ν. The last term in Eq. 2.7

therefore contains additional terms describing self-interactions:

−
1
4

Ga
µνG

a,µν = −
1
4

(∂µGa
ν − ∂νG

a
µ)(∂µGa,ν − ∂νGa,µ) kinematic term (2.8)

−
1
2
g fabc(∂µGa

ν − ∂νG
a
µ)Gb,µGc,ν 3-point self interaction (2.9)

−
1
4
g2 fabe fcdeGa

µG
b
νG

c,µGd,ν 4-point self interaction (2.10)

The strong interaction is fully described by the SU(3) Lagrangian. The gauge fields represent eight
massless gluons, each carrying colour and anticolour. The gluons self-interact, as shown in Fig. 2.1.

The weak interaction is a more complicated case, which is discussed in the followings section.

2.2.4. Glashow-Weinberg-Salam theory

The weak interaction cannot be described by a simple SU(2) Lagrangian, due to the following pecu-
liarities:

• The observed vector bosons of the weak interaction, W and Z bosons, are massive. It is however
not possible to add a mass term to the Lagrangian in Eq. 2.7 without violating local gauge
invariance.

• The charged weak interaction mediates only between left-handed7 fermions and right-handed
antifermions.

• The coupling strength of the neutral weak interaction is dependent on the electromagnetic
charge and chirality of the fermion.

6For SU(2), fabc is the Levi-Civita-Symbol εabc; For the structure constants of SU(3), see section 44, “SU(3) isoscalar
factors and representation matrices” in Ref. [8].

7Handedness in terms of chirality. For massless particles, chirality is identical to helicity, the spin-projection onto the
direction of motion. A spin parallel to the momentum gives positive helicity (right-handed), while anti-parallel spin gives
negative helicity (left-handed).
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2. Theory

• Besides charged current interactions of quarks within the same generation (ud/cs/tb) inter-
generation interactions occur (us/ub/cd/cb/td/ts).

In order to generate masses for the W and Z bosons without breaking the gauge symmetry, a new
field, the scalar Higgs field φ [13,14], is introduced into the Lagrangian. The symmetry is then spon-
taneously broken and the weak bosons acquire mass through the BEH-mechanism8. The GWS theory,
named after Glashow [16], Weinberg [17] and Salam [18], describes the experimental observations.

The electromagnetic and weak interaction are unified in a common SU(2)L× U(1)Y symmetry
group, with the weak hypercharge Y as the generator of the U(1)Y symmetry group and the cou-
pling constants g and g′. Only left-handed components transform under the SU(2)L, which is denoted
by the subscript ‘L’. The fermion fields are split into their right-handed and left-handed components
by applying projection operators to the wavefunction:

ψL =
1
2

(1 − γ5)ψ , ψR =
1
2

(1 + γ5)ψ . (2.11)

The left-handed fields are arranged as weak iso-spin doublets χ, while the right-handed fields remain
singlets under the SU(2) symmetry9:

χL =

νe

e−


L

,

 u
d′


L

, ... , ψR = eR, uR, dR, ... . (2.12)

The transformation for the fermion fields is then as follows:

χL → eiθaTa+iηYχL , ψR → eiηYψR . (2.13)

In Eq. 2.12, the down-type mass eigenstates are rotated into flavour eigenstates of the weak interaction
d′i = Vi jd j, with Vi j being the Cabibbo-Kobayashi-Maskawa matrix. This allows for charged weak
current interactions between quarks of different generations. An example is the decay of the lambda
baryon, Λ0(uds) → p(uud) + π−(ud), where the strange quark transforms into an up quark under the
transmission of a (virtual) W boson.
The unbroken Lagrangian is gauge invariant, with massless bosons and fermions:10

L = χ̄Lγ
µ(i∂µ − gTaW

a
µ − g

′ 1
2

YBµ)χL + ψ̄Rγ
µ(i∂µ − g′

1
2

YBµ)ψR

}
L f

−
1
4
BµνB

µν −
1
4
Wa

µνW
a,µν

}
Lg

(2.14)

+ | (i∂µ − gTaW
a
µ − g

′ 1
2

YBµ)φ |2 − V(φ)
}
Lh

− (G1χ̄LφψR + G2χ̄LφcψR + hermitian conjugate)
}
Ly

The gauge fields B andWa, a = 1, 2, 3, are a massless isospin singlet and a massless isospin triplet,
respectively. The last two lines Lh and Ly are connected to the new scalar Higgs field φ. It is a SU(2)
doublet with two complex scalar fields, hypercharge Y = 1 and a potential V(φ):

φ =

φ+

φ0

 =
1
√

2

φ1 + iφ2

φ3 + iφ4

 , V(φ) = µ2φ†φ + λ(φ†φ)2 . (2.15)

8The mechanism was formulated in parallel by several physicists, specially Brout and Englert [13], Higgs [14] and
Guralnik, Hagen, and Kibble [15]. The name relates to Brout, Englert and Higgs.

9The right-handed neutrinos νR are left out. Because neutrinos are considered massless in the SM, the νR cannot interact
and are hence not accessible.

10 | · |2 is used as a shortcut for (·)†(·).
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2.2. Mathematic description

The superscripts ‘+’ and ‘0’ indicate the electromagnetic charge. With µ2 < 0 and λ > 0, the potential
has a local maximum at φ = 0. The minima lie on a sphere, satisfying

φ†φ =
1
2

(φ2
1 + φ2

2 + φ2
3 + φ2

4) = −
µ2

2λ
. (2.16)

The potential as such is invariant under an SU(2) symmetry. However, choosing one specific mini-
mum breaks the symmetry. In order to rebuild the observed standard model, a convenient choice is
φ1 = φ2 = φ4 = 0 and φ3 =

√
−µ2/λ = v (see also Fig. 2.2). Due to gauge invariance 11, expanding φ

around this particular ground state (vacuum) simplifies to a substitution of

φ(x) =
1
√

2

 0
v + h(x)

 (2.17)

into the Lagrangian Eq. 2.14. From the originally four fields, only one field is left, which represents
the physical Higgs boson, h(x). The other three now generate masses for three vector fields, the
experimentally observed vector bosons of the weak interaction:

W±µ =
1
√

2
(W1

µ ∓W
2
µ) with mass mW =

1
2
v g , (2.18)

Z0
µ =

1√
g2 + g′2

(g′W3
µ + gBµ) with mass mZ =

1
2
v

√
g2 + g′2 . (2.19)

One vector fields remains massless and can be identified with the photon field Aµ. Defining the weak
mixing angle tan θw = g′/g, the electrically neutral vector bosons appear as rotations of the fieldsW3

µ

and Bµ: Zµ
Aµ

 =

cos θw − sin θw
sin θw cos θw

 W3
µ

Bµ

 . (2.20)

The electric charge e and the charge operator Q can be identified as:

e =
gg′√
g2 + g′2

, Q = T 3 +
Y
2

. (2.21)

The new scalar boson appearing in the Lagrangian, the Higgs boson h, is itself massive, even though
the value as such is not predicted. The Higgs boson couples to the weak vector bosons and to itself.
The relevant 3-point and 4-point interaction terms within Lh in Eq. 2.14 are

Lh,int = δV
2m2

V

v
VµVµh + δV

m2
V

v2 VµVµhh +
m2

H

2v
hhh +

m2
H

8v2 hhhh , (2.22)

with V = W± or Z. It is apparent that the coupling strength to bosons is proportional to the squared
boson mass. The factor δV is due to the different electric charges of the vector bosons, δW = 1,
δZ = 1/2. It appears when the boson masses are identified within the Lagrangian, expecting a term of
the form m2W+W− for charged bosons and (1/2)m2ZZ for neutral bosons.
The fermion masses are generated via the same scalar Higgs field. In the unbroken state, the fermions
are massless and interact with the Higgs field through so-called Yukawa-couplings, Ly in Eq. 2.14.
The couplings Gi are arbitrary and independent for the different fermions. After the spontaneous

11The expansion is performed in terms of four real fields. Due to local gauge invariance, three fields can be gauged
away and do not appear in the final Lagrangian; Only h(x) remains and thereby Eq. 2.17. In more pituresque words: by
choosing a specific gauge, the three massless Goldstone bosons are ‘eaten’ by the gauge fields and give them mass.
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Figure 2.2: The potential V(φ) of two complex fields cannot easily be visualised. The illustration
shows the potential for a field with one complex component only. This corresponds to
choosing φ1 = 0 and φ2 = 0, so that Re(φ) ≡ φ3/

√
2 and Im(φ) ≡ φ4/

√
2. The local maximum

is at φ3 = 0 and φ4 = 0, and the minima lie on a circle with radius φ2
3 + φ2

4 = −µ2/λ.
Choosing any of the minima breaks the symmetry [19].

symmetry breaking, mass terms for the fermions appear. The first term in Ly then generates masses
for the charged leptons and down-type quarks. The field φc in the second term is needed for the
up-type quark masses12. It transform in the same manner as φ and is related to it as follows:

φc = −iσ2φ
∗ =

−φ̄0

φ−

 a f ter
−−−−−−−→

breaking

1
√

2

v + h(x)
0

 . (2.23)

Two terms appear for each massive fermion: a mass term and a coupling term to the physical Higgs
boson,

Ly = −mψ̄ψ −
m
v
ψ̄ψh . (2.24)

In contrast to the bosonic interactions, the interaction with the Higgs boson is linearly dependent on
the fermion mass.
Summarising, after spontaneous symmetry breaking the four parts of the Lagrangian describe

L f : the fermion kinematics and their interactions with the vector bosons γ, Z, W±,

Lg : the kinematics and self-interactions of the vector bosons,

Lh : the Higgs boson kinematics and self-interactions, the masses of the heavy vector bosons and
their interactions with the Higgs boson,

Ly : the masses of the fermions and their interaction with the Higgs boson.

2.3. Shortcomings of the Standard Model

The Standard Model has been very successful in describing observed phenomena and measurements,
but also in the prediction of unobserved particles. The heavy quarks, the W and Z bosons as well as
the Higgs boson were predicted before experiments existed to directly measure the particles. Never-
theless, the Standard Model in its current state can not answer all questions. The most important open
points are:

12The neutrinos are assumed to be massless and are therefore not considered here.

22



2.4. Particle physics at hadron colliders

Dark energy and dark matter: Cosmological observations reveal that the largest fraction of the
universe’s energy and matter content is not described by the SM. The extra matter content, the dark
matter [20], could be explained by additional particles. Such candidates appear in (hypothetic) exten-
sions of the SM, i.e. supersymmetry [21], but there has been no experimental evidence so far. There
are no experimentally verifiable theories to describe dark energy [22].

Matter-Antimatter asymmetry: The universe is matter dominated and no cluster of antimatter has
been observed so far. Assuming that matter and antimatter existed in equal parts after the Big Bang,
a mechanism is needed to favour matter production later on. While these mechanisms exist in the SM
(e.g. CP-violation in kaon decays), the currently known processes are not large enough to explain the
measured matter-antimatter asymmetry [23].

Neutrino masses: Neutrinos are assumed massless in the SM Lagrangian, even though measure-
ments of neutrino oscillations have proven neutrinos to be massive. Experimental observations indi-
cate neutrino mass eigenstates with masses not exceeding ≈1 eV. There are various models on how to
extend the SM to include neutrino masses, but experiments do not provide evidence of which model
to favour [24].

Fine-tuning or hierarchy problem: The Higgs mass calculation is driven by higher order loop
corrections, which diverge quadratically. It is mathematically possible to fine-tune the calculation
to cancel the large corrections to the relatively small Higgs boson mass of 125 GeV, but it remains
an unsatisfactory feature. In the past, divergences turned out to be an indication of undiscovered
particles, i.e. in the calculation of the electron mass without the positron, or the WW boson scattering
amplitude without the Higgs boson. Therefore, the hierarchy problem is used as an argument for an
additional, undetected group of particles at higher masses, for instance supersymmetric partners to all
SM particles [25, 26].

Gravity: Gravity is not part of the SM and, so far, attempts failed to construct a quantum field
theory of gravity. However, on subatomic scale gravity is much weaker than the other forces and has
no measurable effect [27].

2.4. Particle physics at hadron colliders

The fundamental particles, their interactions and bound states are studied at the LHC in proton-proton
collisions. In order to interpret the data, the recorded events are compared to simulations. Going from
the Lagrangians to an actual prediction of differential cross sections is however complicated. In fact,
exact analytic solutions do not exist. The scattering amplitude is obtained as a perturbation series in
the coupling constant. As long as the latter is small, higher order terms can be neglected. In the SM13,
the coupling constants are running, meaning that they depend on the momentum scale they are studied
at. In QED, the coupling grows with the energy scale, but is still weak at the Z boson mass scale and
perturbation theory can be used. In QCD, the behaviour is reversed, with a decreasing coupling for
growing energy scale. This is the earlier mentioned asymptotic freedom. For the collisions at the
LHC, this is practical in the sense that hard collision processes can be calculated with perturbation
theory even to very high momentum transfers. Problematic in terms of calculations is the soft regime,
in which the higher order terms become exceedingly important and cannot be neglected anymore

13To be more precise, the effect is connected to renormalisation group theory.
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(non-perturbative regime). The description and simulation of these processes is therefore based on
measurements or phenomenological models.

As mentioned in Sec. 2.1, protons are composite particles made of quarks. In scattering processes
with very low momentum transfer, the constituents are not visible and the proton behaves like a solid
entity. With increased momentum transfer, the substructure becomes visible. The three constituent
quarks, uud (valence quarks), are bound inside the proton by a colour field. The mediating gluons can
split into more gluons and into quark-antiquark pairs, so that the valence quarks are embedded in a
‘sea’ of gluons, quarks and antiquarks (sea quarks). In a collision with high momentum transfer, any
of the particles inside the proton can take part in the interaction. The parton distribution functions
(PDFs) fi(x,Q2) describe the probability14 of finding a parton i, carrying the momentum fraction x
in the proton. The PDFs are depending on the momentum transfer in the interaction, Q2, as depicted
in Fig. 2.3. The more energetic the interaction is, the more partons become visible. The PDFs fall
into the non-perturbative regime and are obtained from measurements [28]. The fact that the partons
carry only a fraction of the proton momentum has both advantages and disadvantages. In particular,
it means that the initial state of the collision is not fully known. The two colliding partons carry (usu-
ally) not the same momentum fraction, so that the collision products will be boosted along the beam
direction. Concerning the reconstruction of the event, it follows that the event is per se unbalanced
in the longitudinal direction. The presence of particles that escape detection cannot be inferred. The
situation is different in the transverse plane. The colliding partons carry no (or vanishing) transverse
momentum, so that the event is per se balanced in the transverse plane. For the reconstruction of an
event, it follows that the transverse momenta of all final state particles have to add up to zero. If this is
not the case, it means that some final state particles escaped detection. Even though it is not possible
to determine the number of escaped particles, the measurement of the direction and magnitude of
this missing transverse energy is crucial for the understanding of the interaction. The upside of the
varying collision energies is that a large energy spectrum can be scanned without changing the beam
energy. This makes the LHC a perfect machine for the search (and discovery) of particles of unknown
mass.

Pure colour processes dominate the interactions at the LHC. The quarks or gluons fly apart after
the interaction, but they remain connected via the colour field. As described, this leads to the produc-
tion of additional quarks and antiquarks, which eventually reconnect to form a jet of hadrons. The
momentum direction of the primary quarks or gluons is preserved, so that two scattered coloured
particles appear as two jets in the detector. If high-energy gluons are emitted, additional jets can
be formed. These processes are collectively called multi-jet events. The dominant parton in the jet
formation process influences the jet shape. The probability of a gluon to emit another gluon is higher
than the probability of a quark emitting a gluon. Therefore, gluon initiated jets have a higher hadron
multiplicity and are in general wider than quark initiated jets.

For the event simulation, the collision is factorised into several aspects (Fig. 2.4) [30]. The hard
process is typically the starting point around which the remaining activity is build. The PDFs have
to be taken into account in order to get the correct balance of quarks and gluons over many initial
states. The PDFs also determine the momentum distribution of the initial state partons. Both the
initial and final state particles radiate off photons or gluons. Since this initial and final state radiation
(ISR, FSR) is independent of the hard process, it is simulated in an extra step, rather than treating
it as a higher order contribution to the hard process. Due to their self-interacting nature, radiated
gluons will successively radiate additional gluons, thus building up a parton shower. All coloured
objects then have to recombine into hadrons. This hadronisation process can not be calculated within

14The PDFs are no probability density functions (pdfs) in the common sense. The normalisation is chosen to reflect the
quantum numbers of the proton:

∫ 1

0
fu(x) − fū(x) dx = 2,

∫ 1

0
fd(x) − fd̄(x) dx = 1,

∫ 1

0
fs(x) − fs̄(x) dx = 0. Summation over

all fractional momenta xp gives the total proton momentum p:
∫ 1

0
xp

(∑
q fqi (x) +

∑
q̄ fq̄i (x) + fg

)
dx = p.
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Figure 2.3: Parton distribution functions x fi for quarks, antiquarks and gluons in a proton for two
different energy scales Q2. The gluon function is scaled by a factor 0.1 [28, 29].

perturbation theory and phenomenological models are used. Finally, the decay of all unstable particles
is simulated. Besides the hard process, there is additional activity from the proton-remnants, the
underlying event.

The different aspects of the simulation have been implemented into generators with various models
and methods. For instance, the multi-purpose generator HERWIG++ [31] uses angular ordered parton
showering and the cluster hadronisation model, while PYTHIA [32] orders the shower in transverse
momentum and uses the Lund string model for hadronisation. Other generators focus on the simu-
lation of one specific aspect and can be combined with other programs, i.e. PHOTOS [33], which is
specifically for the modelling of QED radiative corrections. All implementations come with their pros
and cons, and the best choice depends on the analysis. Because some of the event generation steps
rely on random sampling techniques, simulated samples are commonly called Monte Carlo (MC)
samples.

After the collision process, the particles traverse the detector, which is simulated by the GEANT4
framework [34]. The entire detector is implemented in the software package, for instance the geom-
etry, the different materials, all cables and fields. GEANT4 simulates the particles passage through
the detector, including electromagnetic and hadronic interactions leading to secondary particle pro-
duction. The program’s output are hits, which are energy deposits in the sensitive regions of the
detector. ATLAS software then digitalises the hits, i.e. translates them into a detector signal of times
and voltages, also adding electronic noise. From this point on, simulation and data can be treated
alike.
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Figure 2.4: Sketch of a Z + textrm jet event in a pp collision. The hard collision qg → Zq, with
Z → µµ, is visible as two opposite sign muons and one jet. The ISR, the FSR and the
underlying event will contribute to the soft activity in the event. The incoming protons
appear as flat disc due to the relativistic Lorentz-contraction, indicated by the slightly
elliptic form of the protons.
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3. LHC and the ATLAS experiment

This chapter introduces the experimental setup. The first to sections focus on the acceleration of par-
ticles, starting with a short excursus on the history of particle acceleration (Sec. 3.1), and ending with
an overview of the LHC accelerator complex (Sec.3.2). The ATLAS detector with all its subsystems
is described in Sec. 3.3.

3.1. Accelerating particles

CERN1 was founded 60 years ago as a European laboratory for nuclear physics, and is located near
Geneva at the Swiss-French border. Nowadays, the main focus is on particle physics, whilst maintain-
ing a broad research program ranging from climate physics and accelerator development to antimatter
production [35].

Fundamental particles and hadrons can be studied in various ways. In the early days of particle
physics, natural sources such as radioactive decays and cosmic rays were used. Cosmic rays, mainly
protons, passing through the earth’s atmosphere, interact with it and initiate a particle shower. Intense
studies of particle tracks lead to the discovery of the positron, the muon and mesons [36–40]. Mea-
surements of the energy spectrum of electrons emitted in radioactive β-decays led to the discovery of
the neutrino [41–43].

A more controlled way to produce particles is by artificially colliding protons or electrons2. The
first to use a particle accelerator for a physics experiment were Cockcroft and Walton [44]. In 1932,
they generated a high DC voltage field to accelerate protons to an energy of ≈ 0.5 MeV and observed
the disintegration of a lithium atom [45–47]. Before long, higher energies were reached by using
alternating fields and recurring acceleration. The linear Wideroe-accelerator [48] was the first one to
use alternating fields. By exposing the particle many times to the field, high acceleration is gained
with a small potential differences. Modern linear accelerators are still based on this principle, using
standing or travelling waves and radio-frequency cavities. By bending the particle path into a circular
orbit, it was possible to traverse the same acceleration unit many times. This was first achieved with
the Cyclotron [49], which used a constant magnetic field to bend the particle path and a alternating
electrical field to accelerate the particle. In order to reach higher energies and to leave the non-
relativistic regime, it was necessary to split acceleration, bending and focusing units. In a synchrotron,
the magnetic fields to bend the particles are time-dependent and synchronised with the acceleration
units, so that the particles travel on the same path every circulation [50]. The Cosmotron [51], one
of the first synchrotrons, reached the multi-GeV energy range, and in 1953 protons were boosted to
3.3 GeV for the first time.

Over the years, larger and larger accelerators were build and higher and higher energies were
reached. The two competing designs for high energy particle physics are synchrotrons and linear
accelerators (linacs). In a synchrotron, the acceleration units are traversed many times and high ener-
gies can be reached in a cost-efficient way. However, charged particles which are bent onto a curved

1CERN is the acronym of the French ‘Conseil EuropeÌĄen pour la Recherche NucleÌĄair’. The council founded the
European Organisation for Nuclear Research, which then used CERN as a proper name.

2In principle, any particles can be collided; Due to practical and technical reasons, mainly (anti)protons, electrons or
heavy ions have been used in the past.
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3. LHC and the ATLAS experiment

path emit light (synchrotron radiation). The energy loss per circulation is dependent on the energy
and mass of the particle and the bending radius, ∆E ∝ 1/R(E/m)4. This limits the maximum feasible
energy for a given radius, and is a practical problem for the acceleration of electrons. The largest
ever build electron synchrotron was the Large Electron Positron Collider (LEP) at CERN, with a cir-
cumference of 27 km and a top energy of 104.5 GeV per beam. The same tunnel now hosts the Large
Hadron Collider (LHC), in which protons are accelerated to 4 TeV in the year 2012. Due to the much
smaller synchrotron radiation, even higher energies per beam are possible. The upper limit is here
given by the magnetic field strength. The problem of high energy loss through synchrotron radiation
is avoided in a linear accelerator. However, every acceleration unit is only traversed once, so that
high energies can only be reached with very long devices. The longest linear accelerator, the Stanford
Linear Accelerator, started operation in 1966 at SLAC3 with a total length of 3 km [52]. After an
upgrade of the acceleration units, the then named SLC 4 is also the most powerful linear device ever
built. From 1989 to 1998, electrons and positrons were accelerated up to 50 GeV and then brought to
collision [53, 54].

The trend to build larger accelerators in order to reach higher energies continues. Design reports
are being written for a linear collider with a length of 31 km (ILC [55]) and a circular collider with
a circumference of 80-100 km [56]. In parallel, new concepts are investigated to reach higher ac-
celeration gradients. The Compact Linear Collider (CLIC) [57] is a design with two beam pipes.
A high-current low-energy electron beam generates accelerating radio-frequency (RF) waves for the
low-current high-energy main beam. The foreseen energy gain is 100 MV/m, which is three times
higher than the gradient of the ILC, using current superconducting RF technology. The potential to
gain even higher energy per distance has the acceleration with plasma wakefields. A laser or a highly
relativistic bunch of charged particles traverses a plasma, separating the charged ions and electron of
the plasma. This creates high electric fields, which can be used to accelerate electrons in a second,
following bunch. Acceleration gradients of more than 10 GV/m have already been achieved [58].

3.2. The LHC

The Large Hadron Collider (LHC) [62] at CERN is a synchrotron, with a circumference of 27 km,
located 50 m to 175 m below surface in the Geneva area. Both protons and heavy ions can be accel-
erated and collided. Before these are injected into the LHC, they traverse a series of pre-accelerators
(Fig. 3.1). Older parts of the CERN accelerator complex and existing tunnels are used as much as
possible in order to build the LHC and its pre-acceleration parts in a cost-efficient way. The oldest
section is the Proton Synchrotron (PS), which is CERN’s first synchrotron and started operation al-
ready in 1959. Since then, it has been upgraded many times and has functioned as a pre-accelerator
to all kinds of experiments.

The proton acceleration chain starts with an ordinary gas bottle, containing hydrogen gas. Protons
are obtained by stripping off the electrons in an electric field and are boosted to an energy of 50 MeV in
the linear accelerator Linac 2. Firstly, they are passed on to the Proton Synchrotron Booster (PSB) and
then, at an energy of 1.4 GeV, to the Proton Synchrotron (PS). In the PS the protons are accelerated to
25 GeV. The PS collects several bunches from the PSB and also splits them, in order to organise the
protons in the desired bunch-train structure. The train is then passed to the Super Proton Synchrotron
(SPS) and the PS if filled again. Three to four trains are collected in the SPS and then boosted to an
energy of 450 GeV per proton. 13 SPS fillings are injected into the LHC, both in the clockwise and
anti-clockwise direction. The protons are then accelerated to their final energy of 4 TeV in 2012. The

3Stanford Linear Acceleration Center, nowadays SLAC National Accelerator Laboratory
4SLAC Linear Collider
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3.2. The LHC

Figure 3.1: The CERN accelerator complex [59]. Protons (p) for the LHC are pre-accelerated in
Linac 2, Booster, PS and SPS. Heavy ions for the LHC start in Linac 3, are passed on
to Low Energy Ion Ring (LEIR) and follow from there on the same route as the protons.
The neutron time-of-flight facility (n-TOF) studies nuclear neutron interactions. The neu-
trons are produced by directing protons from the PS onto a lead target. At the Isotope
mass Separator On-Line facility (ISOLDE) low-energy beams of radioactive nuclei are
studied, which are created by directing the proton beam for the BOOSTER onto special
targets. The CERN Neutrinos to Gran Sasso (CNGS) project provides neutrinos for the
Gran Sasso National Laboratory. Protons from the SPS are guided onto a graphite target,
where hadrons are created whic, among other particles, subsequently decay to neutri-
nos. The Antiproton Decelerator (AD) supplies several experiments with a low-energy
antiproton beam. The North and East Areas host a large variaty of experiements, which
take protons or heavy ions from the SPS or PS. Finally, the Compact Linear Collider
(CLIC) collaboration developing a new technology for the acceleration of (anti)electrons
at the CLIC test facility (CTF3) [60, 61].
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Table 3.1: Overview of accelerators, which are part of the LHC accelerator chain, with year of initial
start-up, and final energy per proton beam during normal data taking periods in 2012 [61,
63].

accelerator start-up year length final energy speed in relation to speed of light

Linac 2 1978 30 m 50 MeV 31.4 %
PSB 1972 157 m 1.4 GeV 91.6 %
PS 1959 628 m 25 GeV 99.93 %
SPS 1976 6911 m 250 GeV 99.9998 %
LHC 2008 26657 m 4000 GeV 99.999997 %

bunches are circulated in the LHC over many hours and brought to collision at the different interaction
points. Per bunch-crossing, only a few protons interact, so that the bunches can be re-collided several
times. Due to collisions and beam dynamics, protons are lost with time and eventually the beam is
dumped and the accelerator is refilled.

The LHC tunnel hosts six experiments which record the beam-beam collisions at four interaction
points:

ATLAS is a multi-purpose detector5, designed to be sensitive to all kind of physics programs, ranging
from Standard Model measurements and precision test over flavour and heavy ion physics to
searches for physics beyond the SM. A primary goal is the search for and study of the Higgs
Boson [64].

CMS (Compact Muon Solenoid) is a multi-purpose detector, with equal goals as the ATLAS exper-
iment, but using a different detector design and technology [65]. CMS and ATLAS are hence
independent experiments, validating each others findings.

ALICE (A Large Ion Collider Experiment) is optimised for heavy ion collisions. The main goal is
to study QCD at high temperature and energy densities, in order to explore the quark-gluon-
plasma, a state where quarks are no longer defined into hadrons [66].

LHCb (Large Hadron Collider beauty) is designed to study heavy flavour physics, mainly CP-violation
in rare decays of hadrons containing b- and c-quarks [67].

LHCf (Large Hadron Collider forward) is placed close to the ATLAS experiment to measure neutral
hadrons in the very forward region of the collision. The goal is to better understand hadron
interaction models for high-energy cosmic ray experiments [68].

TOTEM (TOTal cross section, Elastic scattering and diffraction dissociation Measurement at the
LHC) is placed close to the CMS experiment. It’s purpose is to study elastic and diffractive
scattering and to measure the total proton-proton cross-section [69].

3.3. The ATLAS detector

The ATLAS detector was designed as a multi-purpose detector, able to record proton-proton collisions
with final state particles in a wide range of momenta and heavy ion collisions with very high numbers
of tracks. The detector has a cylindrical shape, is 25 m in height and 44 m in length, and weights

5ATLAS: formerly for A Toroidal LHC ApparatuS, now proper name.
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3.3. The ATLAS detector

Figure 3.2: The ATLAS detector [64].

≈ 7000 tonnes. It is aligned along the beam line with the nominal interaction point (IP) in its centre
(Fig. 3.2). The different detector components enclose the IP like different layers of an onion:

• Innermost is the inner detector (Sec. 3.3.3) for the reconstruction of charged particle trajecto-
ries.

• For the measurement of particle momenta, the inner detector is embedded in a magnetic field
provided by a solenoid (Sec. 3.3.2).

• The solenoid is closely followed by the electromagnetic and hadronic calorimeters (Sec. 3.3.4),
responsible to stop and measure the energy of most charged and neutral particles created in the
collision.

• Outermost is the muon system (Sec. 3.3.5), for a precise measurement of muon tracks.

• The muon system is interleaved in a toroid magnet (Sec. 3.3.2).

The detector components have two types of arrangement: the barrel part, in which the detector mod-
ules are arranged as concentrical layers along the beam line, and the end-cap part, where the modules
are installed on discs perpendicular to the beam. The detector is symmetric around the beam pipe.
For an effective filtering of specific events, ATLAS is equipped with a hardware and software based
trigger system (Sec 3.3.6). The experiment is completed by three smaller detector systems in the very
forward region, LUCID, ZDC and ALFA. These are placed along the beam line at ±17 m, ±140 m
and ±240 m, respectively. LUCID and ALFA have the main purpose of measuring luminosity6, while
ZDC has mainly been used for detection of neutrons in heavy ion collisions.

In the following sections, the detector components are described in more detail. The descriptions
are based on [64] if not quoted otherwise.

6See Sec. 4.1 for an explanation of luminosity.
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Figure 3.3: The geometry of the magnet system [70].

Table 3.2: Abstract of Magnet System properties [64].

central solenoid barrel toroid end-cap toroids

axial length 5.8 m 25.3 m 5.0 m
diameter inner 2.46 m 9.40 m 1.65 m

outer 2.56 m 20.10 m 10.70 m
number of coils 1 8 2x8

3.3.1. Coordinate system

The origin of the ATLAS coordinate system is defined as the nominal interaction point. It is a right-
handed Cartesian system, with the x-axis pointing towards the centre of the LHC ring, the y-axis
pointing upwards and the z-axis along the beam line. The angle φ in the x-y plane is measured with
respect to the x-axis and is positive for positive y-values, φ ∈ [−π, π]. The polar angle θ is the angle
with respect to the z-axis, θ ∈ [0, π]. The pseudorapidity η is then defined as

η = − ln tan
(
θ

2

)
. (3.1)

Transverse components, such as transverse momentum pT, transverse energy ET and missing trans-
verse energy Emiss

T are defined in the x-y-plane. Distances between physics objects in the detector are
calculated as

∆R =

√
(∆η)2 + (∆φ)2 . (3.2)

3.3.2. Magnet system

The ATLAS magnet system provides two types of field geometries: An axial and a toroidal field.
Charged particles traversing the magnetic field ~B are influenced by the Lorentz force ~F = qe ×~v × ~B:
The flight path is bent depending on the momentum ~p = γm~v and the electromagnetic charge qe of the
particle7. Magnetic fields are hence an important component in detector design for a precise measure-
ment of momentum and charge. The ATLAS magnet system is composed of four superconducting
sub-systems, operated at 4.5 K (Fig. 3.3). The central solenoid provides a 2 T axial magnetic field for
the inner detector and bends the particles trajectories in the R-φ plane. It is placed right in front of
the calorimeter. In order to prevent large energy losses, the amount of material needs to be small. By

7Here, m is the mass of the particle and γ is the relativistic Lorentz factor, γ = 1/
√

1−v2/c2.
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Figure 3.4: Cut-section view of the inner detector, modified [64].

(a) (b)

Figure 3.5: a) Photograph of a barrel half-shell of the pixel detector. b) Photograph of a barrel SCT
module. The stereo angle of 40 mrad between the upper (black) and lower (white) SCT
plates is clearly visible [64].

placing the solenoid in the same vacuum vessel as the electromagnetic LAr calorimeter, the material
due to the magnet amounts to ≈0.66 radiation length8 only. The steel of the calorimeter and the girder
structures function as the return yoke. The toroidal field is provided by a huge toroid in the barrel
region of the detector and a smaller one at each side. They provide a field of approximately 0.5 T and
1.0 T, respectively. The coils encompass the muon system and bend the muon trajectories in the R-z
plane. The toroidal field allows for a very good momentum resolution for muons measured solely in
the muon system. In order to achieve a good momentum resolution, the uncertainties from the mag-
net system itself need to be small. The B-field is therefore mapped constantly, using 4 NMR probes
close to the interaction point and 1730 3D-Hall cards in the muon system. The latter use the Hall
effect to measure the local magnetic field. Each card hosts three orthogonally mounted Hall probes to
determine both value and direction of the field [71, 72].

3.3.3. Inner detector

The inner detector (ID) measures the path of charged particles. The momentum and charge sign can
then be determined. A good track reconstruction is also important to identify primary and secondary

8See Sec. 3.3.4 for an explanation of radiation length.
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Figure 3.6: a) Schematic of a TRT drift tube. b) Schematic view of the barrel TRT module and the
barrel SCT layers. Modified from [64].

vertices. The system is based on three concepts: semi-conductor detectors, drift tubes and transition
radiation. Semi-conductor detectors based on silicon are used in the innermost layers of the ID.
Charged particles traversing the semi-conductor produce electron-hole pairs. Pushed by an electrical
field, these travel to either sides of the detector and are collected. Silicium trackers provide very
good resolution and are small sized. Three layers of pixel detectors (PIX) occupy the first ≈12 cm in
radius of the inner detector (Fig. 3.5(a)). Together with three discs on each side, the pixel detector
provides very high resolution track points within |η| < 2.5. The semiconductor tracker (SCT) is
based on the same technology, using a simpler design. Instead of pixels, strips are used to collect the
signal. The strips are 6.2 cm long, with a pitch of 80 µm. A typical module is build of 4 sensors: Two
sensors are connected to a 12.8 cm long unit. The two pairs are glued together back-to-back, with an
angle of 40 mrad (Fig. 3.5(b)). This stereo angle is important for providing the measurement of the
z-component, i.e. the coordinate along the strip direction. Both pixel detector and SCT are exposed
to high radiation doses. In order to keep noise currents low, they are operated at -5◦C to -10◦C.
Additionally, the electrical field is raised over time to ensure a good charge collection efficiency.

The transition radiation tracker (TRT) is composed of drift tubes interleaved with material causing
transition radiation. While the first part functions as a tracking detector, the second part helps to
identify highly relativistic electrons. The drift tubes, called straws, are only 4 mm in diameter and up
to 144 cm long. They have a gold-coated tungsten anode wire in the centre, are filled with a Xenon-
based gas mixture, and are operated at room temperature. Charged particles traversing the straw
ionise the gas. The freed electrons drift towards the anode, as shown in Fig. 3.6(a). The measurement
of the drift time allows to determine the track coordinate. The straws are interleaved with fibres
or foils which function as transition radiation material, causing highly relativistic electrons to emit
low-energy photons. These are detected in the straw tubes as high-threshold hits, because they yield
a higher signal amplitude than the ionisation signal from charged particles (low-threshold hit). The
straws are positioned parallel to the beam axis in the barrel region (Fig. 3.6(b)) and therefore only
provide the measurement of the R-φ component. In the end-cap, the straws run perpendicular to the
beam axis. The relatively low resolution (compared to PIX and SCT) is compensated by the high
number of hits per track (∼36). Also the long track length within the TRT ensures a good momentum
resolution. The barrel module of the TRT is divided into two halves at η = 0.
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3.3. The ATLAS detector

Table 3.3: Abstract of inner detector subsystem properties [64]. The accuracy is given per module
(PIX, SCT) or straw (TRT).

PIX SCT TRT

coverage |η| < 2.5 |η| < 2.5 |η| < 2.0
accuracy:
barrel 10 µm (R-φ), 115 µm (z) 17 µm (R-φ), 580 µm (z)

130 µmα

end-cap 10 µm (R-φ), 115 µm (R) 17 µm (R-φ), 580 µm (R)
# components:
barrel 3 cylindrical layers 4 cylindrical layers 73 straw layers
end-cap 2 × 3 discs 2 × 9 discs 2 × 160 straw layers

# hits 3 pixel hits 4 space points
22–40 low-thresholdβ,
7–10 high-thresholdγ

# read-out
channels

80.4 × 106 6.3 × 106 351 × 103

αdrift time accuracy
βfor charged particles with pT > 5 GeV
γfor electrons with energies > 2 GeV

Figure 3.7: The electromagnetic and hadronic calorimeters, surrounding the inner detector. The
EM barrel, EMEC, HEC and FCal calorimeters use liquid argon as active material, the
hadronic Tile calorimeter uses scintillating tiles [64].
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Figure 3.8: a) Photograph of a partially stacked electromagnetic LAr calorimeter barrel module.
Clearly visible are the accordion shaped absorbers and the metal support rings. b) Sketch
of a Tile calorimeter module, with alternating layers of steel and scintillator tiles. Fibres
collect the signal over the full radial length and transmit it to photomultipliers [64].

3.3.4. Calorimeters

The energy of both charged and neutral particles is measured in the calorimeter system. There are
two types of calorimeters: the electromagnetic calorimeter (ECAL) and the hadronic calorimeter
(HCAL), optimised for different types of particles. The concept is to stop the particle within the
calorimeter volume by making it interact with the detector material. All ATLAS calorimeters are
sampling calorimeters, which means that dense passive absorbers alternate with active measurement
layers.

The electromagnetic calorimeter is optimised to stop electrons and photons. Electrons and photons
interact electromagnetically with the atoms of the absorber material, causing the electrons to emit
photons (bremsstrahlung) and the photons to generate e+e− pairs. The chance of such a process to
happen is described by the radiation length, X0. It is the mean distance over which the energy of a
highly energetic electron is reduced to 1/e of its original energy due to bremsstrahlung. Furthermore,
it is 7/9 of the mean free path of a highly energetic photon for pair production [73]. By successive
pair production and bremsstrahlung, a shower of particles is created until no energy is left for its
continuation.

The hadronic calorimeter measures the energy of hadrons. These interact mainly via the strong
force with the nuclei. The probability is described by the nuclear interaction length, λ, the mean
path length before a nuclear interaction occurs. For the same material, X0 is much smaller than
λ [74], so that the ECAL appears to be ’short’ in terms of nuclear interaction lengths. The hadronic
shower generates a significant amount of neutral pions, which quickly decay to a pair of photons.
The hadronic shower therefore has an electromagnetic and a hadronic component, which necessiates
a calibration of the energy measurement.

The calorimeter system consists of various sub-detectors (Fig. 3.7), which all differ slightly in their
design. The barrel ECAL has lead plates as passive layers, which are folded to an accordion shape
and stabled, as shown in Fig. 3.8(a). The gap between the plates is filled with liquid argon (LAr),
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Figure 3.9: Sketch of the gap between barrel and end-cap calorimeters, with the additional scintil-
lator detectors to measure the energy lost in the passive material within the gap (cables,
services, etc. - not shown) [64].

interleaved with copper electrodes. Each time the shower passes through the active layers, LAr atoms
are ionised, and the freed electrons are collected at the copper electrodes. The total signal is a direct
measure of the energy of the primary electron or photon. The barrel calorimeter is 22X0 deep, and thus
mostly deep enough to contain the full electromagnetic shower. It’s nuclear radiation length amounts
to less than 2λ. Three layers of different granularity ensure a precise measurement of photons and
electrons.

The barrel HCAL is a Tile calorimeter, where plates of steel alternate with scintillating tiles, as
shown in Fig. 3.8(b). Particles traversing the scintillator cause the emission of light which is collected
by wavelength shifting fibres and measured with photomultipliers. The Tile calorimeter has a depth
of 7.4λ.

The end-cap region is equipped with an accordion shaped LAr ECAL (EMEC), a copper-LAr
HCAL (HEC), and the forward calorimeter (FCal). The latter extends the reach of the ATLAS detec-
tor to η = 4.9. As very high radiation doses are expected in this region, LAr is again used as the active
material, due to its radiation-hardness properties. The FCal is composed of a module optimised for
electromagnetic showers, with copper as the passive material, and two modules with tungsten for the
hadronic shower.

The calorimeters are designed seamless in φ, but have a few gaps in z. The barrel ECAL is divided
into two halves, leading to a small gap of 4 mm at z = 0. The larger and more influential gap is around
z = 3.5 m, between barrel ECAL or Tile barrel and EMEC or Tile extended barrel (Fig. 3.9). The gap
houses the ECAL cryostat walls, cables, power supply and other services for all inner detectors. Extra
scintillators and steel-scintillator detectors are installed to partly recover the energy measurement in
this region. Nevertheless, the energy resolution of electromagnetic showers in the region 1.37 < |η| <
1.52 (‘Crack region’) is reduced significantly. Finally, energy is also lost in the material in front of
the calorimeter system, especially in the solenoid. An active layer of liquid argon, the presampler, is
installed prior to the first ECAL passive layer to measure this energy loss.

3.3.5. Muon system

The muon system forms the outermost part of the ATLAS detector. Given enough energy, muons
penetrate the inner detector and calorimeters loosing only a limited amount of energy. Muons with
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Table 3.4: Abstract of calorimeter properties. The granularity varies with η and R [64].

coverage granularity layers # readout channels
presampler |η| < 1.8 ∆η = 0.025 1 9344

∆φ = 0.1
EM barrel |η| < 1.475 0.025/8 < ∆η < 0.075 3 101760

0.025 < ∆φ < 0.1
Tile |η| < 1.7 0.1 < ∆η < 0.2 3 9852

∆φ = 0.1
EMEC 1.375 < |η| < 1.475 0.025/8 < ∆η < 0.1 3 62208

0.025 < ∆φ < 0.1
HEC 1.5 < |η| < 3.2 0.1 < ∆η < 0.2 4 5632

0.1 < ∆φ < 0.2
FCal 1.3 < |η| < 4.9 3.0 < ∆x[cm] < 5.0 3 1762

2.6 < ∆y[cm] < 4.7

Figure 3.10: Cross-section view of the muon system. a) View of the three barrel layers of MDTs in
the x-y-plane. Each layer consists of alternating small and large chambers, providing
hermetic coverage in φ. b) View of both barrel and end-cap detectors in the y-z-plane
(bending plane). The trigger RPCs envelope the second and third layer of the barrel
MDTs. Only one layer of TGCs is placed within the magnetic field in front of the first
MDT end-cap wheel, the other three layers surround the second MDT wheel. The blue
dashed lines indicate the path of muons with infinite momentum [64]. The abbreviations
are explained in the list of acronyms (see table of contents).
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Table 3.5: Abstract of muon system properties [64].

MDTs CSCs RPCs TGCs
Function tracking tracking triggering, triggering,

second coordinate second coordinate
coverage |η| < 2.7 2 < |η| < 2.7 |η| < 1.05 1.05 < |η| < 2.4*

resolution 35 µm(z/R), 40 µm(R), 10 mm (z), (2–6) mm (R)
no φ 5 mm (φ) 10 mm (φ) (3–7) mm (φ)

layers 3 1 3 4
# of hits 20 4 6 9
# readout channels 339 × 103 31 × 103 359 × 103 318 × 103

*
|η| < 2.7 for second coordinate

a minimum momentum of ≈3 GeV can be measured in the muon system. The design goal was to
provide a precise measurement of the muon momentum and charge by only using the muon system.
It is therefore embedded into a toroidal magnetic field (Sec. 3.3.2). In order to gain sufficient bending
even for very high momentum (super-TeV) muons, the muon system has a large depth (≈ 5 m). The
muon system consists of several sub-detectors, which are optimised for either tracking or triggering.
Monitored Drift Tubes (MDTs) are the main component of the muon system. There are three layers
of MDTs, both in the barrel and the end-cap regions. A module consist of 2 × 3 or 2 × 4 layers of
(1− 6) m long and 30 mm in diameter drift tubes. When a muon passes through, it ionises the gas and
the freed electrons drift towards the anode wire in the centre of the tube. The drift time is measured to
determine the minimal distance between track and wire and thereby the track coordinate. The tubes
are oriented along φ in both barrel and end-cap, meaning that the φ component of the track cannot
be measured. In the innermost end-cap and at high eta, the rates are too high for the operation of
MDTs and Cathode Strip Chambers (CSCs) are used. These are multi-wire proportional chambers,
in which the cathode is segmented into strips. The CSC provides a measurement of both the R and
φ coordinates. As the MDTs are too slow to provide triggering, faster Resistive Plate Chambers
(RPCs) and Thin Gap Chambers (TGCs) are used in the barrel and end-cap, respectively. The trigger
chambers are placed close to the MDTs. They measure the coordinate φ as well as z (barrel) or R (end-
cap). The trigger chambers provide the missing component for the MDTs. The granularity is highest
in the end-cap region in order to achieve good performance despite the fact that the outer TGCs are
outside of the magnetic field and placed relatively close to each other. The most central detector
region (up to |η| < 0.1) is not covered by trigger nor tracking chambers, leaving a gap to provide
services for all inner detector parts, i.e. the solenoid, the calorimeters and the inner detector. Due to
the supporting structure of the detector (feet and rails) the muon system has further areas of reduced
detector coverage and reduced momentum resolution. The installation of additional chambers and the
combination of information from several detector systems nevertheless reduces the acceptance loss.

3.3.6. Trigger system

The rate of collision exceeds the capability of processing and saving of events by many orders of
magnitude. Therefore, ATLAS has a trigger system that filters out events for further analysis. More
specifically, events with muons, electrons, tau leptons, high-momentum jets, large missing transverse
energy, or large total transverse energy are collected. The system consists of three levels, successively
reducing the event rate while taking into account more and more measurement details. The first level
trigger (L1) is hardware-based. Signals from the calorimeters, using a reduced granularity, and from
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Figure 3.11: Output rates of the EF trigger in 2012, per month. Periods with unstable beam condi-
tions or special runs are not considered. The ‘(delayed)’ streams were recorded in 2012,
but processed only during the LHC shut-down phase in 2013 and 2014 [75].

the RPCs and TGCs are taken into account. The output rate is 75 Hz, with a processing time per event
of less than 2.5 µs. The L1 trigger defines Regions of Interest (RoIs), which are passed on to the next
trigger level. Both the level 2 trigger (L2) and the event filter trigger (EF) are software based. At
L2, the full detector information within a RoI is used for a refined object selection. In addition to the
clustering algorithms, a fast tracking algorithm for tracks in the inner detector is available. At EF,
nearly the full event information is available. Fine granularity, advanced tracking and multi-variate
techniques are used to identify physics objects. The design output rate of the EF trigger is 200 Hz.
However, computing resources developed better than expected, so that average output rates of more
than 600 Hz were achieved in 2012, as shown in Fig. 3.11 [75].

Depending on the desired process and its expected rate, the trigger requires a minimum of one
characteristic object (i.e. one muon) or a combination of several objects (i.e. a muon and an electron,
or a jet and missing transverse energy). Furthermore, the objects have to satisfy selection criteria,
typically a minimum amount of energy or momentum. Also requirements on event topologies are
used, for example putting an upper threshold on the separation of two objects. The recorded data is
organised in different data streams, depending on the physics objects that triggered the event. The
main streams for physics analyses are

• ‘Egamma’ for events triggered by electrons and photons,

• ‘Muons’ for events triggered by muons,

• ‘JetTauEtmiss’ for events triggered by jets, tau leptons, missing transverse energy or total trans-
verse energy.

• ‘MinBias’ is a collection of inelastic collisions, without a (specific) hard process.

The data streams are inclusive, meaning that the same event can be recorded in several streams [76,
77].
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This chapter is about the preparation of the recorded data, i.e. the steps necessary to go from the actual
collision to reconstructed objects that can be used in an analysis. Section 4.1 describes important
quantities related to the proton-proton collision, such as the luminosity determination and pile-up. An
introduction to the reconstruction of detector objects and particle identification is given in Sec. 4.2.
It is follwed by a description of trigger objects in Sec. 4.3, concentrating on triggers that are used in
the Higgs boson search. Efficiency measurements and the determination of scale factors, which are
needed to correct for mis-modelling in simulated samples, is described in Sec. 4.4.

4.1. Data Taking

The produced number of events of a specific process, e.g. Higgs boson events, depends on the physics
of the process and on the parameters of the incoming proton beams. The latter is parametrised via the
instantaneous luminosity, L, a measure of the number of incoming particles per time and area [8]:

L =
nb frn1n2

2πΣxΣy
. (4.1)

Here, nb is the number of colliding bunch pairs, fr is the revolution frequency, ni is the number
of protons per bunch, and Σx,y is the beam width in horizontal or vertical direction. Bunch length,
collision angle and bunch overlap will further influence the rate. Integrated over time, the luminosity
is a measure for the amount of data collected by the experiment, because it is directly proportional to
the number N of events collected:

N = σLint , Lint =
∫

L dt . (4.2)

The cross section σ depends on the process and on the collision energy, as shown for a number of
processes in Fig. 4.1. The production cross section of W and Z bosons is six orders of magnitude
lower than the total cross section. The Higgs bosons production rate is lower by another three to four
orders of magnitude. The figure underlines the importance of high-performance triggering to filter
out events of specific interest.

The luminosity is measured using multiple independent detectors and methods, in order to obtain a
robust measurement. The main devices are the beam conditions monitor (BCM) and the LUCID de-
tector, which is especially designed for this measurement. The detectors each consist of sub-detectors
on both sides of the nominal ATLAS interaction point, at z = ±17 m and z = ±184 cm, respectively.
Both LUCID and BCM are fast detectors, able to measure the luminosity per colliding bunch pair.
This is done by either counting inelastic scattering events or detector hits. Since each detector and
method has a different counting efficiency, the measurements have to be calibrated. This is done in
beam-separation scans, the so called van der Meer scans [79]. In special runs, one beam is displaced
with respect to the other, and the interaction rate R(δ) is measured as a function of the distance δ be-
tween the two beams. Independent of the beam shape and the specific monitor used, the beam width
Σi in Eq. 4.1 is then given as:

Σi =
1
√

2π

∫
Ri(δ) dδ

Ri(0)
. (4.3)
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Figure 4.1: Cross sections in proton-antiproton collisions (
√

s < 4 TeV) and proton-proton collisions
(
√

s > 4 TeV) as a function of centre-of-mass energy
√

s. The vertical lines indicate
the centre-of-mass energies of three colliders: the Tevatron with a final energy of

√
s =

1.96 TeV, the LHC with
√

s = 7 TeV (2011),
√

s = 8 TeV (2012) and
√

s = 14 TeV
(design) and the HE-LHC (High Energy LHC), a proposed LHC upgrade, with

√
s =

33 TeV [78].
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Figure 4.2: a) Cumulative luminosity versus time delivered by the LHC (green), recorded with the
ATLAS detector (yellow) and satisfying certain quality criteria (blue) [80, 83]. b) Mean
number of interactions within one bunch crossing for the data recorded in 2011 and
2012 [80, 83].

With knowledge of the product n1n2 from LHC beam current measurements, the luminosity can be
determined using Eq. 4.1 [80].

The luminosity is monitored in time units of typically one minute. Within such a luminosity block
(LB), conditions are considered to be stable. Other information, such as data quality or trigger set-
tings, are provided for the same time units. A collection of specific LBs then forms a data sample,
and the integrated luminosity is given by the sum of the integrated luminosities per LB [80].

In 2012 (2011), the LHC delivered the ATLAS detector with a total amount of 22.8 fb−1 (5.46 fb−1)
of stable beam at a centre-of-mass energy of 8 TeV (7 TeV). Figure 4.2(a) shows the accumulation of
data over the two years. Not all collisions delivered are actually recorded due to the start up of the
detector and inefficiencies in the acquisition of data. Furthermore, data used in a physics analysis
need to be of good quality. That means in particular that all detector components are in operation
and working well. In 2012 (2011), this was the case for about 95% (90%) of the recorded data. The
large difference in the total amount of data in 2012 compared to 2011 is caused mainly by a change
of beam parameters. In 2011, the LHC started with a lower number of bunches, which was then
gradually increased over the first half of the data taking period. When the maximum number of 1380
bunches with a spacing of 50 ns was reached, the bunches were filled successively with more protons.
While the first change mainly increases the number of bunch crossings, the second change increases
the chance of an interaction. Eventually, this leads to multiple interactions occurring in the same
bunch crossing, commonly referred to as pile-up. The average number of interactions per crossing
is shown in Fig. 4.2(b) for the years 2011 and 2012. A smaller transverse beam size at the collision
point also shifts the distribution to higher values. Clearly visible is the double peak structure in the
2011 distribution, which is due to an improved focusing of the beam (β∗ = 1.5 m → β∗ = 1.0 m)
in the last quarter of the 2011 data taking period. In 2012, the LHC was operated with β∗ = 0.6 m,
resulting in an even higher number of simultaneous interactions. A reduced emittance delivered by
the pre-accelerator chain (injectors) contributed further to a steady increase of the peak luminosity
over both years [81, 82].
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4.2. Reconstruction

A collision event leaves signals in millions of readout channels in the detector. In order to interpret
the event, these signals have to be translated into particle traces. First of all, basic structures like
tracks and clusters are reconstructed. They are the basis for building particle candidates. Rather loose
criteria are applied in the reconstruction step, so that very little signal is lost. The candidates can
overlap, meaning that the same track or cluster can be associated to several candidates. A higher
level of background rejection and candidate separation is reached by applying particle identification
algorithms, which are optimised to reduce specific backgrounds. Selected reconstruction and iden-
tification algorithms are outlined in the following. The focus is on the methods most relevant for
the Higgs search described in chapter 6, for instance the reconstruction within the central part of the
detector (|η| < 2.47), and approaches used during the 2012 data taking period.

Tracks and vertices: The basic track reconstruction algorithm [64, 84] is an ‘inside-out’ ap-
proach. It is optimised for the reconstruction of tracks with a minimum momentum of 400 MeV.
The algorithm starts with track seeds from the first few inner detector layers. Moving outwards,
additional SCT-hits are added. Finally, the track candidates are extended into the TRT and refitted.
Secondary particles from the subsequent decay of (long lived) particles might not be reconstructed by
the inside-out approach. For their reconstruction, a ‘back-tracking’ approach is used. It starts in the
TRT and moves inwards. For the track fitting, methods like Kalman filtering [85] or Gaussian-sum
filtering [86] are used. The reconstructed tracks are then the input for an iterative algorithm that iden-
tifies all collision vertices. The vertex with the highest

∑
(track p2

T) is called the first primary vertex in
the event. It defines the origin of the event’s coordinate system. The other collision vertices are called
pile-up vertices 1. The variable number of vertices, Nvtx, is often used to measure the pile-up activity
of an event. The variable counts the primary vertex and the pile-up vertices. The primary vertex is
here required to have at least four associated tracks, while the pile-up vertices are required to have
at least two associated tracks. The variable Nvtx is related, but not identical, to the mean number of
interaction per crossing shown in Fig. 4.2(b). The latter is deduced from the measured luminosity.

Clusters: Two cluster reconstruction algorithms are used: the sliding-window approach and the
topocluster approach [87,88]. The sliding-window algorithm is used for the reconstruction of photons
and electrons, and therefore considers the electromagnetic calorimeter only. Calorimeter towers of
size ∆η × ∆φ = 0.025 × 0.025 are created by summing over the longitudinal ECAL layers. A fixed
window of 3 × 5 towers (η × φ) is used to find and define clusters, by searching for local maxima of
contained energy across the tower grid.

Topoclusters are formed from cells that have an energy exceeding the expected noise level by a
specific amount. Thereby, the expected noise level is given by the width of the noise distribution,
which includes both electronic noise and noise from pile-up [89]. The algorithm is seeded by cells
with a signal-to-noise ratio above some high threshold tseed. Iteratively, neighbouring cells are added,
if they are above a second, lower threshold tneighbour. If a neighbouring cell is below that threshold but
above a third threshold tcell, it is also added to the cluster but not used to continue the iteration. Neigh-
bouring cells are defined as the (usually eight) surrounding cells within the same layer, and typically
overlapping cells in adjacent layers and calorimeter subsystems. In this way, a three-dimensional
cluster with arbitrary shape is created. An additional algorithm can be applied to split clusters that
merged during the process.

1For completeness, another group of vertices are the secondary vertices. They arise from the decay of particles pro-
duced in the collision.
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The topocluster energy is estimated at the EM scale, meaning that it reproduces the energy de-
posited by an electromagnetic shower. Since ATLAS is a non-compensating detector, hadronic show-
ers have a lower response and the cluster needs to be recalibrated in order to correctly describe the
energy response of the hadronic part of the shower. This is done using the local hadron calibration
(LC) scheme [90]. Besides the non-compensation, the energy at LC scale is also corrected for signal
losses due to noise threshold effects and energy losses due to non-instrumented detector regions [91].

Electrons and photons: The electron and photon reconstruction is seeded from a sliding-window
electromagnetic cluster with at least 2.5 GeV. A track-cluster match is performed, taking into account
the bending direction of the track. If only a track segment (failing the default track reconstruction) can
be matched to a cluster, the track fitting is redone with an electron-hypothesis to account for higher
bremsstrahlung losses. Clusters with a matched track are then classified as electrons. The cluster is
rebuild using 3×7 (barrel) or 5×5 (end-cap) cells in η×φ, taking into account the energy distribution
in each layer. Clusters without a matched track are classified as unconverted photons. Converted
photons, i.e. photons undergoing a conversion into an electron-positron pair, have to be recovered
from the group of electrons. A dedicated conversion vertex finding is performed, considering the
photon hypothesis (mγ = 0). The conversion vertices are, if possible, associated to the clusters, and
all electron candidates are re-evaluated [87, 92].

The identification of electrons is done using a multivariat approach. Distributions of the longitudi-
nal and transversal shower shapes, track properties and track-cluster matching are used to build like-
lihood functions for signal and background. Discriminators are constructed by combining the signal
and background functions for multiple sets of variables. Based on the discriminators, three working
points (WP), loose, medium and tight, are defined for increasing background rejection. While the
loosest WP focuses on the rejection of light-flavour jets, the tightest WP takes into account additional
variables to reject heavy-flavour jets and conversions [87].

In addition to the electron ID, requirements on the isolation can be used to reject backgrounds.
For the isolation in the inner detector, the track isolation piso(r)

T , the transverse momenta of the tracks
surrounding the electron in a cone of ∆R < r are summed (the electron track is not considered).
The momentum sum is commonly put in relation to the electron momentum, which is then denotes
as piso(r)

T /pT. Likewise, the calorimeter isolation Eiso(r)
T is defined. The transverse energies of the

topoclusters in a cone of ∆R < r around the electron axis are summed. The energy from the elecron is
removed by subtracting the energy from the central 5×7 cells. As for the track isolation, the calorime-
ter isolation is commonly set in relation to the electron momentum, denoted here as Eiso(r)

T /pT.

Muons: Muons are reconstructed mainly using tracks in the inner detector and muon system.
Several reconstruction types are provided, using a statistical combination of tracks in the detector
sub-systems (STACO muons). Standalone (SA) muons are reconstructed using the muon system
only. To obtain vertex information, the track is extrapolated towards the interaction region. Combined
(CB) muons are built from tracks that are independently reconstructed in the inner detector and muon
system. Segment-tagged (ST) muons are based on inner detector tracks, which are extrapolated to the
muon system and can be matched to track segments there. The CB muon reconstruction achieves the
highest purity, but fails in low instrumented areas or for very low momentum muons. The SA and ST
algorithms help to recover these muons [93].

Similar as for the electrons, requirements on the isolation in the inner detector and the calorimeter
can be used to enhance the purity of a sample of muons.

Jets: The jet objects considered in this thesis are built from 4-2-0 topoclusters, which are calibrated
either at EM or LC scale. The signal-to-noise thresholds are indicated as tseed− tneighbour− tcell. The jet
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is reconstructed using the anti-kt jet clustering algorithm [94]. The algorithm iteratively collects all
topoclusters into jets. It starts with the high-energy (hard) clusters, successively adding the clusters
in the area around. Two measures control the jet formation process:

di j = min(k−2
Ti , k

−2
T j )

∆2
i j

R2 , (4.4)

diB = k−2
Ti . (4.5)

Here, kTi is the transverse momentum of an object i, and ∆2
i j = (yi−y j)2 + (φi−φ j), with y and φ being

the rapidity and azimuth. The objects i and j are topoclusters or, later in the process, pseudojets (the
sum of several topoclusters). The radius parameter R determines the maximum size of the final jet.
In this thesis, only jets built with R = 0.4 are used. The algorithms searches for the minimum value
among all possible di j and diB. If the minimum is of type di j, the objects i and j are combined, forming
a new object. If the minimum is of type diB, the object i is considered a final jet, and removed from
the list of objects. The procedure is repeated until no objects are left. Due to the negative exponent
of kTi, the jet-finding process and the appearance of the final collection of jets is driven by the hard
clusters2. A resulting jet is perfectly conical with radius R, if there are only soft clusters within the
distance 2R around a hard cluster seed. If there is a second hard cluster within distance 2R, but further
than distance R, two jet are formed. The association of the soft clusters between them then depends
on the energy balance of the two jets. If the second hard cluster is closer than R, a single jet is created.
The anti-kt algorithm is both infrared and collinear safe, meaning that the addition of clusters from
soft emission or the splitting of a hard cluster into two will not change the set of reconstructed hard
jets.

The jet momentum is given by the sum of four-momenta of the constituent topoclusters, which are
assumed massless. Jet specific corrections are applied to account for pile-up contributions, the first
primary vertex in the event3, and a MC and data based energy calibration. Four working points are
defined to reject jets from non-collision backgrounds, like beam-gas events (proton hitting residual
gas inside the beam-pipe), beam-halo events (beam-halo interacting with collimators), cosmic-ray
muons overlapping with collision events, and calorimeter noise. Discriminating variables are mainly
based on energy fractions of calorimeter sub-systems or layers, signal pulse shapes in cells, and
timing [89, 96].

Tau leptons: The reconstruction of tau leptons is seeded by anti-kt jets, with parameter R = 0.4
and topoclusters calibrated at LC scale as input. Only jets fulfilling pT > 10 GeV and η < 2.5
are considered. Clusters and tracks within a cone of ∆R < 0.2 around the barycentre define the
tau candidate. The energy calibration is optimised for hadronically decaying tau leptons, taking
into account the specific hadron mixture as well as reducing contributions from pile-up. A multi-
variate approach is used to reject the dominant multi-jet background. Information of shower shapes,
track distances and jet sub-structure is combined in a boosted decision tree discriminator and three
working points are defined. Additional algorithms provide rejection of electrons and muons. Even
though reconstructed and identified tau objects are provided for any number of associated tracks, the
algorithms are optimised for tau candidates with one or three tracks. A detailed description of tau
lepton reconstruction and identification is given in chapter. 5.

2This is in contrast to other jet finding algorithms, for instance the kt algorithm [95]. It follows essentially the same
procedure, but uses a positive exponent, k2

T , and therefore starts from soft clusters.
3The jet finding is performed using the geometrical centre of the detector and only later the positions of all topoclusters

are recalculated with respect to the first primary vertex.
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Missing transverse energy: Neutrinos traverse the detector without leaving a signal4. The
same holds for some additional particles appearing in models that describing physics beyond the
SM, such as Dark Matter candidates. As mentioned in Sec. 2.4, information on undetected particles
are inferred via the missing transverse energy in the event. It is determined by taking the vector-
sum of the transverse momenta of all objects in the event. The magnitude of the resulting vector
determines the absolute value of the missing transverse energy, Emiss

T . The direction of the resulting
vector is reversed to give the φ-component of Emiss

T . The objects in the event are counted as follows.
Calorimeter deposits are associated with reconstructed and calibrated objects, in the order electrons,
photons, hadronically decaying tau leptons and jets. The matched objects contribute to the calculation
of Emiss

T . Muons are added if they are at least partly reconstructed in the muon system. To avoid
double counting, muon energy deposits in the calorimeter are subtracted. Finally, topoclusters that
are not associated to any reconstructed object are added as well (soft term). In order to increase the
pile-up robustness, an additional pile-up suppression is applied using tracking information. Jets are
only considered if they most likely come from the primary vertex in the event. The soft term is scaled
by the soft term vertex fraction (STVF). For its determination, the momenta of tracks not associated
to any reconstructed object are summed up. The STVF is defined as the fraction of momentum that
is also associated to the primary vertex [98, 99].

4.3. Triggering

The decision of the trigger system (Sec. 3.3.6) is based on dedicated trigger objects. The reconstruc-
tion of the trigger objects resembles the reconstruction described before, but is not identical. The
complexity of the trigger objects increases with the trigger level, because more time is available and
less events have to be evaluated. The description here focusses on the electron and muon triggers
needed in the Higgs analysis.

Muon trigger: The L1 muon trigger is seeded by spatial and temporal coinciding hits in the RPCs
and TGCs, which are pointing to the interaction region. The momentum is estimated by evaluating
the degree of deviation from an infinite momentum track. If a given pT threshold is passed, a RoI
of typically 0.1 × 0.1 (RPCs) and 0.03 × 0.03 (TGCs) in ∆η × ∆φ is passed to the next trigger level.
At L2, tracks within the RoI are reconstructed using MDT hits, and are combined with the closest
track in the inner detector. At EF trigger level, the full detector information within the RoIs is used
for a more advanced track reconstruction and combination with inner detector tracks. Requirements
on the inner detector isolation can be used to reduce backgrounds by summing up the momentum of
additional tracks with at least 1 GeV within a cone around the muon track [100].

The muon trigger used in the Higgs boson search described in chapter 6 is a combination (‘or’)
of two single muon triggers, called mu24i_tight and mu36_tight. At least one muon is required
to pass the momentum threshold of 24 GeV and 36 GeV at EF level, respectively. The lower pT
trigger has an additional isolation requirement. The extra track momentum in a cone of ∆R < 0.2
is not allowed to exceed 12% of the muon momentum. Both triggers were operated unprescaled5

throughout 2012.

4Neutrino detection is not possible with the ATLAS detector. Nevertheless, with specifically designed detectors neu-
trino detection is possible - even though only a small fraction of the total neutrino flux is detected, due to the tiny interaction
cross section. An example of such a neutrino detector is IceCube at the south pole [97].

5The prescale of a trigger indicates the fraction of triggered events allowed to pass. A prescale of one (unprescaled)
means that all events that satisfy the trigger requirements are accepted.
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Electron trigger: The L1 electron trigger searches for local maxima in the calorimeter using a
sliding-window of 4 × 4 towers. The trigger towers span over the electromagnetic and hadronic
calorimeter (excluding the last HCAL layer), using a reduced granularity of 0.1 × 0.1 in ∆η × ∆φ. If
the combined energy of two neighbouring cells within the 2× 2 core of the window is above a certain
threshold, the window is passed as a RoI to the next trigger level, L2. Within the RoI, fast clustering
and tracking is done using the full detector granularity. Simple shower shape related quantities are
used to enhance the purity. At EF level, an advanced electron reconstruction is performed. Require-
ments on the longitudinal and transversal shower shape and track quality reduce the non-electron
background [101, 102].

The electron trigger used in the Higgs boson search described in chapter 6 is a combination (‘or’) of
two single electron triggers, called e24vhi_medium1 and e60_medium1. The cluster energy thresh-
olds at EF level are 24 GeV and 60 GeV, respectively. The first trigger puts additional requirements
on the absolute leakage into the HCAL at L1 and on the longitudinal shower shape in the ECAL at
EF. Additionally, the extra track momentum in a cone of ∆R < 0.2 is not allowed to exceed 10% of
the cluster energy [103]. Both triggers were operated unprescaled throughout 2012.

4.4. Efficiency measurements and scale factors

Due to imperfect modelling of shower shapes and track properties, reconstruction and identification
efficiencies of electrons, muons, and tau leptons can differ in data and simulation. The MC efficiency
is therefore corrected using a multiplicative factor on each reconstructed or identified object to restore
the efficiency observed in the data. These scale factors (SF) are obtained by measuring the efficiency
ε in data and simulation and forming the ratio εdata/εMC. The efficiency measurement in data requires
a clean sample of the object under investigation. This is typically obtained by performing a tag-and-
probe analysis. A sample enhanced in specific events (e.g. Z → ee events) is selected by requiring
a tag and a probe object. Tight selection criteria are applied on the tag (e.g. one of the electrons), in
order to reject events with similar signatures. The efficiency measurement is then performed on the
probe object (e.g. the other electron), which has to satisfy minimal requirements only. The efficiency
scale factors for each object type are provided within the ATLAS collaboration by the respective
working groups.

Electrons: The electron scale factors are measured on samples enhanced in Z → ee(γ) and
J/ψ → ee events. The different components from triggering, reconstruction and identification are
obtained individually. In the end, they are combined (multiplied) to a global scale factor. Since
the efficiencies are dependent on the transverse energy and pseudorapidity of the electron, the scale
factors are obtained in bins of ET and η. The J/ψ enhanced sample is predominantly used in the
low-ET bins, starting at 7 GeV, while the Z enhanced sample becomes exceedingly important above
10–15 GeV. The identification efficiency is very momentum dependent. For the tightest working
point, it increases from ≈65% to 90% within the measurement’s momentum range. Differences in
the identification efficiency between data and simulation are mostly small, but can reach up to 10%
in the low ET or high η bins. The scale factor uncertainties range from 0.5% to 10%. The higher
uncertainties are connected to the transition region of the calorimeters. The reconstruction efficiency,
i.e. the efficiency to match a track to a cluster, is better than 95%. The data-MC differences are mostly
at the permille level and not exceeding 1–2%. Uncertainties on the scale factors are 0.5–2% above
15 GeV, which is the measurement threshold for the reconstruction efficiency. Below 15 GeV, a scale
factor of 1 is assumed and uncertainties are assigned of 2% and 5%in the barrel and end-cap regions,
respectively [87].
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The trigger efficiency of the combined e24vhi_medium1 and e60_medium1 triggers is measured
in a Z → ee analysis. The trigger efficiency increases notably up to around 40 GeV and then starts
to level off. At ≈60 GeV, the non-isolated trigger joins in, resulting in an abrupt increase of the
efficiency [103].

A sample enhanced in Z → ee events is also used for an in-situ energy calibration. While the final
calibration is applied on data events, an energy smearing is applied on simulated events [87].

Muons: The muon scale factors are measured on samples enhanced in Z → µµ events and are
binned in η and φ. No dependence on momentum is observed. Different maps for different data
taking periods are produced, in order to account for varying detector conditions. An average map is
created for the full 2012 data taking period, taking into account each period’s contribution to the full
luminosity. A momentum scale correction and resolution smearing is obtained from Z → µµ and
J/ψ→ µµ events. The corrections are measured separately for inner detector and muon system tracks
and then propagated to the combined muon momentum reconstruction. The scale corrections are at
maximum 0.2% (1%) for inner detector (muon system) tracks, and resolution smearing corrections
are below 10% (15%). The reconstruction efficiency for CB+ST muons is uniformly around 99% for
muons with momenta above 4 GeV, except for the most central detector region η < 0.1 [93].

The trigger efficiency for the mu24i_tight and mu36_tight trigger combination is measured in a
sample enhanced in Z → µµ events. The efficiency plateau for the trigger combination has a smooth
behaviour and is reached at ≈25 GeV. Trigger efficiency scale factors are binned in η and φ, with
typical uncertainties of 1% (statistical) and 0.6% (systematic) [100].

Jets: The jet selection efficiency of the loosest working point is above 99.8% over the full mo-
mentum and pseudorapidity range. The measurements performed on data and on simulated samples
are in excellent agreement.

The jet energy calibration and uncertainty measurements are obtained in data events enhanced in
Z → ee + 1 jet events, γ + 1 jet events and multi-jet events, depending on the momentum range
studied. The momentum of the Z boson, the photon or the multi-jet system balances the (leading)
jet momentum and can be measured precisely. Uncertainties on the jet energy scale of about 3% are
determined [89].

Tau leptons: The tau identification efficiency scale factors are obtained in events enhanced in
Z → ττ events, with one leptonically decaying tau lepton (tag) and one hadronically decaying tau
lepton (probe). For pT > 20 GeV, no pT dependence is observed, and the scale factors are provided in
two η bins and seperately for candidates with one or three tracks. The uncertainties are of the order
of 2-5%. For pT < 20 GeV, uncertainties increase to a maximum of 15%. Efficiency scale factors
are also provided for the electron veto. They are obtained in a Z → ee analysis, where one of the
electrons is mis-identified as a tau lepton. The scale factors are binned in η, with uncertainties of
about 10% for the loose WP [104].
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A high reconstruction and identification (ID) efficiency of tau leptons is important for any analysis
with tau leptons in the final state. Equally important is a high rejection of objects with a similar
detector signature, so that it is possible to select a sample that is dominated by actual tau leptons. The
reconstruction and identification algorithms are required to perform well over the LHC-accessible
momentum range as well as in ‘busy’ events, e.g. caused by numerous simultaneous proton-proton
collisions. Therefore, the tau algorithms are updated and improved continuously.

This chapter reviews the author’s studies concerning tau identification. Boosted decision trees
(BDTs) are used to discriminate the signal (tau leptons) from the main background of jets from multi-
jet events. Three distinct cases are investigated:

• the dependence of the BDT tau ID on varying pile-up conditions,

• the dependence of the BDT tau ID on the momentum of the tau lepton,

• the inclusion of variables related to the substructure of the tau lepton decay.

The three sections are embedded in a description of the tau reconstruction and identification chain.
The chapter starts with an introduction of the tau lepton with a focus on its hadronic decay modes and
methods of identification (Sec 5.1.1). Concrete requirements and ID algorithms as used in the 2011
data taking period are described in Sec. 5.2. The 2011 tau ID is the starting point of the investigations
concerning the pile-up dependence of the BDT tau ID (Sec. 5.3). Section 5.4 gives the full overview
over the steps taken from the reconstruction of tau objects to the usage in an analysis. It includes
the description of the final 2012 tau ID, the lepton vetos, the tau energy scale and the tag-and-probe
measurements to determine correction factors. The 2012 tau ID is the starting point for the investiga-
tions concerning the momentum dependence of the BDT (Sec. 5.5) and the inclusion of substructure
information (Sec. 5.6).

5.1. Introduction

5.1.1. The tau lepton

The tau lepton was discovered in electron-positron collisions at SLAC in 1975 [105]. It is the heav-
iest lepton with a mass of 1777 MeV, which makes it heavier than the lightest mesons. The tau
lepton therefore decays either leptonically into an electron or muon and neutrinos, or hadronically
into mainly charged and neutral pions. The dominating decay modes are shown in Fig. 5.1. The mean
lifetime of the tau lepton is 290 × 10−15 s [8]. As a consequence, a typical 50 GeV tau lepton travels
≈2 mm and decays before it reaches the first layer of the ATLAS detector. The tau lepton can hence
not be detected directly and is identified by its decay products. In an analysis, the whole event struc-
ture is considered. A final state tau lepton is then regarded with all decay components: a lepton or
hadronic jet and missing transverse energy from the neutrino(s). In the object reconstruction based on
detector hits, only the detectable decay components are of interest. Since neutrinos leave the detector
unseen, the visible decay products are the lepton or the hadronic jet only. The electron or muon from
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Figure 5.1: Overview of the dominating tau lepton decay modes. The category ‘others’ contains de-
cays with other charged or neutral mesons (mainly kaons), and higher number of neutral
or charged pions.

the leptonic decay is nearly indistinguishable from primary (prompt) electrons or muons. In the ob-
ject reconstruction these are hence treated as electron or muon candidates. The tau reconstruction and
identification algorithms focus exclusively on the hadronic decay products1. The symbolic notation
τh is used here for the tau detector object.

5.1.2. Detector signature and discriminating variables

In the majority of hadronic tau decays, the hadrons are one or three charged pions and up to two
neutral pions. The neutral pions immediately decay into two photons and are seen in the electro-
magnetic calorimeter. The charged pions leave a track in the inner detector and are stopped mainly
in the hadronic calorimeter. The detector signature resembles jets in multi-jet events (here referred
to as QCD-jets). As described in Sec. 4.1, multi-jet events occur at very high rates at the LHC and
consequently QCD-jets represent the highest background to tau identification. The fact that hadronic
tau decays consist of one or three charged hadrons is a starting point for the rejection of such jets.
Figure 5.2 shows the number of reconstructed tracks associated to a hadronic tau decay compared to
a QCD-jet. In the case of tau leptons, the distributions peak at 1 and 3, while it is more spread out in
the case of QCD-jets. Furthermore, the average number of tracks increases with energy for QCD-jets,
while it is roughly momentum independent in the case of tau leptons2. Requiring one or three tracks
therefore reduces the number of QCD-jets significantly. In the tau identification algorithms, decays
with one or three charged hadrons are treated differently, in order to allow for an optimal QCD-jet
rejection in each case. The decays are then referred to as 1-prong and 3-prong. The tau leptons
emerging from a collision event are mostly boosted and the decay products appear in a narrow cone

1In this thesis, terms like ‘reconstructed tau decays’ therefore always refer to the visible part of an hadronic decay, even
if not explicitly mentioned.

2The decay mode probability is independent of the tau momentum. However, the efficiency to reconstruct a track and
the association to the tau candidate is not. Therefore, there is some migration between the bins, which nevertheless confines
itself to the low multiplicity bins.
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Figure 5.2: Number of reconstructed tracks associated to a tau candidate for simulated decays in
Z → ττ events (signal) and QCD-jets from multi-jet events in 2011 data (background) at
√

s = 7 TeV centre-of-mass energy. The QCD-jet multiplicity spectrum is shown for two
momentum regions. All three distributions are normalised to unity.
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Figure 5.3: Sketch of a hadronic 1-prong tau decay (right) and a QCD-jet (left).
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in the direction of flight. The decay products are reconstructed as a jet and gather closely around the
jet barycenter, as illustrated in Fig. 5.3. This core cone, defined by the area ∆R < 0.2, is surrounded
by a depleted isolation annulus, defined as the area with 0.2 ≤ ∆R < 0.4 around the barycenter. The
decay cone of a tau lepton is on average narrower than the cone of a QCD-jet of the same momentum
(see Fig. 5.3), meaning that the particles of a QCD-jet spread more evenly over the full reconstruction
cone of ∆R < 0.4. This leads to an intense usage of the cone size in discriminating variables, such as
the number of isolation tracks, the isolation energy, the average track or cell distance and the ratio of
energies deposited in different cones. Also the fact that the tau lepton travels a small distance before
it decays can be used for tau identification. This leads to a larger transverse impact parameter of the
tracks and the possibility to reconstruct a secondary vertex in the case of a 3-prong decay. These
following variables are therefore calculated during tau reconstruction and were used in 2011 for the
purpose of jet discrimination. Distances are measured with respect to the tau axis, which is given by
the calorimetric barycenter.

Rtrack The track radius describes the pT-weighted mean distance between the tracks and the tau
axis. Both core and isolation tracks are considered.

Rcal The calorimeter radius describes the ET-weighted mean distance between the calori-
menter cells and the tau axis. All cells that are associated to tau topoclusters and that are
within the full cone ∆R < 0.4 are considered.

ftrack The leading track momentum fraction is defined as the ratio of the momentum of the
leading track and the calorimeter energy deposit (in the cone ∆R < 0.4).

fcent The central energy fraction is defined as the calorimeter energy fraction in the innermost
cone of ∆R < 0.1.

mtracks The track mass is the invariant mass of both core and isolation tracks, assuming zero mass
for each track.

mclus The cluster mass is the invariant mass of all topoclusters associated to the tau candidate.
Each cluster is assumed massless.

meffClus The effective cluster mass is the invariant mass of the clusters that dominate the total
calorimeter energy.

fNleadClus The energy fraction of the leading N clusters is the fraction of calorimeter energy carried
by the most energetic N topoclusters.

Niso
track The number of isolation tracks counts the tracks in the isolation annulus 0.2 ≤ ∆R < 0.4.

S leadTrk The leading track impact parameter significance is given by the leading track’s impact
parameter divided by the its uncertainty.

S flight
T The secondary vertex decay length significance is given by the decay length of the sec-

ondary vertex divided by its uncertainty, for candidates with more than one core track.
Only core tracks are used in the secondary vertex fit.

∆Rmax The maximum track distance is given by the maximal distance between a core track and
the tau axis.

Eiso
T The isolation energy is defined as the sum of topocluster energies in the isolation annulus.

Distributions of a few powerful variables for signal and background are shown in Fig. 5.4. Detailed
definitions are provided in Appendix A, along with figures for all variables.
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Figure 5.4: Selection of variables for tau identification highlighting the different sources of discrim-
ination: tracks (top), energy deposits in the calorimeter (center) and Variables used for
tau identification use are based on tracks (a,b), the calorimeter energy deposits (c,d) and
decay length (c,d) Variables from used for the identification of hadronic tau decays: (a)
number of isolation tracks, (b) track radius, (c) central energy fraction, (d) calorimeter
radius, (e) impact parameter significance of the leading track and (f) secondary vertex
decay length significance. The signal candidates are from simulated Z → ττ events, with
one track (1-prong) or three tracks (3-prong) within the cone ∆R < 0.2, matched to a
true hadronic tau decay with one or three charged hadrons, respectively. The background
candidates are from multi-jet events in 2012 data, with one or three reconstructed tracks
within the cone ∆R < 0.2. All distributions are normalised to unity.
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5.1.3. Identification methods

Three different algorithms are available to identify hadronically decaying tau leptons, which all make
use of these discriminating variables: a cut-based identification and multivariate approaches using
projective Likelihoods (LLHs) and boosted decision trees (BDTs).

Cut-based identification

The simplest method is the cut-based identification. The tau candidates have to pass a set of cuts on a
set of discriminating variables. A relatively small number of 4-5 variables is selected. The thresholds
can be defined momentum dependent3, in order to obtain a pT independent identification efficiency.

LLH-based identification

The LLH-based algorithm interprets the shape of the discriminating variable distributions as probabil-
ity density functions (pdfs). For both signal and background, likelihood functions, LS,B, are defined as
products of the single variable distributions. The final LLH score is then given by the log-likelihood
ratio:

LLH score = ln
(

LS

LB

)
=

∑
i

ln
 pS

i (xi)

pB
i (xi)

 , (5.1)

where i runs over the input variables and pS,B
i (xi) is the signal (S) and background (B) probability

density function of the discriminating variable xi. The LLH score is a continous score. Identification
working points are provided by defining score thresholds.

BDT-based identification

A decision tree is based on the repeated application of cuts. In contrast to a simple cut-based algo-
rithm, objects are not discarded if they fail a cut, but are probed further. There are different ways to
build a decision tree regarding the selection of variables, cut thresholds and the repeated growing of
the tree (boosting). The focus of this description is on the settings used in the 2011 and 2012 tau ID.

As shown in Fig. 5.5, a decision tree is started at the root node, which contains all signal and
background objects. All discriminating variables are tested in order to find the best cut to split the
sample into objects passing or failing the cut. Two child nodes are created containing these objects.
The best cut is the one yielding the highest separation gain. The separation is quantified by the gini-
index g = p(1 − p), which is based on the node’s signal fraction or purity p, i.e. the ratio of signal
objects to all objects in the node. The separation gain is determined by comparing the separation of
the root node (or parent node) and the joined separation of the child nodes. The latter is given by the
sum of the children’s gini-indizes weighted by the relative fraction of objects in each child node. One
child node is characterised by a higher signal purity, while the other one is characterised by a lower
signal purity. The process is then recursively called on the child nodes until at least one exit condition
is fulfilled. Such exit conditions are for example the maximum depth of a tree, the total number of tree
nodes or the minimum number of objects in a node. The purity of a final node determines the score
of its contained objects. The nodes are classified as signal nodes or background nodes, for purities
larger than or smaller than 0.5, respectively. This classification is used in the boosting step, in which
the tree is regrown. Before the new tree is started, a weight is assigned to each object. Previously mis-
classified objects, i.e. signal objects in background nodes and vice versa, receive high weights, while
correctly classified objects receive low weights. The tree is then trained on the reweighted sample,

3See for example Ref. [106].

56



5.1. Introduction

root

B S

S B B S

v1 ≤ t1 v1 > t1

v2 ≤ t2 v2 > t2 v3 ≤ t3 v3 > t3

v3 ≤ t4 v3 > t4 v1 ≤ t5 v1 > t5

tree

parent node

child node

final node

tree depth

Figure 5.5: Sketch of a decision tree with three discriminating variables v1, v2, v3, five cut thresholds
t1, ... , t5 and a depth of three. The final nodes are classified as signal (S) or background
(B) depending on the node’s purity.

and hence focuses on the previously mis-classified objects. The boosting is typically performed a few
ten to a few hundred times, until the error fraction or boosting weights stabilise. For each objects,
the final BDT score is a weighted average of the scores obtained in each boosting step. By using a
boosted tree, the score becomes less spiky and, more important, the overall performance increases.
The building or growing of the trees is called the BDT training, while the performance evaluation is
the testing. Independent samples are used for the two steps, in order to allow for overtraining checks.
Overtraining describes the situation in which the BDT learns to discriminate background and signal
based on statistical fluctuations in the training sample rather than on real trends. The performance
seen in the training and testing samples would then differ significantly, and the overtraining eventually
leads to a reduced overall discrimination strength. The BDT based tau identification uses variable
sets of typically five to ten variables. Either the BDT score is used directly within an analysis, or
predefined tau ID working points are used. These WP are created by defining BDT score thresholds
that often depend on kinematic, event or decay quantities, such as pT, Nvtx and Ntrack [107].

5.1.4. Defintions and terminology

The identification algorithms are prepared separately for 1-prong and 3-prong decays. The following
definitions are used to classify reconstructed tau candidates:

• 1-prong candidates have one reconstructed track. Signal candidates are matched to true 1-prong
decays.

• 3-prong candidates have three reconstructed tracks. Signal candidates are matched to true 3-
prong decays.

• Multi-prong candidates have two or three reconstructed tracks. Signal candidates are matched
to true 3-prong decays.
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• Multi*-prong candidates have two or more reconstructed tracks. Signal candidates are matched
to true 3-prong decays.

Only 1-prong and 3-prong candidates are used for the preparation (training) of the algorithms. The
3-prong algorithms are then used for the classification of all candidates with more than one track.

In order to validate the performance of the identification algorithms, the signal and background ef-
ficiencies are plotted as a function of several variables, mainly pT, η, and Nvtx. The efficiency consists
of two parts: the reconstruction efficiency, εreco, and the identification efficiency, εID. The first one
describes how many true simulated hadronic tau decays are reconstructed as tau candidates, and is
therefore defined for signal candidates only. It is driven to a large extend by the track reconstruction
and association efficiency. The identification efficiency describes how many reconstructed tau candi-
date pass a specific identification algorithm. It is therefore entirely driven by the performance of the
ID algorithms. The definitions are as follows:

εreco+ID = εreco × εID ,

εreco =
# reconstructed n-prong tau candidates

# true n-prong decays
,

εID =
# reconstructed n-prong tau candidates passing ID

# reconstructed n-prong tau candidates
.

For background candidates εreco is set to one and therefore εreco+ID = εID. Instead of the background
efficiency often the background rejection is plotted, which is defined as the inverse of the efficiency.

5.2. Reconstruction and identification of hadronic tau decays in
2011 data

The tau reconstruction is initialised by anti-kt jets (parameter R = 0.4) which are constructed from
topoclusters calibrated at LC scale. The jet has to fulfill pT > 10 GeV and |η| < 2.5. The tau direction
and energy is determined from the four-vector sum of the clusters within ∆R < 0.2 around the jet
barycenter (jet axis)4. Tracks are associated to the tau candidate, if they are within ∆R < 0.2 (core
tracks) or within 0.2 ≤ ∆R < 0.4 (isolation tracks) around the jet axis. The tracks have to fulfill the
following criteria:

• pT > 1 GeV,

• number of PIX hits ≥ 2,

• number of PIX hits + number of SCT hits ≥ 7,

• |d0| < 1.0 mm,

• |z0 sin θ| < 1.5 mm.

The distances of closest approach in the transverse plane, d0, and in the longitudinal plane, z0, are
measured between the track and the vertex with the highest jet vertex fraction. The jet vertex fraction,

4An energy calibration is applied that is optimised for hadronically decaying tau leptons. In Sec. 5.4.3, the 2012 version
is described. For details concerning the 2011 version, see Ref. [108].
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Figure 5.6: Number of tracks associated to a tau candidate, that is matched to a true hadronic tau
decay with (a) one charged hadron and (b) three charged hadrons, in events without
(µ=0) and with (µ=20) pile-up. The tracks quality is either measured with respect to
the first primary vertex in the event (circles, triangles) or with respect to the vertex with
the highest jet vertex fraction (up-side-down triangles, denoted ‘with TJVA’). The tau
candidates have a momentum of at least 15 GeV and are taken from simulated Z → ττ

events [109].

fJVF, is defined as the fraction of track momentum of a jet that is associated to a given vertex:

fJVF(jet|vtx) =

∑
ptrk|vtx

T∑
ptrk

T

. (5.2)

The index ‘trk’ refers to the tracks in the core region of the jet seed that satisfy the first three require-
ments in the list above, and ‘trk|vtx’ is the subset of tracks that is matched to the given vertex. Using
the vertex with the highest jet vertex fraction instead of the first primary vertex in the event increases
the pile-up robustness of the track association. This is illustrated in Fig 5.6 for simulated true hadronic
tau decays. For high pile-up events, more often tracks are disregarded if the first primary vertex is
used (default in 2010), and hence fewer tracks are associated to the tau candidates. The fJVF approach
reduces the effect significantly, especially in the 1-prong case [109].

The discriminating variables are calculated on the reconstructed tau candidates. The associated
core and isolation tracks are used, as well as the associated topoclusters. Instead of using the clus-
ters directly, some variables are based on the cells associated to the topoclusters. The decay cone
size is directly dependent on the momentum of the decaying tau lepton, the higher the boost, the
smaller is the cone. Hence, variables relying on fixed cone sizes will often show a momentum de-
pendence, and highly boosted tau candidates appear more ‘tau like’. If these variables are used in an
identification algorithm, they can cause a momentum dependent efficiency. The ID algorithms use
different pT-flattening procedures to circumvent this. Furthermore, the discrimination variables are
influenced by the pile-up conditions of the event. The additional activity in the event leads to more
reconstructed topoclusters, but also adds energy to existing clusters. On average, pile-up leads to a
more ‘background like’ appearance of the tau decay.
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5. Tau identification

Table 5.2: Variables used by the 2011 and 2012 identification algorithms. The star (?) indicates
variables that are redefined for the 2012 BDT ID: the calorimeter cone size is reduced to
∆R < 0.2 and an additional pile-up correction term is added. The open circles (◦) indicate
variables that were added later to be part of the final 2012 ID. The definition of all variables
is given in Appendix A.

Cuts BDT LLH BDT LLH
2011 2011 2011 2012 2012

1p 3p 1p 3p 1p 3p 1p 3p 1p 3p

Rtrack • • • • • • • • • •


track
variables

Niso
track • • • • • • •

S leadTrk • • • •

S flight
T • • • • •

∆Rmax • • • •

mtracks • • • •

ftrack • • • • ? ? ? ?
}

mixed

fcent • • • • ? ? ? ?


calorimeter
variables

Rcal • • •

f2leadClus •

f3leadClus • •

meffClus • •

Eiso
T,corr • •

Nπ0 ◦ ◦


substructure
variables

pπ
0+tracks

T /pT ◦ ◦

mπ0+tracks ◦ ◦
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Figure 5.7: The dependence of the isolation cone energy on the number of vertices for (a) the un-
correct version Eiso

T and (b) the pile-up corrected version Eiso
T,corr for 1-prong tau candi-

dates. The points indicate the mean in each bin and the bands indicate the standard devi-
ation. The filled blue points are signal candidates from simulated Z → ττ and W → τν

events, while the open red points are background candidates from a dijet sample in 2011
data [110].

5.2.1. Cut-based identification

The cut-based approach uses a small set of variables, as listed in Table 5.2. The focus is on track
variables to identify narrow and isolated showers. The track variables are relatively pile-up robust,
due to the track impact parameter requirements. This is however not the case for the main calorimeter
variable, Eiso

T , which quantifies the cluster energy deposited in the calorimeter isolation cone. A
correction procedure is applied to reduce the effect of pile-up contributions, by making use of the jet
vertex fraction of the tau lepton candidate in terms of its vertex5. An estimation of the local pile-up
contribution from charged particles to the tau candidate is obtained by

ppile-up
T = (1 − fJVF)

∑
(track pT) . (5.3)

In order to determine the contribution to the isolation cone alone and to account for neutral contribu-
tions, a calibration parameter α is introduced to scale ppile-up

T . After tests with different values for α, a
value of 1 was chosen. With an upper limit of the correction of 4 GeV, the pile-up corrected isolation
cone variable Eiso

T,corr is defined as

Eiso
T,corr = Eiso

T −min
(
α(1 − fJVF)

∑
(track pT), 4 GeV

)
. (5.4)

Three signal efficiency working points are defined and the optimal cuts are obtained separately for
candidates with one track and more than one track. The cuts on the track radius are parameterised in
pT in order to yield approximately flat efficiencies [106, 110].

5.2.2. Boosted Decision Tree identification

The 2011 BDTs are trained separately for candidates with one track or three tracks, and for events
with 1–5 or >5 primary vertices. The variable set is a broad mixture of variables, describing the

5At the time when the pile-up correction was developed, the track quality was determined with respect to the first
primary vertex in the event. Consequently, also the jet vertex fraction was determined with respect to the first primary
vertex. However, the differences are small and of no importance here.
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Figure 5.8: BDT score for (a) 1-prong and (b) 3-prong tau candidates for the 2011 BDT tau ID. The
signal candidates are from simulated Z → ττ and W → τν samples, and the background
candidates are from a dijet sample selected from 2011 data.

shower shape and energy distribution as well as the track impact parameters. Furthermore, invariant
masses of clusters and tracks are included, as listed in Table 5.2. The BDT score is shown in Fig. 5.8.
Cut thresholds on the BDT score are defined targeting signal efficiencies of 60%, 50% and 30% for 1-
prong candidates, and 65%, 55% and 35% for multi*-prong candidates. In order to compensate for the
pT dependence of the BDT score, the thresholds are defined as a function of momentum. Furthermore,
the score is influenced by the pile-up conditions. The pT dependent thresholds are therefore obtained
in bins of the number of primary vertices: 1–3, 4–5, 6–7 and ≥ 8. The signal efficiency as a function
of the number of vertices is shown in Fig. 5.9. Within the finely tuned region (Nvtx < 8), the efficiency
shows only minor bin-by-bin fluctuations. The high pile-up region (Nvtx ≥ 8) gives a notion of the
underlying pile-up dependence of the BDT score [109, 110].

5.2.3. Likelihood identification

The LLH functions are created separately for candidates with one track or three tracks and with a
momentum of 0–45 GeV, 45–100 GeV or >100 GeV, and for events with 1–3, 4–7 or ≥8 primary
vertices. All variables used in the cut-based and BDT approach are studied during the optimisation of
the LLH identification. Any variables contributing less than a few percent to the overall performance
are taken out of the final set, in order to reduce potential sources of systematic uncertainties. Five
variables per prong category remain, as listed in Table 5.2. In order to obtain a smooth likelihood
score in momentum despite the three momentum bins, a linear extrapolation is applied close to the
bin borders. Three working points are defined aiming at the same signal efficiencies as the BDT
identification. The LLH score thresholds are obtained as a function of the tau momentum to yield a flat
signal efficiency. Furthermore, the thresholds are adjusted for different values of Nvtx [106,109,110].
The signal efficiency for the medium working point is shown in Fig. 5.9.

5.3. BDT optimisation studies: pile-up dependence

As mentioned in Sec. 5.2.2, the identification with BDTs shows a pile-up dependence. Two steps
are taken to reduce the effect on the signal efficiency: Firstly, the BDT is trained in two regions
of the number of vertices (Nvtx), and secondly, the working points are defined in four bins of Nvtx.
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Figure 5.9: Signal efficiency εreco+ID for the medium identification working point as a function of
the number of vertices for (a) 1-prong candidates and (b) multi*-prong candidates. The
behaviour of the BDT is shown as unfilled triangles, while the behaviour of the LLH
approach is depicted with circles [109].

Figure 5.9 shows the signal efficiency for the medium WPs. The remaining dependence is small and
only apparent in the high Nvtx region. Without the steps taken, the BDT score is however significantly
influenced by the pile-up conditions, as shown in Fig. 5.10. The goal of this study is a reduction of
the dependence of the BDT score on the pile-up conditions. The study focuses on the performance in
the momentum region 20–60 GeV where the dependence is most critical and most apparent. Only the
identification efficiency εID is under investigation.

5.3.1. Samples and setting

Studies on tau identification are performed per object, meaning that not entire events are studied
but single tau candidates. The signal candidates are predominantly taken from simulated Z → ττ

events, sometimes mixed with W → τν events. Simulated Z′ → ττ events can be added to increase
the pT spectrum on the high momentum tail6. Simulated true hadronic tau decays have to fulfil
ptrue

T,vis > 10 GeV, |ηtrue
vis | < 2.5 and have one or three charged hadrons. The subscript ‘vis’ indicates the

visible parts of the decay, ignoring the neutrino(s). Reconstructed hadronic tau decays are considered
as signal candidates if they are within ∆R < 0.2 of the visible position of the true decay (truth-
matched). They have to be well-reconstructed (satisfying certain quality criteria), be within |η| < 2.5,
satisfy pT > 15 GeV and have at least one core track. Background candidates are predominantly
taken from data. A set of jet triggers selects a sample enhanced in multi-jets events with prescales
tuned to give a smooth and falling jet pT spectrum. In the early studies, a simulated sample of dijet
events is used. The results are evaluated using data events, and no significant differences are found.
The same quality criteria and kinematic requirements of |η| < 2.5, pT > 15 GeV are applied to the
background candidates. Furthermore, the candidates are required to have at least one core track. Both
the reconstructed signal and background tau objects will be denoted ‘tau candidates’ here, or the
symbolic notation τh will be used.

If Z′ events are included, the pT spectra of signal and background candidates differ significantly.
The signal objects are then reweighted so that the pT spectra match. Due to the falling jet momentum

6A Z′ boson is a hypothetical particle with the same properties as the SM Z boson, except for a higher mass. Sam-
ples with Z′ masses of 250 GeV, 500 GeV, 750 GeV, 1000 GeV and 1250 GeV are used here and are thus a source of tau
candidates with much higher momentum.
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Figure 5.10: Signal efficiency εID as a function of the number of vertices for( a) 1-prong τh and (b)
3-prong τh. The cut on the BDT score is neither tuned in pT nor Nvtx. It targets an
overall 50% signal identification efficiency. The BDT is trained inclusive for all pile-up
conditions using the same variables and parameters as the 2011 BDT tau ID.

spectrum, the high pT candidates receive low weights and the sample as a whole is dominated by low
pT tau leptons.

The BDT training options are taken over from the 2011 training. The toolkit TMVA [107] is used
for the BDT training. As described before, the BDT score is defined by the final node’s purity and the
separation is quantified using the gini-index. Variables are divided into 500 bins for the cut threshold
scan. The minimum number of objects in a node defines the exit condition and is dependent on
the total number of training objects Ntrain and number of variables Nvar as max(40,Ntrain/(N2

var)/10).
Arbitrary large trees are allowed in terms of the number of nodes and the tree depth. AdaBoost [111,
112] is used for the decision tree boosting, with the learning rate parameter β = 0.2.7 The purity
threshold to classify a node as signal or background is p = 0.5, and the total number of trees is set to
50.

5.3.2. Factorisation of calorimeter core and isolation region

The first approach is to follow the cut-based algorithm and to make use of the pile-up corrected
isolation cone energy. The idea behind this is to factorise the calorimeter variables into the core
region and the isolation region. By being redefined in a smaller cone, the calorimeter variables gain
pile-up robustness. The discrimination power of the calorimeter isolation cone is concentrated in one
variable, which is corrected for pile-up. Because the isolation cone appears in several variables in the
BDT ID, the approach subdivides into two tasks:

• All calorimeter variables have to be refined in the core cone (∆R < 0.2).

• The variable Eiso
T,corr needs to be incorporated into the identification process.

Results of preparatory studies indicate to using the number of vertices Nvtx or the mean number of
interactions per crossing 〈µ〉 as a measure of the global pile-up activity instead of the local measure

7A small parameter β reduces the strength of the reweighting and thereby slows down the boosting procedure.
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Figure 5.11: Pile-up corrected isolation energy Eiso
T,corr as a function of Nvtx for (a) 1-prong and (b) 3-

prong tau candidates. The points represent the mean value in each bin, while the filled
area shows the standard deviation (signal only). For a cut on the variable targeting a
pile-up independent signal efficiency of about 85%, the parameter α is set to 500 MeV.
The cut thresholds are indicated by the dashed lines, at 3 GeV for 1-prong candidates
and 4 GeV for 3-prong candidates. A cut on 3 GeV on 3-prong candidates leads to an
approximately flat efficiency of about 80%.

fJVF [113]. Both Nvtx and 〈µ〉 performed better especially in cases of very low (≈0) and very high
(≈1) values of fJVF. Therefore, the following definition of Eiso

T,corr is used in this study:

Eiso
T,corr = Eiso

T − α ∗ Nvtx , (5.5)

with the correction strength parameter α. The variable Eiso
T,corr is shown in Fig. 5.11 as a function of

Nvtxfor a parameter α = 500 MeV. This value gives an approximately flat efficiency for a cut on Eiso
T,corr

targeting 85% signal efficiency.
Concerning the redefinition of the calorimeter variables, it is important to monitor the change in

discrimination power, in order to avoid a large performance loss. Each calorimeter variable is there-
fore evaluated before and after the factorisation: a cut on Eiso

T,corr is applied and the signal efficiency
versus background rejection of the original and redefined variable is compared. Five BDT variables
are dependent on the cone size: Rcal, ftrack, fcent, meffClus and f3leadClus. The first three rely on the sum
of cell energies in the cone ∆R < 0.4. Changing the cone size to ∆R < 0.2 results in a smaller number
of cells available for the calculation, as shown in Fig. 5.12(a). The mean number of cells reduces from
〈ncells〉 ≈ 580 to 〈ncells〉 ≈ 340 for 1-prong signal candidates. Also in the smaller cone, the number of
cells is sufficiently large not to disturb the calculability of the variables as such. The variables meffClus
and f3leadClus are based on clusters. The mean number of clusters decreases from ≈10 in ∆R < 0.4
to ≈4 in ∆R < 0.2 for 1-prong signal candidates (Fig. 5.12(b)). Both for signal and background, the
leading cluster energy ratio f3leadClus is more often at its limit of one, which reduces the discrimination
power significantly. The ratio can be redefined to either taking into account the leading one or two
clusters only, or any number of leading cells. Different versions of the variable are tested. Also the
effective cluster mass meffClus is pushed more often to its limit, even though the effect is less dramatic.
For cases with one cluster only, the mass reaches its lower limit of zero. The problem persists when
the cluster mass mclus is used instead, which includes all clusters in the calculation8. Both versions of

8The effective cluster mass focuses on the high energetic clusters. In case of two clusters only, both are included, so
that there is no difference in meffClus and mclus in the case of very few clusters.
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Figure 5.12: Number of (a) cells and (b) clusters for the two cone sizes ∆R < 0.4 (continuous line)
and ∆R < 0.2 (dashed line) for 1-prong signal and background candidates. Only cells
associated to clusters are considered. The signal candidates are from simulated Z → ττ

decays, and the background candidates are from a simulated dijet sample. The distribu-
tions are normalised to unity.

the mass are included in the study.
An example of the evaluation plots is shown in Fig. 5.13 for the variables mclus and fcent. The

veto on Eiso
T,corr is chosen to yield ≈85% signal efficiency independent of the pile-up conditions, which

is achieved by setting α = 500 MeV. The cluster mass defined in the 0.2 cone alone has a lower
discrimination power compared to the original variable. However, in combination with a cut on
Eiso

T,corr, the two variables have an equivalent performance. The performance of the central energy
fraction is much less affected by the redefinition. The small loss is nearly fully compensated by
the cut on Eiso

T,corr. The other variables show a similar behaviour. The discrimination power of the
single, redefined variable decreases, but the loss is very small in combination with a cut on Eiso

T,corr.
Figure 5.14 shows that the calorimeter variables indeed gain pile-up independence by being redefined
in the core cone. For the sum of cell energies, the pile-up induced energy surplus is reduced by about
a factor 1/4 in the smaller cone. The factor corresponds to the reduction in the surface area of the two
cones, and behaves therefore as expected for uniformly distributed energy deposition from pile-up9.
As mentioned, the sum of cell energies is part of several calorimeter variables, which gain pile-up
dependence accordingly.

I think you could express this a little stronger by saying that the factor 1/4 roughly corresponds to
the reduction in calorimeter surface area of the two cones. And that this is what you would expect for
uniformly distributed PU.

Two ways are tested to incooperate Eiso
T,corr into the BDT ID: a veto on the corrected isolation energy

prior to the BDT, and using the variable as a discriminator within the BDT. The first approach is a
continuation of the variable evaluation procedure. The BDT is trained and tested on the signal and
background events passing the cut on Eiso

T,corr. This way offers maximal control and allows to tune
the pile-up correction parameter in order to give a pile-up independent veto efficiency. The second
approach exploits the BDT strength by leaving it to the training procedure to choose the optimal cut.
The BDTs are trained and evaluated separately for 1-prong and 3-prong candidates, but inclusive

9It is observed that this expectation does not hold for arbitrary small cone sizes. First of all, the tau candidate is
built from topoclusters, meaning that not all cells within the cone contribute to the discriminating variables. Secondly,
contributions from pile-up are already surpressed during the topocluster reconstruction.
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Figure 5.13: Evaluation of the redefined variables cluster mass mclus (I) and central energy frac-
tion fcent (II). The top row shows in each case the behaviour of the variable defined in
∆R < 0.2, while the bottom row shows the original variable. The continues lines illus-
trate the behaviour without a cut on Eiso

T,corr, while the dashed lines show the behaviour
with the cut applied. (a) Normalised distribution for signal candidates (red) and back-
ground candidates (blue). (b) Efficiency as a function of a cut value for signal (red) and
background (blue). The efficiency is calculated from the signal side, i.e. in the range (0,
cut value) for mclus and (cut value, 1) for fcent. (c) Signal vs background efficiency. (d)
Signal vs background efficiency for the case with cut on Eiso

T,corr only, comparing the re-
defined (orange) with the original (purple) variable (zoom of (c)). The signal candidates
are from simulated Z → ττ decays, and the background candidates are from a simulated
dijet sample. The candidates have at least one track.

67



5. Tau identification

number of vertices

2 4 6 8 10 12 14 16 18 20

tr
a

n
s
v
e

rs
e

 c
e

ll 
e

n
e

rg
y
 [

M
e

V
]

18

20

22

24

26

28

30

32

3
10×

R<0.4∆cone 

R<0.2∆cone 

 < 60 GeV
T

20 GeV < p

2011 Simulation

(a)

number of vertices

2 4 6 8 10 12 14 16 18 20

c
e

n
tr

a
l 
e

n
e

rg
y
 f

ra
c
ti
o

n

0.45

0.50

0.55

0.60

0.65

0.70

0.75

0.80

0.85

R<0.4∆cone 

R<0.2∆cone 

 < 60 GeV
T

20 GeV < p

2011 Simulation

(b)

Figure 5.14: Comparison of the pile-up dependence of variables defined in the cone ∆R < 0.4 versus
the cone ∆R < 0.2 for signal tau candidates. (a) Sum of transverse cell energies belong-
ing to the topoclusters of a tau candidate. The variable represents the denominator of
the variables fcent, Rcaland ftrack. (b) Central energy fraction fcent, defined as the energy
fraction within cone ∆R < 0.1.

in Nvtx. Three BDTs are compared: a BDT using the same variables as in 2011, a BDT using the
redefined calorimeter variables and applying a veto on Eiso

T,corr, and a BDT using the variable Eiso
T,corr in

addition to the redefined calorimeter variables. The track variables remain unchanged in all cases. To
begin with, an identical parameter α = 500 MeV is chosen for both the veto and the implementation
of Eiso

T,corr into the BDT. As shown in Fig. 5.11, this leads to a flat veto efficiency, but overcompensates
the average pile-up contribution of the variable. The result of the BDT training is shown in Fig. 5.15.
The background rejection is maintained, especially when Eiso

T,corr is part of BDT variable set. The veto
leads to reduced performance for high signal efficiencies, which is especially apparent in the 3-prong
case for the tighter veto on 3 GeV. The pile-up dependence is significantly reduced in either approach.
The highest improvement shows the 1-prong case where Eiso

T,corr is treated as an input variable. Studies
with different parameters α show that the flattness is highly dependent on the parameter chosen. This
is illustrated in Fig. 5.16, where α is chosen so that the mean values of the variable are independent
of Nvtx. In terms of a flat BDT signal efficiency the performance is then compatible with the veto
approach. Additional studies are performed with a varying veto strength and a varying definition of
Eiso

T,corr (using for instance the original definition with fJVF), but do not lead to significantly better
results.

Summarising, the factorisation of isolation and core cone in addition to the pile-up treatment of
the isolation energy lead to a reduced pile-up dependence of the BDT tau ID. The implementation of
Eiso

T,corr gives better results in terms of background rejection compared to the veto, but reacts on the
other hand more sensitive to changes of the correction strength parameter α. While the improvement
in terms of pile-up dependence is potentially large enough for an inclusive training of the BDT in
Nvtx, the procedure of flattening the tau ID working points in bins of Nvtx remains necessary. The
question remains whether it is possible to further reduce the pile-up dependence of the BDT score.
This could be done by sorting out the pile-up dependent variables or by introducing pile-up terms to
additional variables. The question is investigated in the next section.
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Figure 5.15: Performance comparison for the three BDTs for 1-prong (top) and 3-prong (bottom)
candidates. (a,c) Background vs signal efficiency εID. The end-point of the orange
curve represents the signal and background efficiency of the veto applied prior to the
BDT. (b,d) Signal and background efficiency εID as a function of Nvtx for a flat cut on
the BDT score targeting an overall signal efficiency of 50%. The signal candidates are
from simulated Z → ττ and W → τν events, and the background candidates are from a
simulated dijet sample.
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Figure 5.16: Performance comparison for the three 1-prong BDTs. (a) Background vs signal effi-
ciency εID. The end-point of the orange curve represents the signal and background
efficiency of the veto applied prior to the BDT. (b) Signal and background efficiency
εID as a function of Nvtx for a flat cut on the BDT score targeting an overall signal ef-
ficiency of 50%. The signal candidates are taken from simulated Z → ττ and W → τν

events and background candidates are taken from simulated dijet events.

5.3.3. Minimisation of the pile-up dependence

The goal of this part of the study is to further reduce the pile-up dependence of the BDT score. An
overall small loss in rejection power is accepted if pile-up independence is gained instead.

Even though nearly all variables show a certain degree of pile-up dependence, not all of them have
an impact on the Nvtx dependence of the BDT score. The focus is therefore on the BDT score, rather
than on the single variables. The starting point is a training with the track variables only, which
results in a pile-up independent BDT score. The performance loss from removing all calorimeter
variables is not acceptable, but the result indicates that the calorimeter variables are the main source
of pile-up dependence. From the full variable set, variables are then removed one at a time to study
their influence on the pile-up dependence and their impact on the discrimination power. Both the
redefined variables developed in the last section as well as the original version are tested. Variables
not contributing significantly to the background rejection are dropped, especially if they increase
the pile-up dependence. Removing variables from the set has an influence on the importance of the
remaining variables, so that the search for the critical variables (in terms of background rejection)
involves many iterations. It is found that the variable Eiso

T is not crucial for a good background
rejection as long as the isolation region is covered by other variables, for instance by the much less
pile-up dependent track variables. A similar observation is made for the other calorimeter variables,
so that the more pile-up robust versions (redefined in the smaller cone) are favoured over the original
versions.

Either of the variables fcent or Rcal is found crucial for a good background rejection, but both result
in a Nvtx dependent BDT score. As a new strategy, a pile-up correction term for such variables is
tested. The correction follows a similar logic as before, adding a correction term α × Nvtx to the
variable. The factor α is obtained by plotting the variable mean as a function of Nvtx and fitting a
linear function, as shown in Fig. 5.17 for fcent. The slope is directly defining α. Compared to the
isolation energy Eiso

T correction, the pile-up term is small relative to the variable values, so that the
shape and variable range is not altered drastically.

The variable set is revised again under consideration of pile-up correction terms for calorimeter
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Figure 5.17: Redefined central energy fraction fcent with and without pile-up correction term for
tau candidates with any number of tracks. (a) fcent as a function of Nvtx for signal
candidates. The line indicates the linear fit to determine the pile-up correction strength
parameter. (b) Normalised distribution for signal and background candidates.

variables. Furthermore, high momentum tau leptons from Z′ samples and high momentum jets from
data are included in order to test the high pT behaviour. The final set is shown in Table 5.2 in com-
parison with the 2011 variables sets. The number of calorimeter variables is considerably reduced.
The variable fcent is the only variable remaining that is based on calorimeter information only. The
redefined version using the smaller calorimeter cone is used, as it is the case for the mixed track and
calorimeter variable ftrack. For both cases, the additional pile-up term is used to remove the remain-
ing Nvtx-gradient. The pile-up sensitivity of fcent is most apparent in the low momentum region and
decreases with increasing tau momentum. An unfavourable overcorrection is observed at high pT.
An upper threshold for the correction is defined at pT = 80 GeV, and the uncorrected variable is used
above10 Figure 5.18 shows the result of the training with the new variable set. The BDT is trained
inclusively in momentum and Nvtx, which means that only one training is done for the entire momen-
tum range and any pile-up condition. As before, the cut thresholds of the predefined working points
are dependent on the tau momentum. In contrast to the previous BDT working points, no binning
in Nvtx is applied. Nevertheless, the new working points have a stable signal efficiency (as well as
background efficiency) for varying pile-up conditions, and the background rejection is at a compatible
level.

5.3.4. Implementation

The proposed variable changes and the smaller set of variables is implemented in the BDT tau iden-
tification for the 2012 data taking period. The changes are also deployed in the likelihood-based
tau ID [114]. The updated variable set leads to pile-up independent LLH ID working points, even
though the previously used binning in Nvtx is dropped. Furthermore, the smaller calorimeter cone
for the calculation of calorimeter variables and the new (smaller) variable set is taken over by the tau
identification at EF trigger level. However, the variable Nvtx or similar information is not available

10The alternative to a rather abrupt cut-off is a smooth momentum dependent pile-up correction. Due to a time con-
strains, this alternative could not be tested and evaluated properly and the simpler approach was given preference. Another
alternative is to correct the cone energies for pile-up and to derive fcent and ftrack from the corrected energies, which makes
the cut-off redundant. However, the results were not as good as using the subsequent correction in terms of both background
rejection at very low momenta and the BDT score’s pile-up dependence.
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Figure 5.18: Results of the BDT training with the revised variable set for 1-prong (left) and multi-
prong (right) tau candidates: (a,b) BDT score, and (c–f) total efficiency εreco+ID as a
function of Nvtx for the medium working point for signal (c,d) and background (e,f)
candidates. The old BDT (squares) is trained separately for events with 1–5 and > 5
number of vertices. The WP cut thresholds are dependent on the momentum and ob-
tained in 4 bins of Nvtx: 1–3, 4–5, 6–7 and ≥ 8. The new BDT is trained inclusively
for all pile-up conditions, and the cut thresholds are dependent on the momentum only.
The pile-up robustness is obtained by using the revised discriminating variables. The
candidates are obtained from simulated Z,Z′ → ττ samples (signal) and multi-jet events
in 2011 data (background). The candidates are required to have a minimum momentum
of 20 GeV.
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Figure 5.19: Signal (a,b) and background (c,d) efficiency εreco+ID as a function of Nvtx for 1-prong
(left) and multi-prong (right) τh candidates for all working points of the BDT tau ID.
The signal candidates are from Z,Z′ → ττ and W → τν simulated samples. The
background candidates are obtained from multi-jet events in 2012 data [114].

at trigger level so that the pile-up correction term cannot be used. The main technique to reduce the
pile-up dependence of the tau trigger is rejecting tracks which are far away from the leading track in
the RoI in terms of ∆z0 [104].

In the transition to 2012, many reconstruction algorithms were updated and prepared to cope with
the expected higher pile-up conditions. Among other things, the topocluster thresholds were adjusted
to be more robust against energy deposits from pile-up. The changes are passed on to the tau can-
didate. Since the pile-up studies were performed on a sample from the 2011 data taking period, the
correction term had to be re-obtained and the BDT was re-trained using samples processed with a
preliminary 2012 software release. As a result of the updated noise thresholds, the pile-up correction
term reduced by approximately a factor 2.

The final evaluation on 2012 samples is shown in Fig. 5.19 for all working points.
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5.4. Hadronic tau decays in 2012

5.4.1. Reconstruction and identification

As in 2011, anti-kt jets (parameter R = 0.4) are the seeds of tau reconstruction. The jet is build from
topoclusters calibrated at LC scale and has to fulfill pT > 10 GeV and |η| < 2.5. The tau vertex treat-
ment has been updated. The vertex with the highest jet vertex fraction is now used as the coordinate
system’s origin (tau vertex). To begin with, the tau detector axis is defined as the barycenter of the
clusters within ∆R ≤ 0.2 around the jet seed axis, assuming massless clusters. The position of these
clusters is recalculated with respect to the tau vertex and their four-vector sum is recalculated. The
result defines the tau momentum at LC scale and the tau intermediate axis11. Tracks are associated
to the tau candidates, if they are within ∆R ≤ 0.2 (core tracks) or within 0.2 < ∆R ≤ 0.4 (isolation
tracks) around the intermediate axis. While the core tracks define the multiplicity (variable Ntrack),
the isolation tracks (variable Niso

track) are used only for the calculation of discriminating variables. The
track quality criteria are unchanged with reference to the 2011 reconstruction [104, 114].

The discriminating variables are calculated with respect to the intermediate axis, as specified in
Appendix A. As a result of the studies described in the previous section, a reduced variable set is
adapted for the BDT and LLH tau ID, in order to enhance the pile-up robustness of the algorithms. For
the same purpose, the variables fcent and ftrack are redefined in the smaller cone ∆R < 0.2 and receive
a linear pile-up correction term. The final BDT tau ID variable set is enhanced by three variables,
due to a new algorithm describing the neutral pion content of the decay cone, which became available
during the year 2012.

The new pion reconstruction algorithms [115, 116] splits into two parts: a π0 counter and a π0

finder. It is optimised on signal tau candidates which pass a medium tau identification working point.
The counting algorithm is based on the sequential application of two BDTs. The first BDT separates

candidates with and without neutral pions. The second BDT then distinguishes decays with one or
two neutral pions. The number of neutral pions found by the counting algorithm is thus limited to
Nπ0 = 0, 1, 2. The two BDTs are based on the same list of input variables. The variables are based on
the general shower structure and not on the identification of specific clusters. They make use of the
fact that the neutral pions decay to photons and thus appear as an electromagnetic shower in the first
layers of the EM calorimeter, while the charged pions produce a hadronic shower reaching out into
the hadronic calorimeter. The variables used are:

• 1/ ftrack = ET/pleadtrk
T : The track fraction (or its inverse) peaks at 1 in decays with only one

charged hadron, i.e. π0-less 1-prong decays.

• EEcal/ptracks: The ratio of the energy in the electromagnetic calorimeter and the total track
momentum is smaller than 1 for decays without neutral pions, because the energy deposition
for the charged hadrons is expected to reach out to the hadronic calorimeter.

• f π
±

Ecal = (ptrks − EHcal)/EEcal: The ratio of the estimated charged hadron energy in the electro-
magnetic calorimeter and the measured energy in the electromagnetic calorimeter peaks at 1 if
no neutral pions are present. Otherwise, values lower than one are expected.

• Nstrip: The number of cells in the strip layer is higher if neutral pions are present.

• fPSS = EPSS/(EEcal + EHcal): The energy fraction is the presampler and strip layer is, similar to
Nstrip, higher for decays with neutral pions.

11The final tau axis is defined after the tau energy calibration (Sec. 5.4.3).
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The distributions for the different decay modes are shown in Fig. 5.20. The BDTs are trained on
signal candidates from Z → ττ and Z′ → ττ samples. The first BDT is trained on true hadronic
decays without neutral pions versus decays with (any number of) neutral pions. The second BDT is
trained on 1-prong tau candidates with a single π0 versus candidates with more than one π0. Finally,
sequential cuts on the two BDT scores are defined to give optimal separation. The final distribution
is shown in Fig. 5.20(f).

Another algorithms is responsible for finding the cluster or pair of clusters which meets the appear-
ance of a neutral pion best. The so-called π0 Finder works independent of the π0 counting algorithm,
meaning that the variable Nπ0 is independent on the number of neutral clusters identified. In fact,
the π0 Finder identifies at least one neutral cluster in all cases, and a maximum of two clusters. The
search for two clusters is done in order to catch cases in which the two photons of the pion decay
are sufficiently separated to create two clusters. The algorithms considers all clusters within the cone
∆R < 0.3. Assuming that an actual tau decay is confined within the core cone, the energy in the out-
ermost ring (0.3 < ∆R < 0.4) is used to estimate the contribution from pile-up and underlying event
activity to each inner cluster. For the clusters with positive energy (after the correction) the effective
number of clusters is calculated, so that only the most energetic clusters are used in the calculation
of the π0 likeness score. Both, single clusters and any pair (sum) of two clusters are considered. The
score is mainly based on the cluster’s (or cluster-pair’s) energy in the presampler and strip layer, and
the energy fraction in the hadronic calorimeter. The π0 likeness score is high if the former is large
and the latter is small. The cluster or cluster-pair with the highest score gets selected as the π0 cluster.
Finally, an energy correction is applied on the chosen π0 cluster to reduce effects of hadronic shower
contamination. The π0 Finder picks the cluster closest to the generator-level π0 in 76% of the time.

The summation of the reconstructed π0 clusters and the core tracks lead to a new tau four-vector, de-
noted π0-and-track-system here. For the summation, the charged and neutral pion masses of 140 MeV
and 135 MeV are assigned to the tracks and cluster, respectively. If a cluster-pair is found, the two
clusters are combined before the mass is assigned, assuming that the two clusters represent two mass-
less photons rather than two neutral pions. From the π0 reconstruction information, three new vari-
ables are constructed and included into the BDT variable set:

• Nπ0 : The output of the π0 counting algorithm.

• pπ
0+tracks

T /pT: The momentum of the π0-and-track-system compared to the calorimeter-only
measurement. The latter is the 2012 default tau momentum, fully calibrated.

• mπ0+tracks: Invariant mass of the π0-and-track-system.

The distributions are shown in Fig. 5.21. The additional variables improve the background rejection
by 15-20% for 1-prong tau candidates and 25-30% for 3-prong candidates, depending on the working
point12. Since the π0 counting and reconstruction is constructed in a pile-up robust way, the BDT
pile-up strategy remains unchanged.

5.4.2. Lepton vetos

Electron veto

After the rejection of QCD-jets, the main background comes from leptons, in particular electrons.
A BDT based veto is used to reject electrons. In addition to the variables used for the rejection

12The numbers are heavily dependent on the background considered, especially the quark-gluon mixture of the jet
sample, the momentum range, the working point etc. The numbers here relate to the samples used for the tau ID studies in
this thesis, i.e. a Z → ττ signal sample and multi-jets from 2012 data, for a momentum range of 15 GeV to 80 GeV.
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Figure 5.20: (a)–(e) Input variables for the BDT to determine the number of neutral pions, and (f)
the resulting distribution. The distributions are shown for 1-prong and 3-prong signal
candidates. They subdivide into the main decay modes, given by the number of neutral
hadrons of the associated true tau decay (truth-matched). The distributions are not nor-
malised, so that they reflect the composition of the signal candidates. The histograms
are overlapping in (a)–(e), and stacked in (f). The signal candidates are taken from
simulated Z → ττ events.
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Figure 5.21: Additional variables for the BDT tau ID which are based on the decay substructure for
1-prong (left) and 3-prong (right) candidates. The distributions are normalised to unity.
The signal candidates are taken from simulated Z → ττ events and the background
candidates are obtained from multi-jet events in 2012 data.
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of QCD-jets, information from specific detector subsystems are of great importance. The electron
creates an electromagnetic shower which does not reach into the hadronic calorimeter. The shower
fraction within the ECAL is therefore a good discriminator. Electrons passing through the transition
radiation tracker are more likely to emit transition radiation than pions. This fact provides the other
most important variable for the rejection of electrons, namely the ratio of high-threshold hits over low-
thresholds hits. This variable peaks higher for electrons than for pions. BDTs are trained separately
for different pseudorapidity regions. A main reason for this is that the TRT information is not available
for η > 2.0. Three working points for the electron veto are defined targeting signal efficiencies of 75%,
85% and 95% [104, 114].

Muon veto

Muons are not easily mistaken with hadronic tau decays, because they are unlikely to deposit enough
energy in the calorimeter. Furthermore, they can generally be avoided by rejecting any tau candidates
that overlap geometrically with reconstructed muons. A very loose muon reconstruction quality en-
hances the performance of the overlap removal thereby considerably. A cut-based muon veto can be
applied to reject muons that are not rejected by the overlap removal, because they fall into inefficient
detector regions or are stopped before reaching the muon detector system. The muon veto is mainly
based on two variables, the fraction of calorimeter energy deposited in the ECAL and the ratio of track
momentum and calorimeter energy. The calorimeter deposit of muons reconstructed as tau leptons are
found to concentrate in either the HCAL or ECAL, but seldomly spread over both, as it is the case for
real hadronic tau decays. The EM energy fraction therefore shows extreme values for mis-identified
muons. Furthermore, the track momentum does not match the calorimeter energy deposition, so that
the ratio of the two tends to be unsually high or low. The muon veto has a signal efficiency better
than 96% and rejects about 40% of the muons. The numbers are however highly dependent on the tau
lepton and muon identification working points [104, 114].

5.4.3. Tau energy scale

The tau energy is determined through the calorimeter energy deposit. A calibration step optimised
for hadronically decaying tau leptons brings the energy from the LC scale to the tau energy scale
(TES). As described in Sec. 4.2, the LC scale is applied to all jet objects and corrects for the non-
compensating detector, energy deposits outside the reconstructed clusters, and insensitive detector
regions. The TES takes into account the specific tau characteristics, for instance, the composition of
the decay (mainly charged and neutral pions) and the smaller reconstruction cone (∆R < 0.2). In the
main calibration step the energy is brought in agreement with the true energy within a few percent
on the base of simulated decays. It also removes significant dependencies on the energy, the pseu-
dorapidity, the track multiplicity and the pile-up conditions. Reconstructed true hadronic tau decays
satisfying the medium tau identification with pT ≥ 15 GeV are used to obtain the calibration. The ratio
of the reconstructed energy and the true energy is obtained in intervals of true energy, and separately
for various η regions and 1-prong or multi*-prong candidates. For each interval, the distribution of
the ratio is plotted and fitted with a Gaussian function in order to determine the mean value. The mean
values as a function of the average reconstructed energy in each given interval are then fitted with an
empirically derived function and represent the response curve (see Fig. 5.22(a)). Additional small
corrections are applied to correct for insensitive detector regions and contributions from pile-up. The
energy resolution for the fully calibrated 1-prong tau candidates is shown in Fig. 5.22(b)). For low
momentum tau leptons, it is about 20% and saturates for tau leptons of a few hundred GeV at about
5%.
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Figure 5.22: (a) Response curves as a function of the reconstructed energy at LC scale, ELC, for
1-prong tau candidates and the different pseudorapidity regions. The markers cover
approximately the range with transverse energy ET,LC > 15 GeV. Only statistical uncer-
tainties are shown. (b) Energy resolution of 1-prong tau candidates for different pseu-
dorapidity regions. The resolution is given by the standard deviation of a Gaussian fit to
the distribution (Ereco − Etrue,vis)/Etrue,vis in a given range of Etrue,vis and |ηtrue,vis| [104].

In a second step, the tau energy scale is validated and small corrections are obtained to correct
for modelling differences in simulation and data. Furthermore, the TES uncertainties are determined.
Two complementary approaches are used: a deconvolution method and a tag-and-probe measurement.

The first method deconvolutes the hadronic tau decay into its single components. Each single par-
ticle response is studied and then propagated to the final calorimeter response under consideration
of the decay branching ratios. The response of low momentum charged hadrons is determined from
in-situ E/p measurements in low pile-up data. The response of high-momentum charged hadrons is
obtained from test beam measurements for the central detector region (|η| < 0.8), and comes from
simulation otherwise. Electromagnetic showers are studied in Z → ee decays and used for the re-
sponse of neutral pions. For the determination of the total TES uncertainty, contributions due to the
detector modelling, underlying event and pile-up activity, the non-closure of the calibration method
and the hadronic-shower model are added. The total uncertainty is 2%–3% for 1-prong tau candi-
dates, and 2%–4% for multi*-prong candidates, depending on ET and η. Furthermore, a TES shift of
about 1% is observed (and corrected for).

The alternative approach is an in-situ measurement using Z → ττ events, in which one of the tau
leptons decays leptonically to a muon and the other one decays hadronically. The visible mass peak
of muon and the hadronic tau decay allows to obtain the TES shift and its uncertainty. The shift is
determined by changing the measured tau energy in small steps until the peak position in data and
simulation matches. The observed shift confirms the findings of the deconvolution approach [104,
117].

5.4.4. Performance measurement: tau ID

The efficiency of the tau identification algorithms in data and simulation is compared in a tag-and-
probe analysis. A sample enriched in Z → ττ events is selected, in which one tau lepton decays
leptonically to either a muon or electron (tag) and the other tau lepton decays hadronically (probe).
Both channels are first measured individually and are then combined to improve the measurement
precision. The main background in this analysis are other Z decays, W events and multi-jet events.
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Figure 5.23: Correction factors needed to bring simulated tau candidates to the level of data for the
three pre-defined BDT tau ID working points, for (a) 1-prong and (b) 3-prong candi-
dates with pT > 20 GeV. These are the data/MC scale factors described in the text. The
correction factors are shown for the individual lepton channels as well as the combina-
tion [104].

The Z and W events are suppressed by requirements on the missing transverse energy, for instance
on the transverse mass of the lepton and Emiss

T and the relative direction to the lepton and the tau
candidate. The purity is further enhanced by requirements on the visible transverse mass of the lepton
and the tau candidate. The multi-jet background is estimated in a template fit of the extended track
multiplicity of the tau candidate. This variable counts tracks in a wider radius around the candidate,
but suppresses tracks from pile-up and underlying event activity with relative momentum and sepa-
ration requirements. It is given by the sum of core tracks and outer tracks. Outer tracks have to be
within 0.2 < ∆R < 0.6 and satisfy pT > 500 MeV and pT(core track) / pT(track) × ∆R(core track,
track) < 4.0 with at least one of the core tracks. The extended track multiplicity is fitted using sep-
arate signal templates for simulated 1-prong and 3-prong tau candidates and a background template
estimated from data. The fit is performed for tau candidates before and after applying different levels
of tau identification, and the identification efficiencies are obtained. Scale factors are obtained by
comparing the efficiencies measured in data and simulation [104].

The data/MC scale factors are shown in Fig. 5.23. They are consistent with unity for the medium
working point of the BDT tau ID, and are slightly higher (lower) for the loose (tight) working point.
For tau candidates with pT > 20 GeV, uncertainties amount to 2.5% and 4% for 1-prong and 3-
prong candidates, respectively. For tau leptons with lower momentum, the uncertainties increase to
a maximum of 15% [104]. Cross check analyses performed in a sample enhanced in W → τν and tt̄
events show consistent results, but come with higher uncertainties [114]13.

For the future it is planned to provide continuous scale factors, which are not confined to the pre-
defined working points, but provided for the BDT score directly. This opens the possibility to explore
the entire BDT score in an analysis and simplifies the creation of working points individually for an
analysis.

Scale factors are also measured for the electron veto. A tag-and-probe analysis is performed in
a sample enhanced in Z → ee events, where one of the electrons is identified as such (tag) and
the other one is mis-identified as an hadronically decaying tau lepton. The latter may not overlap

13The cross check analysis have been performed on the earlier version of the BDT tau ID, i.e. the version without the
substructure variables.
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geometrically with an identified electron. Requirements on the momentum of the tag electron and the
transverse visible mass suppress contamination from Z → ττ events. Scale factors are obtained for
different combinations of identification levels of the overlap removal, the tau ID working point, the
electron veto working point, and for different pseudorapidity regions. Uncertainties are about 10%
for the loose electron veto, but can be significantly larger for the tighter working points or specific η
regions [104].

5.5. Momentum dependence of the BDT

The discriminating variables show a clear dependence on the tau momentum, due to the decreasing
decay cone size for a boosted tau lepton. The major SM processes with tau leptons in the final state
are the decays of W, Z and Higgs bosons. The visible tau decay products of such events accumulate
in the low momentum region, below 40 GeV. Therefore, the focus of the tau ID algorithms is on this
momentum region. Nevertheless, the algorithms need to perform well at any tau momentum range,
in order to allow searches for physics beyond the SM.

Besides including simulated Z′ decays in the training sample, no optimisation of the identification
of high-pT tau leptons is done. For instance, the BDT is trained inclusively in momentum and has
no direct access to pT(τh). In this section, the following aspects of the momentum treatment are
investigated: the reweighting with respect to the pT spectrum and possible gains of a pT-flattening of
variables.

5.5.1. Samples and setting

The studies are based on 8 TeV simulated Z → ττ samples (signal) and multi-jet events from data
(background), following the procedure and object definition as described in Sec. 5.3.1. The BDT
training options were optimised as part of the introduction of substructure variables to the BDT tau
ID (Sec. 5.4.1). Accordingly, the new BDT setting is used for the following studies. The major
change is the introduction of pruning in order to reduce the tendency to overtraining. The pruning
step is applied at the very end, after the forest has grown to its maximum size. Starting at the bottom,
the trees are cut back by removing all statistically insignificant nodes [107]. The pruning algorithm in
use is ‘CostComplexity’ with a strength of 60. With the exception of the number of total trees, which
is increased to 70, other settings are not changed. Since pruning is discussed controversially [107],
the results are cross checked using a setting without pruning. In order to avoid overtraining, the tree
depth is limited to 8 or smaller, depending on the size of the sample and the number of variables. Even
though small performance differences are seen comparing the two training settings, the conclusions
are identical with both settings, i.e. comparing different variable sets within one setting shows the
same behaviour (improvement / degradation / changes of momentum dependence / ...) in both settings.
Therefore, only results obtained with the pruning-setting are shown here.

5.5.2. Reweighting

If the background and signal pT-spectra deviate significantly, a reweighting of one sample is per-
formed so that the spectra are equalised. This is done in order to prevent a separation of signal and
background based on momentum, since the momentum as such is not a feature of the decay. In or-
der to understand the impact of the reweighting, BDTs are trained with varying pT spectra, shown
in Fig. 5.24. The default training setup takes the ‘input background’ spectrum as a basis and the
signal sample is reweighted to match it. The BDT is then trained for different scenarios, in which
background and signal samples are either following the same spectra (‘default’, ‘both flat’ and ‘both
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Figure 5.24: Momentum spectra for the 1-prong BDT training. (a) Spectra of the unweighted back-
ground (squares) and signal (diamonds) τh obtained from multi-jet events in data and
simulated Z → ττ events, respectively. (b) Artificial pT spectra.

rising’) or different spectra (‘sig rising, bgr falling’, ‘bgr rising, sig falling’, ‘no reweighting’). As
shown in Fig. 5.25, the latter setups increase the momentum dependence of the BDT score. The
matching spectra show approximately the same dependence, which is especially not influenced by
the spectrum’s tilt. For the tau ID working points, the momentum dependence is removed by defining
pT dependent score thresholds. A flat score is nevertheless preferable to allow for a simple definition
of control regions based on the BDT score in an analysis14. The influence of different input spectra
on the background rejection power is shown in Fig. 5.26. The trainings done with opposite spectra for
background and signal perform worse in each of the small pT ranges. The default and the unweighted
spectra perform equally well, and show the best background rejection in the low momentum region.
This meets the requirements as analyses suffer from a high background in this region.

5.5.3. Flattening

The pile-up dependence of the BDT score could be significantly reduced by applying a pile-up cor-
rection to only two variables. The same approach is investigated for the pT dependence. Furthermore,
it is studied whether the performance in any momentum region can be improved by using pT inde-
pendent discriminating variables. The starting point is again the final 2012 variable set (including the
substructure related variables). The default reweighting options are used, i.e. the simulated Z → ττ

signal candidates are reweighted to match the pT spectrum of the background candidates from multi-
jet events in data.

For the investigation of the momentum dependence of the BDT ID, flat cuts on the score are used in
order to define the identification working points. The identification efficiency using these untuned WP
as a function of momentum is shown in Fig. 5.27. After a rising phase the signal efficiency curves
start leveling out around 40 GeV. The behaviour resembles the momentum profile of the variables
central energy fraction fcent and track radius Rtrack, which are therefore natural candidates to start
with. The signal profile of each variable is plotted versus momentum, and a function is chosen to fit
it. Since the study is intended to primarily explore the potential of a flattening procedure, the fit is not
optimised and an arbitrary function is chosen that fits well within the training pT range of 15 GeV to
80 GeV. This is illustrated in Fig. 5.28(a) for fcent and in Fig. 5.28(b) for Rtrack. Besides the change

14See for example the tau identification efficiency measurement in Ref. [109].
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reweighted for the other setups. They either follow the same flat (up-side-down tri-
angle) or rising (square) spectrum, or opposite spectra with rising signal and falling
background (triangle) or vice-versa (circle). The spectra are shown in Fig. 5.24.
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Figure 5.26: Background rejection versus signal efficiency for three momentum regions and for sam-
ples reweighted to different pT input spectra but otherwise identical training options.
The same (unweighted) spectra have been used for the efficiency curve, even so they
have little influence here due to the small pT ranges used. The increasing pT ranges
reflect the decreasing number of events available.
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Figure 5.27: Signal (a) and background (b) efficiency εID as a function of τh momentum. The iden-
tified candidates pass a flat cut on the BDT score, targeting overall signal efficiencies of
90%, 80%, 70%, 60%, 50%, 40%, 30% and 20%. The tau candidates are 1-prong τh

from a simulated Z → ττ sample (signal) and multi-jet events from data (background).

of the mean value with pT, also the width of the distribution changes, here defined as the (symmetric)
standard deviation in each bin. Therefore, both the mean and the width are fitted:

fitted mean of pile-up corr. fcent : m(pT) = − 2.87×103

pT
− 1.10 × 10−7 pT + 1.00 × 10−2 , (5.6)

fitted spread of pile-up corr. fcent : s(pT) = − 5.23×103

pT
− 3.36 × 10−7 pT − 0.98 × 10−2 , (5.7)

fitted mean of Rtrack : m(pT) = 0.76×103

pT
− 1.71 × 10−7 pT + 2.63 × 10−2 , (5.8)

fitted spread of Rtrack : s(pT) = 0.51×103

pT
+ 0.19 × 10−7 pT − 1.00 × 10−2 . (5.9)

Two ways of variable flattening are tested: a simple flattening of the mean value by subtraction of
the fitted function, and a variable transformation that pT-flattens the width along with the mean. The
idea behind the latter is inspired by the fact that the decision tree consists of simple cuts, which are
not necessarily applied at the variable’s mean value. A highly varying width can therefore lead to a
momentum dependent identification efficiency. The two transformations are defined as follows, using
the fitted functions m(pT and s(pT):

Flattened variable x: xflat = x − m(pT) (5.10)

Spread-flattened variable x: xspread−flat =
α

|s(pT) − m(pT)|
× xflat . (5.11)

The factor α can be arbitrarily chosen and is set to the average width over all pT bins, α = average(|s(pT)−
m(pT)|). For simplicity reasons, no off-set correction is applied and the distribution is shifted towards
zero. The values as such are hard to interpret, but the BDT training is not affected by the global
shift. The flattened and spread-flattened variables fcent and Rtrack are shown in Fig. 5.29. A BDT is
then trained with the default variable set with replacing both fcent and Rtrack with their flattened or
spread-flattened version.

The result is shown in Fig. 5.30 for flat BDT score thresholds targeting different signal efficiencies.
Both trainings show a much smaller pT dependence compared to the default set as shown in Fig. 5.27.
The use of flattened variables leads to a BDT score which is on average pT independent (correspond-
ing here to the 50% WP). The WPs further away from the average show an increasing dependence.
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5.5. Momentum dependence of the BDT
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Figure 5.28: Momentum dependence of (a) the pile-up corrected central energy fraction fcent and (b)
the track radius Rtrackfor 1-prong signal candidates. The points show the mean value per
pT bin and the band indicates the standard deviation. The solid curves show the fitted
mean and width, as given in Eq. (5.6) to (5.9).
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Figure 5.29: The flattened (top) and spread-flattened (bottom) variables pile-up corrected central en-
ergy fraction fcent and track radius Rtrack as a function of momentum. The points show
the mean value per pT bin and the band indicates the standard deviation. The 1-prong
tau candidates are from a simulated Z → ττ sample (signal) and multi-jet events from
data (background).
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Figure 5.30: Signal (left) and background (right) efficiency εID as a function of τh momentum for a
BDT trained with the default variable set replacing fcent and Rtrack with their flattened
(top) or spread-flattened (bottom) version. The identified candidates pass a flat cut on
the BDT score, targeting overall signal efficiencies of 90%, 80%, 70%, 60%, 50%,
40%, 30% and 20%. The tau candidates are 1-prong τh from a simulated Z → ττ

sample (signal) and multi-jet events from data (background).

This observation points towards an influence of the momentum dependent width of the input vari-
able. Indeed, the training with the spread-flattened variables shows an improved behaviour. Over the
full range of working points, the signal efficiency is notably flattened, despite the fact that only two
of in total eight variables were modified. The behaviour of the background is also of importance.
Figure 5.30 shows that the background efficiency flattens along with the signal efficiency, which is
important in order to maintain a high rejection power. A closer look at the discrimination power in
bins of pT (Fig. 5.31) shows indeed that the background rejection is not significantly influenced by the
transformation of the variables. While this (unfortunately) means that the procedure cannot positively
influence the background rejection at high τh momenta, it indicates that current tau ID does not suffer
from the momentum dependence of the input variables.

Also a flattening of other variables than fcent and Rtrack is tested along with different combinations
of altered and unaltered variables. The flattening of additional variables does however not further
improve the momentum dependence. In addition, there is no straight forward way to transform integer
valued variables as for example the number of isolation tracks.
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5.6. Substructure
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Figure 5.31: Background rejection versus signal efficiency for the three BDT trainings using dif-
ferent versions of fcent and Rtrack: the default version, the flattened-version and the
spread-flattened version. The performance of the 1-prong candidates is shown for three
momentum regions.

5.5.4. Conclusion

The reweighting study underlines the importance of equalised momentum spectra for signal and back-
ground candidates. The rapidly falling background pT spectrum puts the focus of the BDT training
on the low momentum region, which matches the current analysis’ focus.

The momentum dependence of the BDT score can be reduced by a flattening of only a few input
variables. However, this does not lead to an improved background rejection in any momentum region
under investigation. While an intrinsically pT independent BDT score is favourable, flattened (and
even more so a spread-flattened) variables add to the complexity of the identification method. At this
point, the study was not continued, due to the availability of new substructure algorithms. The focus of
the algorithm development switched towards studies potentially leading to an increased background
rejection. These studies are described in the next section.

Not explicitly mentioned before is the influence of the momentum dependence on the performance
plots showing the background rejection versus the signal efficiency. For an optimal comparison of
different BDTs the influence of the score’s pT dependence needs to be eliminated. This can be done
by creating the performance plots in bins of pT as done in Fig. 5.31. Another possibility is to apply
pT dependent cuts on the score, as it is done in the construction of the default working points.

5.6. Substructure

During 2013 new algorithms exploring the tau decay substructure became available. The new algo-
rithms focus on the energy flow within the decay in order to specifically identify the charged and
neutral pions [118]. Only one of the new algorithms is discussed here, which was in the focus of
the author’s investigations. Others focussed on the remaining algorithms and came to similar con-
clusions. The algorithm under study is an improvement of the version described in Ref. [119]. The
ECAL energy deposit of the charged pions is determined from the track and HCAL measurement.
The expected energy deposition is then subtracted cell-by-cell from the calorimeter clusters, based on
average charged pion shower shapes. The remaining ECAL cells are reclustered, using the topoclus-
tering algorithm. Neutral pions are identified within the group of neutral clusters with the help of
a BDT. Contributions from pile-up, noise and an imperfect subtraction are suppressed as part of the
neutral pion identification. All steps are optimised to correctly identifiy the neutral pions within a
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5. Tau identification

true hadronic tau decay, so that the reconstructed neutral and charged pions can be used to build the
tau candidate. While the new algorithm is expected to greatly increase the tau momentum resolution
and position measurement, the effect on the background rejection is not obvious. The algorithm is not
tuned to differentiate between a QCD-jet and a true tau decay. It is therefore an interesting question
whether to base the future tau ID entirely on the new substructure or to keep the current approach.
Another question is whether the current tau ID can profit from the new substructure information. The
development of the new algorithms as well as the investigations regarding tau ID are still ongoing
within the ATLAS collaboration. Only the author’s contributions are presented here, with a focus on
the more general observations that are unlikely to be influenced by future developments of the sub-
structure algorithms. Several ways of implementing the new substructure information and algorithm
are investigated:

• Replacement of the substructure variables in the 2012 tau ID by the corresponding variables
based on the new algorithm.
→ The replacement does not lead to significant differences in performance. However, small
observed differences turn out to be sensitive to the version of the new algorithm used. Since the
algorithm is still under development no final conclusion can be drawn at this point.

• Development of additional substructure related variables.
→ The additional variables are based entirely on substructure objects. They are inspired by
existing variables and describe for example average radii, maximum distances, multiplicities or
energy ratios. Different aspects and findings are discussed in sections 5.6.1, 5.6.2 and 5.6.4.

• Replacement of the currently cell-based variables by cluster-based variables.
→ Driven by the idea to base the tau reconstruction and ID entirely on substructure objects,
replacements for the current variables are searched for. Especially, this requires the transition
from a cell-based to a cluster-based calculation of variables. The implications are discussed in
Sec. 5.6.3.

• Replacement of the currently calorimeter-based tau axis to an axis given by the identified
charged and neutral pions.
→ First trainings using the new axis show no significant differences in performance, but more
detailed studies are necessary to understand the impact on the various discriminating variables.
Here, this part of the study is not discussed further.

Finally, in Sec. 5.6.5 a variable set is discussed which is not dependent on a specific substructure
algorithm. Rather, the set includes variables that are very sensitive to the substructure of the decay.

The following studies are based on 8 TeV simulated samples (signal) and 2012 data (background),
using a version of the substructure algorithm from summer and autumn 2013. The same training
options and object definitions are used as in the previously described study (see Sec. 5.5.1).

5.6.1. Cluster reconstruction

Figure 5.32 shows the number of neutral clusters in comparison to the number of identified π0. While
the latter is a pile-up robust variable, the former is not. However, the discrimination of background
and signal is much more distinct in the number of neutral clusters, especially for 1-prong candidates.
This reveals a critical point: in the π0 identification process, the algorithm rejects the soft clusters
that appear numerously in a QCD-jet. What remains are τ-like objects, and the shapes of signal and
background variables become similar. A tau identification exclusively based on the identified charged
and neutral pions is therefore unlikely to be strong. A major ingredient for the discrimination of
QCD-jets are the clusters that fail the pion reconstruction. A good example for this circumstance
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5.6. Substructure

is the variable pπ
0+tracks

T /pT (Fig. 5.21). It provides separation power based on the rejection of low
energetic clusters in a QCD-jet, causing the substructure-based calculation of the tau momentum to
differ from the calorimeter-based calculation (which considers all core clusters).

5.6.2. Isolation cone clusters

The reclustering of ECAL cells is done within the full cone of ∆R < 0.4, but the energy subtraction
from charged pions is performed in the smaller cone of ∆R < 0.2 only. The reclustered ECAL cells
in the isolation annulus 0.2 < ∆R < 0.4 represent a new group of clusters, called outer ECAL clusters
here. An interesting observation is the fact that a BDT training including the number of outer ECAL
clusters or their summed up energy leads to additional background rejection. This seems to contradict
earlier findings, in which the isolation energy Eiso

T did not contribute significantly. A closer inspection
reveals the key difference: while Eiso

T takes into account the energy in both ECAL and HCAL, the
outer ECAL clusters are based on the ECAL only. Unfortunately, the pile-up dependence of the
number of outer ECAL clusters can not be ignored. Using the cluster energy instead of the (integer)
number of clusters offers the possibility to apply a pile-up correction. The variable works equally
well in terms of performance.

5.6.3. Clusters and cells

Attempts to replace the cell-based calorimeter variables fcent and ftrack by cluster-based versions did
not lead to satisfactory results. Especially the central energy fraction profits from being based on
cells, rather than clusters. Summing up cells in various cones provides the fraction of energy close to
the tau barycenter independent of the cluster sizes and shapes. If instead entire clusters are summed
up, this can not be ensured. A cluster can have its barycenter within the innermost cone, but can have
tails far out in the outer cone. Especially for candidates with only a few clusters, all clusters can have
their barycenter either within or outside the central cone, which leads to the extrem values of 1 or 0
if the clusters are taken to calculate the central energy fraction. Since the number of neutral clusters
and even more so the number of reconstructed neutral pions is small, a cluster-based calculation of
fcent weakens the variable considerably. The fact that fcent is based on cells provides separation power
even for the extrem cases with just a very few topocluster, as shown in Fig. 5.33.

5.6.4. Variable sets for the BDT tau ID

BDTs trained with different variable sets indicate that the strength of the current tau ID lies in the
variety of variables used. The current variables include all objects within the jet and make use of
both the fine detector granularity and the larger scale entities. BDTs trained with additional variables
based on substructure information indicate that the rejection power can be increased. By the end of the
author’s studies, the additional rejection could however not be traced back to a single feature. Rather,
it seems to be the result of many additional variables each contributing a little bit. Unfortunately, the
additional rejection is associated with a decreased pile-up robustness, and it remains the task to find a
good balance between a minimalistic, robust tau ID and maximal background rejection.

5.6.5. Substructure algorithm independent tau ID

Several substructure algorithms are available and the development of all of them is still ongoing.
Therefore, a BDT independent of a specific algorithm (or version) can be an advantage. It offers
the flexibility to choose the algorithm at a later stage and simplifies an unbiased comparison of the
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Figure 5.32: Number of identified neutral pions (top), number of reclustered neutral clusters (middle)
and number of topoclusters (bottom) in the cone ∆R < 0.2, for 1-prong (left) and 3-
prong (right) candidates.
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Figure 5.33: Cell-based (left) or topocluster-based calculation of the variable central energy fraction
fcent for 1-prong tau candidates. (a) – (d) shows a 2-dimensional illustration of the
variable versus the number of topoclusters in ∆R < 0.2, for signal (a,b) and background
(c,d) candidates. Figure (e) and (f) show the rejection capability of fcent per topocluster
bin, by plotting the background efficiency as a function of the signal efficiency for flat
cuts on fcent for a fixed number of topoclusters.
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performance of the different algorithms15. Furthermore, the substructure algorithms are (currently)
not available at trigger level. Therefore, only a BDT that is based on relatively simple discriminating
variables can be synchronised with the tau ID at EF trigger level. A second step of background
discrimination could be applied on top of the substructure independent tau ID. The step could be
optimised for each of the algorithms, so that the best method for a specific purpose can be chosen.
The goal of this part of the study is therefore searching for replacements for the three π0-related
variables used in the final 2012 tau ID, without risking the discrimination power. As described in
Sec. 5.4.1, the π0 counting algorithm used in the 2012 tau ID is based on shower shape variables.
Similar to the other (not substructure-related) variables in the BDT tau ID, they are calculated per
tau candidate and are sums over all clusters or cells within a specific detector layer. The variables do
not rely on the substructure algorithm and can therefore be used in the tau ID BDT. The π0-related
variables mπ0+tracks and pπ

0+tracks
T /pT cannot be easily replaced, because they rely on the reconstruction

of a π0 cluster. The two variables add mainly to the additional rejection of the 1-prong BDT tau ID,
while Nπ0 contributes to a much smaller extend. The 3-prong case behaves the opposite way, with
Nπ0 giving the highest additional rejection and mπ0+tracks contributing least [120].

BDTs are trained by replacing the substructure-based variables Nπ0 , mπ0+tracks and pπ
0+tracks

T /pT by
variables which are input variables to the π0-counting algorithm. Figure 5.34 shows the result of a
training with the replacements fPSS, EEcal/ptracks and f π

±

Ecal. As expected, the 3-prong case shows better
results, because the additional rejection was caused by Nπ0 in the first place. Nevertheless, also the
1-prong case gives very similar performance compared to the original variable set. The disadvantage
of the replacement set is the pile-up dependence. As shown in Fig. 5.35, the dependence is increased
significantly. The π0 reconstruction includes several steps to make it robust against pile-up or noise,
which are missing when the input variables are used directly. However, the background efficiency
plotted versus signal efficiency in bins of Nvtx shows a good performance in all bins. The increased
pile-up dependence is therefore not necessarily a show-stopper, and it is rather a matter of finding a
way to correct for it. A quick test of applying a linear pile-up correction on the three variables shows
good potential (Fig. 5.35) and does not change the discrimination power (Fig. 5.34).

5.6.6. Conclusion

A variable set which is independent of a specific substructure algorithm is proposed. It is achieved
by replacing Nπ0 , mπ0+tracks and pπ

0+tracks
T /pT by fPSS, EEcal/ptracks and f π

±

Ecal. The high background
rejection is maintained by using variables that are sensitive to the tau decay mode. However, the
pile-up dependence of the BDT is signifiantly increased. Therefore, pile-up correction terms need to
be introduced for each new variable.

The investigations concerning the discriminating variables in general show that the strength of the
currect ID is the usage of cell-based variables, which can map small-scale differences of QCD-jets
and tau objects. Cell-based variables are powerful when small cone sizes are considered, which is
also important for high momentum tau leptons. Furthermore, the current tau ID considers all objects
within the reconstructed jet object and a large fraction of the background rejection is based on the fact
that the disciminating variables are altered by soft clusters. The strength of the ID method is hence
based on objects that fail the substructure reconstruction algorithms. Variables that are based on the
comparison of quantities calculated with all objects and with substructure objects (like pπ

0+tracks
T /pT)

are therefore expected to be more powerful than variables exclusively based on substructure objects.
There was no time to develop additional variables of such kind, yet this option could be interesting
for future studies.

15Performance indicators like the success rate of the decay classification or kinematic plots are often created for signal
candidates passing a medium tau ID working point.
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Figure 5.34: Background rejection versus signal efficiency for (a) 1-prong and (b) 3-prong candidates
and for different pile-up conditions. The default variable set with the three substructure-
based variables Nπ0 , mπ0+tracks and pπ

0+tracks
T /pT (circles), is compared to new set with

fPSS, EEcal/ptracks and f π
±

Ecalas a replacement for the three substructure variables (up-side-
down triangle) and the new set with an additional pile-up correction applied on each of
the three variables (triangle).
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Figure 5.35: Signal efficiency as a function of the number of vertices for (a) 1-prong and (b) 3-prong
candidates. The default variable set with the three substructure-based variables Nπ0 ,
mπ0+tracks and pπ

0+tracks
T /pT (circles), is compared to new set with fPSS, EEcal/ptracks and

f π
±

Ecal as a replacement for the three substructure variables (up-side-down triangle) and
the new set with an additional pile-up correction applied on each of the three variables
(triangle).
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6. Search for Z(→ ee/µµ)H(→ ττ)

This chapter describes the search for associated Higgs boson productions with tau leptons in the final
state. The analysis has been carried out by the author single-handed. The object quality requirements
are inspired by a variety of other ATLAS analyses, especially Z boson analyses and Higgs boson
searches. While the fake factor method and the background fit are also commonly used methods as
such, the specific implementation and analysis flow has been developed by the author.

The chapter is structered as follows. Section 6.1 gives an introduction to the search for the Higgs
boson, and the status of the measurements of the Higgs boson properties. The describtion of the
analysis as developed and carried out by the author of this thesis starts in Sec. 6.2 with the search
strategy. It is followed by overview of the data and simulated samples in Sec. 6.3. The different steps
of the analysis are described in Sec. 6.4 to Sec. 6.9. The discussion of uncertainties is interleaved
with the description of the analysis and only summarised in Sec. 6.10. Finally, the result is presented
in Sec. 6.11.

6.1. Searches for the Higgs boson

From the very start, one of the main tasks of the multi-purpose LHC experiments CMS [65] and
ATLAS [64] was the search for the Higgs boson. Before the start of the LHC, the Higgs boson was
being searched for at LEP1 at CERN and at the Tevatron at Fermilab2. The LEP experiments set a
lower limit on the Higgs boson mass of 114.4 GeV at 95% confidence level [123]. A global fit to
electroweak precision data including the lower mass limit from LEP restricted the mass to be smaller
182 GeV at 95% confidence limit (status 2009 [124]). The high luminosity and high energy of the
LHC allowed the ATLAS and CMS collaborations to put tighter constrains on the mass after the first
year of data taking at 7 TeV centre-of-mass energy [125, 126]. In July 2012, nearly 50 years after
its prediction, the experiments announced the discovery of a Higgs-like boson with a mass around
125 GeV in a joined seminar at CERN [127–129].

6.1.1. Production of the Higgs boson in pp-collision at the LHC

The Higgs boson can be produced via four leading processes (Fig. 6.1), ordered by cross section for
pp-collisions at the LHC (Fig. 6.2):

Gluon-gluon fusion (ggF) is the dominant production mode at the LHC. The interaction of two
gluons is mediated by a triangular quark loop to produce a Higgs boson. Since the Higgs boson
coupling is proportional to the fermion mass, the quark loop is dominated by top quarks.

1The Large Electron-Positron (LEP) collider accelerated and collided electrons and positron between 1989 and 2000.
LEP was first operated at a centre-of-mass energy of approximately the Z boson mass. In a second operation phase, the
energy was raised to the WW threshold region. Eventually, the energy was raised to a maximum of 209 GeV in order to
search for the Higgs boson. The experiments were ALEPH, DELPHI, L3 and OPAL [35, 121].

2Fermi National Accelerator Laboratory (Fermilab) is a large accelerator centre in Batavia, Illinois, USA. The Tevatron
was operated from 1985 to 2011, bringing protons and antiprotons to collision at energies per beam of nearly 1 TeV. Main
experiments were CDF and D0 (or DØ, pronounced D-Zero) [122].
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Figure 6.1: Dominating Higgs boson production modes at the LHC: (a) gluon-gluon fusion, (b) weak
vector boson fusion, (c) associated production with weak vector bosons, and (d) tt̄ fusion.

Vector boson fusion (VBF) is an order of magnitude less likely than the gluon-fusion mode. The
two quarks (qq, q̄q̄, qq̄) in the initial state both radiate off a W or Z boson. The vector bosons
then fuse to produce the Higgs boson. The distinct signature of two forward jets in opposite
ends of the detector helps to identify the process over the background.

Associated production or Higgs-strahlung (VH) is the production of a Higgs boson in associ-
ation with a vector boson (W or Z boson). The additional boson can be used to trigger these
events, independent of the Higgs decay mode. This production mode is investigated in this
thesis.

Top quark fusion (ttH) is the production of a Higgs boson in association with two top quarks (tt̄).
At LHC energies, this production mode has the lowest cross section. It will however profit the
most from the increased collision energy in the next data-taking period.

6.1.2. Decay modes of the Higgs boson

The Higgs boson decay branching ratios are largely driven by the mass of the final state particles, due
to the mass dependence of the coupling strength of the Higgs field, as shown in Fig. 6.3. A Higgs
boson with a mass > 160 GeV decays primarily to W±W∓ and ZZ, favouring the decay into W bosons
due to the extra degree of freedom from the electromagnetic charge. Below this mass, one of the
weak bosons has to be produced off-shell, which suppresses these decay modes. The b quarks are the
heaviest fermions that can be produced on-shell here and the decay into bb̄ is therefore dominating.
This decay mode, in the same way as H → gg and H → cc̄, is hard to separate from the dominat
background of multi-jet events at the LHC. The decay into a pair of tau leptons is consequently an
important mode for the study of the Yukawa coupling of the Higgs boson to fermions. Furthermore,
it is the only channel currently accessible to measure the coupling to leptons. The decay H → γγ can
only proceed via a W boson or (top) quark loop, and is greatly suppressed. Nevertheless, this decay
mode played an important role in the discovery of the Higgs boson, due to a clear detector signature,
the very well modelled background, and the high mass resolution.

6.1.3. Status of the searches for the Higgs

The announcement of the discovery of a new Higgs-like boson in July 2012 was based on the full
data set collected with the ATLAS and CMS experiment in 2011 at

√
s = 7 GeV and the first months

of the 2012 data taking period at
√

s = 8 GeV. It was based on a combined measurement of the Higgs
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Figure 11.3: The SM Higgs boson production cross sections as a function of the
center of mass energy,

√
s, for pp collisions. The theoretical uncertainties [39] are

indicated as a band.

(i) Gluon fusion production mechanism

At high-energy hadron colliders, the Higgs boson production mechanism with the
largest cross section is the gluon-fusion process, gg → H + X , mediated by the exchange
of a virtual, heavy top quark [41]. Contributions from lighter quarks propagating in the
loop are suppressed proportional to m2

q . QCD radiative corrections to the gluon-fusion
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Figure 6.2: Cross sections of the Higgs boson production modes for the LHC (pp-collisions), (a) as
a function of the Higgs boson mass for a centre-of-mass energy of 8 TeV, and (b) as a
function of centre-of-mass energy for mH = 125 GeV. The bands indicate the theoretical
uncertainties [8, 130].
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Figure 6.3: Higgs boson decay branching ratios as a function of the Higgs boson mass for (a) the
mass range (120 – 130) GeV and (b) an extended range up to 1 TeV. The bands indicate
the theoretical uncertainties, modified [130].
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Figure 6.4: Summary of Higgs boson searches with the best fit signal strength per channel and for
the global fit (‘Combination’), followed by the observed significance of the excess in
each channel. The di-muon analyses are not yet sensitive to the signal. The upper ob-
served (expected) limit at the 95% confidence level for the signal strength is given in-
stead [131, 132].
(a) Measurements by the CMS collaboration. All numbers are calculated for mH =

125 GeV [133].
(b) Measurements by the ATLAS collaboration. The values for the signal strength are
from Ref. [134], assuming mH = 125.5 GeV, with the exception of the di-photon analy-
sis, which have been updated recently [135]. The combined signal strength is based on
the previous study, with µ = 1.57+0.33

−0.28. The significances are from Refs. [136–139] and
based on the best fit mass.

boson decaying to γγ, ZZ and WW. Since then, more data has been collected, the analyses have
been refined and measurements of properties and additional channels have been carried out. Also the
Tevatron experiments published the results of their full dataset, seeing hints of the newly discovered
boson. An overview of the current status of the SM Higgs boson searches is given here.

With the full 2011 and 2012 dataset available, CMS and ATLAS have released searches for the
decay channels H → γγ,ZZ,WW, ττ, bb, µµ (Fig. 6.4) [131–139]. Even though the first two decay
modes are relatively rare, they have the greatest sensitivity. The decay signature involves photons,
electrons and muons only3, with a good mass resolution and low uncertainties. The excess in data over
the background expectation exceeds the 5σ level in both channels individually. The signal strength is
defined as the observed cross section relative to the SM cross section, µ = σobs/σSM. Combining all
measured decay chains, the best fit signal strength is [133, 134]:

CMS : µ = 1.00+0.14
−0.13 ,

ATLAS : µ = 1.30+0.18
−0.17 .

This is in good agreement with the SM expectation µ = 1.
The decay channels most sensitive to the mass are H → ZZ and H → γγ, which are consequently

used to determine the mass [133, 140]:

CMS : mH = ( 125.02 +0.26
−0.27 (stat) +0.14

−0.15 (syst) ) GeV ,

ATLAS : mH = ( 125.36 ± 0.37 (stat) ± 0.18 (syst) ) GeV .

3The H → ZZ analysis considers ZZ → 4l, l = e, µ only.
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Figure 12: (Left) Results of likelihood scans for a model where the gluon and photon loop-
induced interactions with the Higgs boson are resolved in terms of the couplings of other SM
particles. The inner bars represent the 68% CL confidence intervals while the outer bars repre-
sent the 95% CL confidence intervals. When performing the scan for one parameter, the other
parameters in the model are profiled. (Right) The 2D likelihood scan for the M and e parame-
ters of the model detailed in the text. The cross indicates the best-fit values. The solid, dashed,
and dotted contours show the 68%, 95%, and 99.7% CL confidence regions, respectively. The
diamond represents the SM expectation, (M, e) = (v, 0), where v is the SM Higgs vacuum
expectation value, v = 246.22 GeV.
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Figure 13: Graphical representation of the results obtained for the models considered in Fig. 12.
The dashed line corresponds to the SM expectation. The points from the fit in Fig. 12 (left)
are placed at particle mass values chosen as explained in the text. The ordinates are differ-
ent for fermions and massive vector bosons to take into account the expected SM scaling of
the coupling with mass, depending on the type of particle. The result of the (M, e) fit from
Fig. 12 (right) is shown as the continuous line while the inner and outer bands represent the
68% and 95% CL confidence regions.

(b)

Figure 6.5: a) Result for a model probing different coupling strength scale factors for fermions (κF)
and for bosons (κV). The plot shows the correlation, derived for the individual decay
channels and their combination. For more details on the model, see Ref. [134].
b) Result for a model probing different coupling strength scale factors for each particle
type analysed. The y-axis is specific for fermions and bosons, taking into account the
difference of Yukawa and weak boson couplings. For more details and the model, see
Ref. [133].

Spin and parity measurements done in CMS, ATLAS, and at the Tevatron have rejected various spin
hypotheses and did not find any deviations from the SM expectation [141–143]. JPC = 0++ is clearly
favoured. By combining measurements from all observed decay modes, the Higgs boson couplings
are probed in multiple ways and models, finding no deviation from the SM expectation [133,134]. An
example is shown in Fig. 6.5(a), testing models with deviations of the coupling strength to fermions
or vector bosons. Here, the importance of the di-photon channel becomes clear, being sensitive to
the relative sign due to the interference of W and top quark loops in this decay mode. Figure 6.5(b)
illustrates a fit to a model in which a different signal strength is allowed for each of the studied decay
channels. The deviation is translated into a variable scaling with the particle mass, taking into account
the difference in Yukawa and weak boson couplings. Even though the uncertainties for some decay
channels are still high, the plot nicely demonstrates the scaling of the Higgs boson coupling with
particle mass, for leptons, quarks and weak bosons.

The total Higgs boson decay width Γtot of around 4 MeV [144] cannot be determined directly at the
LHC. However, the relative on-shell and off-shell measurements of H → ZZ give access to the total
width, assuming no energy-scale dependence of the couplings, i.e. no physics beyond the Standard
Model. The analysis has been performed by both CMS and ATLAS, achieving compatible limits for
the 95% CL [145, 146]:

CMS : Γtot/ΓSM < 5.4 (8.0) observed (expected) ,

ATLAS : Γtot/ΓSM < 5.7 (8.5) observed (expected) .

The associated production of a Higgs boson and a weak vector boson (VH) is an important channel
at the Tevatron. The collision of protons and antiprotons at

√
s = 1.96 TeV favours the VH production

over the VBF production. Combining the results of both experiments, D0 and CDF see an excess of
more than 3σ local significance at mH = 125 GeV, dominated by the VH production mode [147,148].

At the LHC, VH production is suppressed as opposed to ggF and VBF, as shown in Fig. 6.2. It
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Figure 16. Best-fit signal strength values, for independent channels (left) and categories (right),

for mH = 125GeV. The combined value for the H → ττ analysis in both plots corresponds to

µ̂ = 0.78 ± 0.27, obtained in the global fit combining all categories of all channels. The dashed line

corresponds to the best-fit µ value. The contribution from the pp → H(125 GeV) → WW process

is treated as background normalized to the SM expectation.
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corresponds to the result of the global fit. The signal distribution, on the other hand, is normalized
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data and expected background distributions, together with the signal distribution for a SM Higgs

boson at mH = 125 GeV. The distribution from SM Higgs boson events in the WW decay channel

does not significantly contribute to this plot.
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Figure 6.6: Results of the CMS search for H → ττ [150].
(a) Mass distribution mττ in the search region optimised for the ZH production mode for
√

s = 8 TeV. The background is normalised according to the global fit result.
(b) Signal strength µ for the best-fit result for the independent search categories, and the
combined result from the global fit, for a SM Higgs mass of 125 GeV. The entries ll+ LL′

and l + Lτh refer to analyses optimised for the VH production modes.

has therefore played a minor role in most LHC Higgs boson searches so far. An exception is the
search for H → bb̄ [139, 149], which happens at relatively high rate, but is hard to separate from the
enormous multi-jet background in the ggF and VBF production modes. The CMS collaboration sees
a 2σ excess, based solely on VH events and being in very good agreement with the SM expectation.
Other analyses suffer from large uncertainties but have started to add dedicated VH search regions
for the decay modes ZZ [136], γγ [133, 135], WW [133] and ττ [150]. Of special interest here is the
latter, which includes the channel under investigation in this thesis. Figure 6.6 shows the result of a
CMS analysis of this channel. The signal expectation in the ZH search region is small compared to
the statistical uncertainty. The best fit signal strength gives negative values, indicating a measured
deficit. This is however not in contradiction to the SM expectation due to the large uncertainties.

In future data taking periods, the associated production is expected to play a more important role.
Due to the increased center-of-mass energy and potentially higher number of simultaneous proton-
proton interactions, the trigger pT thresholds likely have to be raised and (relatively) fewer ggF events
will be collected. VH events then provide a good signature for multi-object or topological triggers,
which can be operated with lower momentum thresholds.

6.2. Search signature and strategy

The signature discussed in this thesis is the production of a Higgs boson in association with a Z
boson. As illustrated in Fig. 6.7, only the leptonic decays Z → ee and Z → µµ are considered, with
the Higgs boson decaying into a pair of tau leptons. All tau decays are included, so that there are six
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�
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τ− → e−/µ−/τ−h + neutrino(s)

Figure 6.7: Diagram of the signature under study.

final states for the Higgs boson decay4: τeτe, τµτµ, τeτµ, τeτhad, τµτhad, τhad τhad. Due to the different
probabilities for a leptonic or hadronic tau decay, the final states occur at different rate. The double
hadronic final state and the mixed leptonic-hadronic modes constribute roughly equally, with about
42% for τhadτhad and 46% for τlepτhad. The double leptonic mode contributes with the remaining
12%.

The SM cross section of the process Z(→ ee/µµ)H(→ ττ) is small and only about 34 events
are expected in the full 2012 data. Besides being one of the less probable production modes at the
LHC, the requirement of the leptonic decay of the Z boson reduces the number of expected events
drastically. The two considered modes, Z → ee and Z → µµ, represent only 6.7% of all Z boson
decays. Because the sensitivity towards the signal is not expected to be high, the analysis presented
here is carried out with a focus on the exploration of the signature and the various backgrounds as well
as finding background control regions and side bands. The background contribution is estimated with
simulated samples. This approach was chosen in order to provide a cross check for the fully data-
driven approach used by other members of the collaboration5. Furthermore, it provides the possibility
to validate the MC samples and hence helps to decide to which extend simulated samples are useful
for the signal search in the upcoming data taking period.

The analysis strategy is as follows: Events are selected by searching for the Z boson, i.e. a pair
of electrons or muons with opposite electric charge and an invariant mass close to the mass of the
Z boson (Z-pair). Tight identification requirements on the electrons and muons reduce the amount
of events (backgrounds) without an actual Z boson decay. Among the selected events, events with
additional e, µ or τh are considered in the analysis. Events with only one additional object (e, µ or τh)
are used for background estimation measurements, for instance measurements of mis-identification
probabilities. Events with (at least) two additional objects represent signal candidates if two objects
carry opposite electrical charge and both are well identified (H-pair). The invariant mass of the pair is
used for the signal extraction. The cross section for the process Z(→ ee/µµ)H(→ ττ) can be derived,
or a limit can be set, by comparing the observed distribution to the expected one.

Neglecting for the moment the production of additional jets, the Z boson and the Higgs boson recoil
against each other and decay. In contrast to the Z-decay, the H-decay to tau leptons contains neutrinos
in the final state, which carry away momentum. As a consequence, the momentum spectrum of the
objects associated to the Higgs boson is softer than the spectrum of the leptons associated to the Z
boson. Hence, it is of advantage to maintain low momentum thresholds for the H-pair objects, as
illustrated in Fig. 6.8. The invariant mass distribution of the Z-pair peaks at the mass of the Z boson,

4The following symbolic notation is used here: τlep, τe and τµ for the leptonic decays, and τhad for the hadronic decay.
The detector object, i.e. the visible part of the hadronic decay, is denoted τh.

5The official ATLAS analysis is not yet publicly available, but sub-channels are described in References [151]
and [120]. Unfortunately, the specific requirements used in each approach diverged stronger than anticipated, which cur-
rently complicates a direct comparison.
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Figure 6.8: The ZH(→ τhadτhad) signature: (a) transverse momentum spectrum of the electron, muon
and τh associated to the Higgs boson, and (b) visible transverse mass of the Higgs boson
decay products. The distributions are obtained from simulated ZH samples with a Higgs
boson mass of 125 GeV.

which helps to select the ZH events and to suppress backgrounds, that do not contain a Z boson.
The invariant mass distribution of the H-pair is shifted towards lower values relative to the mass
of the Higgs boson and is broader, again caused by the presence of neutrinos from the tau decays.
The leptonic tau decays include two neutrinos, as opposed to the hadronic decays with only one
neutrino, so that the position of the invariant mass peak depends on the specific final state. As shown
in Fig. 6.8, the invariant mass distributition peaks at ≈80 GeV for the τhad τhad final state, at ≈55 GeV
for the τlepτhad final state and at ≈30 GeV for the τlepτlep final state.

The number of events in the signal region is rather small, because there are not many Standard
Model processes with a similar signature. Due to the requirement of a well-identified Z boson, the
main background comes from events in which a Z boson is created along with other particles, such as
Z + jets, ZW or ZZ events.

ZZ events represent the irreducible background. The same particles appear in the final states of
ZZ and ZH events, and a distinction is only possible by reconstructing the boson mass or spin. The
reconstruction of the boson spin is currently not feasible, due to the low number of events and high
uncertainties for the spin reconstruction. An exact reconstruction of the boson mass is also not possi-
ble due to the presence of neutrinos from the tau decays. Instead, the invariant mass of the visible tau
decay products (H-pair) is used. A better mass discriminator can be obtained from the event topology
and the missing transverse energy. The latter is then used as an estimator for the sum of the trans-
verse momenta of all neutrinos in the event. Advanced methods, such as the MMC technique [152],
evaluate the missing tranverse energy and the tau leptons in order to identify neutrinos that are most
consistent with the Higgs boson-decay to tau leptons. However, such techniques require a very good
modelling and understanding of the missing energy, so that the invariant mass is given priority here.

Because the Higgs boson couples to mass, the direct decays to ee and µµ are very heavily sup-
pressed. The Z boson, on the other hand, decays with equal probability to ee, µµ and ττ. The different
final states of the ZH analysis therefore encounter a varying amount of ZZ background. The τeτe and
τµτµ states see the highest contribution. The invariant mass of the electron or muon pair in Z → ee
or Z → µµ decays peaks at the Z boson mass of 91 GeV, while the distribution of a pair from a tau
decays (H → τlepτlep or Z → τlepτlep) peaks below 50 GeV. A veto on the Z boson mass peak there-
fore greatly increases the sensitivity in these channels. Off-shell production of the second Z boson
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contributes also to the low-mass spectrum. Requiring some minimal amount of Emiss
T helps to cut

down such events. The other final states are dominated by actual Z → ττ decays. Due to the small
difference of Z boson mass and Higgs boson mass, the invariant mass distributions overlap6.

WZ events contribute mainly to the control regions, where only one additional e, µ or τh is re-
quired. Nevertheless, if an additional jet appears in the event, this can be mistaken for a τh, or in
rare cases for an electron or muon. WZ events therefore contribute also to the signal region. Because
the H-pair does not originate from a resonant decay in this case, the invariant mass distribution is
expected to be wider than for the signal.

Z + jet events only enter the signal region if at least two jets are mistaken for τh, e or µ. Due to
the large cross section for Z production, this nevertheless happens. The dominant mis-identification
is jet ⇒ τh. Even though the mis-identification probability decreases with momentum, the fakes
appear over a large pT range. Jets can also fake electrons. The probability can however be drastically
reduced by applying tight identification requirements on the electrons. Z + jet events are also a source
of non-prompt electrons. Photons radiated off leptons from Z decays may convert early in the detector
into a pair of electrons. Typically, such electrons appear close to one of the Z leptons. Even though
these are actual electrons, they are considered ‘fakes’ here. Muons are not directly faked by jets, but
appear as non-prompt muons from the jet. Charged pions, for example, are jet constituents which
decay dominantly into muons, and are thus a source of real muons if they decay early. Such a muon is
often produced in the direction of the jet and can therefore be rejected by requirements on the muon
isolation. Another source of non-prompt muons and also electrons is the decay of b quarks. Such
leptons stand out as being rather isolated and are thus harder to reject. Such leptons are often rejected
by requirements on the transverse impact parameter, i.e. the fact that the track does not precisely point
back to the primary vertex. However, this handle cannot be used here, because the signal displays the
same behaviour.

t t̄ events contribute to the analysis background, because of the high cross section and (relatively)
great number of prompt and non-prompt leptons. Top quarks are extremely short-lived and decay
dominantly to b quarks under the emission of a W boson. The b quarks can emit light leptons or
their jets can be mistaken for a hadronic tau decay. The two W bosons are a source of well-isolated
leptons, with a broad invariant mass spectrum. Therefore, some tt̄ events are picked up despite the
requirement on the Z boson mass. The amount of top quark events in the signal region is however
small, as the two b quark decays have to result in at least two fake e, mu, or τh. In addition to tt̄ events,
other topologies with top quarks contribute to the top background, for instance single top events, tW,
tZ or tt̄Z events. Due to the much lower cross section, these contribution are insignificant.

Other backgrounds such as W + jet, WW or tri-boson events contribute at a negligible level, either
due to a low cross section or a very different even topology (missing Z boson, low number of prompt
leptons). Multi-jet events do not contribute at a significant level either, despite the high cross-section.

Higgs boson events Other Higgs boson events can contribute to the signal region of the ZH
search. The dominat contribution comes from the decay H → ZZ → 4 leptons, which is visible in

6The search discussed here is not restricted to the discovered Higgs boson with a mass of ≈ 125 GeV. Rather, masses
in the range mH[ GeV] ∈ {100, 105, ..., 145, 150} are considered. Due to the dropping branching ratio of H → ττ with
increasing mass, the problem of a dominating contribution from Z decays remains valid even for the higher masses under
study.
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Table 6.1: Fraction of good quality data delivered by the various detector subsystems in 2012 [153].

the τeτe and τµτµ final states. Other decay modes contribute by negligible amounts. This background
is taken into account assuming the SM predicted cross section for mH = 125 GeV.

6.3. Data sample and simulated samples

6.3.1. Data sample

The data analysed in this chapter is the recording of proton-proton collisions at a centre-of-mass
energy of

√
s = 8 TeV. The data was collected between April and December 2012 with the ATLAS

detector. Collision events are only considered if they are recorded during stable beam conditions and
when all detector subsystems were in operation. As shown in Table 6.1, the latter was the case for
more than 95% of the recorded data. Noise bursts, hot calorimeter cells or other local detector failures
can have negative impact on the data reconstruction quality. Therefore, such events are discarded. The
high quality run numbers and luminosity blocks result in a data sample with an integrated luminosity
of 20.3 fb−1. Additional cleaning cuts are applied on data to remove rare detector failures which are
not masked in the detector simulation and are not removed by the data quality requirements. With
respect to the calculation of the integrated luminosity, the fraction of the data affected is in most cases
insignificant. In the rare cases where it is not insignificant, Lint is scaled accordingly.

6.3.2. MC samples

The recorded data are compared to simulations. In order to limit the amount of simulated samples only
processes that are expected to contribute to the analysis phase space are considered. These processes
are in particular: Z + jets, W + jets, diboson events (WW, WZ, ZZ), tt̄, single top, and Higgs boson
events. Due to the pre-selection requirement of an opposite sign lepton pair (the Z-pair), processes
without leptons in the final state are largely rejected. Therefore, the focus is on simulated samples
with leptons in the final state. A detailed list of the processes used is shown in Appendix B.1. The
samples are scaled according to the integrated luminosity Lint of the 2012 data sample. The weight wi

applied on each simulated event is dependent on the cross section σi of the process i and the number
of events Ni generated:

wi = Lint ×
σi × εi × ki

Ni
. (6.1)

The factor εi accounts for filter efficiencies during the MC production. For some processes, such filters
are applied early in the event generation process in order to enhance the amount of events relevant
for a physics analysis. Examples for such filters are momentum thresholds, pseudorapidity ranges
or requirements of at least one lepton. The factor ki is applied to correct the cross section for high
order contributions. In particular, cross sections calculated by the event generators at leading order
are brought to next-to-leading order level. Higher order contributions can significantly change the
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Table 6.2: MC generators, parton shower model, parton distribution function (PDF) and generator
tune for the production of the simulated samples used in the VH analysis.

Process Generator, parton shower PDF Generator tune
Z + jets,
W + jets

Alpgen + Pythia +

Photos + Tauola
CTEQ6L1 Perugia2011C

DY Z + jets
Alpgen + Herwig Jimmy +

Photos + Tauola
CTEQ6L1

AUET2
CTEQ6L1

tt̄,
single top,
gg→ ZZ

McAtNlo + Herwig Jimmy +

Photos + Tauola
CT10

AUET2
CT10

tt̄Z,
tZ
ZZZ∗,
ZWW∗

MadGraph + Pythia +

Photos + Tauola
CTEQ6L1

AUET2B
CTEQ6L1

WH+ZH:
H(→ ττ)
H(→ ZZ)
H(→ WW)

Pythia8 + Photospp CTEQ6L1
AU2

CTEQ6L1

WZ,
ZZ
ggF+VBF:

H(→ ττ)
H(→ ZZ)
H(→ WW)

Powheg + Pythia8 +

Photospp
CT10

AU2
CT10

WW,
WZ,
ZZ

Herwig Jimmy +

Photos + Tauola
CTEQ6L1

AUET2
CTEQ6L1

calculated cross section. For example, the Z + jets samples used in the analysis receive a correction
of about 20%7. The number of simulated events for each MC sample along with the product of cross
section and k-factor and filter efficiencies are listed in Appendix B.1.

Different MC generators, parton shower models, and generator tunes are used for the various pro-
cesses, as listed in Table 6.2. The Z + jets and W + jets samples are generated with ALPGEN [155].
The parton shower and hadronisation comes from PYTHIA [156], tuned according to the Peru-
gia2011C [157] scheme8. CTEQ6L1 [158] provides for the parton distribution functions at leading
order. Other combinations of generator and showering tool using the CTEQ6L1 PDF set are ALP-
GEN [155] with HERWIG [159] and JIMMY [160] (Drell Yan Z + jets) or MadGraph [161] with
PYTHIA (top quark production in association with a vector boson and triboson events). Furthermore,
standalone PYTHIA 8 [32] (VH Higgs events) and standalone HERWIG+JIMMY (WW events, and
WZ, ZZ for cross checks) are used with this PDF set. The generator tunes come from the AU*T2 [162]
family and are optimised for the CTEQ6L1 PDFs. The specific tune is chosen depending on the tool

7For more information on cross sections and k-factors see for example Ref. [154]. The numbers used here are obtained
from ATLAS internal sources.

8The parameters of the event generation are tuned with data both from previous experiments (e.g. at LEP or Tevatron)
and from LHC experiments, for example by comparing distributions in data and MC of charged particle multiplicities or
kinematic quantities.
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for parton showering and hadronisation, matching AUET2 and HERWIG+JIMMY, AUET2B and
PYTHIA, and AU2 and PYTHIA 8. Processes simulated at next-to-leading order make use of the
CT10 [163] PDF set. The events are generated with MC@NLO [164] and HERWIG+JIMMY (top
quark events and gg→ ZZ) or POWHEG [165] and PYTHIA 8 (WZ, ZZ events, ggF and VBF Higgs
events). The tunes come again from the AU*T2 family, but are optimised for the CT10 PDFs. Sam-
ples generated with HERWIG+JIMMY or PYTHIA make use of PHOTOS [33] for the simulation
of QED radiative corrections and TAUOLA [166] for the simulation of the decay of polarised tau
leptons. PHOTOS++ is also used to simulate the QED radiative corrections in combination with
PYTHIA 8.

An important background in the analysis are Z(→ ee, µµ) + jets events because they have a high
cross section and therefore dominate the analysis, especially at an early selection state. The events
can enter the signal region if jets are mistaken for electrons, muons or τh. As mentioned before,
leptons can also be emitted from jets, e.g. due to the semi-leptonic decay of a b quark. Such leptons
are considered ‘fakes’ as well. It is therefore important to model and understand the misidentification
probability correctly. Leptons are more likely to be emitted from heavy flavour jets, i.e. jets induced
by c or b quarks, than from light flavour jets. Therefore, dedicated Z+cc̄+jets and Z+bb̄+jets samples
are used, which provide a better description of the heavy flavour jets by considering their mass. In
order to avoid an overestimation (‘double counting’), events with heavy flavour jets are removed from
the standard Z + jets sample. Furthermore, the Z + cc̄ + jets sample is cleaned from light flavour and
b jet events, and the Z + bb̄ + jets sample is cleaned from light flavour and c jet events.

6.3.3. Reweighting of MC samples

Event activity

The MC samples were simulated before the actual data taking began and the pile-up conditions could
only be estimated based on the foreseen beam parameters. The simulated distribution of the number
of simultaneous proton-proton interactions does therefore not match the distribution observed in data.
In order to allow for a reweighting, the MC samples were simulated with sufficient statistics in the
low and high tails (see Fig. 6.9(a)). All simulated samples are reweighted with respect to the average
number of interactions per bunch-crossing, 〈µ〉. Measurements performed on minimum bias events
show that an additional scaling of 〈µ〉 is needed, in order to reproduce the average event activity as
observed in data. The number of vertices in the event is a measure for the event activity, and illustrated
in Fig. 6.9(b)), before and after the reweighting procedure. The fact that the distributions in data and
MC do not match completely is due to a different beam spot size in the MC samples (σz = 66 mm
versus σz = 47 mm in data). The smaller beam spot size in data leads to a lower vertex multiplicity,
due to more merged vertices. The small mis-match in the number of vertices is therefore an artefact
of the vertex reconstruction; the average event activity in MC and data matches after the reweighting.
The scaling factor is provided by the respective working group.

Vertex position

The MC samples are reweighted in order to match the beam spot size along the z-direction. The
reweighting is done with respect to the generated z-position of the hard interaction. The result for the
reconstructed vertex position is shown in Fig. 6.10(a) . The MC samples correctly reflect the beam
spot size measured in data after the reweighting. The impact on the distribution of the number of
vertices as observed in the analysis sample is however barely visible (Fig. 6.10(b)). The subsequent
reweighting has no impact on the vertex reconstruction procedure as such and can therefore not mirror
the probability of merged vertices.
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Figure 6.9: Distribution before and after reweighing of (a) the average number of interactions per
bunch-crossing and (b) the number of reconstructed vertices Nvtx. The reweighting has
the purpose of matching the average event activity in data and MC. All distributions are
normalised to unit area.
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Figure 6.10: Distribution before and after reweighting of (a) the z-position of the first primary vertex
in the event and (b) the number of reconstructed vertices Nvtx. The reweighting has the
purpose to correct for the different beam spot size in data and MC. All distributions are
normalised to unit area.
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6.4. Pre-selection: Z boson decay

The first step of the analysis is the pre-selection. Events are selected that are of interest for the ZH
search. The selection is very loose so that the sample is not biased by the presence of signal events.
Consequently, the data-MC agreement can be validated, and the sample can be used to control mis-
modelled background contributions. The pre-selection consist primarily of the selection of events
that are compatible with the decay of a Z boson to electrons or muons. Furthermore, all cleaning cuts
are applied and basic objects, namely electrons, muons and hadronically decaying tau leptons, are
selected.

6.4.1. Event cleaning

Trigger: the event has to pass either of four triggers, requiring a single muon of 24 GeV or 36 GeV
or a single electron of 24 GeV or 60 GeV. The lower momentum triggers have an additional isolation
requirement: the sum of track momenta in a cone of ∆R ≤ 0.2 around the muon (electron) must not
exceed 12% (10%) of the lepton’s momentum (see also Sec. 4.3).

Data streams: The selected data streams ‘Muons’ and ‘Egamma’ contain events passing the muon
and electron triggers, respectively (see Sec. 3.3.6). Events passing both an electron and a muon
trigger will be part of both streams. In order to avoid a double counting of events, a trigger hierarchy
is used: events are taken from the stream ‘Muons’ if they pass any of the two muon triggers. If
the events fail both muon triggers, but pass any of the two electron triggers, they are taken from the
stream ‘Egamma’. This hierarchy has no influence on the event selection as such, as both streams
contain identical information and are treated alike in the analysis. Because simulated samples are not
organised in streams, the trigger hierarchy is neither necessary nor applicable to MC.

Primary vertex: the first primary vertex in the event is required to have at least four associated
tracks. This requirement removes non-collision events, that arise for example from cosmic muons
passing through the detector or from beam background.

Jet cleaning: events are discarded if they contain jets which are not associated to real energy
deposits in the calorimeter. Such jets originate from spikes in the HEC, calorimeter noise, non-
collision background, or cosmics. The rejection is based on jet variables, such as energy fractions
in various calorimeter parts, LAr pulse shapes, the number of cells containing the jet energy, and the
signal timing.

6.4.2. Object selection

The object selection divides into several steps. Very loose objects are defined for an overlap removal
procedure that prevents the repeated usage of the same detector object. For the analysis, basic muon,
electron and τh candidates are defined. These satisfy basic quality criteria, such as charge, momen-
tum and pseudorapidity requirements. Additional requirements are applied later on in the analysis,
depending on whether the objects are associated to the Z boson, the Higgs boson, or background-
enhanced control regions.

Loose objects for overlap removal: The same detector object can be reconstructed as multi-
ple physics objects (see Sec. 4.2). An electron, for instance, appears as a track with an associated
calorimeter deposit in the detector. It will therefore be reconstructed as an electron, as well as a τh
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and a jet. To avoid using the same detector object multiple times, an overlap removal is performed.
Priority is given to particle types that are reconstructed with higher purity, which results in the order
µ > e > τh > jet. Hence, electrons are rejected if they overlap with muons, τh are rejected if they
overlap with muons or electrons, and so forth. The quality requirements are kept very loose for the
overlap removal. This in done in order to reduce the amount of misidentified particles: a muon might
deposit an unusually large amount of energy in the calorimeter and does therefore not pass tight muon
identification criteria. If the overlap removal is performed with respect to tight muons, the muon is
mis-classified as an electron or τh. If, instead, loose objects are used, the muon is considered and the
electron and the τh are discarded. Consequently, the following loose objects are defined:

• µolr: all muon types (SA, ST and CB) are considered. A minimal transverse momentum of
2 GeV is required and |η| < 2.5.

• eolr: the electrons are reconstructed with the standard cluster-based algorithm and have to pass
the loose identification. A minimal transverse momentum of 7 GeV is required and |η| < 2.47.

• τh,olr: the tau candidates have to pass a cut on the BDT score of ≥ 0.3, and have to be recon-
structed with one or three core tracks and an absolute electromagnetic charge of 1. A minimal
transverse momentum of 20 GeV is required and |η| < 2.47.

Muons have to pass the kinematic requirements pT ≥ 7 GeV and |η| < 2.5. Only CB muons are
used, having an inner detector track satisfying basic quality criteria on the number of detector hits.
Loose requirements on the absolute distances of closest approach in the transverse plane, d0, and the
longitudinal plane, z0, limit them these to a maximum of 10 mm. The additional track momentum in a
cone of ∆R < 0.4 is not allowed to exceed five times the muon transverse momentum: piso(0.4)

T /pT < 5.
A similar requirement is placed on the additional energy in the calorimeter in a cone of size ∆R < 0.2:
Eiso(0.2)

T /pT < 5. These isolation requirements are rather loose and will be tightened at a later analysis
step. Finally, if two muon candidates are found that are closer than ∆R < 0.1, only the muon with the
higher transverse momentum is kept.

Electrons have to pass the kinematic requirements pT ≥ 7 GeV and |η| < 2.47. Any electrons
in the ‘crack’ region of the detector, 1.37 ≤ |η| < 1.52, are rejected. The electrons have to be
reconstructed by the standard cluster-based algorithm and pass the loose identification working point
and be of good object quality. Loose requirements on the absolute distances of closest approach in
the transverse plane, d0, and the longitudinal plane, z0, limit these to a maximum of 10 mm. The
additional track momentum in a cone of ∆R < 0.4 is not allowed to exceed five times the electron
transverse momentum: piso(0.4)

T /pT < 5. A similar requirement is placed on the additional energy
in the calorimeter in a cone of size ∆R < 0.2: Eiso(0.2)

T /pT < 5. These isolation requirements are
rather loose and will be tightend at a later analysis step. Furthermore, electrons are discarded if they
geometrically overlap with loose muon candidates, which is the case if ∆R(µolr, e) < 0.2. Finally, if
two electrons are found that are closer than ∆R < 0.1, only the electron with the higher transverse
momentum is kept.

Tau leptons have to pass the kinematic requirements pT ≥ 20 GeV and |η| < 2.47. The score of
the BDT for the rejection of QCD-jets has to exceed 0.3. The number of associated core tracks is
limited to one or three, and the electromagnetic charge has to add up to ±1 [qe]. In order to ensure
that all objects (e, µ, τh) come from the same vertex, the tau vertex position has to be consistent
with the first primary vertex in the event. Therefore, they are required to be less than 1 mm apart.
Candidates are also rejected if they geometrically overlap with loose muon or electron candidates, i.e.
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6. Search for Z(→ ee/µµ)H(→ ττ)

if ∆R(µolr, τh) < 0.2 or ∆R(eolr, τh) < 0.2. In addition, the tau candidate is required to pass the loose
electron veto, so that the amount of electrons being mistaken for τh is minimised. Finally, if two τh

are found that are closer than ∆R < 0.2, only the tau lepton with the higher transverse momentum is
kept.

Jets have to pass the kinematic requirements pT ≥ 20 GeV and |η| < 4.5. If the jet falls within
|η| < 2.4 and pT < 50 GeV, the jet vertex fraction must be at least 0.5. The jet is rejected if it
geometrically overlaps with loose muons, electrons or hadronic tau decays, so if either ∆R(µolr, jet) <
0.2, ∆R(eolr, jet) < 0.2 or ∆R(τh,olr, jet) < 0.2 is satisfied.

6.4.3. Selection of the Z-pair

For the selection of the Z-pair, the requirements on electrons and muons are tightened further. The
minimum transverse momentum is raised to pT ≥ 12 GeV and the isolation is tightened to piso(0.4)

T /pT <

0.1 and Eiso(0.2)
T /pT < 0.1. In order to reject non-prompt leptons, an additional requirement on the

impact parameter significance of |d0/σ(d0)| < 3.5 (muons) and |d0/σ(d0)| < 6.5 (electrons) is intro-
duced. Furthermore, the electrons have to pass the tight identification working point.

SF OS Z-pair

Among the selected electrons and muons, the pair is searched which is most consistent with the decay
of a Z boson. The pair has to be of same flavour (SF) and opposite sign9 (OS): e+e− or µ+µ−. The
leading lepton of the pair is required to have pT ≥ 26 GeV and to have fired the trigger10. The invariant
mass of the lepton pair is required to be within ±20 GeV of the Z boson mass. If more than one pair
exists, the pair with an invariant mass closest to 91 GeV is chosen.

The SF OS pairs are shown in Fig. 6.11. The selected pairs are dominated by Z(→ ee, µµ) + jets
events, for which the contribution of light flavour jets (Z lf) and heavy flavour jets (Z hf) are shown
separately. In terms of event counts, the second dominat contribution comes from tt̄ events (top). They
are shown together with other top events, i.e. single top events and vector boson-top events, which
however contribute very little. Since tt̄ events do not contain an actual Z boson, the distribution of the
invariant mass is non-resonant. Other electroweak backgrounds are summarised as ‘other EW’. This
category includes the non-resonant W + jets and WW events, as well as tri-boson events. Furthermore,
it includes Z(→ ττ) + jets events, which peak at a lower invariant mass due to the escaping neutrinos.
The ZH signal is scaled up by a factor of 100, in order to illustrate its distribution. Other Higgs boson
backgrounds are summarized as ‘H125’ and scaled to the SM predicted cross-section. Due to the
Z-pair selection, the contribution is dominated by H → ZZ events.

The shape of the data distribution is generally well reproduced by the simulation. The deviation
in the tails of the invariant mass distribution is caused by ee-pairs. This has been studies in more
detail by other groups, who concluded that, at least partially, the observed effect is caused by small
imperfections in the material description up to the calorimeter11. To a large extend, the deviation is
covered by the systematic uncertainties associated to the energy calibration of electrons. The influence
on the analysis has been studied and found to be negligible.

9The terms ‘sign’ and ‘electric charge’ are used interchangeable in this chapter. The abbreviations OS and SS are used
for object pairs with opposite sign electric charge and same sign electric charge, respectively.

10An actual geometrical match to the trigger object is done in the case of muons. In the case of electrons, the necessary
information to perform the match was missing. Therefore, tight requirements on ID level, isolation and momentum are
imposed, in order to ensure that the leading electron satisfies the trigger criteria.

11Internal communication.
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Figure 6.11: Distributions of the OS SF Z-pair: (a) invariant mass, (b) transverse momentum, (c)
pseudorapidity, (d) azimuthal angle, (e) leading lepton pT, and (f) subleading lepton pT.
The events include both di-electron and di-muon pairs. The first and last bins include
all events in the under- and overflow of the x-axis range. The legend is explained in the
main text. The yellow band shows the statistical uncertainty on the MC samples.
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The total number of observed events is about 9% lower than the prediction. This is observed for
both ee-pairs and µµ-pairs. Several cross-checks have been performed (see App. B.2 for more details
and plots):

• Comparison to events generated with POWHEG+PYTHIA8: For this sample, the prediction is
about 5% lower than the observed number of events. A difference in the predicted number of
events of about 5% is in good agreement with previous measurements [167].

• Measurement of scale factors for isolation cuts: The measured scale factors are found to be
consistent with unity within errors.

• Missing backgrounds: Several backgrounds are not considered, for instance multi-jet events
and hadronic decays of the Z boson. These contributions are however expected to be much
smaller than the observed disagreement. Furthermore, these backgrounds are not expected to
be resonant.

None of the studies can explain the large observed discrepancy, even though it remains possible that
many smaller effects add up to a larger mis-modelling. Concerning this ZH search, the Z + jets
background contributes to the signal region via jets faking (or emitting) electrons, muons and τh. The
cross section uncertainty on Z+2jets events is significantly higher than the uncertainty on the inclusive
cross section. This is even more true for the simulation of heavy flavour jets, which are an important
source for fake muons. As a consequence, there is no alternative to taking the data to normalise the
Z + jets background - which is done at a later stage of the analysis. The overall difference of the
normalisation is therefore not considered critical for the ZH search.

OF OS top quark pair

If no e+e− or µ+µ− pair is found, a search for a e±µ∓ pair is performed. With the exception of the
lepton flavour, the same criteria are used as in the search for the SF OS Z-pair. The selected events
are dominated by W + jets events and tt̄ events, as shown in Fig. 6.12. Also here, a small excess of
data over MC is observed, of about 5%. However, no estimation of the QCD background has been
performed here. Requiring additional e, µ or τh rejects most of the W + jets events (and potential
contributions of multi-jet events), so that the sample of OF OS pairs can be utilised for the estimation
of the top background. This selection will also be called the alternative pre-selection, in contrast to
the SF OS Z-pairs, which are part of the nominal pre-selection.

6.5. Main selection: Higgs boson decay

For the ZH search, events with at least two additional objects of type e, µ, and τh are of interest.
Using the basic definition given in Sec. 6.4.2, the objects can be grouped into candidates of good and
bad quality, depending on whether they pass or fail additional requirements:

• pass:

– µ: piso(0.4)
T /pT < 0.08 and Eiso(0.2)

T /pT < 0.08 ,

– e: tight ID, piso(0.4)
T /pT < 0.2 and Eiso(0.2)

T /pT < 0.2 ,

– τh: medium ID,

• fail:

– µ: piso(0.4)
T /pT > 0.2 or Eiso(0.2)

T /pT > 0.2 ,
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Figure 6.12: Top control region: (a) invariant mass and (b) transverse momentum of the e±µ∓ pairs
(OS OF pairs). The first and last bins include events in the under- and overflow of the
x-axis range. The yellow band shows the statistical uncertainty.

– e: failing tight ID,

– τh: failing medium ID.

Objects that are neither part of pass nor fail are discarded. The ‘gap’ in the categorisation of muons,
i.e. the disregard of muons with an relative isolation between 0.8 and 0.2, is introduced to minimise
the contribution of prompt muons to the fail region. For electrons, the categorisation is obtained by
inverting the requirement on the identification (tight versus not tight). Well-defined electrons have
also to be isolated in both the inner detector and the calorimeter. In order to increase the number of
objects in the fail region, the requirement on the isolation is released there.

The objects are then paired to match any of the six possible final states: ee, µµ, eµ, eτh, µτh and
τhτh. The pairing is performed on the joined set of pass and fail objects, considering all events with at
least two additional objects. Only the pair that best satisfies the Higgs boson hypothesis is considered
for further study. The pair is required to have

• opposite electric charge,

• an angular separation of 0.8 ≤ ∆R < 5,

• an invariant mass between 12 GeV and 150 GeV.

If more than one pair is found, the pair with the highest sum pT is selected. This happens in about 4%
of all cases where an OS H-pair is found. The selection requirements on the pair are kept rather tight
in order to select pairs compatible with a Higgs boson decay. The lower mass cut rejects possible
backgrounds from J/ψ or Υ decays. The highest Higgs boson mass under study is m(H) = 150 GeV,
so that the upper mass requirement does not restrict the signal distribution. The requirement on ∆R
is an additional protection against picking the decay products of boosted hadrons or heavy quarks,
which show a low anglular separation. Furthermore, it ensures that the isolation cones of the H-
pair constituents are uncorrelated. This is important for the background estimation, which uses the
previously defined fail objects to estimate the number of pass objects, via so called fake factors
(see Sec. 6.7). Overlapping isolation regions would result in correlated fake factor. To avoid this
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6. Search for Z(→ ee/µµ)H(→ ττ)

complication a lower limit of ∆R < 0.8 is chosen, which, at the same time, does not discard significant
amount of signal events.

In events without an H-pair of opposite electric charge, the search is repeated for pairs with the
same electric charge. Events with SS pairs are background dominated, and are later used to increase
the number of events available for the estimation of background events.

Based on the quality criteria defined above, each H-pair will appear in one of the exclusive cate-
gories pass-pass, pass-fail, fail-pass, or fail-fail. For each of the six possible final states, pass-pass
defined the signal region. The other categories are used as side bands for the estimation and validation
of the background modelling, because they are dominated by events with fake objects. The pairing
procedure is special, because the H-pair is defined first, i.e. before the quality of the each object is
determined. It ensures not only orthogonal signal regions, but also provides orthogonal side bands for
each final state. This eases the use of fake factors at a later stage of the analysis.

The final states ee and µµ will not be considered in the final signal extraction. This is due to the
very small cross section as well as the overwhelming ZZ background. Both final states are however
carried along in the analysis flow. This offers the possibility to use them as control regions - or add
them to the signal region as soon as tools are available to enhance the signal purity.

The tight requirements on the signal region minimise the contribution from Z + jets and tt̄ events. In
fact, the remaining amount of simulated events is too small for it to be used to model the background
contribution. Instead, the events are taken from a background-enhanced region and transferred to
the signal region. In order to minimise the dependence on the quality of the MC description, the
procedure is driven by the transfer-probabilities and normalisation observed in data. The background-
enhanced regions are given by the pass-fail, fail-pass and fail-fail side bands. The normalisation of
the backgrounds in the fail-fail region are obtained from a fit to data. The backgrounds are then
transferred to the signal region using fake factors measured in data. The two steps are described in
the following sections.

6.6. Background estimation: normalisation

To correct for the normalisation of the Z + jets samples and mis-modelling of fakes, the background
is fitted to data in the fail-fail side band. This side band is dominated by Z + jets and tt̄ events, with
negligible contributions from true e, µ or τh. The fit is performed separately for each of the six final
states, allowing the magnitude of the mis-modelling to be different for each particle type or final state.
The shape of the Z-pair invariant mass distribution is found to be independent of the additional fake
objects in the event, and is therefore used for the fit. An exception are events in which a photon is
radiated from one of the final state leptons and is converted in the detector material to an electron-
positron pair. In such events, the occurrence of an additional electron is correlated with a lower mass
of the Z-pair. This background contribution is fitted along with the other backgrounds.

In total, four templates are used in the fit as shown in Fig 6.13. The templates are obtained from
simulated samples, right after the pre-selection step. At this stage of the analysis, many thousands of
events are available so that smooth templates are obtained.

• resonant (Z shape): all backgrounds peaking at the Z boson mass are combined for the Z-shape
template, i.e. Z + jets, ZZ, WZ, Zt and triboson events. The dominant contribution comes from
Z + jets events.

• non-resonant (top shape): the template consists of tt̄, single top and WW events. The contribu-
tions from the latter two are minor, so that the template is dominated by tt̄ events.

• conversions: the template contains the previously mentioned conversion events. The events are
coming from Z + jets events that contain a truth-matched conversion electron.
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Figure 6.13: Templates used in the background fit. The variable shown in the invariant mass of the
Z-pair constituents.

• others: all other backgrounds, i.e. non-signal Higgs boson events, W + jets and Z(toττ) + jets
events, are summarised in another template.

The Z + jets background dominates in all fit regions and prevents a proper estimation of the tt̄
background. Therefore, the alternative pre-selection - the selection of the OF OS-pair - is used to
constrain this background. As discussed in Sec. 6.4.3, the requirement of an eµ pair predominantly
selects tt̄ and W events. The requirement of two additional objects (the H-pair) rejects the W + jets
events, so that the fail-fail region is largely dominated by tt̄ events. The amount of tt̄ events is expected
to be identical for both pre-selections, OF OS and SF OS. The two leptons originate from the decay
of the two opposite sign W bosons12, and thus the probability to find same flavour pairs (ee, µµ) is the
same as to find opposite flavour pairs (eµ, µe). Figure 6.14 shows the MC expectation of tt̄ events for
each fit region and both pre-selections, and confirms the hypothesis. Hence, the OF OS region can be
used to directly constrain the tt̄ background in SF OS events.

The fit is an extended likelihood fit and performed independently for each of the six final states.
Events with H-pairs of opposite and same sign electric charge are considered, which improves the fit
due to a higher number of events in each fit region. The distribution of the invariant mass of the Z-pair
is used as input to the fit. SF OS and OF OS pairs are fitted simultaneously. The Z background has
a negligible contribution to the OF OS region and is constrained by the fit in the SF OS region only.
The top template is constrained to the same number of events in both regions13. The normalisation
of the Z and top templates is allowed to float freely. Conversion events are only relevant for the final
states containing electrons, and are here allowed to float freely as well. The normalisation of ‘others’
is bound to ±10% of the MC expectation14. A very few events with true leptons enter the signal
region. Because the focus of the fit is on the contributions from fakes, and because the few events
come with high statistical uncertainties, this contribution is fixed to its MC prediction. The templates
are fitted in the fail-fail region for the observed data and the simulated data separately. Normalisation
scale factors are then derived for each of the background types as the ratio of the the two fit results.
This procedure reduces systematics uncertainties. The fit to data is shown for each of the final states
in Figs. 6.15 and 6.16. The fit results are given in Table 6.3. The fit uncertainties are treated as
systematic uncertainties for the normalisation of the different backgrounds.

12The top decays in predominantly via t → Wb [168].
13Requiring the same scaling factor instead of the same yield in both regions gives slightly different fit results for the fit

to data and simulation. However, the final scaling, i.e. the ratio of the fit results, is identical within uncertainties.
14The choice of 10% is driven by the discrepancies seen in the pre-selection region. The fit itself has very little con-

straining power for the ‘others’ template, due to the small contribution of these backgrounds. Fixing the contribution does
not change the fit result within uncertainties.
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Figure 6.14: Expected tt̄ background in the fail-fail control region for each of the six final states. The
invariant mass distributions including statistical uncertainties are shown separately for
the nominal SF OS pre-selection and the alternative OF OS pre-selection. The errors
show the statistical uncertainty of the MC samples.

In order to test a possible bias due to the mis-modelling of the lower tail of the Z boson distribution,
the fit is repeated for a fixed contribution of conversion events. The scale factors for the Z and top
backgrounds are affected at a negligible level, and any deviation is covered by the fit uncertainty. Fur-
thermore, the fit uncertainty on the number of conversion events is rather large, so that no additional
uncertainty is asigned.

6.7. Background estimation: fake factors

The tight requirements on the signal region minimise the contribution from Z + jets and tt̄ events.
In fact, the remaining amount of simulated events is too small to give a reliable estimation of the
background in the signal region. Instead, the events are taken from a background-enhanced region
and transferred to the signal region. The transfer is carried out by weighting each object in the
background-enhanced region with a fake factor, fF, and thus obtain the background estimate in the
signal region. The background enhancement is achieved by using the previously defined objects that
satisfy the fail criteria. The fake factor is thus defined as

fF =
# probes satisfying the pass criteria
# probes that satisfy the fail criteria

. (6.2)

The fake factors are measured in a region which is orthogonal to the signal region, and largely in-
dependent of the fail-fail and fail-pass side bands, called the control region. The fake factors are
measured individually for electrons, muons and hadronic tau decays. Ideally, the control region is
well populated with pass and fail objects, and mirrors the conditions (i.e. background composition)
of the side bands and the signal region. In order to account for possible difference in behaviour
between the different regions, the fake factors are obtained as a function of several variables.

If the fake factor depends in an uncorrelated way on several variables, it can be measured indepen-
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Figure 6.15: Normalisation of the background contributions in the fail-fail side band, for the fit to
data and the final states (a) ee, (b) µµ, and (c) eµ. Both OS and SS H-pairs are consid-
ered. Events with SF Z-pairs are shown on the left, while the OF pairs are shown on the
right.
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Figure 6.16: Normalisation of the background contributions in the fail-fail side band, for the fit to
data and the final states (a) eτh, (b) µτh, and (c) τhτh. Both OS and SS H-pairs are
considered. Events with SF Z-pairs are shown on the left, while the OF pairs are shown
on the right.
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6.7. Background estimation: fake factors

Table 6.3: Normalisation of the background contributions in the fail-fail side band. Results (as num-
bers of events) of the fit for real and simulated data. Also shown is the prediction of the
simulation as such. The last part labelled ‘scaling’ shows the ratios between the fit results
in real and simulated data.

ee µµ eµ eτh µτh τhτh

fit
to

da
ta Z shape 501±26 114±19 293±25 4790±77 1335±57 10004±109

top shape 13±4 67±9 45±6 74±10 218±14 149±15

conversion 54±14 — 15±16 235±29 — —

fit
to

M
C Z shape 452±22 74±11 224±17 4514±71 956±35 9305±98

top shape 8±2 47±5 52±7 87±12 187±11 135±13

conversion 58±14 — 4±4 190±22 — —

M
C

pr
ed

. Z shape 461±21 76±9 224±15 4508±67 940±31 9318±97

top shape 14±4 53±7 45±7 66±8 212±15 123±11

conversion 43±7 — 8±3 216±15 — —

sc
al

in
g Z shape 1.1±0.1 1.5±0.3 1.3±0.1 1.1±0.02 1.4±0.1 1.1±0.02

top shape 1.7±0.6 1.4±0.2 0.9±0.2 0.8±0.2 1.2±0.1 1.1±0.2

conversion 0.9±0.3 — 3.9±6.1 1.2±0.2 — —

dently for each variable. For n variables vi, the combined (total) fake factor is the given by

fF =
f v1 f v2 . . . f vn(

1
n (〈 f v1〉 + 〈 f v2〉 + · · · + 〈 f vn〉)

)n−1 . (6.3)

Here, f vi is the fake factor obtained as function of variable vi, and 〈 f vi〉 is its average value. If all f vi

are measured on the same sample, the 〈 f vi〉 are equal.
If the fake factor depends in a correlated way on several variables, it is determined using a multi-

dimensional binning in these variables. In particular, the fake factors measured for this analysis are
observed to have a correlated dependence on pT and η.

The fake factor approach is a major reason for not using the missing transverse energy in this
analysis. The Emiss

T distribution is not correctly reproduced for fake factors that only depend on pT
and η. For utilising Emiss

T in a mass estimator, both the direction and the magnitude are needed.
Obtaining a reliable estimate in all signal regions was not possible within the scope of this study.

Each fF bin has an associated uncertainty due to the statistical limitation of the control region.
In order to estimate the uncertainty on a different sample (i.e. using a different binning), the per-
bin uncertainties need to be combined. Uncertainties coming from the same bin are treated fully
correlated and added linearly. Uncertainties coming from different bins are treated fully uncorrelated
and added in quadrature. The total uncertainty due to the statistical limitation of the control region is
thus evaluated as

σ2
tot = (N1σ1)2 + (N2σ2)2 + · · · + (Nnσn)2 . (6.4)

Here, σi is the statistical uncertainty on fF in bin i, and Ni is the number of times the fake factor is
obtained from bin i.
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6. Search for Z(→ ee/µµ)H(→ ττ)

In many analyses a more conservative approach is chosen in which the fF are varied up or down
simultaneously in all bins. In other words, all bins are treated fully correlated. Due to the relatively
fine-grained multi-dimensional binning used in this measurement, the conservative approach leads
to very large uncertainties as soon as a coarser binning (compared to the fF binning) is used. This
is already the case when the dimensionality is reduced from 2-d to 1-d, i.e. when, for example, the
momentum distribution is plotted. Therefore, the different approach is used here.

The modelling of fake objects is known to be poorly described in simulated samples. Therefore, the
fake factors are measured in data. The pre-selection is used as described in Sec. 6.4. An additional
muon, electron or τh is required, that functions as the probe object to measure the fake factor. The
control region has to be free of signal events, which could otherwise bias the measurement. Therefore,
events with more e, µ or τh that satisfy the pass criteria are rejected. The contribution of remaining
true e, µ or τh is subtracted from the control regions. The amount of true objects is estimated using
simulated samples and subtracted from the numerator and denominator of Eq. 6.2. If, in some bin,
the subtraction exceeds the number of events in data, the fake factor is set to zero in the affected bin.

6.7.1. Muon fake factors

For the determination of the muon fake factor, a sample of pass and fail muons needs to be obtained,
which is independent from the signal region. In addition to the pre-selection, the following require-
ments are applied:

• exactly one additional muon in the event,

• veto on events with additional electrons satisfying the pass criteria,

• veto on events with additional τh satisfying the pass criteria.

The samples of pass muons has a large contribution of true muons, mainly from WZ events, as shown
in Fig. 6.17(a). All true muons are subtracted based on the simulation. This makes the measurement
very dependent on the correct estimate of the true muon content. This is accounted for in the system-
atic uncertainties. The sample of fail muons (Fig. 6.17(b)) is dominated by fake objects over the full
momentum range with no significant contribution from true muons.

The fake factor is measured as a function of pT for various η ranges. For low momenta (pT <

20 GeV) three bins in η are used: |η| < 0.5, 0.5 ≥ |η| < 1.5, and 1.5 ≥ |η|. Above 20 GeV, the number
of events is too small to allow for a binning in η, and the fake factor is binned in pT only. In order
to obtain a smoother behaviour of the fake factor as a function of pT, a linear interpolation is applied
between bin-centres. The interpolated fake factors for the three bins in η are shown in Fig. 6.18(a).

Finally, the fake factor is measured separately in events with or without jets. Figure 6.18(b) shows
the fake factor binned for the two jet bins, fF(n), together with the average fake factor of the sam-
ple. The fake factors fF(n) and fF(pT, η) are combined using the formula for uncorrelated variables
(Eq. 6.3). The equation simplifies to a scaling of fF(pT, η) by a factor 1.29 in events without jets, and
by a factor 0.77 in events with at least one jet. The combined fake factor is validated in Fig. 6.19(a).
The binning in η is not considered here, because the comparison would otherwise suffer from high
statistical fluctuations. The combined fake factor fF(n) × fF(pT, η) (using Eq. 6.3) is compared to a
fully binned measurement fF(pT, n). The two measurements agree within uncertainties, confirming
that the variables are independent.

Uncertainties on the muon fake factors

The main uncertainties on the muon fake factors are due to the statistical limitation of the control
region and the subtraction of true muons from the numerator.
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Figure 6.17: (a) Numerator and (b) denominator for the measurement of the muon fake factor before
the subtraction of true muons. The MC simulation (coloured area) shows true muons
only. A varying bin width is used to account for the decreasing number of fake muons
with pT.
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Figure 6.18: Muon fake factors: (a) Interpolated fake factors fF(pT, η) for the three η ranges as a
function of pT. (b) Average fake factor (first bin) and fF(n).
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Figure 6.19: Muon fake factors: (a) Fake factor as a function of pT, measured in events with (n>0)
and without (n=0) jets, in comparison to the combined result from the combination of
the individually measured factors. The errors are of statistical nature. (b) Interpolated
fake factor for the most central η range. Also shown are the uncertainty due to the
statistical limitation of the control region per bin (error bars) and the impact of the
variation of the diboson cross section, i.e. the subtraction of true muons (shaded area).

• Statistical limitation: The number of events available for the fF measurement is limited by the
size of the data sample, in particular by the number of events in the numerator. Figure 6.19(b)
show the statistical uncertainty for the most central η range in each momentum bin, which is
the dominating uncertainty in the low momentum bins.

• Subtraction of true muons: The fake factor is highly dependent on the number of true muons
in the pass region, which is determined from simulated samples. The highest contamination is
coming from diboson WZ and ZZ events. Their cross section is varied by ±10%, and the fake
factor is recalculated. As shown in Fig. 6.19(b), this uncertainty dominates the high momentum
region, allowing the fF to vary between values from 0 to about 0.08.

• Sample composition: The largest difference between the average fake factor and the fake factor
as a function of the number of jets is taken as an overall systematic uncertainty.

6.7.2. Electron fake factors

As described above, the requirement of an additional electron enhances the number of conversion
events in the low tail of the invariant mass distribution of the Z-pair. Because conversion electrons
have a different fake factor than other non-prompt electrons, a joint fake factor measurement would
cause a dependence on the Z-pair mass. In order to avoid this dependence, the electron fake factor is
measured separately for conversion electrons and other non-prompt electrons.

Electrons

In order to obtain a sample for the measurement of the electron fake factors, the following require-
ments are applied in addition to the pre-selection:

• exactly one additional electron,

• veto on events with additional muons satisfying the pass criteria,
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Figure 6.20: (a) Numerator and (b) denominator for the measurement of the electron fake factor be-
fore the subtraction of prompt and conversion electrons. The MC simulation (coloured
area) shows the contribution of prompt and conversion electrons. A varying bin width
is used to account for the decreasing number of fake electrons with pT.

• veto on events with additional τh satisfying the pass criteria,

• m(Z) ≥ 85 GeV.

The last requirement leads to a sample of predominantly non-conversion electrons. Any residual elec-
trons from conversions are subtracted based on the MC estimate. Furthermore, all prompt electrons
are subtracted based on the simulation. Especially the pass region has a significant contribution from
prompt electrons, mainly from WZ events, as shown in Fig. 6.20.

The fake factor is measured as a function of pT for various η ranges. Below pT = 20 GeV a fine
binning in η is used, with five bins: |η| < 0.6, 0.6 ≥ |η| < 1, 1 ≥ |η| < 1.6, 1.6 ≥ |η| < 2, and 2 ≥ |η|.
Above that threshold, the granularity is reduced to three bins: |η| < 1, 1 ≥ |η| < 1.6, and 1.6 ≥ |η|.
In order to obtain a smoother behaviour of the fake factor as a function of pT, a linear interpolation
is applied between bin-centres. The interpolated fake factors for the different η ranges are shown in
Fig. 6.21(a). It is apparent that the fake factors exhibit a more complicated momentum behaviour than
the muon or τh fake factors. This is in particular caused by the tuning of the electron identification
working points, which are tuned separately for momenta below and above 10 GeV [87].

Uncertainties on the electron fake factors

The systematic uncertainties of the electron fake factors are coming from the statistical limitation of
the control region, the subtraction of true electrons and the sample composition.

• Statistical limitation: The number of events available for the fF measurement is limited by the
size of the data sample, which is in particular limited due to the requirement of additional µ and
τh in the events. Figure 6.21(b) shows the uncertainty due to the statistical limitation per bin
for the most central η region. It is the dominat uncertainty for all momenta.

• Subtraction of true electrons: The fake factor is dependent on the number of true electrons in
the pass region, which is determined from simulated samples. The highest contamination is
coming from diboson WZ events. The diboson cross section is varied by ±10%, and the fake
factor is recalculated. The uncertainty comes into play above 20 GeV, but remains lower than
the statistical uncertainty.
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Figure 6.21: Electron fake factors: (a) Fake factors as a funtion of pT for the various bins in |η|. (b)
Interpolated fake factor for the most central η range. Also shown are the uncertainty due
to the statistical limitation of the control region per bin (error bars) and the impact of
the variation of the diboson cross section, i.e. the subtraction of true electrons (shaded
area).

• Sample composition: Based on observations in validation regions, especially in regions with
additional electrons (see Sec. 6.8.2), an additional overall uncertainty of −10%

+50% is assigned to the
electron fake factors.

Conversion electrons

In order to collect a sample of conversion electrons, different mass requirements are applied. In
contrast to the electron selection, a low invariant mass of the Z-pair is required, m(Z) < 81 GeV. To
further increase the purity of the sample, the invariant mass of the Z-pair and the electron in the event
has to satisfy m(Z + e) < 100 GeV. Any residual non-conversion fake electrons as well as prompt
electrons are subtracted based on the simulation. The subtraction amounts to a negligible fraction of
the sample.

The fake factor for conversion electrons is solely measured as a function of momentum, as shown
in Fig. 6.22. Above 40 GeV, the tight selection criteria do not provide enough events for a meaningful
measurement. However, these fake factors will only be applied on electrons that are tagged in the
simulation as conversions originating from the Z-decay. The fraction of such electrons associated to
the H-pair is negligible at high momenta. Therefore, the statistically limited fake factor for pT >

40 GeV does not appear to be problematic. The systematic uncertainty due to the subtraction of
true electron is negligible. The uncertainty of the fake factor is hence dominated by the statistical
uncertainty.

6.7.3. Tau lepton fake factors

In order to select a sample of pass and fail τh, the following requirements are applied in addition to
the pre-selection:

• exactly one additional τh in the event,

• veto on events with additional electrons satisfying the pass criteria,

• veto on events with additional muons satisfying the pass criteria.
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Figure 6.22: Electron fake factors: interpolated fake factor for conversion electrons as a function of
pT, together with the statistical uncertainty (points). The variation due to the subtraction
of true electrons (shaded area) is too small to be visible.
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Figure 6.23: (a) Numerator and (b) denominator for the measurement of the τh fake factors before
the subtraction of true hadronic tau decays (coloured area), for 1-prong τh and n > 0. A
varying bin width is used to account for the decreasing number of fake τh with pT.

As shown in Fig. 6.23, both the numerator and denominator samples are dominated by fake τh. The
simulation-based subtraction of true hadronic tau decays has no significant influence on the determi-
nation of the fake factor.

Because tau ID treats hadronic tau decays with one or three tracks independently, the fake factors
are measured separately for the two cases. In simulated events, the fake factor is observed to depend
on the number of τh candidates in the event, as shown in Fig. 6.24. The deviation is expected to come
from a difference in the sample (jet type) composition. However, the data-driven measurement of the
fake factor is performed on events with only one τh, in order to keep the signal region untouched.
Therefore, the multi-τh region is emulated by requiring additional τh-like objects in events with only
one τh. These τh-like objects are defined by reconstructed hadronic tau decays with two or more than
three associated tracks and have a BDT score greater 0.2. Furthermore, they are required to satisfy
standard kinematic cuts (pT > 20 GeV, |η| < 2.47), come from the same vertex, and are not allowed to
overlap geometrically with any e, µ or τh objects. The use of reconstructed tau candidates leads to a
very ‘τh-like’ samples of objects, while the contamination with true hadronic tau decays is minimised
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Figure 6.24: τh fake factors: fake factor for 1-prong τh as a function of pT, for varying numbers of τh

and τh-like objects. The shaded area illustrates the variation for varying the BDT score
requirement on the τh-like objects between 0 and 0.4, while the striped area represents
the statistical uncertainty. Only simulated events are used for this measurement.
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Figure 6.25: τh fake factors: Interpolated τh fake factors separately for (a) 1-prong and (b) 3-prong
candidates, in each case for events with and without τh-like objects.

by the requirement on the number of tracks. Figure 6.24 shows the fake factor measured in simulated
events with exactly one τh object and with or without additional τh-like objects. While the fake factor
fF(n(τh) > 1) cannot be reproduced exactly, the trend of a lower fake factor is reproduced correctly.
The shaded area shows the variation of the fake factor from varying the BDT score requirement of
the τh-like objects between 0 and 0.4. While a lower threshold better reproduces fF(n(τh) > 0),
the deviation from fF(n(τh) = 0) increases. This effect appears because the fake factor binned in
the number of τh-like objects is derived from the same sample as fF(n(τh) = 0). Even though the
fake factor measured in simulated samples is not exact, the trends are in general well reproduced.
The approach using τh-like objects to determine the fake factor for events with many τh is therefore
expected to work well also in data. Figure 6.25 shows measured fake factor in data, in events with
and without τh-like object. The fake factor for n > 0 is then used also for events with more than one
(pass or fail) τh. As for the muon and electron fake factors, a linear interpolation is applied between
bin-centres in pT.
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Figure 6.26: τh fake factors: (a) Interpolated fake factor for n > 0. Also shown are the uncertainty
due to the statistical limitation of the control region per bin (error bars) and the impact
of the variation of the diboson cross section (shaded area, not visible). (b) Average fake
factor measured for a varying the number of τh-like objects, as well as for varying BDT
score requirement for the τh-like objects.

Uncertainties on the tau lepton fake factors

The systematic uncertainties associated to the τh fake factors are coming from the statistical uncer-
tainty as well as the sample composition

• Statistical limitation: The sample for the τh fake factor measurement is well populated and the
dependence of the fF on η weak, so that a fine binning was not necessary. The statistical uncer-
tainties are therefore relatively small over the full momentum range, as shown in Fig. 6.26(a).

• Subtraction of true τh: The contamination of true τh has no consequence on the determination
of the fake factor. The uncertainty due to the subtraction of true τh is therefore negligible.

• Definition of τh-like objects: Fig 6.26(b) shows the average factor for a varying number of
τh-like objects as well as a varying BDT score threshold for their definition. The difference be-
tween the inclusive measurement fF(n ≥ 0) and fF(n > 0) is taken as the systematic uncertainty,
which covers the variations due to a different BDT score threshold.

6.8. Background estimation: validation and transfer model

6.8.1. Background transfer model

The signal region is defined by events with an H-pair, in which both objects satisfy the pass criteria.
In terms of the true objects, the events are composed of three kinds of pairs:

• TT-pairs, with two true objects,

• TF-pairs, with one true and one fake object,

• FF-pairs, with two fake objects.

127



6. Search for Z(→ ee/µµ)H(→ ττ)

Higgs%pair%

true%true% true%fake% fake%true% fake%fake%
fail%fail&

fail%pass&
pass%fail&

pass%pass& Signal%
region%

true%true% true%fake% fake%true% fake%fake%
fail%fail&

fail%pass&
pass%fail&

pass%pass&

fF% fF% fF% fF%

fF%

fF%

fF%x%fF%

Figure 6.27: The background transfer model for the composition of the pass-pass signal region. The
events in the light green areas are not well modelled and therefore replaced by events
from the side bands. The latter are transferred to the signal region by multiplication
with the corresponding fake factor(s) fF. All events in the dark green areas therefore are
used to model the signal region.

Table 6.4: Observed and expected number of events at different steps of the analysis. In relation
to the figure legends, the category Z + jets summarises both events with light and heavy
flavour jets (Z lf and Z hf). The category ‘other’ summarises the contribution from minorly
contributing electroweak backgrounds and non-signal Higgs boson events (other EW and
H125). Only the nominal selection is considered, i.e. SF OS Z-pairs and OS H-pairs.

Data Signal Z + jets WZ ZZ top other total bgr

Z-pair 13294241 14 12133321 4216 1539 17618 6869 12163563

H-pair 11114 4.5 10301.4 94.2 269.1 386.6 12.4 11063.7

fail-fail 9373 0.3 9077.7 16.7 11.8 336.6 3.5 9446.4

fail-pass 1482 1.8 1185.6 72.8 81.7 46.1 3.2 1389.5

pass-pass 259 2.5 38.0 4.7 175.6 3.8 5.6 227.8

As described above, the fakes of type pass are not well modelled by the simulation, and the amount
of simulated events is not sufficient for a proper estimate of the amount of fakes in the signal region.
Therefore, the TF and FF-pairs are transferred to the signal region from better populated regions.
Figure 6.27 illustrates the process. FF-pairs are transferred from the fail-fail region, by making use
of the fake factors twice (once for each object). TF and FT-pairs are transferred from the pass-fail
and fail-pass regions, respectively, by applying the fake factor to the fake object that satisfies the fail
criteria. Solely the TT-pairs are used directly and as predicted by the simulation. Because simulated
samples are used in all regions it is ensured that each truth type combination (TT, TF, FT, FF) is
used only once. Furthermore, since the pairing is carried out before the fake factors are applied, the
presence of extra objects (in additional to the Z-pair and H-pair objects) can be disregarded. The
background expectation in the signal region is hence composed as

N(pass-pass) = N(TT, pass-pass) + N(TF, pass-fail) × fF +

N(FT, fail-pass) × fF + N(FF, fail-fail) × fF fF (6.5)

The observed and expected number of events for the different steps of the analysis is listed in Ta-
ble 6.4. The background normalisation as well as the background transfer model are used to estimate
the number of contributing fakes.
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Figure 6.28: Application of the background transfer model on the fail-pass and pass-fail side bands.
The events in the light green areas are not well modelled and therefore replaced by
events from the fail-fail region. The latter are transferred by multiplication with the
corresponding fake factor fF. All events in the dark green areas therefore are used to
model the fail-pass and pass-fail side bands.

6.8.2. Side bands

The intermediate step of going from fail-fail events to fail-pass events provides the possibility to
validate the method and the fake factors15. The logic is illustrated in Fig. 6.28. Whenever a fake
object is required to satisfy the pass criteria, the pair is taken from the region in which the fake
objects satisfies the fail criteria and multiplied with the corresponding fake factor fF. The fail-pass
regions are then composed as follows16:

N(fail-pass) = N(TT, fail-pass) + N(TF, fail-fail) × fF + N(FT, fail-pass) + N(FF, fail-fail) × fF
N(pass-fail) = N(TT, pass-fail) + N(TF, pass-fail) + N(FT, fail-fail) × fF + N(FF, fail-fail) × fF

(6.6)

As a first test, the momentum distribution is evaluated for the three object types, e, µ, τh. Only
objects associated to an OS H-pair are considered. The distributions on the left hand side of Fig. 6.29
shows the fail-fail region, sorted by object type. The MC prediction is normalised according to the
fit result. Since the fit - in contrast to the figure - is performed on events with both OS and SS H-
pairs, the very good agreement with the data also confirms that the balance of both types is correctly
reproduced by the simulation. The right hand side of Fig. 6.29 shows the momentum distribution of
the pass objects in the fail-pass and pass-fail regions. As given by Eq. 6.6, the fake objects that have
to satisfy the pass criteria are transferred from the fail-fail regions. The true objects are taken directly
from the simulation. The observed distributions (data) are not reproduced perfectly, but agree within
uncertainties.

As a second test, distributions of the H-pair are evaluated. Figures 6.30 and 6.31 show the sum
of the momenta of the H-pair objects and the invariant mass of the pair. The two variables are of
interest to enhance the signal purity and to extract the signal at a later stage of the analysis. The
purely leptonic modes (Fig. 6.30) show a worse modelling than the hadronic modes (Fig.6.31). The
statistical uncertainties are high in these regions, both in the pass-fail region and in fail-fail region,
where the fake leptons are transferred from17. Furthermore, the uncertainties from the fit are high for

15As a matter of fact, there is a small overlap between the regions used for the fake factor measurement and the side
bands, because the fake factor control region is not confined to exactly one additional object. However, the number of
events with at least two additional objects is small compared to the number of events with exactly one additional object,
and the fake factors are not altered by including the events with many objects. Therefore, the side bands can nevertheless
been used to validate the fake factors.

16It goes without saying that the composition of regions only applies for the MC prediction. The data is used as observed
after applying the corresponding cuts.

17The distributions for the fail-fail region are shown in the Appendix B.3, Fig. B.5 and Fig. B.6.
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Figure 6.29: Momentum distribution of (left) all objects in the fail-fail region, and (right) the objects
in the pass-fail and fail-pass regions that either satisfy the pass criteria directly (for data
and true objects) or are transferred from the fail-fail region (fake objects). The events
are sorted per particle type. The yellow shaded area shows the statistical uncertainty of
the MC samples.
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6.9. Signal region

theses modes. Nevertheless, the deviation at low masses and low momenta as seen for the ee final
state cannot be fully explained by the uncertainties. The cause of the deviation remains unclear, as
it is not modelled in the simulation. This means in particular that a direct application of the pass
requirements in the simulated samples (instead of using the fake factors) does not improve the data-
MC agreement. Studies on additional MC samples (which are have otherwise not been included in
this analysis), namely diboson events with hadronic final states and a higher-statistics Zγ sample, are
performed, in order to check for missing contributions from such events. However, the studied events
do not contribute at a significant level and cannot explain the data-MC disagreement. The fact that the
deviation is mainly seen in low populated regions complicates further investigations. As mentioned
before, the ee and µµ modes are excluded from the signal region, so that the observed deviation does
not directly influence the further analysis steps. It is however possible that similar deviations occur in
the other electron final states in the signal region.

Based on the deviations seen in the validation plots, an additional asymmetric uncertainty is as-
signed to the electron fake factor, allowing for 10% less and 50% more electron fakes.

6.8.3. Alternative pre-selection

Another validation region free of signal events is provided by the alternative pre-selection, given by
the OF OS-pairs (see Sec. 6.4.3). The region is statistically very limited, especially for the fail-pass
and pass-pass regions. Nevertheless, the alternative pre-selection offers the possibility to validate the
top background, as shown in Fig. 6.32. All final states are shown together, in order to increase the
statistical significance. No significant difference between the simulation and the data is observed.

6.8.4. Diboson region

The ee and µµ final states are increasingly dominated by ZZ events when more objects of pass quality
are required. The pass-pass region therefore provides a control region for the ZZ background, rather
than a signal region18. Figure 6.33 shows the invariant mass of the H-pair jointly for the ee and µµ
final states and pass-pass events. The estimated background contribution is very small compared
to the ZZ events. Nevertheless, a disagreement between data and MC is observed at the order of
10%. This is the argument for the 10% systematic uncertainty assigned to the diboson background
normalisaton, which was already introduced and used as part of the fake factor measurement.

6.9. Signal region

6.9.1. Requirements

The signal region is given by the OS H-pairs in which both constituents satisfy the pass criteria. In
order to further enhance the signal purity, a final requirement on the sum of the transverse momenta
of the two constituents is made. The average momentum sum peaks at higher values for signal events
than for the reducible backgrounds. Compared to requirements on the single momenta, a cut on the
momentum sum keeps more signal events while rejecting a large fraction of the Z + jets background.
Due to the different momentum spectra (see Sec. 6.2, Fig. 6.8) and the varying amount of background,
the cut threshold is individually optimised for each final state by evaluating the expected contribution
from all backgrounds:

• H-pair: eµ : pT(e) + pT(µ) ≥ 25 GeV,

18The signal purity can be increased by a veto on the Z-mass peak and on the missing transverse energy in the event, in
order to transform this control region to a signal region. This was however not done in this analysis.
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(a) H-pair: ee
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(d) H-pair: µµ
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(g) H-pair: eµ
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(h) H-pair: eµ
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Figure 6.30: Distribution of (left) the momentum sum of the H-pair constituents, and (right) the in-
variant mass of H-pair, for the fail-pass and pass-fail regions and the final states (top) ee,
(centre) µµ, and (bottom) eµ. The yellow shaded area shows the statistical uncertainty
of the MC samples.
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(a) H-pair: eτh
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(d) H-pair: µτh
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(g) H-pair: τhτh
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Figure 6.31: Distribution of the (left) the momentum sum of the H-pair constituents, and (right) in-
variant mass of H-pair, for the fail-pass and pass-fail regions and the final states (top)
eτh, (centre) µτh, and (bottom) τhτh. The yellow shaded area shows the statistical un-
certainty of the MC samples.
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(d) pass-fail and fail-pass
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Figure 6.32: Alternative pre-selection: distribution of (left) the momentum sum of the H-pair con-
stituents, and (right) the invariant mass of the H-pair, for the (top) fail-fail, (centre)
fail-pass and pass-fail, and (bottom) pass-pass regions. All final states are added to-
gether. The yellow band shows the statistical uncertainty of the MC samples.
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6.9. Signal region
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(a) H-pair: ee + µµ
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(b) H-pair: ee + µµ
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Figure 6.33: ZZ control region: distribution of (left) the momentum sum of the H-pair constituents,
and (right) the invariant mass of the H-pair, for pass-pass events.

• H-pair: eτh : pT(e) + pT(τh) ≥ 45 GeV,

• H-pair: µτh : pT(µ) + pT(τh) ≥ 45 GeV,

• H-pair: τhτh : pT(τh) + pT(τh) ≥ 80 GeV,

The cuts are chosen so that a most a big part of the reducible background is discarded, while keeping
most signal events, as shown in Fig. 6.34 and in Table 6.5. In terms of the ratio S/

√
S +B, where S is

the number of signal events and B is the number of the background events, the optimal cuts are at
higher thresholds. Using the optimal cuts reduces the number of expected background events below
5 in each channel. In order to allow a better judgement and control of the background modelling in
the signal region, the slightly looser cuts are chosen. The expected limit evaluated on an Asimov
dataset19 is decreased by about 4% compared to the optimal set of cuts.

The remaining events are used to probe the data for the ZH signal. Essentially, the presence of
the signal is tested by fitting the predicted background and signal contributions to the data under
consideration of the statistical and systematic uncertainties. For the fit, the different background
processes are summed up; all events with two true objects are taken together, as well as all other
backgrounds. The first contribution is composed of mainly ZZ events and taken directly from the
simulation, as described in Sec. 6.8.1. The second contribution contains fake objects, and is therefore
a composite sample of events from all side bands. The four final states are evaluated in a combined
fit.

6.9.2. Limit setting

The goal of this analysis is to test the presence of associated Higgs boson production, within the col-
lision data. This is done by testing the data against two hypotheses, the null hypothesis and the signal
hypothesis. The null hypothesis is given by the background-only case, meaning that no ZH signal is
present, and the data can be described by the background processes only. The signal hypothesis states
the presence of the signal in addition to the background. Here, the signal is given by the process
Z(→ ee/µµ)H(→ ττ) and appears with the signal strength µ, with µ > 0. The signal strength is

19The Asimov data set is a single representative data set, created from the signal and background expectation. It can be
used to execute the limit setting procedure (see Sec. 6.9.2), while keeping the signal region blinded, i.e. without using the
data events in the signal region.
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6. Search for Z(→ ee/µµ)H(→ ττ)

Table 6.5: Number of expected events in the signal region, before and after the requirement on the
momentum sum of the H-pair constituents is imposed, separately for each final state. The
background is listed as contributions from true-true events (True bgr) and all other events
(Fake bgr), which are also the categories that are used in the final fit (see next section).

H-pair Cut Signal Fake bgr True bgr

eµ
pass-pass 0.21 0.89 4.44

sum pT > 25 GeV 0.20 0.61 4.15

eτh
pass-pass 0.54 8.13 6.25

sum pT > 45 GeV 0.49 4.14 5.13

µτh
pass-pass 0.63 6.72 7.85

sum pT > 45 GeV 0.58 3.17 6.32

τhτh
pass-pass 0.90 28.31 8.64

sum pT > 80 GeV 0.62 3.62 3.37

) [GeV]4l(T
)+p3l(T

p
0 50 100 150

#
 e

v
e

n
ts

 /
 8

 G
e

V

0

1

2

3

4

5

(a) H-pair: eµ

) [GeV]4l(T
)+p3l(T

p
0 50 100 150

#
 e

v
e

n
ts

 /
 8

 G
e

V

0

1

2

3

4

5

6

(b) H-pair: eτh

­1
 L dt = 20.3 fb∫

 = 8 TeVs

Z lf

Z hf

WZ

ZZ

top

other EW

H125

ZH x 10

Data 2012

) [GeV]4l(T
)+p3l(T

p
0 50 100 150

#
 e

v
e

n
ts

 /
 8

 G
e

V

0

1

2

3

4

5

6

7

(d) H-pair: µτh
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Figure 6.34: Distribution of momentum sum of the H-pair constituents, for the four final states con-
sidered in the signal region. The dashed line indicates the chosen cut value (see text).
The cuts are optimised without looking at the data (blind analysis). The yellow shaded
area shows the statistical uncertainty of the MC samples.
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6.9. Signal region

normalised to the Standard Model prediction, so that µ = 1 represents the case in which the process
appears with the cross section predicted by the Standard Model. For the hypothesis testing, the mass
of the Higgs boson is not a priori fixed. Mass values between 100 GeV and 150 GeV are tested, in
steps of 5 GeV. Nevertheless, the focus is on a mass of 125 GeV, which is the mass point closest to
the mass of the discovered Higgs boson. The signal strength µ is not fixed either. Instead, a fit is done
in order to find the value of µ that best fits the observed data.

For the limit setting, the CLs approach [169] is used, which is the preferred method for searches
within the LHC community [170]. The CLs method has the advantage of taking into account the
measurement sensitivity. In particular, it means that observed data inconsistent with both the null and
signal hypothesis will not result in the rejection of the signal hypothesis.

The (binned) invariant mass distribution of the H-pair is used for the hypothesis testing. For each
bin i the observed number of events is di, and the expected number of events Ei = µsi + bi. The latter
is composed of the signal contribution si appearing with the signal strength µ and the background
contribution bi. The compatibility in each bin i is evaluated using a Poisson probability,

Li =
(µsi + bi)di

di!
e−(µsi+bi) . (6.7)

A Likelihood function L(µ) is constructed as the product over all bins. Due to the systematic uncer-
tainties, the expected signal and background yields are not exactly known. The uncertainties enter the
likelihood function as nuisance parameters θ, where θ stands for all the different nuisance parameters,
θ = θ1, θ2, .... With these parameters, the full likelihood function appears as:

L(µ, θ) =

N∏
i=1

(µsi(θ) + bi(θ))di

di!
e−(µsi(θ)+bi(θ)) . (6.8)

Each nuisance parameter slightly changes the expected signal and/or background yield, either by
effecting the overall normalisation or the shape of the input histogram. The nuisance parameters
are constrained along with µ, by searching for the set of parameters that maximises the likelihood
function. This is done in two ways. The unconditional maximum likelihood L(µ̂, θ̂) describes the
global maximum, with the best fit values µ̂ and θ̂. The best fit signal strength is also called the
observed signal strength. The conditional maximum likelihood L(µ, ˆ̂θ) is a function of µ with values
ˆ̂θ for the nuisance parameters that maximise the likelihood function for a given µ. From the two
maximum likelihoods, a profile likelihood ratio λ(µ) is constructed:

λ(µ) =
L(µ, ˆ̂θ)
L(µ̂, θ̂)

. (6.9)

The profile likelihood ratio is broadend by the nuisance parameters, which are not fixed and vary
as a function of µ. The width of λ(µ) therefore reflects the degraded measurement precision due to
systematic uncertainties.

The test statistic tµ takes the general form tµ = − ln(λ(µ)). Low values of tµ correspond to a good
agreement of data and model for a given µ, while large values represent increasing incompatibility.
The test statistic tµ is slightly modified to take into account the specific requirements of the hypothesis
testing. This encompasses especially the requirement of µ ≥ 0 (the ZH signal leads to an increase
of the number of events in the signal region) and the goal to set an upper limit on the signal strength
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6. Search for Z(→ ee/µµ)H(→ ττ)

(one-sided confidence interval). The modified test statistic qµ is constructed as follows:

qµ =


−2 ln

(
L(µ, ˆ̂θ(µ))

L(0, ˆ̂θ(0))

)
µ̂ < 0 ,

−2 ln
(

L(µ, ˆ̂θ(µ))
L(µ̂,θ̂)

)
0 ≤ µ̂ ≤ µ ,

0 µ̂ > µ .

(6.10)

The definition of the test statistic considers different cases for µ̂. First of all, a downward fluctuation
in the data, i.e. the observation of fewer events than predicted by the background-only model, should
not lead to a rejection of the null (background-only) hypothesis. If µ̂ < 0, the best agreement of
data and prediction is then achieved for µ = 0. The converse case of a high observed signal strength
(µ̂ > µ) should on the other hand not count against the signal hypothesis. It is therefore assigned a
value of 0 for the test statistic. The probability pµ to observe the value µ̂ or more extreme values for
a given µ is calculated as

pµ =

∫ ∞

qµ̂
f (qµ|µ) dqµ . (6.11)

The probability density function f (qµ|µ) describes the probability to find the value qµ for a given µ.
The function f (qµ|µ) needs to be approximated, for example by running pseudo-experiments. The
advantage of the profile likelihood ratio is that it allows to approximate f (qµ|µ) also with an analytic
function depending on a single representative data set20.

Following the similar logic, the probability for the background-only case is constructed as

pb =

∫ qµ̂

−∞

f (qµ|0) dqµ . (6.12)

The CLs methods sets both the signal and background-only probabilities in relation:

CLs =
pµ

1 − pb
. (6.13)

If CLs falls below a threshold α, the corresponding signal strength or more extreme values are rejected
at a confidence level of 1−α. In this analysis, the 95% confidence level is used. Hence, for setting the
upper limit on the signal strength, the value of µ is searched for for which CLs < 0.05. Effectively,
the signal probability pµ is penalised by the background-only probability pb. If the pdfs are well
separated, pb will be small and the CLs limit will approach the direct limit on pµ (commonly called
the CLs+b limit [169]). If the pdfs overlap to a large extend, the denominator 1 − pb becomes small.
A small sensitivity to the signal is therefore reflected in a weaker CLs limit.

6.10. Systematic Uncertainties

Systematic uncertainties enter the signal region from different sources. The scale factors associated
to reconstruction and identification efficiencies as well as energy calibration corrections come with
associated uncertainties. Furthermore, the simulated samples are weighted using calculated (theory)
cross sections, which are known within certain bounds only. The largest systematic uncertainties are
associated to the background estimation developed during the course of this analysis, both from the
background normalisation fit and from the fake factor determination. The uncertainties enter the fit
as variations of the shape and normalisation of the signal and background events. The systematic
uncertainties are treated fully correlated between final states.

20Reference [170] provides a detailed discussion of the test statistic and the pdfs used here, including mathematic
approximations and simplifications, as well as an explanation of the single representative data set, the so called Asimov
data set.
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Figure 6.35: Size of representative systematic uncertainties for different final states. The nominal
distribution of the invariant mass of the H-pair in the signal region is shown (black),
as well as the up and down variation due to the following uncertainties: (a) tau energy
scale, (b) tau ID scale factor, (c) diboson cross section, (d) Z-shape fit uncertainty, (e)
electron fake factor, (f) τh fake factor. (a-c) show the background contribution from
pairs of two true objects, while (d-f) show the contribution from all other backgrounds
(fakes). The final state is indicated beneath each figure.
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Luminosity: The uncertainty on the luminosity measurement amounts to 2.8%. The normalisation
of all samples is varied up and down by that amount. An exception are the background events that are
transferred from the fail-fail region, since these events obtain their normalisation from the fit.

Electron reconstruction: The uncertainties related to the energy calibration, the trigger, and the
reconstruction and identification efficiencies are provided by the respective ATLAS working groups.
They are given as recommendations for variations of the energy calibration and of the scale factors.
These variations are carried through the entire analysis. The uncertainties due to the reconstruction
and identification give normalisation as well as per bin variations (i.e. variations in the shape) of at
maximum 2%. The calibration uncertainties mainly influence the shape of the mass distribution, with
per bin shifts of mostly 2%-4%.

Muon reconstruction: As in the case of electrons, the uncertainties related to the energy calibra-
tion, the trigger, and the reconstruction efficiencies are provided by the respective ATLAS working
groups. They are given as variations to the calibration or scale factors and carried through the entire
analysis. The effect is at the sub-percent level.

Tau lepton reconstruction: The uncertainties related to hadronic tau decays are provided by the
respective working group and are carried through the analysis. Variations on the tau energy calibration
as well as the tau identification scale factors are provided. Due to the relative larger size of the
uncertainties, the variations can have a notable effect on the mass distribution, as shown in Fig. 6.35(a)
for the most affected final state, τhτh. The energy scale uncertainty causes variations of up to 10% or
more in individual bins. In the mixed final states (eτh, µτh) the uncertainty is at the 5% level. The ID
uncertainty typically is 2%-3%, as shown in Fig. 6.35(b).

Signal: Additional uncertainties on the ZH signal are due to theoretically calculated cross sections
and branching rations. The size of the uncertainties is dependent on the mass point. The uncertainty
is applied as up and down variations of the normalisation of the signal samples. The following varia-
tions are considered: The uncertainty on the branching ratio to tau leptons of 7% to 4% (for increasing
mass), the QCD scale uncertainties of 2% to 4%, and the uncertainty on the parton distribution func-
tions and parton scattering of 2% to 3%. The uncertainties are provided by the LHC cross section
working group; details are given in Ref. [171] and [130].

Diboson events: As mentioned above, the cross section of the WZ and ZZ events is varied by
±10%. The value exceeds the theoretical cross section uncertainty, and is motivated by the discrep-
ancy seen in the ee and µµ final states. The variation of the diboson cross section does not only affect
the true backgrounds, but also the fake backgrounds, due to the influence on the fake factor measure-
ment. The latter is notable in the final states with muons and negligible for the di-τh state. The effect
on the true backgrounds in the µτh final state is shown in Fig. 6.35(c).

Background estimation - fit: The largest uncertainties are associated with the data driven back-
ground estimation. Because the remaining top background is small, solely the fit uncertainty of the Z
boson background enters the signal region at a notable level. Since each final state is fitted indepen-
dently, the fit uncertainties are independent and treated fully uncorrelated. The variation on the mass
distribution for the eµ final state is shown in Fig. 6.35(d).
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Background estimation - fake factors: The largest uncertainties are connected to the fake fac-
tors. Especially the variations due to the sample composition are significant. The largest uncertainty is
associated with the fake electrons, due to the discrepancy observed in the di-electron validation region.
The influence of the fake factor uncertainty due to the sample composition is shown in Fig. 6.35(e)
and Fig. 6.35(f) for eτh final state.

6.11. Results

The post-fit distributions of the invariant mass of the H-pair are shown in Fig. 6.36. The signal
regions are dominated by the contribution of the ZZ background (the background contribution with
two true objects), but have a remaining contribution of backgrounds with fakes. The background-only
contributions tend to underestimate the data, so that the observed signal strength is at µ̂ = 3.1+2.9

−2.9.
Nevertheless, the statistical limitation of the signal region is apparent, and within the large statistical
and systematic uncertainties, the background-only hypothesis is in good agreement with the data.
Figure 6.37 shows the upper limits set on the signal strength at 95% confidence level, per channel and
combined. The limit is evaluated for Higgs boson masses between mH = 100 GeV and mH = 150 GeV,
in steps of 5 GeV. The sensitivity of the analysis is best for small Higgs masses and degrades for
higher masses. Towards higher masses, the difference between observed and expected limit increases,
showing a slight excess in the data. The behaviour is driven by the eµ and eτh final states. However,
the excess remains within the uncertainty bands and is therefore in no contradiction to the expectation.
For a Higgs boson mass of 125 GeV, the upper observed and expected limits are:

observed : µ95% = 8.96 , (6.14)

expected : µ95% = 6.18+8.94
−4.45 . (6.15)

As expected, the data collected in 2012 is not sufficient to observe the signal process. An obvious
improvement to increase the sensitivity is therefore the collection of more data - which has just started
with the LHC Run II. The additional data would not only help to decrease the statistical uncertainties,
but also help to understand the four-object side bands. In particular, it would be possible to under-
stand which discrepancies are of statistical and which are of physical nature. The high uncertainties
assigned to the fake factors, especially the electron fake factor, could then potentially be decreased.
Increased MC statistics would also benefit the analysis. In depth studies of the composition of the
signal region, and even the pass-fail regions, were not possible due to the low number of MC events
as soon as the actual cuts were applied (instead of using the fake factor method). On the basis of the
current dataset, the analysis could be improved by the usage of a better Higgs boson mass reconstruc-
tion. More advanced mass reconstruction methods take into account the missing transverse energy,
and can narrow the width of the reconstructed mass distribution considerably. As a consequence, the
irreducible ZZ background and the ZH signal would be more readily distinguishable. Finally, a more
careful treatement of the true backgrounds (i.e. ZZ events) could potentially decrease systematic
uncertainties. Even though the MC expectation for prompt leptons is much more reliable, any mis-
modelling of the ZZ background directly influences the limit setting, because these events represent
the dominant background in the signal region. A very good modelling of the diboson background is
also essential for the inclusion of the missing two final states (ee and µµ).
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Figure 6.36: Invariant mass distribution of the H-pair for the global maximum of the combined fit
for the four final states, and a Higgs boson mass of 125 GeV. The signal distribution is
scaled to the observed signal strength of µ̂ = 3.1. The gray area shows the fit uncertainty.
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Figure 6.37: The upper 95% confidence level on the signal strength for mass hypothesis ranging from
mH = 100 GeV to mH = 150 GeV in steps of 5 GeV. The limit is evaluated for each mass
point individually and then interpolated between mass points. The dashed and continous
lines represents the expected and observed upper limit, respectively. The uncertainty on
the expectation is shown by the green and yellow bands.
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7. Conclusion

This thesis addresses the identification of hadronically decaying tau leptons and associated Higgs
boson production with tau leptons in the final state. The work was performed within the ATLAS
collaboration using proton-proton collisions from the LHC from the data-taking periods in 2011 at
√

s = 7 TeV and 2012 at
√

s = 8 TeV.
The identification of hadronically decaying tau leptons is a challenging task due to the enourmous

background of multi-jet events at the LHC. Multivariate techniques are used to reject this background,
which have to be maintained continously to ensure a stable performance despite the increasing pile-up
and centre-of-mass energy over the years. The studies presented here target the optimisation of the
multivariate-based tau identification with boosted decision trees. In particluar, the pile-up robustness
of the algorithm is studied, which was a major concern before the start of the 2012 data-taking pe-
riod with much higher expected pile-up conditions. As presented in this thesis, the dependence of
the tau identification efficiency on pile-up was reduced considerably. Three steps contribute to the
improvement. The set of discriminating variables is revised, discarding the ones that are very pile-
up dependent and are not contributing significantly to the background rejection. Calorimeter-based
quantities are redefined to use a smaller cone of ∆R < 0.2 around the tau axis. Finally, the impact of
the remaining pile-up dependence is minimised by adding a correction term to certain variables, and
thus ‘subtract’ energy contributions from pile-up events. The improvements were implemented and
applied as a basis for the tau identification algorithms used during the 2012 data-taking period.

Further studies of tau identification concern the momentum dependence and the substructure of the
decay. In the default training procedure of the BDT, the momentum distributions of background and
tau signal events are required to follow the same distribution. The studies confirm that this require-
ment is essential for a good performance over a wide range of momenta. Besides that, no critical
impact of the momentum dependence is found on the performance of the BDT tau ID. Furthermore, it
is tested whether a simple transformation of the discriminating variables can be used to obtain a mo-
mentum independent ID. While the transformation does indeed decreases the dependence, complete
independence is not reached. Finally, the use of advanced substructure algorithms is investigated.
These algorithms explore the substructure of the tau detector object, in order to identify the individ-
ual hadrons of the decay. The comparison of many variable sets show that a combined use of the
currently used variables and substructure-based variables achieves the highest background rejection.
In parallel, a variable set is developed which does not rely on a specific substructure algorithm.

The Higgs boson was discovered in 2012 by the CMS and ATLAS collaborations, and has since
been studied in detail. Most studies are based on the ggF and VBF production modes, which are
the main production modes at the LHC. In this thesis, a search is carried out for events in which the
Higgs boson is produced in association with a Z boson, and decays into a pair of tau leptons. The
search region is characterised by the presence of four objects, namely two electrons or two muons
from the decay of the Z boson and two electrons, muons or τh from the subsequent decay of the tau
leptons. The requirement of four objects leads not only to a statistically limited signal region, but
turns out to be a limiting factor for the definition of four-object side bands as well. Simulated samples
are used for the estimation of all backgrounds. Because the modelling of fakes is poorly described
in MC samples, a data-driven approach is used to minimise the dependence on the mis-modelling.
Nevertheless, the background model does not work in all validation regions equally well. Due to
an insufficient amount of simulated events and the statistical limitation of the affected regions, the
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cause of the discrepancy is not identified. As a consequence, large uncertainties are assigned on the
backgrounds with fake objects. Nevertheless, the investigations show the importance of understanding
the background composition of the signal region and the side bands. Especially, the mixture of light
and heavy flavour jets seems to be of importance. Eventually, an upper limit is set on the signal
strength of the process Z(→ ee, µµ)H(→ ττ). Using a combined fit of the four final states eµ, eτh,
µτh, τhτh, the observed (expected) upper limit is µ95% = 8.96(6.18+8.94

−4.45) at the 95% confidence level,
for a Higgs boson mass of 125 GeV.
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A. Discriminating Variables

The discriminating variables for the separation of hadronically decaying tau leptons from jets are
defined as follows. The jet seed axis is the default axis in the 2011 tau reconstruction. It is given
by the barycenter of all clusters that are associated to the tau candidate. The default axis in the 2012
tau reconstruction is the intermediate axis. It is calculated from the clusters that are within ∆R < 0.2
around the jet seed axis. Their position is first recalculated with respect to the tau vertex (vertex with
the highest jet vertex fraction). Then, the cluster sum is recalculated to define the intermediate axis.

The definitions are followed by the distributions of all variables, separately for 1-prong and 3-prong
candidates. The plots illustrate the definition as used in the 2012 data taking period.

Track radius (Rtrack): pT-weighted track width:

Rtrack =

∑∆Ri≤0.4
i∈{core,iso} pT,i ∆Ri∑∆Ri≤0.4

i∈{core,iso} pT,i
,

where i runs over all core and isolation tracks of the τh candidate, within ∆Ri ≤ 0.4. ∆Ri is
defined relative to the τh intermediate axis and pT,i is the track transverse momentum.

Note that for candidates with only one track total in the core cone and isolation annulus, Rtrack
simplifies to the ∆R between the track and the intermediate axis (2011: jet seed axis).

Number of tracks in isolation annulus (Niso
track

): number of tracks reconstructed within 0.2 < ∆R ≤
0.4 around the intermediate axis (2011: jet seed axis).

Leading track IP significance (SleadTrk): impact parameter significance of the leading track in the
core region.

S leadTrk =
d0

δd0
,

where d0 is the distance of closest approach of the track to the tau vertex (2011: first primary
vertex) in the transverse plane, and δd0 is its estimated uncertainty.

Transverse flight path significance (Sflight
T

): the decay length significance of the secondary vertex
for multi-track τh candidates in the transverse plane:

S flight
T =

Lflight
T

δLflight
T

,

where Lflight
T is the reconstructed signed decay length, and δLflight

T is its estimated uncertainty.
Only core tracks are used for the secondary vertex fit.

Maximum ∆R (∆Rmax): the maximal ∆R between a track associated to the τh candidate and the
intermediate axis (2011: jet seed axis). Only core tracks are considered.

Track mass (mtracks): invariant mass of the track system. Both core and isolation tracks are used
for calculation of the invariant mass.
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Leading track momentum fraction ( ftrack):

ftrack =
pleadtrk

T∑∆R j<0.2
j∈{all} EEM

T, j

,

where pleadtrk
T is the transverse momentum of the leading pT core track of the τh candidate.

EEM
T, j is the transverse energy, calibrated at the EM energy scale, deposited in cell j, and j runs

over all cells of the calorimeter (Ecal + Hcal) in ∆R < 0.2 (2011: ∆R < 0.4) around the τh

intermediate axis (2011: jet seed axis).

Note that for candidates with one track, ftrack is the fraction of the candidate’s momentum
attributed to the track, compared to the total momentum of the candidate, which can have
contributions from the calorimeter deposits from π0s and other neutrals.

Pile-up-corrected leading track momentum fraction ( f corr
track

):

f corr
track = ftrack + 0.003 ∗ Nvtx

where Nvtx is the number of good vertices in the event, defined as the number of pile-up vertices
with at least 2 tracks plus the primary vertex, which is required to have at least 4 tracks.

Central energy fraction ( fcent): fraction of transverse energy in the central region (∆R < 0.1) of
the τh candidate:

fcent =

∑∆Ri<0.1
i∈{all} EEM

T,i∑∆R j<0.2
j∈{all} EEM

T, j

,

where EEM
T,i (EEM

T, j ) is the transverse energy, calibrated at the EM energy scale, deposited in cell
i ( j), and i runs over the cells in all layers associated with the τh candidate within ∆R < 0.1
of the intermediate axis (2011: jet seed axis), while j runs over all cells in all layers within
∆R < 0.2 (2011: ∆R < 0.4).

Pile-up-corrected central energy fraction ( f corr
cent

): Pile-up-corrected fraction of transverse energy
in the central region (∆R < 0.1) of the τh candidate:

f corr
cent = fcent + 0.003 * Nvtx for pT < 80 GeV

f corr
cent = fcent else

where Nvtx is the number of good vertices in the event, defined as the number of pile-up vertices
with at least 2 tracks plus the primary vertex, which is required to have at least 4 tracks. pT is
the momentum of the τh candidate, calibrated at the tau energy scale [117].

Calorimeter radius (Rcal): transverse energy weighted shower width in the calorimeter:

Rcal =

∑∆Ri<0.2
i∈{all} EEM

T,i ∆Ri∑∆Ri<0.2
i∈{all} EEM

T,i

,

where EEM
T,i is the transverse energy, calibrated at the EM energy scale, deposited in cell i, j. The

cells are within ∆R < 0.2 (2011: ∆R < 0.4) of any layer of the electromagnetic and hadronic
calorimeter. ∆Ri is defined relative to the τh intermediate axis (2011: ∆R < 0.4).
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First two (three) leading cluster energy ratio ( f2leadClus ( f3leadClus) ): Ratio of the energy of the
two (three) clusters with the highest energy over the total energy of all clusters associated to
the τh candidate. The cluster energy is calibrated at LC scale.

Cluster mass (mclus): invariant mass of the topoclusters associated to the τh candidate. All clusters
are considered.

Effective cluster mass (meffClus): invariant mass of the topoclusters with dominant contribution to
the energy of the τh candidate. The dominatant clusters are selected based on the number of
effective clusters Neff . Neff is equal to the total number of clusters if all clusters contribute
equally to the total energy. It approaches 1, if the energy is concentrated in one cluster. Neff is
defined as

Neff =

(∑
i∈{all} ELC

i

)2

∑
i∈{all}

(
ELC

i

)2 .

The number is rouned to its nearest larger integer, so that at least two clusters contribute to the
calculation of meffClus if more than one clusters is present. The cluster energy is calibrated at
LC scale.

Cluster isolation energy (Eiso
T

): the transverse energy of the isolation clusters:

Eiso
T =

0.2≤∆R<0.4∑
i∈{all}

EEM
T,i ,

where l runs over all clusters in the isolation annulus 0.2 ≤ ∆R < 0.4 and ∆R is defined with
respect to the intermediate axis (2011: jet seed axis).

Corrected cluster isolation energy (Eiso
T,corr

): the pile-up corrected transverse energy of isolated
clusters:

Eiso
T,corr = Eiso

T −min

(1 − fJVF)
∆R<0.2∑
i∈{jet}

ptrk
T,i , 4 GeV

 ,
where fJVF is the jet vertex fraction of the jet seed of the tau candidate calculated with respect
to the primary vertex, and the sum runs over the transverse momenta of the tracks associated to
that jet.

Number of neutral pions (Nπ0): output of the π0 counting algorithm, which estimates the number
of neutral pions based on two BDTs and the variables fPSS, f π

±

Ecal, EEcal/ptracks, Nstrip, and pleadtrk
T

(see also Sec. 5.2). The number is limited to π0 = {0, 1, 2}.

Invariant mass of the π0-and-track-system (mπ0+tracks): the π0-and-track-system is given by the
four-vector sum of the reconstructed π0 cluster and the core tracks, assigning masses of 135 MeV
and 140 MeV to the cluster and tracks, respectively. The π0 cluster is given by the π0 Finder,
see Sec. 5.2. If the Finder returns a cluster-pair, the two (massless) clusters are combined first.

Ratio of tau momenta (pπ
0+tracks

T
/pT): the ratio of the momentum of the π0-and-track-system and

the momentum of the calorimeter-only measurement. The momentum of the π0-and-track-
system (numerator) is given by the output of the π0 Finder and the core tracks. The momentum
of the calorimeter-only measurement (denominator) is the fully calibrated momentum of the τh

candidate, based on the topoclusters within ∆R < 0.2 around the tau detector axis. See Sec. 5.2
for more information.
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Presampler and strip layer energy fraction ( fPSS):

fPSS =

∑
i∈{all} EPSS

i∑
i∈{all} Ei

,

where i runs over all calorimeter clusters associated to the τh candidate, EPSS
i denotes the part

of cluster energy that is deposited in the presampler and strip layer (ECAL layer 1) and Ei is
the total energy of a calorimeter cluster. The cluster energies are calibrated at the LC scale.

Estimated electromagnetic energy of charged pions over electromagnetic energy ( fπ
±

Ecal
):

f π
±

Ecal =

∑
i∈{core} ptrk

i −
∑

j∈{all} EHcal
j∑

j∈{all} EEcal
j

.

where j runs over all calorimeter clusters associated to τh candidate, EHcal
j denotes the part of

cluster energy deposited in the hadronic calorimeter including the third layer of the electromag-
netic calorimeter, EEcal

j is the part of cluster energy deposited in the electromagnetic calorimeter
(presampler and first two layers) and i runs over the core tracks. All clusters are calibrated at
the LC energy scale.

Electromagnetic energy over track momentum (EEcal/ptracks):

EEcal/ptracks =

∑
i∈{all} EEcal

i∑
j∈{core} ptrk

j

,

where i runs over all calorimeter clusters and EEcal
i is the part of cluster energy deposited in the

electromagnetic calorimeter (presampler and first two layers), calibrated at LC energy scale.
The index j runs over the core tracks.

Number of strip cells (Nstrip): Number of cells in the strip layer (ECAL layer 1) with an energy
of at least 200 MeV and within ∆R < 0.2 (2011: ∆R < 0.4) of the intermediate axis (2011: jet
seed axis).
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Figure A.1: Discriminating variables for 1-prong (left) and 3-prong (right) tau candidates. The vari-
able S leadTrk is not defined for 1-prong candidates. The signal candidates are from sim-
ulated Z → ττ events matched to a true hadronic tau decay. The background candidates
are from multi-jet events in 2012 data. All distributions are normalised to unity.
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Figure A.2: Discriminating variables for 1-prong (left) and 3-prong (right) tau candidates. The signal
candidates are from simulated Z → ττ events matched to a true hadronic tau decay.
The background candidates are from multi-jet events in 2012 data. All distributions are
normalised to unity.
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Figure A.3: Discriminating variables for 1-prong (left) and 3-prong (right) tau candidates. The signal
candidates are from simulated Z → ττ events matched to a true hadronic tau decay.
The background candidates are from multi-jet events in 2012 data. All distributions are
normalised to unity.
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Figure A.4: Discriminating variables for 1-prong (left) and 3-prong (right) tau candidates. The signal
candidates are from simulated Z → ττ events matched to a true hadronic tau decay.
The background candidates are from multi-jet events in 2012 data. All distributions are
normalised to unity.
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Figure A.5: Discriminating variables for 1-prong (left) and 3-prong (right) tau candidates. The signal
candidates are from simulated Z → ττ events matched to a true hadronic tau decay.
The background candidates are from multi-jet events in 2012 data. All distributions are
normalised to unity.
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Figure A.6: Discriminating variables for 1-prong (left) and 3-prong (right) tau candidates. The signal
candidates are from simulated Z → ττ events matched to a true hadronic tau decay.
The background candidates are from multi-jet events in 2012 data. All distributions are
normalised to unity.
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B. Appendices: ZH analysis

B.1. List of MC samples

Primary MC samples used in the ZH analysis. For each process, the following information is given:
the filter applied during event generation, the MC generators, the totol number of events (before
any cuts), and the cross section. The latter includes filter efficiencies and k-factors. The genera-
tors are abbreviated as follows: ‘AlpJi’ for Alpgen+Jimmy, ‘AlpPy’ for Alpgen+Pythia, ‘HerJi’ for
Herwig+Jimmy, ‘PowPy8’ for Powheg+Pythia8, ‘McNJi’ for McAtNlo+Jimmy, ‘MadPy’ for Mad-
Graph+Pythia and ‘Py8’ for Pythia8.

Process Comment Generator # events Cross section

Z(→ µµ) + 0 jets 10 < Mll[ GeV] < 60 AlpJi 999999 4156.0

Z(→ µµ) + 1 jet 10 < Mll[ GeV] < 60 AlpJi 299998 129.81

Z(→ µµ) + 2 jets 10 < Mll[ GeV] < 60 AlpJi 469998 62.947

Z(→ µµ) + 3 jets 10 < Mll[ GeV] < 60 AlpJi 144499 13.483

Z(→ µµ) + 4 jets 10 < Mll[ GeV] < 60 AlpJi 36300 3.0700

Z(→ µµ)+ ≥ 5 jets 10 < Mll[ GeV] < 60 AlpJi 79740 0.8296

Z(→ µµ) + 0 jets 60 < Mll[ GeV] < 2000 AlpPy 5918796 848.61

Z(→ µµ) + 1 jet 60 < Mll[ GeV] < 2000 AlpPy 7658384 89.373

Z(→ µµ) + 2 jets 60 < Mll[ GeV] < 2000 AlpPy 3055489 69.481

Z(→ µµ) + 3 jets 60 < Mll[ GeV] < 2000 AlpPy 734799 18.494

Z(→ µµ) + 4 jets 60 < Mll[ GeV] < 2000 AlpPy 398200 4.7267

Z(→ µµ)+ ≥ 5 jets 60 < Mll[ GeV] < 2000 AlpPy 179200 1.4802

Z(→ µµ) + cc̄ + 0 jets 60 < Mll[ GeV] < 2000 AlpPy 298998 13.918

Z(→ µµ) + cc̄ + 1 jet 60 < Mll[ GeV] < 2000 AlpPy 499799 8.3925

Z(→ µµ) + cc̄ + 2 jets 60 < Mll[ GeV] < 2000 AlpPy 499500 3.9775

Z(→ µµ) + cc̄+ ≥ 3 jets 60 < Mll[ GeV] < 2000 AlpPy 443999 2.0130

Z(→ µµ) + bb̄ + 0 jets 60 < Mll[ GeV] < 2000 AlpPy 1799797 7.6766

Z(→ µµ) + bb̄ + 1 jet 60 < Mll[ GeV] < 2000 AlpPy 999897 3.8827

Z(→ µµ) + bb̄ + 2 jets 60 < Mll[ GeV] < 2000 AlpPy 999395 1.4869

Z(→ µµ) + bb̄+ ≥ 3 jets 60 < Mll[ GeV] < 2000 AlpPy 885894 0.7302

Z(→ ee) + 0 jets 10 < Mll[ GeV] < 60 AlpJi 999998 4156.1

Z(→ ee) + 1 jet 10 < Mll[ GeV] < 60 AlpJi 299999 130.11
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B. Appendices: ZH analysis

Process Comment Generator # events Cross section

Z(→ ee) + 2 jets 10 < Mll[ GeV] < 60 AlpJi 469999 62.918

Z(→ ee) + 3 jets 10 < Mll[ GeV] < 60 AlpJi 144500 13.514

Z(→ ee) + 4 jets 10 < Mll[ GeV] < 60 AlpJi 36300 3.0763

Z(→ ee)+ ≥ 5 jets 10 < Mll[ GeV] < 60 AlpJi 79619 0.8272

Z(→ ee) + 0 jets 60 < Mll[ GeV] < 2000 AlpPy 6078988 848.38

Z(→ ee) + 1 jet 60 < Mll[ GeV] < 2000 AlpPy 7879477 207.33

Z(→ ee) + 2 jets 60 < Mll[ GeV] < 2000 AlpPy 3055991 69.473

Z(→ ee) + 3 jets 60 < Mll[ GeV] < 2000 AlpPy 894995 18.451

Z(→ ee) + 4 jets 60 < Mll[ GeV] < 2000 AlpPy 398597 4.7337

Z(→ ee)+ ≥ 5 jets 60 < Mll[ GeV] < 2000 AlpPy 189700 1.4859

Z(→ ee) + cc̄ + 0 jets 60 < Mll[ GeV] < 2000 AlpPy 224999 13.8803

Z(→ ee) + cc̄ + 1 jet 60 < Mll[ GeV] < 2000 AlpPy 499500 8.4110

Z(→ ee) + cc̄ + 2 jets 60 < Mll[ GeV] < 2000 AlpPy 498997 3.9652

Z(→ ee) + cc̄+ ≥ 3 jets 60 < Mll[ GeV] < 2000 AlpPy 443697 2.0185

Z(→ ee) + bb̄ + 0 jets 60 < Mll[ GeV] < 2000 AlpPy 1799992 7.6798

Z(→ ee) + bb̄ + 1 jet 60 < Mll[ GeV] < 2000 AlpPy 999896 3.8854

Z(→ ee) + bb̄ + 2 jets 60 < Mll[ GeV] < 2000 AlpPy 999594 1.4802

Z(→ ee) + bb̄+ ≥ 3 jets 60 < Mll[ GeV] < 2000 AlpPy 885392 0.7282

Z(→ ττ) + 0 jets 10 < Mll[ GeV] < 60 AlpJi 999898 4156.3

Z(→ ττ) + 1 jet 10 < Mll[ GeV] < 60 AlpJi 299999 130.08

Z(→ ττ) + 2 jets 10 < Mll[ GeV] < 60 AlpJi 469999 63.069

Z(→ ττ) + 3 jets 10 < Mll[ GeV] < 60 AlpJi 119900 13.498

Z(→ ττ) + 4 jets 10 < Mll[ GeV] < 60 AlpJi 366100 3.0955

Z(→ ττ)+ ≥ 5 jets 10 < Mll[ GeV] < 60 AlpJi 79979 0.8250

Z(→ ττ) + 0 jets 60 < Mll[ GeV] < 2000 AlpPy 6299885 848.27

Z(→ ττ) + 1 jet 60 < Mll[ GeV] < 2000 AlpPy 8199883 207.40

Z(→ ττ) + 2 jets 60 < Mll[ GeV] < 2000 AlpPy 3174895 69.450

Z(→ ττ) + 3 jets 60 < Mll[ GeV] < 2000 AlpPy 894995 18.487

Z(→ ττ) + 4 jets 60 < Mll[ GeV] < 2000 AlpPy 398798 4.7343

Z(→ ττ)+ ≥ 5 jets 60 < Mll[ GeV] < 2000 AlpPy 229799 1.4821

W(→ eν) + 0 jets AlpPy 31894238 9208.2

W(→ eν) + 1 jet AlpPy 47465905 2031.1

W(→ eν) + 2 jets AlpPy 17559347 613.16
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B.1. List of MC samples

Process Comment Generator # events Cross section

W(→ eν) + 3 jets AlpPy 4985287 167.29

W(→ eν) + 4 jets AlpPy 2553792 42.755

W(→ eν)+ ≥ 5 jets AlpPy 769192 13.553

W(→ µν) + 0 jets AlpPy 31343557 9208.0

W(→ µν) + 1 jet AlpPy 44260419 2031.6

W(→ µν) + 2 jets AlpPy 17611454 614.36

W(→ µν) + 3 jets AlpPy 4966077 167.30

W(→ µν) + 4 jets AlpPy 2556595 42.765

W(→ µν)+ ≥ 5 jets AlpPy 788898 13.562

W(→ τν) + 0 jets AlpPy 29512260 9208.0

W(→ τν) + 1 jet AlpPy 48065178 2030.6

W(→ τν) + 2 jets AlpPy 17591943 614.39

W(→ τν) + 3 jets AlpPy 4977982 167.28

W(→ τν) + 4 jets AlpPy 2558295 42.806

W(→ τν)+ ≥ 5 jets AlpPy 789096 13.550

WW has lepton (pT > 10 GeV) HerJi 2494694 20.8999

WZ has lepton (pT > 10 GeV) HerJi 999998 6.9706

ZZ has lepton (pT > 10 GeV) HerJi 245000 1.5379

W−(→ eν) Z(→ ee) filter A PowPy8 190000 0.4650

W−(→ eν) Z(→→ µµ) filter A PowPy8 190000 0.3666

W−(→ eν) Z(→ ττ) filter A PowPy8 76000 0.0329

W−(→ µν) Z(→ ee) filter A PowPy8 189999 0.4484

W−(→ µν) Z(→ µµ) filter A PowPy8 190000 0.3751

W−(→ µν) Z(→ ττ) filter A PowPy8 76000 0.0331

W−(→ τν) Z(→ ee) filter A PowPy8 75400 0.2187

W−(→ τν) Z(→ µµ) filter A PowPy8 76000 0.1903

W−(→ τν) Z(→ ττ) filter A PowPy8 19000 0.0114

W+(→ eν) Z(→ ee) filter A PowPy8 189899 0.3261

W+(→ eν) Z(→ µµ) filter A PowPy8 190000 0.2542

W+(→ eν) Z(→ ττ) filter A PowPy8 76000 0.0205

W+(→ µν) Z(→ ee) filter A PowPy8 190000 0.3155

W+(→ µν) Z(→ µµ) filter A PowPy8 190000 0.2610

W+(→ µν) Z(→ ττ) filter A PowPy8 76000 0.0206
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Process Comment Generator # events Cross section

W+(→ τν) Z(→ ee) filter A PowPy8 76000 0.1570

W+(→ τν) Z(→ µµ) filter A PowPy8 76000 0.1346

W+(→ τν) Z(→ ττ) filter A PowPy8 19000 0.0072

ZZ → 4e filter B PowPy8 1099997 0.0698

ZZ → 2e2µ filter B PowPy8 1599696 0.1454

ZZ → 2e2τ filter B PowPy8 599999 0.1021

ZZ → 4µ filter B PowPy8 1099798 0.0701

ZZ → 2µ2τ filter B PowPy8 799900 0.1032

ZZ → 4τ filter B PowPy8 299999 0.0081

gg→ ZZ → 4e McNJi 90000 0.0007

gg→ ZZ → 4µ McNJi 90000 0.0007

gg→ ZZ → 2e2µ McNJi 90000 0.0014

tt̄ has lepton McNJi 9626750 137.31

tt̄ no lepton McNJi 923946 115.57

single top, W → eν s-channel McNJi 169183 0.6059

single top, W → µν s-channel McNJi 169100 0.6059

single top, W → τν s-channel McNJi 169061 0.6059

single top, (inclusive) t-channel McNJi 1766958 22.371

tt̄Z MadPy 399996 0.0914

tt̄Z j MadPy 399995 0.0612

tt̄Z j j inclusive MadPy 399798 0.0537

tZ(→ ll) s+t-channel MadPy 100000 0.0380

ZZZ∗ MadPy 50000 0.0003

ZWW∗ MadPy 50000 0.0016

ggF : H → ZZ → 4l m(H) = 125 GeV PowPy8 200000 0.0054

VBF : H → ZZ → 4l m(H) = 125 GeV PowPy8 199999 0.0004

WH : H → ZZ → 4l m(H) = 125 GeV Py8 100000 0.0002

ZH : H → ZZ → 4l m(H) = 125 GeV Py8 85000 0.0001

ggF : H → WW → 2l2ν m(H) = 125 GeV PowPy8 500000 0.2136

VBF : H → WW → 2l2ν m(H) = 125 GeV PowPy8 300000 0.0181

WH : H → WW → 2l2ν m(H) = 125 GeV Py8 20000 0.0159

ZH : H → WW → 2l2ν m(H) = 125 GeV Py8 20000 0.0094

WH : H → τlepτlep m(H) = 125 GeV Py8 494953 0.0055
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Process Comment Generator # events Cross section

ggH : H → τlepτhad m(H) = 125 GeV PowPy8 1994795 0.5628

VBF : H → τlepτhad m(H) = 125 GeV PowPy8 1099897 0.0455

WH : H → τlepτhad m(H) = 125 GeV Py8 230000 0.0201

ggF : H → τhadτhad m(H) = 125 GeV PowPy8 1374899 0.5180

VBF : H → τhadτhad m(H) = 125 GeV PowPy8 1848691 0.0419

WH : H → τhadτhad m(H) = 125 GeV Py8 499362 0.0185

ZH : H → τlepτlep m(H) = 100 GeV Py8 29999 0.0080

ZH : H → τlepτlep m(H) = 105 GeV Py8 30000 0.0068

ZH : H → τlepτlep m(H) = 110 GeV Py8 100000 0.0058

ZH : H → τlepτlep m(H) = 115 GeV Py8 100000 0.0048

ZH : H → τlepτlep m(H) = 120 GeV Py8 100000 0.0039

ZH : H → τlepτlep m(H) = 125 GeV Py8 495000 0.0031

ZH : H → τlepτlep m(H) = 130 GeV Py8 100000 0.0023

ZH : H → τlepτlep m(H) = 135 GeV Py8 30000 0.0017

ZH : H → τlepτlep m(H) = 140 GeV Py8 30000 0.0012

ZH : H → τlepτlep m(H) = 145 GeV Py8 30000 0.0008

ZH : H → τlepτlep m(H) = 150 GeV Py8 30000 0.0005

ZH : H → τlepτhad m(H) = 100 GeV Py8 30000 0.0295

ZH : H → τlepτhad m(H) = 105 GeV Py8 30000 0.0252

ZH : H → τlepτhad m(H) = 110 GeV Py8 30000 0.0213

ZH : H → τlepτhad m(H) = 115 GeV Py8 30000 0.0177

ZH : H → τlepτhad m(H) = 120 GeV Py8 30000 0.0144

ZH : H → τlepτhad m(H) = 125 GeV Py8 499998 0.0114

ZH : H → τlepτhad m(H) = 130 GeV Py8 30000 0.0086

ZH : H → τlepτhad m(H) = 135 GeV Py8 29998 0.0063

ZH : H → τlepτhad m(H) = 140 GeV Py8 30000 0.0044

ZH : H → τlepτhad m(H) = 145 GeV Py8 30000 0.0029

ZH : H → τlepτhad m(H) = 150 GeV Py8 30000 0.0018

ZH : H → τhadτhad m(H) = 100 GeV Py8 100000 0.0271

ZH : H → τhadτhad m(H) = 105 GeV Py8 99999 0.0232

ZH : H → τhadτhad m(H) = 110 GeV Py8 100000 0.0196

ZH : H → τhadτhad m(H) = 115 GeV Py8 100000 0.0163

ZH : H → τhadτhad m(H) = 120 GeV Py8 100000 0.0133

185



B. Appendices: ZH analysis

Process Comment Generator # events Cross section

ZH : H → τhadτhad m(H) = 125 GeV Py8 499997 0.0105

ZH : H → τhadτhad m(H) = 130 GeV Py8 100000 0.0079

ZH : H → τhadτhad m(H) = 135 GeV Py8 99999 0.0058

ZH : H → τhadτhad m(H) = 140 GeV Py8 99998 0.0040

ZH : H → τhadτhad m(H) = 145 GeV Py8 100000 0.0027

ZH : H → τhadτhad m(H) = 150 GeV Py8 99999 0.0016

filter A: m(ll) > 2m(lZ) + 250 MeV, dilepton filter pT > 5 GeV, |η| < 2.7

filter B: m(ll) > 4 GeV, dimuon filter pT > 5 GeV
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B.2. Control plots Z boson mass peak

Figure B.1 shows the invariant mass distribution of the Z-pair separately for ee-pairs (left) and µµ-
pairs (right). While the shape discrepancy in the tails is observed in for ee-pairs only, the underes-
timation of the predicted number of events appears in both channels. It is therefore unlikely to be
caused by mis-modelled reconstruction, identification or trigger efficiencies, which are developed in-
dependently for electrons and muons. In the two central distributions the simulated Z → ee + jets and
Z → µµ + jets events are generated with POWHEG+PYTHIA8 instead of ALPGEN+PYTHIA (all
other constributions are unchanged). The alternative sample does not distinguish between light and
heavy flavour contributions. The tail for ee-pairs remains mis-modelled, which confirms the findings
of other groups. The agreement in the predicted number of events improves to about 5%. The bottom
two plots show again the nominal simulation, rescaled to match the event count measured in data.
The systematic uncertainties cover most of the shape discrepancies in the tails of the invariant mass
distribution.

Figures B.2 to B.4 show the validation of the track and calorimeter isolation requirements as well as
the cut on the impact parameter significance. The measurement is performed via a simplified tag-and-
probe analysis. Electron or muon pairs consistent with the decay of a Z boson are selected: the pair
has to be of same flavour and opposite electric charge and have an invariant mass of (91±10) GeV. The
leading lepton functions as the ‘tag’ and has to satisfy in particular pT > 26 GeV, tight identification,
piso(0.4)

T /pT < 0.1, Eiso(0.4)
T /pT < 0.1 and |d0/σ(d0)| < 3.5 or 6.5 (muons or electrons). The subleading

lepton functions as the ‘probe’ and satisfies basic criteria only (see 6.4.2). The probe lepton is then
subjected to requirements imposed on the Z-pair leptons one at a time. That means that all cuts are
applied apart from the one in question, i.e. for the measurement of the track isolation efficiency, the
probe lepton is required to pass the cuts on ID, calorimeter isolation and d0/σ(d0). This increases
the purity of the probe sample. The cut efficiency measured in data is compared to the efficiency
measured in data. To simplify the measurement, no dedicated background estimation or subtraction
is performed. To estimated the contamination of fake leptons, the MC efficiencies are measured for
all leptons or truth-matched leptons only. Figure B.2 shows this for the track isolation measurement.
Apart from the first two (filled) bins, both MC efficiencies match, meaning that the measurement is
not biased by the presence of fake leptons. Figure B.3 and B.4 show the efficiency ratios data/MC for
the various requirements as a function of momentum and pseudorapidity. The cut efficiencies in data
and simulation agree very well. Deviations larger than 1% are only observed for bins in which the
measurement cannot be trusted due to increasing contamination with fake leptons. Due to the very
good agreement, no scale factors are used in the analysis for requirememnts on the track isolation,
calorimeter isolation or impact parameter significance.
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Figure B.1: Invariant mass of the Z-pair, separately for the electron pairs (left) and muon pairs (right).
(a,b) Nominal distribution and (c,d) using Z + jets samples generated with POWHEG and
PYTHIA8 instead of the nominal ALPGEN+PYTHIA sample. The yellow shaded area
shows the statistical uncertainty. In (e,f), the nominal sample is used, but scaled up by
9%. The yellow shaded area shows here the systematic uncertainties connected to the
electron and muon energy and position corrections, as well as trigger, reco and ID scale
factors.188
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Figure B.2: Efficiency of the track isolation requirement piso(0.4)
T /pT < 0.1 as a function of pT for (a)

electrons and (b) muons. The efficiency is measured on all probe leptons for data and
simulation, as well as on truth-matched probe leptons only.
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Figure B.3: Efficiency ratio for electrons as a function of (a) pT and (b) η for the following require-
ments (from top to bottom): tight identification, |d0/σ(d0)| < 6.5, piso(0.4)

T /pT < 0.1, and
Eiso(0.2)

T /pT < 0.1.
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Figure B.4: Efficiency ratio for muon as a function of (a) pT and (b) η for the following requirements
(from top to bottom): |d0/σ(d0)| < 3.5, piso(0.4)

T /pT < 0.1, and Eiso(0.2)
T /pT < 0.1.
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(d) H-pair: µµ
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Figure B.5: Distribution of (left) the momentum sum of the H-pair constituents, and (right) the in-
variant mass of H-pair, for the fail-fail regions and the final states (top) ee, (centre) µµ,
and (bottom) eµ.
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(d) H-pair: µτh
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(g) H-pair: τhτh
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Figure B.6: Distribution of (left) the momentum sum of the H-pair constituents, and (right) the in-
variant mass of H-pair, for the fail-fail regions and the final states (top) eτh, (centre) µτh,
and (bottom) τhτh.
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