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Abstract

The experimental search for non-abelian anyons has extended beyond that of Majorana modes with advances in the understanding, manipulation and construction of fractional quantum Hall systems and their combination with elements like superconductors. Further fractionalisation of the electron degrees of freedom leads to parafermionic modes that can share fractions of the elementary charge non-locally. In this thesis we study the $\mathbb{Z}_6$ parafermions through transport spectroscopy and find that their fractional degree of freedom can be observed from a current readout via a standard metallic electrode. By simulating the dynamics of an open quantum system of two parafermions, we show that interaction with a fractional quantum Hall environment, causing fractional quasiparticle poisoning of the parafermion charge, reveals itself in a two or three-level telegraph noise in the current. To this end we use the stochastic quantum jump method and extend the jump operator formalism to describe fractional charges. Finally, we propose and study a protocol to experimentally verify the fusion algebra in a construction with four parafermions. In conclusion, the thesis presents proposals and indications for future experiments to measure compelling signatures of parafermionic modes.
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In the second year of physics at the Niels Bohr Institute, we learned that the world can be divided into bosons and fermions – and that is it. However, reality is rarely black or white and likewise, the world offers us more general particle-like modes with exchange statistics that is neither bosonic nor fermionic. Coined in 1982 by F. Wilczek [4], anyons interpolate between bosons and fermions in the way that the exchange of two identical anyons results in a phase change of the wave function that can take any value between zero and $2\pi$. Even more interesting are the non-abelian anyons which, loosely speaking, ‘remember’ the direction and order in which a collection of them are interchanged in a two-dimensional space. The controlled exchange – or braiding – of anyons can therefore be exploited to non-locally store and manipulate information in a non-trivial way [5]. The result is independent of the microscopic details of this process and depends only on the topology of the braiding.

An example of a non-abelian anyon that has been proposed for performing quantum computation [6] and which has been studied extensively is the Majorana mode [7]. Despite its anyonic nature it is often referred to as a Majorana fermion – a terminology I will adopt in this thesis. As far as we know, this is an excitation that emerges from the interaction of many electrons and it can effectively be described as a quasiparticle that cannot be isolated or removed from the rest of the system. It takes two Majorana operators to describe one regular fermion (electron) and they can thus be thought of as ‘one half of an electron’ which is furthermore its own antiparticle.

The fractionalisation can be continued further and one could think of splitting the electron into three, four, ..., etc. modes. In general, all these fractional versions are called parafermionic modes or paraferrions (PFs) for short [8]. They are localised low-energy excitations that reflect a topological phase of the host system and they behave very differently from the known constituent particles. Their physical realisation is thought to require combinations of materials and systems that are already fascinating and complicated on their own. Examples of these are superconductors, topological insulators and quantum Hall systems [9–12].

The struggle to measure convincing signatures of these modes has been ongoing for more than a decade [13–18]. For the Majorana fermions, transport measurements can probe a low-energy state within the energy gap of the host material but at the price of losing the information stored in the parity of a pair of these modes [13, 15, 19]. This thesis investigates how more general PFs, corresponding to smaller fractions of an electron, can be studied through transport spectroscopy which partly conserves their topologically protected degree of freedom. Despite recent experimental indications of PFs [20], alternative explanations of the observations as dissipation effects [21] still question their existence. Therefore, much further research within the field is required in order for
us to learn more about the new physics these exotic fractional excitations represent. This could also lead to a better understanding of the constituent electrons and the interaction among these. Our findings serve as useful guides for future experiments and can be implemented in more complex structures than the devices presented here.

In addition, understanding of PFs and their manipulation could in a far-future scenario be employed in the construction of a topological quantum computer where pairs of non-abelian anyons constitute quantum bits (qubits). A quantum computer could supplement classical supercomputers to solve problems that cannot be answered by a classical computer alone. Importantly, the topological nature of PFs implies that this type of qubit would carry an inherent protection against errors [7, 22].

Outline

This thesis reviews the findings of my research as a PhD student within the field of transport and dynamics in topological phases of matter. The central focus of the thesis is parafermionic modes and after introducing background theory, I will present detailed calculations and analyses of signatures of these modes and discuss the results.

Chapter 1 introduces relevant concepts for understanding the complexity of PFs and the interest in the physics they represent. We lay out the formalism that is used in the later chapters, summarise physical phenomena and systems important for the investigation of PFs and present proposals for the realisation of these modes.

Chapter 2 unfolds our work in Ref. [1] on transport spectroscopy as a method to explore the fractional nature of PFs. With two device proposals inspired by experimental realisations, we present predictions for the conductance signals of these in the presence of PFs. The chapter also explores breaking of the topological protection of the fractional PF degree of freedom.

Chapter 3 analyses the dynamics of sets of PFs under current measurements and studies the effect of quasiparticle poisoning which affects the fractional charge shared by a pair of PFs. The results of these investigations are additionally used to propose and explore a protocol to test the non-abelian character of the PFs through the associativity of fusion. Our work in this chapter is presented in Ref. [2].

Chapter 4 is a reprint of Ref. [3] that investigates another topological phenomenon called Thouless pumping. Here we make use of similar techniques as presented in the preceding chapters although the work is outside the central focus of this thesis. My contributions to the work are stated before the manuscript.

Chapter 5 concludes the work on PFs presented in this thesis and discusses possible future directions.
Publications

The thesis presents the results of the two works below in greater detail with extended explanations. Some material (mainly figures) of the original papers are included with minimal or no modification.

*Readout of Parafermionic States by Transport Measurements*

**Ida E. Nielsen**, Karsten Flensberg, Reinhold Egger, Michele Burrello  

Contributor to the development of the theoretical concept and primary contributor to the analytical calculations of transport and the numerical results. Contributor to the main text and sections of the supplemental material.

*Dynamics of parafermionic states in transport measurements*

**Ida E. Nielsen**, Jens Schulenborg, Reinhold Egger, Michele Burrello  

Contributor to defining the project and identifying the relevant techniques. Primary contributor to the numerical studies and their analysis as well as to the writing of the manuscript.

The thesis also contains the following manuscript:

*Thouless pumping in Josephson junction arrays*

Stavros Athanasiou, **Ida E. Nielsen**, Matteo M. Wauters, Michele Burrello  
arXiv:2308.13597 (August 2023), Ref. [3]

Contributor to the theoretical description of the Harper-Hofstadter model as well as the numerical codes for the pumping scheme and the subsequent data analysis and figures. Contributor to setting up and refining the manuscript.

Although all three works study transport and topological phenomena in mesoscopic superconducting systems, this last one is outside the main focus of the thesis which concentrates on parafermionic modes. Without any further in-depth details or calculations, the manuscript is replicated in Ch. 4.
Introduction to parafermionic modes
This chapter provides an introduction for non-expert readers with a background in quantum mechanics to the concepts of parafermionic modes, topological phases and the fractional quantum Hall (FQH) effect. We also review theoretical proposals for the physical realisation of parafermions (PFs) as well as recent experimental signatures of these modes. The subject is vast, so rather than a detailed introduction the chapter provides a broad overview and focuses on the essentials of relevant topics for understanding the work presented later in this thesis. For a more complete introduction the reader is referred to Refs. [8, 24, 26].

1.1 Parafermions, topological phases and the quantum clock model

Explaining my PhD work to family and friends, the most frequently used line has been; 'think of parafermions as one sixth of an electron'. Although not exact, it does convey the core idea. To fellow students from other areas of physics the explanation would contain; 'a generalisation of fermions'. And to colleagues within the same field they are; 'a further fractionalisation of the electron degrees of freedom beyond that of Majorana fermions, exhibiting non-abelian statistics'. Here we review in more detail what defines the PFs and some of their properties.

For readers new to the field we stress that all solid-state systems are made up solely of ions and electrons. Although we will discuss more exotic excitations that can be thought of as fractional versions of the constituents these are merely an effective way to describe the collective behaviour and interplay of the many-body system. The new excitations can have properties that are very different from those of the constituents and cannot be isolated or extracted from the system. In fact, the excitations we will study can only exist in one or two-dimensional (1D or 2D) electron systems [7, 23] such as a wire that is only a few nanometres wide or a 'plate' of similar thickness, typically encapsulated by other layers of materials. Nonetheless, we will often talk about them as individual entities.

We begin by introducing the concept of topological phases after which we present the formalism of PFs and show how the quantum clock model can be mapped to a chain of these modes. The concepts are treated in much greater detail for instance in Refs. [8, 24, 26, 28].

Topological phases

Topology is a vast and complex topic from which we here flash only a few properties relevant for the work presented in succeeding chapters. In the context of condensed matter systems, topology is used to classify different physical systems and the corresponding Hamiltonians. It is a way to distinguish phases that do not otherwise differ in their symmetries, long-range order or local order parameters. Instead, different topological phases can be characterised by a non-local topological invariant which could be the degeneracy of the ground state, whether the phase has special states existing only on the edges of the system or the statistics of potential quasiparticles [24]. For example, if two Hamiltonians that both have a gapped spectrum can be continuously transformed into each other under smooth variation of some parameter without ever closing the energy gap, they are said to be topologically equivalent [26] and thus in the same topological phase. In this case, the topological invariant could be the number of energy levels below the gap. The invariant can change when this gap closes and the system is said to undergo a topological phase transition. A phase or system with non-trivial topology - also sometimes simply called a topological system - has a ground state with a degeneracy that is robust against physical perturbations [8, 24]. It is
1.1. Parafermions, topological phases and the quantum clock model

Figure 1.1: Illustration of the braiding of world lines for four non-abelian anyons in two spatial dimensions and time. The irregularities of the lines are to illustrate that the transformation of the quantum state does not rely on the details of the trajectory but only the topology.

not possible to determine the state within the ground state subspace with any measurement of a local operator [11, 23]. Often the ground state is associated with particles of zero excitation energy that appear at the edges of an otherwise gapped bulk system [8]. For instance, in a topological 1D electron system the zero-energy modes will be zero-dimensional and localised at the ends whereas they will be 1D edge modes in a 2D system with non-trivial topology. Criteria on the bulk spectrum and the topological invariant can reveal if these modes are present, a concept referred to as bulk-edge correspondence.

The zero-energy excitations are exotic in the way that they neither behave as fermions nor bosons. They are quasiparticles, named anyons, which refers to fact that exchanging two anyons yields a phase that is not necessarily a ±1 but in general some $e^{i\vartheta}$ [4]. Importantly, this fractional statistics is only possible in two spatial dimensions [24]. In addition to this, the anyons we are to study obey a non-abelian exchange statistics which implies that an adiabatic interchange of e.g. the positions of two modes transforms the quantum state of the system in a non-commutative way [12]. It corresponds to a unitary transformation within the ground state subspace and shifts between those states. Importantly, the transformation depends solely on the topology of the interchange, i.e. the overall characteristics, and not on the exact microscopic details of the trajectory or on noise as long as the degeneracy of the ground state manifold does not change during the operation and the energy gap remains [11]. One talks about topological braiding and often draw world lines to illustrate the exchange procedure where one of three dimensions is time, see Fig. 1.1. In the ground state manifold, a quantum state of the same dimension as the degeneracy itself can be stored non-locally. The braiding protocol can entangle multiple quantum information registers under topologically protected operations which is the reason why non-abelian anyons are considered potential candidates for quantum computation applications [12].

One example of a topological system is the 1D $p$-wave superconductor (SC) as described in Kitaev’s seminal work (Ref. [7]). In the topological phase the SC supports non-abelian anyons
1. Introduction to Parafermions

named Majorana fermions (MFs), localised at each end of the ‘wire’. These are described by second quantised operators $\gamma$ which, despite the name Majorana fermion, do not square to zero but rather $\gamma^2 = 1$. Hence, one cannot speak of an occupied or unoccupied Majorana state. One can instead make sense of the parity of a pair of MFs; $P_M = i\gamma_2\gamma_1 = \pm 1$. Such a pair can be described as one normal fermion (electron) with annihilation operator $c = (\gamma_1 + i\gamma_2)/2$ [7, 19]. Additionally, the MFs are self-adjoint, $\gamma^\dagger = \gamma$, making them their own anti-particle. A pair of MFs that are well-separated in space encodes a qubit non-locally, and by an ordered exchange of at least two pairs of MFs it is possible to implement a non-universal set of operations or quantum gates [5, 22]. These exotic modes are, however, only the most basic type of PFs and there exists more general examples of these localised topological excitations that provide better protection against noise from the environment and have a richer set of fault-tolerant qubit rotations compared to the MFs [23]. Still, however, we note that topological manipulations of PFs cannot realise universal quantum computation [11].

Next we will consider the PFs in general and extend the formalism and notion of parity.

**Formalism**

PFs bring with them new curious fundamental physics to be understood and tested. Before considering the physical systems where to search for them and how to see signatures of these modes, we review the basic formalism to describe PFs.

As mentioned above, the MF is described by a self-Hermitian operator that squares to $1$. This is the simplest type of PF and, in general, PFs are non-abelian anyons that come in different $\mathbb{Z}_N$-types. They are represented by an operator $\alpha$ that yields the identity when taken to the $N$th power [12];

$$\alpha^N = \left(\alpha^\dagger\right)^N = 1. \quad (1.1)$$

Furthermore, the PF operator is unitary;

$$\alpha^\dagger = \alpha^{N-1} = \alpha^{-1}, \quad (1.2)$$

which, combined with the first equation, means that for even values of $N$

$$\alpha^{N/2} = \left(\alpha^\dagger\right)^{N/2}. \quad (1.3)$$

Indeed, we confirm that for $N = 2$ these operators are self-adjoint and square to identity as the MF operator. For larger $N$ they define the more general PFs. For a collection of PFs, numbered in some order $\alpha_1, \alpha_2, \alpha_3, \ldots$, the following commutation relations apply [11]:

$$\alpha_i \alpha_j = \alpha_j \alpha_i e^{i\frac{2\pi}{N} \text{sgn}(j-i)}, \quad (1.4)$$

$$\alpha^\dagger_i \alpha_j = \alpha_j \alpha^\dagger_i e^{-i\frac{2\pi}{N} \text{sgn}(j-i)}, \quad (1.5)$$

where Eq. (1.5) is obtained by combining Eqs. (1.2) and (1.4) and the sign convention follows that of Ref. [25] with $\text{sgn}(0) = 0$. Setting $N = 2$ we see that MF operators anticommute like normal fermions, but in general one obtains a complex phase for PFs. Other useful commutation relations that follow from these are

$$\alpha^\dagger_i \alpha_j \alpha_k = \alpha^\dagger_k \alpha^\dagger_j \alpha_i e^{i\frac{2\pi}{N} (\text{sgn}(k-j) - \text{sgn}(k-i))} \implies [\alpha^\dagger_i \alpha_j, \alpha_k] = 0 \quad \text{for } k > i, j \text{ or } k < i, j, \quad (1.6)$$
and similarly \( [\alpha_i^\dagger \alpha_j^\dagger, \alpha_k^\dagger] = 0 \). This implies that \( [\alpha_i^\dagger \alpha_j^\dagger, \alpha_k^\dagger, \alpha_l^\dagger] = 0 \) given that also \( l > i, j \) or \( l < i, j \).

Employing the commutation relation in Eq. (1.5) we make the following rewriting

\[
(a_i^\dagger a_j)^N = (a_i^\dagger)^N (a_j)^N (e^{i \frac{\pi}{N} \text{sgn}(j-i)})^{\sum_{n=1}^{N-1} n} = (e^{i \frac{\pi}{N} \text{sgn}(j-i)})^{N(N-1)/2} = (-1)^{N-1}, \quad \text{for } i \neq j. \tag{1.7}
\]

From this point on we will restrict ourselves to consider ‘even’ PFs where \( N = 2m \) and \( m > 0 \) is an integer. Therefore, \( (a_i^\dagger a_j)^N = -1 \) which means we can write the eigenvalues of the operator \( a_i^\dagger a_j \) as \( e^{i \frac{2\pi}{N} (q-1/2)} \) where \( q \) is an integer.

Let us consider two PFs \( \alpha_1, \alpha_2 \) and the operator \( a_1^\dagger a_2 \) in more detail. We label the eigenstates by \( |q\rangle \) such that

\[
a_1^\dagger a_2 |q\rangle = e^{i \frac{2\pi}{N} (q-1/2)} |q\rangle. \tag{1.8}
\]

We see that with this operator there exists \( N \) distinguishable values of \( q \in \{0, 1, \ldots, N-1\} \). With the commutation relations in Eqs. (1.4) and (1.5) we find that

\[
(a_1^\dagger a_2) a_j = e^{-i \frac{\pi}{N} \alpha_j} (a_1^\dagger a_2), \quad (a_1^\dagger a_2) (a_j^\dagger) = e^{i \frac{\pi}{N} \alpha_j^\dagger} (a_1^\dagger a_2), \tag{1.9}
\]

for \( j = 1, 2 \). This means that \( \alpha_{1,2} |q\rangle \propto |q-1\rangle \) and \( \alpha_{1,2}^\dagger |q\rangle \propto |q+1\rangle \) with proportionality constants of unit magnitude \([12]\). Furthermore, \( \alpha_{1,2} |0\rangle \propto |N-1\rangle \) and \( \alpha_{1,2}^\dagger |N-1\rangle \propto |0\rangle \). We choose to fix the relative phases of the states such that

\[
\alpha_1 |q\rangle = |q-1\rangle, \quad \alpha_1^\dagger |q\rangle = |q+1\rangle. \tag{1.10}
\]

Since \( (a_1^\dagger a_2^\dagger) a_1 |q\rangle = e^{i \frac{2\pi}{N} (q-1/2)} |q-1\rangle \) we can require that

\[
a_1^\dagger a_2^\dagger a_1^\dagger |q\rangle = e^{-i \frac{\pi}{N} \alpha_1^\dagger a_2^\dagger a_1^\dagger} \equiv e^{i \frac{2\pi}{N} (q-1/2)} |q-1\rangle \rightarrow a_2 |q\rangle = e^{i \frac{2\pi}{N} (q-1/2)} |q-1\rangle, \tag{1.11}
\]

and similarly \( a_2^\dagger |q\rangle = e^{-i \frac{\pi}{N} (q+1/2)} |q+1\rangle \). We can also replace the number \( q \) with the corresponding operator \( \hat{q} \) and write

\[
e^{i \frac{\pi}{N} \alpha_1^\dagger a_2} = e^{i \frac{\pi}{N} \hat{q}}, \quad P_{12} = e^{-i \frac{\pi}{N} \alpha_2^\dagger a_1} = e^{-i \frac{\pi}{N} \hat{q}}. \tag{1.12}
\]

Here we have introduced the parity operator \( P_{12} \), generalising \( P_M \) for the MFs to PFs where it has \( N \) distinct eigenvalues \( e^{-i \frac{2\pi}{N} \hat{q}} \) \([25]\). In conclusion, we can represent the PF pair \( \alpha_1 \) and \( \alpha_2 \) in an \( N \)-dimensional Hilbert space with basis states \( |q\rangle \) where \( P_{12} |q\rangle = e^{-i \frac{2\pi}{N} \hat{q}} |q\rangle \). As we will see below, \( \alpha_1 \) and \( \alpha_2 \) can describe two localised zero-energy modes in a topological system. The ground state of that system is \( N \)-fold degenerate and the states within the ground state manifold can be labelled by the number \( q \).

In this thesis we will focus on \( Z_6 \) PFs where

\[
a^6 = 1, \quad P_{12} = e^{-i \frac{2\pi}{N} \alpha_2^\dagger a_1} = e^{-i \frac{\pi}{N} \hat{q}} \quad \alpha^3 = \left(a^\dagger \right)^3. \tag{1.13}
\]

Importantly, the last equality means that the \( Z_6 \) PF operator to the third power behaves as a MF operator; \( \alpha^3 = \tilde{\gamma} = \gamma^\dagger \) which will be exploited for readout protocols later. This concludes the introduction of PF formalism. Next we will see how PFs are connected to the quantum clock model, followed by a brief review of the FQH effect which will prove very useful in the search for physical realisations of PFs.
**The quantum clock model**

As introduced above, the 1D $p$-wave SC is an example of a topological system which can host MFs at each end. The Hamiltonian of this system is related to that of a transverse-field Ising model via a non-local mapping, called the Jordan-Wigner transformation [8], between the spin variables of the Ising model and fermions in the model for the SC [7]. Despite being two distinct systems, the paramagnetic phase of the Ising chain maps to a trivial superconducting state whereas the ferromagnetic phase maps to a topologically non-trivial 1D SC with MFs localised at the two ends. In the ferromagnetic phase, the up/down configurations of the spins translate to even/odd fermion parity $P_M$ of the SC [12, 23].

Similarly to this connection there exists an analogous non-local transformation, the Fradkin-Kadanoff mapping [27], which maps a generalisation of the Ising model to a chain of PFs. The generalised Ising chain is termed a clock model and here each 'spin' can take $N$ different values ($N = 2$ corresponds to the usual Ising model) and the system interactions are invariant under a $\mathbb{Z}_N$ symmetry [23]. In this case the symmetry-breaking states of the clock model also map to topological phases with localised zero-energy modes [8]. We label the spin at site $j$ by $s_j = \{1, \omega, \omega^2, \ldots, \omega^{N-1}\}$ where $\omega = e^{i \frac{2\pi}{N}}$ which reminds us of the eigenvalues of the PF parity operator in Eq. (1.12)!

The most general $\mathbb{Z}_N$-invariant coupling between two such (classical) spins is $-J \sum_{m=1}^{N-1} a_m (s_j^* s_{j+m})^m$ with $J > 0$ and $a_m^* = a_{N-m}$ to ensure hermiticity\footnote{With complex coefficients $a_m$ the model is referred to as the chiral clock model.} [8]. Indeed, sending $s_j \to \omega s_j$ for all $j$ leaves the coupling unchanged. For this generalised Ising chain we can extend the Pauli matrices $\sigma_z$ and $\sigma_x$ to an $N$-dimensional space, $\sigma_j$ and $\tau_j$, for each site [8];

$$\sigma_j^N = \tau_j^N = 1, \quad \sigma_j^+ = \sigma_j^{N-1}, \quad \tau_j^+ = \tau_j^{N-1}. \quad (1.14)$$

The clock operators are thus unitary and yield the identity when taken to the $N$th power, similarly to the $\mathbb{Z}_N$ PF operators. Also their commutation relations bear some resemblance;

$$\sigma_j \tau_j = \tau_j \sigma_j e^{i \frac{2\pi}{N}}, \quad \sigma_j^+ \tau_j = \tau_j \sigma_j^+ e^{-i \frac{2\pi}{N}}. \quad (1.15)$$

The second relation is obtained by applying $\sigma_j^{-1}(\ldots)\sigma_j^+$ to both sides of the first equality. Operators on different sites commute. In the eigenbasis of $\sigma$ their representations look like

$$\sigma_j = \begin{pmatrix} 1 & e^{i \frac{2\pi}{N}} & \cdots & e^{i \frac{2\pi}{N}} \\ e^{i \frac{2\pi}{N}} & e^{i \frac{4\pi}{N}} & \cdots & e^{i \frac{2\pi}{N}(N-1)} \\ \vdots & \vdots & \ddots & \vdots \\ e^{i \frac{2\pi}{N}(N-1)} & e^{i \frac{2\pi}{N}(N-2)} & \cdots & e^{i \frac{2\pi}{N}} \end{pmatrix}, \quad \tau_j = \begin{pmatrix} 0 & 0 & \cdots & 0 & 1 \\ 1 & 0 & \cdots & 0 & 0 \\ 0 & 1 & \cdots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & 0 & 0 \\ 0 & 0 & \cdots & 1 & 0 \end{pmatrix}. \quad (1.16)$$

In this basis, $\sigma_j$ measures the spin on site $j$ and $\tau_j$ shifts or winds the spin by $e^{i \frac{2\pi}{N}}$. The generalised $N$-state quantum clock model for an open $L$-site chain is [8, 12]

$$H_{q,.\text{clock}} = -J \sum_{j=1}^{L-1} \left( \sigma_j^+ \sigma_{j+1} + \sigma_{j+1}^+ \sigma_j \right) - \mathcal{H} \sum_{j=1}^{L} \left( \tau_j^+ + \tau_j \right). \quad (1.17)$$
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Figure 1.2: Adaptation of Figure 1 from Ref. [12] illustrating the PF chain of Eq. (1.19) in the two special limits: (a) $J = 0$ (paramagnetic) and (b) $\mathcal{H} = 0$ (ferromagnetic).

Here $J \geq 0$ is a ferromagnetic coupling of neighbouring sites whereas $\mathcal{H} \geq 0$ corresponds to a transverse field [12]. In general, one could include complex phases on e.g. the $\mathcal{H}$ term, but for simplicity we leave it out here. The global $\mathbb{Z}_N$ symmetry corresponds to a uniform shift of all the 'spins', generated by the operator $Q_L = \tau^{\dagger}_j$ which, to the $N$th power, is the identity operator [8, 23].

Eq. (1.17) reduces to the transverse field Ising model for $N = 2$. For $J = 0$, $\mathcal{H} > 0$, there exists a unique paramagnetic ground state with $\tau_j = +1$. If instead $J > 0$ and $\mathcal{H} = 0$, an $N$-fold degenerate ferromagnetic ground state emerges with $\sigma_j = e^{i \frac{2\pi}{N} q}$ and $q \in \{0, \ldots, N-1\}$ [12]. Certainly, the clock operators have features similar to the PFs and, as advertised above, they are related to each other by a non-local transformation [8, 12]

$$\alpha_{2j-1} = \sigma_j \prod_{i<j} \tau_i, \quad \alpha_{2j} = -e^{i \frac{\pi}{N}} \tau_j \sigma_j \prod_{i<j} \tau_i. \quad (1.18)$$

These expressions for the PF operators are build up of 'strings' of $\tau$ operators which wind all the spins up to some point given by $j$ [23]. Combined with the relations in Eqs. (1.14) and (1.15) the above transformation reproduces the PF properties in Eqs. (1.1) to (1.5) (see App. A for explicit calculations), reflecting the non-local nature of the PFs. With the above transformation the quantum clock Hamiltonian becomes

$$H_{q.\text{clock}} = \sum_{j=1}^{L-1} \left( e^{i \frac{\pi}{N}} e^{\alpha_{2j}^{\dagger} \alpha_{2j+1}} + \text{H.c.} \right) + \mathcal{H} \sum_{j=1}^{L} \left( e^{i \frac{\pi}{N}} \alpha_{2j-1}^{\dagger} \alpha_{2j} + \text{H.c.} \right). \quad (1.19)$$

To show that the two Hamiltonians are equivalent is straightforward and done in App. A. In Fig. 1.2 we reproduce from Ref. [12] a schematic illustration of two specific phases of the above quantum clock Hamiltonian. The first phase is obtained by setting $J = 0$ (paramagnetic phase). The PFs then dimerise as in Fig. 1.2a where each pair $(\alpha_{2j-1}, \alpha_{2j})$ can be diagonalised simultaneously and the ground state is gapped and unique [12]. The other extreme, $\mathcal{H} = 0$ (ferromagnetic phase), has the shifted dimerisation shown in Fig. 1.2b. The bulk system has an energy gap also in this case, but now the ends of the chain support unpaired zero-energy modes $\alpha_1$ and $\alpha_{2L}$ that do not appear in the Hamiltonian $H_{q.\text{clock}}(\mathcal{H} = 0)$ and thereby commute with it (recall Eq. (1.6)). The combination of the two end modes $\alpha_{2L}^{\dagger} \alpha_1$ has $N$ distinct eigenvalues $e^{i \frac{2\pi}{N} q}$, $q \in \{0, 1, \ldots, N-1\}$ and do not affect the energy. The 'ferromagnetic' phase is therefore $N$-fold degenerate. For $N = 2$ these are the unpaired MFs of Kitaev [7] and for a general $N > 2$ they are parafermionic zero-energy modes.

In more general cases where $\mathcal{H}$ is not precisely zero, the states $|q\rangle$, corresponding to the eigenvalues of $\alpha_{2L}^{\dagger} \alpha_1$, are not exactly degenerate and the pair of PFs could likely hybridise in a
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Figure 1.3: Plot of the hybridisation energy between two PFs as a function of the phase \( \phi \) of the coupling. The degeneracy is restored among pairs of \(|q\rangle\) states when \( \phi \) takes the specific values \( n\pi/6 \) with \( n \) integer.

realistic physical system. To lowest order the splitting between the different states is given by the Hamiltonian \([8, 11, 12]\)

\[
H_{\text{hyb}} = -\varepsilon e^{-i\phi} P_{12} + \text{H.c.} = -2\varepsilon \cos(2\pi \hat{q}/N + \phi),
\]  

where \( P_{12} \) is the generalised parity operator in Eq. (1.12) and \( e^{-i\phi} \) is the coupling of the two modes with \( \varepsilon \geq 0 \) and a phase \( \phi \) that may be varied depending on the implementation. We will discuss this coupling in later sections. In the case of \( Z_6 \) PFs, \( \hat{q} \) has six different eigenstates; \{\(|0\rangle, |1\rangle, \ldots, |5\rangle\}\). The eigenenergies of these states are plotted in Fig. 1.3 as a function of \( \phi \) and show that the degeneracy is restored pairwise for the special values \( \phi = n\pi/6 \) with \( n \) integer.

The fractional quantum Hall effect

In this section we review some aspects of the quantum Hall effect and in particular the FQH effect which will prove very useful in the search for PFs. The quantum Hall effect appears in 2D electron systems in a strong magnetic field normal to the plane and goes beyond the classical Hall effect. In the classical scenario, the Hall resistivity \( \rho_{xy} \) is proportional to the strength \( B \) of the magnetic field as long as this is 'weak' and the density of electrons is fixed, whereas the longitudinal resistivity is independent of \( B \). In the low-temperature quantum scenario, \( \rho_{xy} = h^2/4e^2 \nu \) where \( h \) is the Planck constant, \( -e \) is the electron charge and \( \nu \propto B^{-1} \) is the filling factor of the Landau levels defined as the ratio between the density of electrons in the 2D electron gas and the density of flux quanta \( \Phi_0 = h/e \) \([24, 28]\). In 1980 experiments by von Klitzing et al. (Ref. [29]) showed that in a high magnetic field \( B \gtrsim 10 \text{ T} \) and at temperatures \( T \sim 1.5 \text{ K} \) the Hall resistance became quantised while the longitudinal resistivity dropped close to zero in certain ranges of the electron density, see Fig. 1.4a. These ranges corresponded to the Fermi energy lying in the gap between two Landau levels (possibly spin- or valley split), equivalent to integer filling factors \( \nu = 2, 3, 4, \ldots \). Crucially, the quantised values of the Hall resistance were independent of the device geometry and the direction of the magnetic field. This universality is the awe-inspiring aspect of the quantum Hall effect; integer or fractional, the measured quantised values of \( \rho_{xy} = h^2/4e^2 \nu \) are reproducible and constant.
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Figure 1.4: Examples of quantum Hall measurements. (a) Figure 1 from von Klitzing et al. 1980 [29] showing the first measurement of the quantum Hall effect. A metal-oxide-semiconductor field-effect transistor was placed in a constant magnetic field of 18 T and cooled down to 1.5 K. The inset shows a sketch of such a device (dimensions 400 µm × 50 µm) in which a current of 1 µA runs between the source and drain contacts and three probes measure the longitudinal and Hall voltages, $U_{pp}$ and $U_{H}$, respectively. These are plotted as a function of the gate voltage $V_g$ controlling the density of electrons in the 2D electron gas. In certain ranges of $V_g$, $U_{H}$ levels out at plateaus while $U_{pp}$ drops close to zero. The $n = \{0, 1, 2\}$ in the bottom of the plot labels the Landau level corresponding to $V_g$ and plateaus in $U_{H}$ are observed between these. Additional plateaus are due to breaking of spin and valley degeneracies. (b) Figure 1 from Willet et al. 1987 [30] displaying the quantisation of $\rho_{xy}$ at both integer and fractional fillings. The figure is a composition of different traces of the magnetic field with temperatures between 85 mK and 150 mK. The majority of the figure shows the FQH effect in the zeroth Landau level ($N = 0$ in the figure) at fractional fillings.

across samples and materials! In fact, the quantisation of the resistivity is so precise that a standard for electrical resistance \( \frac{\hbar}{e^2} \) has been introduced from these measurements and is known to an order of \( 10^{-9} \) [28]. With the independence on experimental implementation, the quantum Hall effect is a prime example of topology in condensed matter systems where the topological invariant is the filling factor $\nu$.

A shortcut to understanding the integer quantum Hall effect is the so-called Laughlin argument [26] which regards the effect as an example of topological pumping – the topic of Ch. 4. Considering the radial current flow in an annulus geometry with a varying flux through the hole, one can argue that the Hall conductance must be quantised to $\nu e^2/\hbar$. To understand the plateaus of the resistivity we turn to the Pauli exclusion principle; when $\nu = 1$ it means that all the electron states of the lowest Landau level are filled. Charged excitations of effective mass $m^*$ have a finite energy cost
\( \hbar \omega_c \) where \( \omega_c = eB / m^* \) is the cyclotron frequency and \( \hbar = h / 2\pi \) is the reduced Planck constant\(^2\). Because of this energy gap, no low-energy excitations are created in the bulk of the system which is said to form an incompressible liquid at these specific values of \( \nu \); changes in the chemical potential \( \mu \) do not change the electron density and hence the Hall resistivity remains at a plateau [24].

Shortly after the first experiments it was found that the Hall conductance is quantised also for some fractional values of the filling factor, for example at \( \nu = \frac{1}{3}, \frac{2}{5}, \frac{3}{7}, \frac{4}{9}, \frac{5}{2} \) [28, 31, 32], see also Fig. 1.4b. Of these, \( \nu = 1/3 \) is the most frequently observed one and also the state used in later sections to construct \( \mathbb{Z}_6 \) PFs. To observe the FQH effect requires materials of high mobility \( \gtrsim 10^6 \text{cm}^2 / \text{Vs} \) [32]. Whereas the integer quantum Hall effect can be thought of in terms of the Pauli principle, the FQH states only partially fill the Landau levels and there would be a large ground state degeneracy if the electrons were free. The FQH effect must therefore be a result of electron-electron interactions [24]. In 1983 R. B. Laughlin proposed a theory for the FQH effect [33] which included a wave function for the many-body ground state of filling \( \nu = 1/m \) where \( m \) is an odd integer;

\[
\psi_m = \prod_{j<k} (z_j - z_k)^m e^{-\Sigma_i |z_i|^2/4}.
\] (1.21)

Here \( z_j = x_j + i y_j \) is the position of the \( j \)'th electron written in the complex plane and the product and sum run over all the electrons in the system. The factors \( (z_j - z_k) \) ensure nodes in the wave function, vortices, if the positions of two electrons are the same. \( m \) is required to be odd to ensure the sign change of the wave function when two electrons are interchanged.

In both the integer and fractional cases the longitudinal resistivity decays exponentially at low temperatures as \( e^{-1/T} \) when \( \rho_{xy} \) is at a plateau [32]. This means that the voltage parallel to the electric field approaches zero at low temperatures and hence there is no dissipation or heating along this direction, reflecting the absence of states at the chemical potential \( \mu \) in the (gapped) bulk or that the bulk states are localised [28]. The Hall resistivity, however, is finite and thus the current must be carried by dissipationless channels in the edges of the system. The electrons that are pushed out to the edges by the Lorentz force do not dissipate energy as they move perpendicularly to the electric field. Therefore, there has to be available gapless states at \( \mu \) that the electrons can occupy as they reach the edge. Moving now parallel to the electric field, the electrons absorb energy from the field and run in opposite directions on opposite sides of the sample, i.e. they become chiral [28]. The gapless edge modes is a property of all quantum Hall states. Classically, this can be understood as the Lorentz force-induced cyclotron motion of the electrons being interrupted by the edges of the sample that turns the motion into ‘skipping’ orbits along the edge.

In a FQH system at filling \( \nu \) the elementary excitations of the bulk are localised quasiparticles with a charge that is a multiple of \(-e\nu \) [11, 32] (meaning they can carry a fraction of the electron charge!). Furthermore, in the case \( \nu = 1/3 \) the charge of the edge modes is also \(-e/3 \) [32]. While the edge excitations in the integer quantum Hall case can be described by a chiral 1D Fermi liquid theory, those of the FQH effect are described as a chiral Luttinger liquid [24]. This implies a 1D bosonisation of the low-energy excitations as done below. Importantly, we stress again that one cannot remove the fractional charges from the system. They exist only through the interaction of many electrons and the total charge of the whole system must remain an integer times the electron charge.

As noted, the FQH liquid is a great example of a physical system with phases that cannot be distinguished by symmetries and instead are characterised by a topological invariant. The

\(^2\)We will often carelessly set \( \hbar = 1 \) when its specific value is unimportant.
1.2 Physical realisations

In a work by Fidkowski and Kitaev from 2011 (Ref. [34]) it was proven that MFs are the only non-trivial zero-energy modes that can exist in 1D electron systems. Later work by Lindner et al. 2012 [11] and Clarke et al. 2013 [12], however, proved that this constraint can be circumvented by forming 1D systems out of the edge states of non-trivial 2D materials, enabling the construction of parafermionic zero-energy modes. Here we review their approach for the physical realisation of such systems which serves as a reference for our work presented in later chapters. Similar proposals are discussed in e.g. Refs. [23, 25]. After this we review an experiment [20] that combines elements of the theoretical proposals and shows resistance data that is compatible with the presence of PFs in the system.

Theoretical proposals

Consider a FQH system at filling factor \( \nu = 1/m \) (\( m \) is an odd integer) described by the Laughlin wave function in Eq. (1.21). We introduce the edge fields \( \phi_{R(L)}(x) \) which satisfy the commutation relations

\[
[\phi_{R(L)}(x), \phi_{R(L)}(x')] = \frac{i \pi}{m} \text{sgn}(x - x'), \quad [\phi_L(x), \phi_R(x')] = \frac{i \pi}{m} .
\]  

(1.22)

In terms of these fields the operator \( e^{i \phi_{R(L)}(x)} \) annihilates a right(left)-moving low-energy excitation of charge \(-e/m\) at position \( x \) in the edge. The commutation relation of two such modes is

\[
e^{i \phi_{R(L)}(x)} e^{i \phi_{R(L)}(x')} = e^{i \phi_{R(L)}(x')} e^{i \phi_{R(L)}(x)} e^{\frac{i \pi}{m} \text{sgn}(x'-x)} ,
\]  

(1.23)

which resembles Eq. (1.4) with \( 2m = N \). This hints at the fact that these edge modes might serve as a viable platform PFs. From the quasiparticle operators we can write the electron operators as \( \Psi_{R(L)} \sim e^{im \phi_{R(L)}} \) which indeed obey the Fermi statistics:

\[
\Psi_{R(L)}(x) \Psi_{R(L)}(x') \sim e^{im \phi_{R(L)}(x)} e^{im \phi_{R(L)}(x')} = e^{im \phi_{R(L)}(x')} e^{im \phi_{R(L)}(x)} e^{-m^2|\phi_{R(L)}(x), \phi_{R(L)}(x')|}
\]

\[
\sim \Psi_{R(L)}(x') \Psi_{R(L)}(x) e^{\frac{i \pi m \text{sgn}(x'-x)}{2m}} = -\Psi_{R(L)}(x') \Psi_{R(L)}(x) .
\]  

(1.24)

Since \( m \) is an odd integer the fields anticommute also when 'mixing' the right and left-moving fields. The same holds true also when one or both of the operators are Hermitian conjugated.

The proposals by Refs. [11, 12] were to combine two FQH systems of the same filling factor but opposite sign Landé \( g \)-factors such that the spins of the edge modes would be antiparallel. Aligning two \( \nu = 1/m \) FQH 2D electron gasses as in Fig. 1.5, the interface would have counterpropagating gapless states of opposite spins. In order to create a localised mode in this interface they introduced two different mechanisms to induce a gap in the helical edge modes; an insulator with spin-orbit coupling to induce backscattering between the edges and an \( s \)-wave SC to couple electrons from
1. Introduction to Parafermions

Figure 1.5: Adaptation of Figure 2a of Ref. [12] sketching their proposed heterostructure consisting of two FQH systems (grey) with opposite sign $g$-factors and same fractional filling factor $\nu = 1/m$. The red and blue lines symbol the edge modes of antiparallel spins. The helical edge modes are gapped by an $s$-wave SC (blue) and insulators with spin-orbit coupling (green). Under each of the blocks we indicate the pinned values of the bosonic fields. PFs (red stars) are predicted to be localised at the domain walls between the two gapping mechanisms. This is a slightly modified version of the original proposal where the SC is replaced by an insulator and vice versa, but the underlying concept is the same.

Each edge into Cooper pairs and induce a superconducting pairing gap via proximity effect [35]. This demands a SC that can sustain the high magnetic fields required for the FQH effect. In Fig. 1.5 we show an adaptation of the architecture presented in Clarke et al. 2013 [12]. To obtain the PFs it is assumed that backscattering only takes place under the insulators, that Cooper pairs are only formed under the SC and that the chemical potential $\mu$ of the edge modes lies within the induced energy gaps. This way the edges of the FQH interface are gapped everywhere except from the domain walls between SC and insulators. This is where PFs are predicted to be localised, which we will now look into.

The fields $\phi_{R(L)}$ are rewritten in terms of two massless bosonic fields, $\phi$ and $\theta$, as $\phi_{R(L)} = \phi \mp \theta$. We fix the convention of the commutation relation between these new fields to be

$$[\phi(x), \theta(x')] = \frac{i\pi}{m} \Theta(x' - x),$$

(1.25)

where $\Theta(x)$ is the Heaviside step function. In terms of these fields the charge density of the FQH edges is given by $\rho(x) = -\partial_x \theta / \pi$ and the spin density is $\partial_x \phi / \pi$ (in units of $\hbar/2$) [11]. As mentioned in the previous section, the gapless counterpropagating edge modes are described as a chiral Luttinger liquid. In terms of the bosonic fields the Hamiltonian of this 1D system reads

$$H_0 = \frac{vm}{2\pi} \int dx \left[ K (\partial_x \phi)^2 + \frac{1}{K} (\partial_x \theta)^2 \right], \quad K = 1.$$  

(1.26)

Here $K = 1$ is the Luttinger parameter where we disregard Coulomb interaction between the edge modes. $v$ is the speed of the edge modes, which we assume to be constant and the same in both directions, and $\nu = 1/m$ is the filling factor of the FQH system. Now we include also the SC and

---

3Alternatively, the insulator could be replaced by a ferromagnet and the FQH systems by a fractional topological insulator, see Refs. [11,25].
insulators such that the interface is modelled with \( H = H_0 + H_1 \) where \( H_1 \) describes the coupling induced by SC and insulators;

\[
H_1 = -\int \, dx \left[ g_S(x) \psi_R \psi_L + g_I(x) \psi_R^\dagger \psi_L^\dagger \right] + \text{H.c.} \sim -\int \, dx \left[ g_S(x) \cos(2m\varphi) + g_I(x) \cos(2m\theta) \right].
\]  

(1.27)

Here \( g_S(x) \) and \( g_I(x) \) are the position-dependent couplings of the edge modes, proximity-induced by the SC and insulators, respectively. Consider now the limit where \( g_S \) is strong under the SC, compared to the kinetic energy in \( H_0 \), and sharply transitions to zero outside this region. With analogous assumptions for \( g_I \) under the insulators we can approximate the bosonic fields \( \varphi \) and \( \theta \) to each being pinned to one of their \( 2m \) (semiclassical) minima \( \varphi_1, \theta_i = \{0, \frac{\pi}{m}, \frac{2\pi}{m}, \ldots, \frac{(2m-1)\pi}{m}\} \) under the corresponding element. Here \( \varphi_1 \) is the pinned value of the \( \varphi \) field under the SC, \( \theta_1 \) is the \( \theta \) field under the left insulator and \( \theta_2 \) that under the right insulator, see Fig. 1.5. In the thin domain walls between the SC and the insulators \( g_S(x) \) and \( g_I(x) \) vanish and the fields can fluctuate. A low-energy effective description of these domains is then given by \( H_0 \) bounded by the conditions on \( \varphi \) and \( \theta \) under each of the surrounding domains. It can be shown \([11, 12]\) that the operators

\[
\alpha_1 = e^{i(\varphi_1 - \theta_1)}, \quad \alpha_2 = e^{i(\varphi_1 - \theta_2)},
\]

(1.28)

commute with the effective Hamiltonian when disregarding excitations with a finite energy gap inversely proportional to the domain wall length. Hence, they represent zero-energy modes and are localised in the left and right domain walls, respectively. Since both operators are \( e^{i\varphi_1} \) evaluated in the corresponding domain wall they change the charge by \( -e/m \). For \( m > 1 \) these are the PF operators introduced in Sec. 1.1 with \( N = 2m \);

\[
\alpha_1^{2m} = e^{i2m(\varphi_1 - \theta_1)} = e^{i2m\left(\frac{q\pi}{m} - \frac{q\pi}{m}\right)} = 1, \quad \alpha_2^{2m} = e^{i2m(\varphi_1 - \theta_2)} = 1. 
\]  

(1.29)

\[
\alpha_1 \alpha_2 = e^{i(2\varphi_1 - \theta_1 - \theta_2) + \frac{i}{2}[\varphi_1, \theta_2]} = e^{i(\varphi_1 - \theta_2) + i(\varphi_1 - \theta_1) + \frac{1}{2}[\theta_2, \varphi_1] + [\varphi_1, \theta_2]} = e^{i(\varphi_1 - \theta_2)} e^{i(\varphi_1 - \theta_1)} e^{[\varphi_1, \theta_2]} = \alpha_2 \alpha_1 e^{i\frac{\pi}{m}}. 
\]  

(1.30)

In the first equations we use that \( \varphi_1, \theta_1 \) and \( \theta_2 \) are each pinned to a minimum \( q\pi/m \) with \( q = \{0, 1, \ldots, 2m - 1\} \), and to show the commutation relation we use Eq. (1.25). The zero-modes yield a 2m-fold degeneracy of the ground state, corresponding to the eigenvalues of the parity operator defined in Eq. (1.12):

\[
P_{12} = e^{-i\frac{\pi}{m}} \alpha_2^\dagger \alpha_1 = e^{-i\frac{\pi}{m}} e^{-i(\varphi_1 - \theta_2)} e^{i(\varphi_1 - \theta_1)} = e^{-i\frac{\pi}{m}} e^{-i(\theta_1 - \theta_2) - \frac{i}{2}[\theta_2, \varphi_1]} = e^{-i(\theta_1 - \theta_2)} e^{-i\frac{\pi q}{m}}.
\]  

(1.31)

The \( 2m \) different eigenstates of \( P_{12} \) correspond to \( 2m \) different charge states of the SC: \( \int \rho(x) \, dx = (\theta_1 - \theta_2)/\pi = \frac{q}{m} \), where the integral is from the domain wall edge of the left insulator to that of the right insulator. This means that the SC can host \( 2m \) different charge states: \( 0, \frac{2e}{m}, \ldots, \frac{(2m-1)e}{m} \) modulo \( 2e \). Indeed, since the charge of the SC is only defined up to one Cooper pair, \( e^{-i\pi \bar{q}} = e^{-i\frac{\pi q}{m}} \) is an appropriate charge operator \([11]\). In the Majorana case \( m = 1 \) it represents the electron parity of the SC. We can write the fusion of the two PFs schematically as \( \alpha_1 \otimes \alpha_2 = 0 \oplus 1 \oplus \ldots \oplus 2m - 1 \), i.e. in terms of the number of fractional charges.

In a realistic scenario, the fields \( \varphi \) and \( \theta \) will not be ideally pinned as we assumed and, as discussed previously, the two PFs will hybridise like \(-\varepsilon \, e^{i\theta} \, P_{12} + \text{H.c.} \) where the coupling strength \( \varepsilon \)
is expected to decay exponentially with $g_S$ and the length $L$ of the gapped superconducting region like $e^{-g_SL/v}$ [11]. We will quantify this coupling better in Ch. 2. Hence, the ground state is $2m$-fold degenerate within exponential accuracy.

Alternatively, we could do everything in terms of the analogous PF operators $\tilde{\alpha}_1 = e^{i(\varphi_1 + \theta_1)}$ and $\tilde{\alpha}_2 = e^{i(\varphi_1 + \theta_2)}$, constructed from the right-moving field, with a similar commutation relation;

$$\tilde{\alpha}_2 \tilde{\alpha}_1 = e^{i(2\varphi_1 + \theta_1 + \theta_2)} e^{-\frac{1}{2}i(\theta_2 + \varphi_1)} = e^{i(\varphi_1 + \theta_1)} e^{i(\varphi_1 + \theta_2)} e^{-i(\theta_2 + \varphi_1)} = \tilde{\alpha}_1 \tilde{\alpha}_2 e^{i \frac{\pi}{m}},$$

(1.32)

and parity operator;

$$e^{i \frac{\pi}{m}} \tilde{\alpha}_2 \tilde{\alpha}_1 = e^{i \frac{2\pi}{m}}. $$

(1.33)

Since both types of operators lead to equivalent descriptions of the system in Fig. 1.5, differing only in local operators, we stick to the former definition without losing any degrees of freedom [36].

If we prolonged the insulator-SC-insulator construction with $n-1$ repeated segments of SC-insulator along the interface we would have in total $2n$ PFs. In terms of the $\varphi$ and $\theta$ fields the operators can be expressed as

$$\alpha_{2n-1} = e^{i(\varphi_n - \theta_n)}, \quad \alpha_{2n} = e^{i(\varphi_n - \theta_{n+1})},$$

(1.34)

where $\varphi_n$ is the $\varphi$ field pinned under the $n^{th}$ SC, and $\theta_n$ the $\theta$ field pinned under the $n^{th}$ insulator. The charge operator of the $n^{th}$ SC is then $e^{-i(\theta_n - \theta_{n+1})}$, and a spin operator for the insulating regions can be defined analogously as $e^{i(\varphi_n - \varphi_{n-1})}$. Note, however, that this spin operator cannot be exploited to distinguish the $2m$ states characterised by the charge operator since the two do not commute.

### Example of experimental signatures

In 2020 a preprint was shared on arXiv containing data that could indicate a successful realisation of induced superconductivity in edge states of quantum Hall systems. The results, published in 2022 by Gül et al. [20], displayed signatures of crossed Andreev reflection over a SC placed in a trench of a Hall bar. The 2D electron gas consisted of a single-layer graphene sheet encapsulated by a hexagonal boron nitride dielectric, and to screen remote impurities the whole thing was sandwiched between two layers of graphite. The trench was etched into one end of the Hall bar and extended into the bulk and a thin finger of superconducting niobium nitride (NbN), $< 100$ nm wide and $\sim 1$ μm long, was placed therein. A device like this is reprinted in Fig. 1.6a (Figure 1b of Ref. [20]) where the purple Hall bar is the graphene heterostructure and the thin blue stick on the right is the grounded NbN SC. With the gate voltage $V$ they could control the potential of the edge modes and thereby the filling factor of the quantum Hall liquid. In the top, a current bias $I_{exc}$ was inserted and the longitudinal voltage $V_{XX}$ and Hall voltage $V_{XY}$ were measured by normal leads. The voltage $V_{\text{CAR}}$ of the edge modes propagating away from the SC was measured as well. A negative $V_{\text{CAR}}$ is thought to reflect that electrons are converted to holes in the SC. In the figure, the full and dashed arrows depict electron and hole-like conduction, respectively. It is this setup that has served as a basis construction for the proposals presented in later chapters.

The edge modes of the quantum Hall system are thought to run along each side of the SC, which induces a superconducting pairing between the counterpropagating modes. Despite the fact that the edge modes are polarised by the large magnetic field and that NbN is an $s$-wave SC, the edge modes are believed to be paired anyway due to the spin-orbit coupling of NbN, effectively
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(a) One of the devices used to probe induced superconductivity in quantum Hall edge modes. A magnetic field up to 14 T is applied perpendicularly to the Hall bar (purple). The SC (blue) is placed in a trench of the graphene. The arms of the Hall bar extend and connect to normal leads that are not shown. They supplied the current bias $I_{\text{exc}}$ and measured the voltages $V_{XY}$, $V_{XX}$ and $V_{\text{CAR}}$ as well as the potential $V$ of the edge modes that propagate towards the SC and also controls the filling factor $\nu$.

(b) $R_{\text{CAR}}$ colour plot as a function of the filling and the strength $B$ of the magnetic field. An $R_{\text{CAR}} < 0$ is believed to indicate that crossed Andreev reflection takes place over the SC.

(c) $R_{\text{CAR}}$ and $R_{XY}$ as functions of gate voltage for different temperatures in a field of 14 T. The inset shows the superconducting transition of the SC at around 8 K in the 14 T field.

Figure 1.6: Figures 1(b), 1(d) and 1(f) from Gül et al. [20]. (a) One of the devices used to probe induced superconductivity in quantum Hall edge modes. A magnetic field up to 14 T is applied perpendicularly to the Hall bar (purple). The SC (blue) is placed in a trench of the graphene. The arms of the Hall bar extend and connect to normal leads that are not shown. They supplied the current bias $I_{\text{exc}}$ and measured the voltages $V_{XY}$, $V_{XX}$ and $V_{\text{CAR}}$ as well as the potential $V$ of the edge modes that propagate towards the SC and also controls the filling factor $\nu$. (b) $R_{\text{CAR}}$ colour plot as a function of the filling and the strength $B$ of the magnetic field. An $R_{\text{CAR}} < 0$ is believed to indicate that crossed Andreev reflection takes place over the SC. (c) $R_{\text{CAR}}$ and $R_{XY}$ as functions of gate voltage for different temperatures in a field of 14 T. The inset shows the superconducting transition of the SC at around 8 K in the 14 T field.
leading to a $p$-wave-like pairing. The authors of Ref. [20] claimed to have obtained a graphene-SC interface that is transparent enough to allow for this pairing – also helped by the small width (<100 nm) of the SC which has a coherence length of about 50 nm. The high-quality graphene heterostructure ensures that the magnetic field required to see robust quantum Hall states, both integer and fractional, is low enough that the NbN can remain superconducting due to its large critical field. The idea is that particle-like charges in the edge (e.g. modes with charge $e^* = -e/3$) are drained into the SC by crossed Andreev reflection such that a hole-like charge (e.g. of charge $e^* = +e/3$) propagate further down the edge stream, resulting in an $R_{\text{CAR}} = V_{\text{CAR}}/I_{\text{exc}} < 0$. The effective charge $2e^* = -2e/m$ left on the SC can, with $m-1$ identical processes, form one Cooper pair. The system is gapped to the left of the SC by the bulk quantum Hall incompressible liquid taking over the role of the insulator in the proposals of Refs. [11, 12]. By analogy with the systems described above, the SC should host a localised zero-energy mode at the left end. The other end is not gapped in the same way and the zero-mode of this end is delocalised along the right edge of the Hall bar.

In the experiment, they observed an $R_{\text{CAR}} < 0$ for quantised values of $R_{XY} = V_{XY}/I_{\text{exc}}$ for both integer and fractional fillings, in particular $\nu = 1/3$, see Fig. 1.6b and 1.6c. This implied that the bulk of the quantum Hall system was gapped while the resistance of the edge below the SC became negative, possibly due to Andreev-reflected holes. However, the corresponding probability for crossed Andreev reflection $-V_{\text{CAR}}/V$ was less than 6% even in the most pronounced cases. The authors explained this by dissipation, possibly via vortices in the SC, and by direct tunnelling of edge modes without Andreev reflection, related to disorder in the graphene-SC interface. The probability for crossed Andreev reflection was comparable for integer-filling states and furthermore insensitive to the magnetic field strength for small current bias and low temperature (compared to the induced pairing). This is consistent with a topologically non-trivial induced energy gap. For one of the devices the behaviour of this probability with temperature was found to be consistent with the following interpretation: for integer fillings (or hole-like fractional fillings) the superconducting pairing was between integer charges whereas for the particle-like fractional fillings, the pairing was between fractional charges as opposed to pairing of bunched fractional charges. Another device, however, showed contradicting results. Together with the overall low probability for crossed Andreev reflection and discussion of the interpretation of a $V_{\text{CAR}} < 0$ this means that further investigation of this type of system is needed. The issue is treated for example in Ref. [21].

\[4\] In fact even for $\nu = 2$, spin-orbit coupling is required due to the mismatch between the Fermi momenta of the opposite-spin modes.
Readout of parafermionic states by transport measurements

In this chapter we investigate and discuss methods to measure signatures of $Z_6$ parafermions (PFs) by the use of transport spectroscopy. The underlying idea is to exploit the property that the corresponding operators act as Majorana fermion (MF) operators when taken to the third power $a^3$ as mentioned in Sec. 1.1. It is thereby possible to couple PFs to normal fermionic electrons which we will introduce through standard metallic leads. While this idea is independent from the concrete system in which the PFs are realised and was conceived before the experimental setup and results of Ref. [20] were published, we have incorporated this type of construction, described in Sec. 1.2, in our work and use it as the basis setup for our proposed measurements. Thus, we consider the graphene fractional quantum Hall (FQH) system in the Laughlin state at filling $\nu = 1/3$ with counterpropagating edge modes coupled through induced superconductivity yielding an effectively topological superconductor (SC) with $Z_6$ symmetry. We review two complimentary setups to investigate the PFs: in Sec. 2.1 we consider a grounded SC hosting two PFs that interact as described in Ch. 1. We will see that in a low-energy approximation the system conductance can reveal a $Z_3$ degree of freedom of the $Z_6$ PFs. Furthermore, we argue that for weak quasiparticle poisoning a three-state telegraph noise in the conductance can be observed – a phenomenon that we will investigate in more detail in the next chapter. In Sec. 2.2 we look into the two-terminal electron conductance of a Coulomb-blockaded SC with PFs, providing additional characteristics of parafermionic modes.

The simplest type of PFs, the MFs, are typically explored in hybrid SC-semiconductor devices where charge transport measurements are used to probe the presence of midgap low-energy excitations in the SC $[13, 15–17, 37]$. But a zero-bias conductance peak does not imply that the SC is topological or prove the existence of MFs; it only reveals the presence of a zero-energy state. The situation is different for $Z_6$ PFs where the $Z_3$ part of their shared degree of freedom can be detected by transport spectroscopy. As described in Ch. 1 the Hamiltonian for two interacting $Z_6$ PFs ($a^0 = 1$) with a finite energy splitting $\epsilon$ is [8]

$$H_{2pf}(q) = -\epsilon e^{-i(\phi + \frac{q}{3})} a_2^+ a_1 + \text{H.c.} = -2\epsilon \cos(\pi q/3 + \phi), \quad (2.1)$$

where $q = \{0, 1, \ldots, 5\}$ distinguishes the six degenerate ground states by the factional charge $Q = -qe/3$ up to one Cooper pair. We now introduce the reduced charge $\tilde{Q} = -\tilde{q}e/3 = (Q \mod 1)e$ counting the charge of the SC up to one electron, i.e. $\tilde{q} = \{0, 1, 2\}$. We can express the parity operator [25] of the two PFs ($P_{12} = e^{-i\frac{\pi}{3}\tilde{q}}$) in terms of an operator for this reduced charge number and the MF-like operators $a_1^3$ and $a_2^3$. We first rewrite the corresponding MF parity:

$$P_M = e^{-i\frac{\pi}{2}} \gamma_2 \gamma_1 = -i (a_2^{1})^3 (a_1^3)^3 = -i e^{i\frac{3\pi}{4}} (a_2^{1})^3 = i \left(e^{i\frac{\pi}{4}} (1 - \tilde{q})\right)^3 = -e^{-i\pi\tilde{q}}, \quad (2.2)$$

where we use that $(a_2^3) = (a_1^3)^3$ and the commutation relation $a_2^+ a_1^3 = e^{i\frac{\pi}{4}} a_1 a_2^+ [12]$. We can then state the PF parity operator as

$$P_{12} = e^{-i\frac{\pi}{3}\tilde{q}} = e^{i\pi\tilde{q}} e^{-i\frac{4\pi}{3}\tilde{q}} = -e^{i\frac{\pi}{3}} \gamma_1 \gamma_2 e^{-i\frac{4\pi}{3}\tilde{q}} = i \gamma_2 \gamma_1 e^{-i\frac{4\pi}{3}\tilde{q}}. \quad (2.3)$$

Here we use that $\exp(-i4\pi q/3)$ is pairwise the same for $q = \{0, 3\}$, $q = \{1, 4\}$ and $q = \{2, 5\}$ to replace the operator $\tilde{q}$ with the one corresponding to the reduced charge number $\tilde{q}$. To avoid clumsy
Figure 2.1: Illustration of how the different $q$ and $\tilde{q}$ sectors relate and the corresponding six energy levels. For example, $q = 0$ and $q = 3$ are related by a change in the electron parity. The projection onto the horizontal axis is proportional to the energy of the state. A finite $\phi (\neq n\pi/6, n \in \mathbb{Z})$ split degeneracies in $H_{2pf}$ (Eq. (2.1)) and with the optimal value $\phi = \arctan(1/\sqrt{27})$ the three energies $|2\varepsilon \cos(4\pi \tilde{q}/3 + \phi)|$ for $\tilde{q} = 0, 1, 2$ are maximally separated.

symbols we leave out a $\hat{\theta}$ above this operator, but as long as we consider the eigenstates we are free to shift to eigenvalues. In turn the reduced charge number operator can be expressed in terms of the PF operators, and consequently the operator $\hat{q}$, as

$$e^{i\frac{4\pi}{3}\tilde{q}} = e^{i\frac{2\pi}{3}\tilde{q}}.$$ (2.4)

For the explicit calculation we refer to Eq. (B.2) in App. B.

In total we can now write the Hamiltonian in Eq. (2.1) as

$$H_{2pf}(\tilde{q}) = -\varepsilon i\gamma_2 \gamma_1 \left(e^{i\phi} e^{i\frac{4\pi}{3}\tilde{q}} + e^{-i\phi} e^{-i\frac{4\pi}{3}\tilde{q}}\right) = -2\varepsilon i\gamma_2 \gamma_1 \cos(4\pi \tilde{q}/3 + \phi) = -i\frac{\Delta_{\varepsilon}(\tilde{q})}{2} \gamma_2 \gamma_1.$$ (2.5)

Here we have introduced the energy variable $\Delta_{\varepsilon}(\tilde{q}) = 4\varepsilon \cos(4\pi \tilde{q}/3 + \phi)$. We have separated the two-PF Hamiltonian into a fermionic part and a fractional charge and we can recast the eigenstates $|\tilde{q}\rangle$ into the form $|i\gamma_2 \gamma_1, \tilde{q}\rangle$. The relation between $q$, $\tilde{q}$ and the eigenvalues of $i\gamma_2 \gamma_1$ is illustrated in Fig. 2.1. If $\phi = 0$, the two sectors $\tilde{q} = 1$ and $\tilde{q} = 2$ are degenerate while for a finite $\phi$ this degeneracy is lifted until $\phi = \pi/6$ where the sectors $\tilde{q} = 0$ and $\tilde{q} = 2$ are now degenerate. Our proposal relies on transport spectroscopy and requires that the energies of the different $\tilde{q}$ sectors are distinguishable. To get the most resolved signals we will therefore consider a $\phi$ such that the energy splittings are equidistant:

$$|\Delta_{\varepsilon}(0)| - |\Delta_{\varepsilon}(2)| = |\Delta_{\varepsilon}(2)| - |\Delta_{\varepsilon}(1)| = |\Delta_{\varepsilon}(1)|, \quad \text{for } \phi < \frac{\pi}{6}$$

$$|\cos(\phi + 8\pi/3)| = 2|\cos(\phi + 4\pi/3)|, \quad \text{for } \phi < \frac{\pi}{6}.$$ (2.6)

This is fulfilled by $\phi = \phi_0 = \arctan(1/\sqrt{27}) \approx 0.19$, as illustrated in Fig. 2.2, or any phase $\phi = \frac{n\pi}{3} \pm \phi_0$ where $n$ is an integer. We stress again that, depending on the implementation, the phase may
be tunable or not. In the consider setup, $\phi$ could possibly be controlled by small changes in the chemical potential of the edge modes [38].

The Hamiltonian in Eq. (2.5) looks similar to that of a pair of overlapping zero-energy MFs [7], but with an energy splitting that depends on the quantum number $\tilde{q}$. It is this $\mathbb{Z}_3$ degree of freedom we claim can be seen by transport spectroscopy.

### 2.1 Conductance signals of the grounded device

The setup we have in mind to measure signatures of the $\mathbb{Z}_3$ degree of freedom is very similar to that of Ref. [20] shown in Fig. 1.6a, see also Refs. [11, 12, 36, 39–43]. The distinction from the original device is that the trench containing the SC is now placed in the bulk of the Hall bar such that the PFs are localised in both ends, and the SC is not coupled to the outer edge modes of the Hall system. The FQH bulk replaces the insulator in the previously discussed proposals [11, 12], providing the strong electron backscattering. Due to the energy gap $\Delta_{\text{FQH}}$ of the bulk FQH liquid, the PFs do not exchange fractional charges with the environment at low temperatures $T k_B \ll \Delta_{\text{FQH}}$ (where $k_B$ is the Boltzmann constant). The SC is still grounded, and counterpropagating edge modes of charge $-e/3$ running on either side of the trench inherit by proximity a superconducting pairing and energy gap. As described in Sec. 1.2, the strong spin-orbit coupling of niobium nitride is necessary to induce the pairing between the otherwise polarised edge fields [20, 43]. In Fig. 2.3 we illustrate the setup with the $\nu = 1/3$ FQH liquid in purple, the SC in blue and red stars to symbol the PFs $\alpha_1$ and $\alpha_2$. Considering energies below the induced superconducting gap, the Hamiltonian describing the two is indeed that of Eqs. (2.1) and (2.5) where the phase $\phi = \mu v L / h v$ [38, 44] depends on the chemical potential of the edge modes $\mu$, their velocity $v$ and the length $L$ of the SC. We introduce a normal metallic lead which couples only to the PFs and not the outermost edge modes, isolated from the metallic lead by insulating elements. Furthermore, an insulator is placed between the lead and the SC to minimise the direct coupling between the two. The coupling between lead and PFs allows single electrons to tunnel in and out of the effective topological SC constituted by the combined edge mode + SC system. This means that the integer part of $Q$ is not conserved but only the fractional charge $\tilde{Q} = -\tilde{q} e/3$. The reduced charge number $\tilde{q}$ is then a topologically protected quantity that can be exploited to store quantum information. It is this property that we want to read with transport spectroscopy thanks to the $\tilde{q}$-dependent energy splitting of the interacting PFs.
We introduce the operator $l^{(i)}$ associated with annihilation(creation) of an electron at the tip of the lead and consider only one spin type due to the strong magnetic field. Because of the SC, the coupling between lead and PFs leads to both coherent tunnelling of electrons in and out of the system as well as the formation and destruction of CPs from one electron in the lead and one electron extracted from or inserted into the effective topological SC. As mentioned, $\alpha^3_i$ behaves as a MF operator and, in analogy with similar Majorana setups [45–49], the coupling is modelled with the Hamiltonian

$$H_c = i \sum_{j=1,2} \eta_j \gamma_j \left( e^{i\chi_j} l + e^{-i\chi_j} l^\dagger \right).$$

Here $\eta_{1,2} e^{i\chi_{1,2}}$ is the tunnelling amplitude between the lead and the PF $\alpha_{1,2}$ with real $|\eta_j, \chi_j|$. We expect that $\eta_1 \gg \eta_2$ due to the construction. Analogously to Majorana systems, this coupling changes the PF charge by $\pm e$ due to the fact that $\alpha_{1,2} |q \rangle \propto |q-1 \rangle$ and $\alpha_{1,2}^\dagger |q \rangle \propto |q+1 \rangle$ as shown in Eqs. (1.9)-(1.11) of Ch. 1. Importantly, $H_c$ commutes with the reduced fractional charge number $\tilde{q}$ since it, involving only $\gamma_j = \alpha^3_j$, exclusively changes the fermionic parity $i\gamma_2\gamma_1$. The conductance of the device in Fig. 2.3 between the normal lead and the grounded SC can therefore be calculated in the same way as for a corresponding two-MF device. To this end, we employ the Weidenmüller formula [50] which requires three assumptions of the normal electrode: First, that the lead bandwidth is the largest energy scale in the system. Second, that the lead density of states $\nu_l$ is constant in the energy range defined by the voltage bias $V_b$. And third, that electron-electron interaction in the lead can be neglected.

As mentioned in the previous chapter, a pair of MF operators can be expressed as one electron:
\[ c^{(f)} = (\gamma_1 \gamma_2)/2 \] \cite{7, 19}. We can therefore express the PF Hamiltonian (Eq. (2.5)) for a specific \( \bar{q} \) sector as

\[ H_{2pf}(\bar{q}) = -i \frac{\Delta_e(\bar{q})}{2} i(c^\dagger - c)(c^\dagger + c) = \Delta_e(\bar{q}) \left( c^\dagger c - \frac{1}{2} \right), \] \hspace{1cm} (2.8)

where, as defined above, \( \Delta_e(\bar{q}) = 4\epsilon \cos(4\pi \bar{q}/3 + \phi) \). Similarly, we can also write the coupling Hamiltonian in terms of these electron operators:

\[
H_c = i\eta_1 \left( c^\dagger + c \right) \left( l + l^\dagger \right) + i\eta_2 i \left( c^\dagger - c \right) \left( e^{i(\chi_2 - \chi_1)} l + e^{-i(\chi_2 - \chi_1)} l^\dagger \right)
\]

\[ = c^\dagger l \left( i\eta_1 - \eta_2 e^{i\chi} \right) + c l^\dagger \left( i\eta_1 - \eta_2 e^{-i\chi} \right) + cl \left( i\eta_1 + \eta_2 e^{i\chi} \right) + cl^\dagger \left( i\eta_1 + \eta_2 e^{-i\chi} \right). \] \hspace{1cm} (2.9)

Here we made the gauge transformation \( l \rightarrow i e^{-i\chi_1} \) and put \( \chi_2 - \chi_1 = \chi \). We see from this that the coupling indeed only conserves the total fermion parity and not the total number of fermions. We introduce the vectors \( \zeta = (c, c^\dagger) \) and \( l = (l, l^\dagger) \) and write \( H_c \) as

\[ H_c = \xi W l + l^\dagger W^\dagger \xi, \quad W = \frac{1}{2} \begin{pmatrix} i\eta_1 - \eta_2 e^{i\chi} & i\eta_1 + \eta_2 e^{i\chi} \\ i\eta_1 - \eta_2 e^{-i\chi} & i\eta_1 + \eta_2 e^{-i\chi} \end{pmatrix} = \frac{1}{2} \begin{pmatrix} W_{11} & W_{12} \\ W_{21} & W_{22} \end{pmatrix}. \] \hspace{1cm} (2.10)

Note that the coupling matrix \( W \) does not depend on the energy of the lead electrons. We state also the Bogoliubov-de Gennes Hamiltonian \cite{51} corresponding to the (fermionic part of the) two-PF Hamiltonian in the \( \zeta \) basis.

\[ H^{BdG}_{2pf}(\bar{q}) = \begin{pmatrix} \Delta_e(\bar{q}) & 0 \\ 0 & -\Delta_e(\bar{q}) \end{pmatrix}. \] \hspace{1cm} (2.11)

Here we disregard the constant energy contribution. The scattering matrix, relating in- and outgoing electron mode amplitudes, is by the Weidenm"uller formula \cite{50} expressed in terms of this Bogoliubov-de Gennes Hamiltonian and the coupling matrix:

\[ S(E) = \mathbb{1}_2 - i2\pi v_F W^\dagger \frac{1}{E \mathbb{1}_2 - H^{BdG}_{2pf}(\bar{q}) + i\pi v_F WW^\dagger} W = \begin{pmatrix} R_{ee} & R_{eh} \\ R_{he} & R_{hh} \end{pmatrix}. \] \hspace{1cm} (2.12)

Here \( \mathbb{1}_2 \) is the \((2 \times 2)\) identity matrix, \( E \) is the energy of the lead electron and \( v_F = L_c / \hbar v_F \) is the 1D density of states in the lead where \( L_c \) is the length of the contact. This expression is valid in the low-energy limit where the induced superconducting gap is a large energy scale such that \( H_{2pf} + H_c \) is a good description of the system. As we can see from the above equation, \( S \) is expressed in the \( l \) basis. The components, \( R_{ee}, R_{hh} \) and \( R_{eh}, R_{he} \) are named according to the corresponding scattering process, that is, normal electron or hole reflection and Andreev reflection, respectively. Importantly, the expression for the scattering matrix in Eq. (2.12) relies on the system, here described by \( H^{BdG}_{2pf}(\bar{q}) \), to be effectively non-interacting. The corresponding zero-temperature (differential) conductance \( G(E) \) is related to the scattering matrix through the Landauer-Büttiker formalism \cite{52–56}:

\[ G(E) = \frac{2e^2}{h} \left( 1 - R_{ee} R_{ee} + R_{he} R_{he} \right) = \frac{2e^2}{h} |R_{he}|^2, \] \hspace{1cm} (2.13)

where the last equality follows from the unitarity of the scattering matrix: \( SS^\dagger = \mathbb{1} \). In App. B we explicitly calculate the zero-temperature conductance for a given \( \bar{q} \) sector and find

\[ G_{\bar{q}}(E) = \frac{2e^2}{h} \frac{(\pi v_F)^2 E^2 (\eta_1^4 + \eta_2^4 + 2\eta_1^2 \eta_2^2 \cos 2\chi)}{\left( E^2 - \Delta_e^2(\bar{q}) - (\pi v_F \eta_1 \eta_2 \sin \chi)^2 \right)^2 + (\pi v_F)^2 E^2 (\eta_1^2 + \eta_2^2)^2}. \] \hspace{1cm} (2.14)
The energy of the incoming electrons with respect to the grounded SC is \( E = eV_b \). In the case where only one of the PFs couple to the lead (e.g. \( \eta_2 = 0 \)) and there is no overlap between the PFs (\( \varepsilon = 0 \)), the conductance will display a peak at zero voltage bias \( V_b = 0 \) for all \( \tilde{q} \) sectors. With PF interaction, the conductance will instead show two peaks at \( E = eV_b = \pm \Delta_c(\tilde{q}) \), possibly with three different splittings depending on \( \phi \). Note that degeneracies in \( H_{2\text{pf}}(\tilde{q}) \) leads to degenerate values of \( \Delta_c(\tilde{q}) \) and thereby indistinguishable conductance signals. In general, the conductance peaks are quantised at \( 2e^2/h \), analogously to two-MF devices [47, 57], when \( \tilde{x} = 0 \) but not for finite \( \tilde{x} \neq n\pi, \ n \in \mathbb{Z} \). The finite-temperature generalisation of \( G_{\tilde{q}}(E) \) is

\[
G_{\tilde{q}}(V_b, T) = \int_{-\omega_D}^{\omega_D} d\omega G_{\tilde{q}}(\omega)(-n'_F(\omega)) = \int_{-\omega_D}^{\omega_D} d\omega G_{\tilde{q}}(\omega)\beta n_F(1 - n_F(\omega)),
\]

where \( \beta = 1/(k_B T) \) is the inverse of the temperature, \( n_F(\omega) = (e^{\beta(\omega - eV_b)} + 1)^{-1} \) is the Fermi distribution function in the lead and \( \omega_D \) an appropriate cut-off energy determined by the temperature. We fix \( \nu_l \) by assuming gold leads with a Fermi velocity \( \nu_F = 1.4 \times 10^6 \text{ m/s} \) [58] and a length of the metallic contact \( L_c = 5 \mu\text{m} \). Note that the conductance is independent of \( L_c \) since \( \eta_1 \propto 1/\sqrt{L_c} \) and \( \nu_l \propto L_c \).

In Fig. 2.4 we plot the conductance of Eq. 2.15 at \( T = 20 \text{ K} \) for the three different fractional charges \( -e\tilde{q}/3 \), obtained by numerical integration. In Fig. 2.4a we first show the conductance profile as a function of the voltage bias where the blue, orange and green curves correspond to the signal when the PFs share the fractional charge 0, \( -e/3 \) and \( -2e/3 \), respectively (all modulo 1 \( e \)). The splitting of the conductance peaks around zero voltage is proportional to the PF overlap, which we here set to \( \varepsilon = 0.1 \text{ meV} \), while the separation between peaks for different charges is optimised by the finite \( \phi = \phi_0 = \arctan(1/\sqrt{27}) \approx 0.19 \). The peak broadening is controlled by \( \eta_{1,2} \) and \( T \). In Figs. 2.4b-2.4b we show the conductance on a colour map, indicated by the scale on the right, for each of the three charge sectors. We plot it as a function of the PF overlap \( \varepsilon \) and the voltage \( V_b \), still with \( \phi = \phi_0 \). For vanishing \( \varepsilon \), the three charge sectors all display similar conductance signals and become distinguishable only for larger \( \varepsilon \). Specifically, it is necessary to have \( \varepsilon > T, \eta_1, \eta_2 \) for sufficient resolution of the different signals in order to read the topologically protected degree of freedom \( \tilde{q} \) from these measurements.

We stress that the conductance measurement cannot assign a specific \( \tilde{q} \) to a particular signal. Rather, the PF characteristic is the observation of three different conductance profiles, obtained by repeated measurements with different initialisations. One way in which the initial state can be changed is by poisoning from fractional quasiparticles which we will discuss towards the end of this section and in more detail in the next chapter. The detection of subgap states, like any other spectroscopic technique, is a necessary condition for the PFs, but it is not sufficient to confirm their topological nature. Protocols for exploring the braiding, non-local and thermodynamic properties of MFs have been theoretically proposed [18, 59–62] and similar approaches could be analysed for PFs.

### More general coupling Hamiltonian

The coupling in Eq. (2.7) is not the most general coupling, quadratic in the fermionic degrees of freedom. By the condition that all coherent processes caused by the lead-PF coupling must change
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Figure 2.4: The finite-temperature \((T = 20 \text{ K})\) conductance in Eq. (2.15) of the grounded device in Fig. 2.3 as a function of (a) the energy of the lead electron \(e V_b\) and (b)-(d) the PF overlap \(\varepsilon\) and \(e V_b\) for \(v_l = 1.727 (\text{meV})^{-1}\), \(\eta_1 = 84 \mu\text{eV}\), \(\eta_2 = 8.2 \mu\text{eV}\), and \(\tilde{q} = 0\). Degeneracies in \(\Delta \varepsilon(\tilde{q})\) are split due to the finite \(\phi = \arctan(1/\sqrt{27})\). The data in (a) is a cut at \(\varepsilon = 0.1 \text{ meV}\) of (b), (c) and (d) that show the conductance in the sectors \(\tilde{q} = 0, 1\) and 2, respectively.

The charge of the PFs by \(\pm e\), the most general form is

\[
H_c = i \sum_{n=0}^{5} \kappa_n e^{i\gamma_1 n} a_1^{3-n} a_2^n l + \text{H.c.},
\]

where the amplitudes \(\kappa_n\) are considered real. Furthermore, we assume that also the PFs are fully polarised due to the strong magnetic field such that only a single spin type is included in the tunnelling processes. By rewriting

\[
i a_1^3 a_1^{-n} a_2^n = i \gamma_1 e^{-i\frac{\pi n(n-1)}{6}} \left(a_1^3 a_2^n\right)^n = i \gamma_1 e^{-i\frac{\pi ^2}{6} n^2} e^{i\frac{\pi n}{3} q} = i \gamma_1 (i \gamma_2 \gamma_1)^n e^{-i\frac{\pi n^2}{6}} e^{i\frac{4\pi n}{3} \tilde{q}},
\]

we can express the general coupling Hamiltonian as

\[
H_c = \sum_{n\text{even}} \kappa_n \gamma_1 \left[l e^{i\left(x_n - \frac{\pi n^2}{6} + \frac{4\pi}{3} n \tilde{q}\right)} + \text{H.c.}\right] + \sum_{n\text{odd}} i \kappa_n \gamma_2 \left[-i l e^{i\left(x_n - \frac{\pi n^2}{6} + \frac{4\pi}{3} n \tilde{q}\right)} + \text{H.c.}\right].
\]

The terms with \(n = 0\) and \(n = 3\) are independent of the reduced charge number \(\tilde{q}\) and match the more simple \(H_c\) in Eq. (2.7). The other terms contain \(\tilde{q}\)-dependent phases and consequently,
the conductance will have a \( \tilde{q} \) dependence not only through \( \Delta_\epsilon(\tilde{q}) \) but also via the coupling Hamiltonian. Rewriting the MF operators \( \gamma_i \) to electron operators like before, this reads

\[
H_c(\tilde{q}) = \sum_{n=0}^{5} i \kappa_n \left( c^\dagger l e^{i\Phi(n,\tilde{q})} + (-1)^n c^\dagger l^c e^{-i\Phi(n,\tilde{q})} + (-1)^n c l e^{i\Phi(n,\tilde{q})} + c^\dagger l e^{-i\Phi(n,\tilde{q})} \right),
\]

where \( \Phi(n,\tilde{q}) = \chi_n - \frac{\pi n^2}{6} + \frac{4\pi n \tilde{q}}{3} \). This leads to a coupling matrix:

\[
W_{\tilde{q}} = \sum_{n} \frac{i \kappa_n}{2} \begin{pmatrix} e^{i\Phi(n,\tilde{q})} & (-1)^n e^{-i\Phi(n,\tilde{q})} \\ (-1)^n e^{i\Phi(n,\tilde{q})} & e^{-i\Phi(n,\tilde{q})} \end{pmatrix}.
\]

We can write up effective couplings \( \eta_{1,2}^{\text{eff}} = |\eta_{1,2}^{\text{eff}}| e^{i\chi_{1,2}^{\text{eff}}} \) between \( \gamma_{1,2} \) and the lead operators:

\[
\eta_{1}^{\text{eff}}(\tilde{q}) = \kappa_0 e^{i\Phi(0,\tilde{q})} + \kappa_2 e^{i\Phi(2,\tilde{q})} + \kappa_4 e^{i\Phi(4,\tilde{q})},
\]

\[
\eta_{2}^{\text{eff}}(\tilde{q}) = -i \left( \kappa_1 e^{i\Phi(1,\tilde{q})} + \kappa_3 e^{i\Phi(3,\tilde{q})} + \kappa_5 e^{i\Phi(5,\tilde{q})} \right),
\]

such that the coupling matrix in Eq. (2.20) can be expressed as

\[
W_{\tilde{q}} = \frac{1}{2} \begin{pmatrix} i \eta_{1}^{\text{eff}}(\tilde{q}) - \eta_{2}^{\text{eff}}(\tilde{q}) & i \left( \eta_{1}^{\text{eff}}(\tilde{q}) \right)^* - \left( \eta_{2}^{\text{eff}}(\tilde{q}) \right)^* \\ i \eta_{1}^{\text{eff}}(\tilde{q}) + \eta_{2}^{\text{eff}}(\tilde{q}) & i \left( \eta_{1}^{\text{eff}}(\tilde{q}) \right)^* + \left( \eta_{2}^{\text{eff}}(\tilde{q}) \right)^* \end{pmatrix}.
\]

The scattering matrix is found in the same way as in Eq. (2.12) but now with a \( \tilde{q} \)-dependent coupling matrix. The resulting zero-temperature conductance is on the exact same form as in Eq. (2.14) but with \( \eta_{1,2} \rightarrow |\eta_{1,2}^{\text{eff}}(\tilde{q})| \) and \( \tilde{\chi} \rightarrow \tilde{\chi}^{\text{eff}}(\tilde{q}) = \chi_2^{\text{eff}}(\tilde{q}) - \chi_1^{\text{eff}}(\tilde{q}) \). The conductance differs in the three \( \tilde{q} \) sectors, not only in the peak position, but also in amplitude due to this \( \tilde{q} \)-dependence, in particular of the effective phases \( \tilde{\chi}^{\text{eff}}(\tilde{q}) \), even when all \( \chi_i = 0 \). We do not expect it will be possible to tune several of these simultaneously. Because of the \( \tilde{q} \)-dependent displacement of the peaks, setting the phase in the PF overlap energy \( \Delta_\epsilon(\tilde{q}) \) to \( \phi = \phi_0 = \arctan(1/\sqrt{27}) \) no longer guarantees an optimal peak splitting. In the special case where \( \eta_{1}^{\text{eff}}(\tilde{q}) \approx \eta_{2}^{\text{eff}}(\tilde{q}) \) and \( \tilde{\chi}^{\text{eff}}(\tilde{q}) \approx \pi/2 \) for a particular sector, the conductance for this \( \tilde{q} \) is strongly suppressed because of interference effects (see Eq. (2.14)).

Since the real coefficients \( \kappa_i \) depend on the overlap between the PFs and the lead electrons, we assume \( \kappa_1 = \kappa_5 \) and \( \kappa_2 = \kappa_4 \) as they correspond to conjugate PF operators in Eq. (2.16). In Fig. 2.5 we plot the zero-temperature conductance with this general \( H_c \) and for comparison with the simpler coupling we keep \( \phi = \phi_0 \). All the phases \( \chi_i \) are set to 0 for simplicity. The coupling strengths are defined relatively to what we expect to be the strongest for a lead at the left end, namely \( \kappa_0 \), such that: \( \kappa_1 = \kappa_5 = \kappa_0/3, \kappa_2 = \kappa_4 = \kappa_0/9 \), and \( \kappa_3 = \kappa_0/27 \). Comparing with the simpler case in Fig. 2.4 we see that, indeed, the conductance in all the charge sectors is suppressed, in particular for \( \tilde{q} = 0 \). We see in Fig. 2.5b-2.5d that even without PF interaction \( \epsilon = 0 \) and all \( \chi_n = 0 \), the conductance remains peaked at a finite voltage bias \( V_b \), differently from Fig. 2.4. Nevertheless, the signals from the three sectors remain distinguishable at finite \( \epsilon \gtrsim 0.05 \) meV for the chosen parameters.

2.1. Grounded device
Figure 2.5: Zero-temperature conductance of the grounded device in Fig. 2.3 with the general coupling Hamiltonian in Eq. (2.16) as function of (a) the lead electron energy $eV_b$ and (b)-(d) the PF overlap $\epsilon$ and $eV_b$. To compare with the results for the simpler coupling, we keep $\nu_l = 1.727 \text{ (meV)}^{-1}$, $\phi = 0.19$ and $\kappa_0 = \eta_1 = 84 \ \mu\text{eV}$. The other couplings are $\kappa_1 = \kappa_0/3$, $\kappa_2 = \kappa_0/9$ and $\kappa_3 = \kappa_0/27$, and all phases $\chi_n$ are zero. (a) is a cut at $\epsilon = 0.1 \ \text{meV}$ of (b), (c) and (d) that, by the colour scale on the right, show the conductance in the three charge sectors $\bar{q} = 0$, 1 and 2, respectively.
Effects of quasiparticle poisoning

So far we have considered \( \tilde{q} \) to be the topologically protected charge, characterising the state of the two \( \mathbb{Z}_6 \) PFs, which is left unchanged by the coupling with the lead, simple or general. Other processes, however, could break this protection and thereby change \( \tilde{q} \). This would be the case if the two PFs are not sufficiently isolated from other fractional modes in the system, leading to decoherence. For example, a source of poisoning could be fractional quasiparticles in the bulk of the FQH liquid or the external edge modes. Tunnelling of fractional charges in and out of the PF-SC system would shift \( \tilde{q} \) by \( \pm 1/3 \). If this rate of tunnelling is sizeable compared to the time it takes to make the conductance measurement, the readout would display all the three conductance peaks in Fig. 2.4a simultaneously, each with some appropriate weight, reflecting that the stationary state of the PF device is now some statistical mix of the three \( \tilde{q} \) sectors. In this case, such a three-peak differential conductance is difficult to distinguish from that of analogous systems hosting three non-topological subgap states, such as Andreev bound states, which could be formed between the SC and the metallic lead. Thus, observation of the specific three-peak conductance pattern in Fig. 2.4a is not sufficient to establish the presence of PFs.

The situation is very different when the poisoning rate is weak compared to the measurement rate; here there is a crucial distinction between the readout signal of trivial bound states and that of PFs. The trivial states can be described by a (non-interacting) scattering matrix, and the transport is determined by a single Landauer-Büttiker out-of-equilibrium steady state that has a well-defined conductance. Here it is not possible to change the fractional charge of the device for energies below the superconducting gap and the FQH bulk gap. Instead, the two-PF system can take three different steady states (\( \tilde{q} = \{0, 1, 2\} \)) and a weak poisoning rate at a suitable fixed \( V_b \) would make the conductance jump between the three levels as fractional quasiparticles enter or leave the PF system. The result would be a three-state telegraph noise of the conductance, similar to that of FQH interferometers [63, 64], like we schematically depict in Fig. 2.6. Such sudden jumps are unlikely to be mimicked by something that is not a fractional subgap state and is therefore a strong signature of quasidegenerate parafermionic states with no counterpart in MF devices.
2. READOUT OF PARAFERMIONS

Figure 2.7: Section view of the Coulomb-blockaded device with a floating superconducting island (blue) inside a trench in the bulk of the FQH liquid (purple). Each of the PFs (red stars) are now coupled to a separate metallic lead (gold), still isolated from the SC and outer edge modes by insulator (grey). The voltage difference between the left and right lead is $V_b$. The induced charge in the SC is controlled through a top gate (green) by a voltage $V_g$.

It may prove difficult to obtain the correct weak poisoning. Therefore we will next consider a complementary device where the main PF signatures appear at stronger poisoning rates and in the truly topological regime $\varepsilon \to 0$.

2.2 Conductance signals of the Coulomb-blockaded device

In a PF device exposed to fractional quasiparticle poisoning with some intermediate rate with respect to the conductance measurement rate, different signatures of the topological modes can be seen in transport features of a Coulomb-blockaded superconducting island. Analogous devices with MFs have been examined by tunnelling spectroscopy experiments [65–68]. In two-terminal measurements of these devices, the periodicity of zero-bias conductance peaks as a function of a gate-induced charge $n_g$ can distinguish between phases $[46, 69, 70]; 2e$ and $1e$-periodic patterns correspond to the trivial and topological phase, respectively, since the presence of a MF allows tunnelling of single electrons rather than Cooper pairs.

Here we analyse the two-terminal conductance of such a type of device with PFs, see the sketch in Fig. 2.7. The SC is now a floating island with a strong charging energy $E_C$, and the induced charge is controlled by a top gate voltage $V_g$ such that $n_g = -V_g C_g / e$, where $C_g$ is the capacitance between the SC and the top gate. The connection to ground is instead via a second non-interacting metallic lead, placed in close contact to the right PF $\alpha_2$.

Model for the floating superconductor

We model the floating SC by the Hamiltonian

$$H_{SC}(N_{CP}, N_e, N', q, n_g) = H_{2pf}(q) + H_e(N_e) + H_{e/3}(N') + E_C(2N_{CP} + N_e + N'/3 + q/3 - n_g)^2. \quad (2.23)$$

We label the system states by the occupation numbers $|N_{CP}, N_e, N', q, n_g \rangle$ where $N_{CP}$ is the number of Cooper pairs in the SC (with respect to some offset), $N_e$ is the number of quasielectron excitations in the device, $N'$ is the number of fractional quasiparticle excitations and, as always, $q$ counts the number of fractional charges shared by the localised PFs. Note that, due to the charging energy term, $q = 0$ and $q = 6$ now become distinguishable states in the way that $|N_{CP}, N_e, N', q = 6 \rangle = |N_{CP} + 1, N_e, N', q = 0 \rangle$. $H_e$ and $H_{e/3}$ are the Hamiltonians for quasielectron...
2.2. Coulomb-blockaded device

and fractional quasiparticle excitations, respectively. Hence, \( H_{\text{SC}} \) contains four energy scales: the PF coupling \( \epsilon \), the energy gap for a quasielectron in the paired FQH edge modes \( \Delta_{e} \), the corresponding gap for an \(-e/3\) quasiparticle excitation \( \Delta_{e/3} \) and the island charging energy \( E_{C} \). In order to estimate the first three energies, we turn to the usual Luttinger liquid modelling of the counterpropagating fractional edge modes underneath the SC [12].

Like in the previous setup, the Hamiltonian for these modes is, in terms of the dual, bosonic, massless fields \( \varphi \) and \( \theta \),

\[
H_{0} = \frac{3\nu}{2\pi} \int_{0}^{L} dx \left[ (\partial_{x}\varphi)^{2} + (\partial_{x}\theta)^{2} \right],
\]

where the integral is along the SC with length \( L \), and \( \nu \) still the edge mode velocity. The corresponding vertex operators \(^1\) for left and right-moving quasiparticles of charge \(-e\) are, respectively,

\[
\psi_{e,L} = \frac{1}{2\pi} \sqrt{\frac{\Delta_{\text{FQH}}}{\nu}} e^{i3(\varphi - \theta)}, \quad \psi_{e,R} = \frac{1}{2\pi} \sqrt{\frac{\Delta_{\text{FQH}}}{\nu}} e^{i3(\varphi + \theta)},
\]

where the bulk gap of the FQH liquid \( \Delta_{\text{FQH}} \) is used as an ultraviolet cutoff. Following the procedure in Ch. 1, we describe the proximity-induced superconducting pairing with a mean-field approach by introducing the crossed Andreev interaction \( \Delta \) between the chiral edge modes:

\[
H_{\Delta} = -\Delta \int_{0}^{L} dx \left[ e^{i\phi_{\text{SC}}} \psi_{e,R} \psi_{e,L} + \text{H.c.} \right] = -\frac{\Delta_{\text{FQH}} \Delta}{(2\pi)^{2} \nu} \int_{0}^{L} dx \left[ e^{i\phi_{\text{SC}}} e^{i6\varphi + 3\theta} + \text{H.c.} \right]
\]

\[
= -\frac{\Delta_{\text{FQH}} \Delta}{(2\pi)^{2} \nu} \int_{0}^{L} dx \left[ -i e^{i(6\varphi + \phi_{\text{SC}})} + i e^{-i(6\varphi + \phi_{\text{SC}})} \right] = -\frac{\Delta_{\text{FQH}} \Delta}{2\pi^{2} \nu} \int_{0}^{L} dx \sin(6\varphi + \phi_{\text{SC}}),
\]

where \( \phi_{\text{SC}} \) is the phase of the parent SC which we will set to \( \pi/2 \) for simplicity.\(^2\) In the second line we employed the commutation relation of the fields (see Eq. (1.25)), evaluated in the same position; \( [\varphi, \theta] = i\pi \Theta(0) \), using the convention \( \Theta(0) = 1/2 \). The parameter \( \Delta \propto \Delta e^{-W/\xi} \) is the modulo of the induced superconducting pairing between the left and right chiral modes. It is proportional to the energy gap \( \Delta \) of the thin parent SC and hence decreases with the magnetic field. Furthermore, the gap decays exponentially with the width \( W \) of the SC, compared to a length scale \( \xi \). For a clean SC this \( \xi \) coincides with the coherence length whereas it depends on the diffusive length for a disordered SC. The exponential decay is observed in experiments on crossed Andreev reflection over a niobium nitride SC in graphene (see Ref. [43]) where the thin SCs have a typical coherence length \( \xi \sim 50 \text{ nm} \) and widths in the range \( 50 - 200 \text{ nm} \), considerably longer than \( l_{B} \lesssim 10 \text{ nm} \) for the relevant fields [71]. The decay is consistent with theoretical analyses on SC-semiconductor heterostructures [72–74]. Since the SC and trench is placed in the bulk of the FQH system, the regions around the SC are FQH states with an energy gap \( \Delta_{\text{FQH}} \), in particular \( x < 0 \) and \( x > L \). This means that any current from the bulk to the edge modes under the SC is blocked.

In terms of the \( \varphi \) field, the total Lagrangian for the edge modes with induced crossed Andreev pairing reads

\[
\mathcal{L} = \frac{3}{2\pi} \int_{0}^{L} dx \left[ \frac{1}{\nu} (\partial_{x}\varphi)^{2} - \nu (\partial_{x}\varphi)^{2} \right] + \frac{\Delta_{\text{FQH}} \Delta}{2\pi^{2} \nu} \int_{0}^{L} dx \left[ \cos(6\varphi) - 1 \right].
\]

\(^{1}\)Here we use a different convention from the paper [1] in order to stay consistent with the left-right orientation defined in Ch. 1.

\(^{2}\)The phase can be changed with a gauge transformation and does not affect the results.
For a finite induced pairing $\Delta > 0$ this resembles a sine-Gordon model. In such a model excitations are solitons, describing an interpolation from one (classical) minimum $\varphi_j = j\pi/3$ of the interaction Hamiltonian ($H_\Delta$) to the next, $\varphi_{j+1}$. In a semiclassical description of our system, a fractional quasiparticle injected to the system roughly corresponds to the creation of one soliton in the sine-Gordon model \[38\]. With this comparison we can find the semiclassical energy gap of the fractional quasiparticles (the solitons). We rescale the $\varphi$ field to $\varphi' = \sqrt{3\pi/2} \varphi$ such that the corresponding static action becomes

$$S' = \int dx \left[ \frac{1}{2} (\partial_x \varphi')^2 + \frac{\Delta_{\text{FQH}}}{2\pi^2 v} \cos \left( \frac{6\sqrt{3}}{\pi} \varphi' \right) \right] = \int dx \left[ \frac{1}{2} (\partial_x \varphi')^2 + \frac{6\Delta_{\text{FQH}}}{\pi v^2 g^2} \cos (g \varphi') \right]. \quad (2.28)$$

Here we introduced the coupling constant $g = 2\sqrt{3\pi/2}$. Following Ref. \[75\] we find the fractional quasiparticle gap to be

$$\Delta_{e/3} = \frac{8}{g^2} \sqrt{\frac{6\Delta_{\text{FQH}}}{\pi v^2}} = \sqrt{\frac{8\Delta_{\text{FQH}}}{3\pi^3}}. \quad (2.29)$$

Likewise, a quasielectron excitation in the system corresponds to an increase in $\varphi$ by $\pi$. Typically, such an excitation would be unstable since fractional solitons are repulsive \[75\], and an increase by $\pi$ would decay into three solitons. We neglect this kind of interaction in our simple model and take instead, as a rough underestimate, the gap of the quasielectron to be $\Delta_e = 3\Delta_{e/3}$. The dispersion of a charge $-e$ excitation is then $\epsilon(k) = \sqrt{\Delta_e^2 + v^2 k^2}$ where $k$ is the quasimomentum. Due to the finite length of the SC, we discretise this momentum by $h(2L)$, corresponding to an energy discretisation of $\delta = h\nu/(2L)$ (using open boundary conditions). Since our effective 1D model breaks down for excitation energies higher than $\Delta_{\text{FQH}}$, we will include only the lowest $\Delta_{\text{FQH}}/\delta \sim 8 \equiv n_{\text{max}}$ excited states with energies

$$\epsilon_n = \sqrt{\Delta_e^2 + \delta^2 (n + 1/2)^2}. \quad (2.30)$$

Typically, however, the temperature and voltage bias considered in our calculations are much lower than the energy gap of the FQH liquid such that any contribution to the current from states with $\epsilon_n > \Delta_{\text{FQH}}$ is negligible.\[^3\] The offset of $1/2$ in the above equation is chosen to be consistent with similar MF devices close to the topological phase transition \[76\], but for different boundary conditions other offsets could be selected. In general, the lowest quasielectron energy level will be $\epsilon_0 \in \left[ \Delta_e, \sqrt{\Delta_e^2 + \delta^2/4} \right]$.

In Ref. \[38\] the PF energy splitting is derived via an instanton calculation based on the Lagrangian in Eq. (2.27). In terms of the bulk gap of the FQH liquid and the induced superconducting pairing, it reads

$$E_q = -\frac{4\sqrt{\Delta_{\text{FQH}}}}{\pi \sqrt{3}} \exp \left[ -\frac{4L\sqrt{\Delta_{\text{FQH}}}}{3\pi \hbar \nu} \right] \cos \left( \frac{\pi q}{3} - \frac{\mu L}{3 \hbar \nu} \right). \quad (2.31)$$

As in the previous section, the phase is $\phi = \mu \nu L/\hbar \nu$. From Eq. (2.31), we obtain an expression for $\epsilon$ in terms of $\Delta_{e/3}$:

$$\epsilon = \sqrt{\pi/2} \Delta_{e/3} \exp \left[ -\sqrt{2\pi/3} \left( L\Delta_{e/3}/\hbar \nu \right) \right], \quad (2.32)$$

\[^3\]Jumping a bit ahead, the temperature and FQH gap considered in Figs. 2.8b and 2.10b are, for instance, such that $k_B T/\Delta_{\text{FQH}} \lesssim 10^{-2}$.
which is consistent with the subgap state requirement for well-defined PFs, $\varepsilon < \Delta_{e/3}$ (see also Fig. 2.9). As one could expect, the coupling decays exponentially with the distance between the PFs, i.e. the SC length $L$. Based on the results in Ref. [20], we make the rough estimate $\Delta \lesssim 1$ meV and take this to be the main parameter to distinguish system regimes in a simplified low-energy description. In addition, we set $\Delta_{\text{FQH}} \sim 0.017 e^2/\varepsilon l_B \sim 1.72$ meV [71], where $\varepsilon \approx 1$ is the dielectric constant in suspended graphene and $l_B = \sqrt{\hbar/ e |B|}$ is the magnetic length, controlled by the strength $B$ of the magnetic field.

**Tunnelling processes and zero-bias conductance**

In order to study the conductance of the Coulomb-blockaded device, we make the simplification that the left and right leads (see Fig. 2.7) couple only to the left and right ends of the device, respectively. Hence, we describe the coupling by the Hamiltonian

$$H'_c = \sum_{a=L,R} \eta_a \psi^\dagger_a(x_a) \psi_a + \text{H.c.},$$

(2.33)

where $\psi^\dagger_a(x)$ and $\psi_a(x)$ are the electron creation and annihilation operators at site $a$ respectively. $\psi_a(x)$ annihilates a charge $-e$ in the coupled FQH edge modes in this region under the SC. Following Ref. [70], we express the coupling strengths $\eta_a$ in terms of the density of states in the lead and edge modes, $\nu_I$ and $\nu_e$, respectively, as well as a dimensionless conductance $g_a$:

$$\eta_a = \frac{1}{2\pi} \frac{g_a}{\nu_I \nu_e}.$$  

(2.34)

Multiplied by $2e^2/\hbar$, this $g_a$ is the conductance of the tunnel junction contact in end $a$, and we set them to $g_L = g_R = 0.09$. The edge mode density of states is approximated by $\nu_e \approx \delta^{-1} = 2L/(\hbar v)$ such that the tunnel couplings become $\eta_a = \frac{1}{2\pi} \sqrt{g_a \hbar v / 2 \nu_I L}$. We use $\nu_I = 1.727 (\text{meV})^{-1}$ as before and with an edge mode velocity $v = 10^5$ m/s and a SC length $L = 1 \mu m$ the coupling strengths are $\eta_L = \eta_R = 52$ meV.

Analogously to MF devices [66, 70, 77], we model the electron transport across the system by considering two main processes: first, the resonant tunnelling of electrons mediated by the PFs, corresponding to electron teleportation mediated by the effective MFs $\gamma_i = a_i^3$ [46]. Similarly to the grounded system considered in Sec. 2.1, this causes transitions between $q$ and $q + 3$ (modulo 6) due to the coupling between neighbouring lead and PF. Second, the incoherent sequential tunnelling of single electrons via quasiparticle states above the induced quasielectron energy gap $\Delta_e$. We assume that electrons jump in and out of the superconducting island causing transitions between $N_e = 0$ and $N_e = 1$ and neglect processes where one quasielectron is scattered into three fractional quasiparticles meaning that $N'$ is conserved. Before concluding, we will also discuss a third process of less practical relevance; sequential Andreev tunnelling of Cooper pairs.

To model all three processes we approximate the electron operator $\psi_e(x)$ in terms of the PF operators and the quasielectrons. The projection of $\psi_e$ on the PFs is

$$\langle N_{\text{CP}}, N_e, N', q-3| \psi_e(x_{L/R}) | N_{\text{CP}}, N_e, N', q \rangle = a_{1/2}^3(x_{L/R}) \approx \sqrt{\frac{\nu_e \Delta_e}{2}},$$  

(2.35)
where $\alpha^2(x)$ is the amplitude of the normalised operator $\alpha^2$ in position $x$. The amplitude decays exponentially into the bulk of the FQH liquid with an approximate decay length $1/\nu e \Delta e$. Regarding the quasielectrons, we describe them as non-interacting particles with a dispersion $\epsilon_n$, as discussed above in Eq. (2.30), and we associate them with annihilation operators $\gamma^+_n$ such that the corresponding Hamiltonian is $H_{qe} = \sum_n \epsilon_n \gamma^+_n \gamma_n$. We then obtain the overlap
\[
\psi_e(x_a) = \sum_n u^*_n(x_a) \gamma^+_n + v_n(x_a) \gamma_n^+, \tag{2.36}
\]
with coefficients $u_n(x_a)$ and $v_n(x_a)$ given by the Bogoliubov transformation of $H_{qe}$. We let $u_n(x_a) v^*_n(x_a) = \Delta e / (2 \epsilon_n)$ in a rough approximation neglecting the position dependence. Importantly, we exclude the low-energy MF-like modes on the form $\alpha^2$ in this projection.

We limit the number of quasielectron excitations to $N_e = \{0, 1\}$, assuming that states with further excitations are thermally suppressed. Likewise, we limit the number of fractional quasiparticles to $N' = \{0, 1, 2\}$. Using these truncations we can follow the standard in MF studies \cite{70} and introduce the excess electron number $N ≡ N'$, full curves denote $q = 0, 1, 2$ and dashed ones $q = 3, 4, 5$. The black loop highlights crossings between parabolas sharing the same $\tilde{q}$ but not necessarily the same $N'$. When the voltage bias applied to the device is low compared to the charging energy, resonant electron tunnelling via the PFs requires the involved states to be close in energy (for example $|N = 0, N' = 0, q = 1\rangle$ and $|N = 0, N' = 0, q = 4\rangle$). A current can run through the device at zero voltage bias if the top gate voltage controlling the induced charge on the SC is such that $n_g$ is at one of the crossings. We consider here the limit where such states, differing in PF charge by $±1e$ and with an even $N$, are energetically isolated from states with an odd $N$ that are excited at an energy $\gtrsim \Delta e$. Specifically, for energies such that $\epsilon \ll E_C \ll \Delta e$ we can use the Weidenmüller formula to find the related conductance like in the previous section but here explicitly ensuring charge conservation.

In the case where the number of Cooper pairs is conserved we can have transitions between states like $|N, N', q\rangle$ and $|N, N', q + 3\rangle$ for $q = \{0, 1, 2\}$. In the other case, where six fractional charges of the PFs are converted into one Cooper pair, and vice versa, the involved states are, for example, $|N, N', q\rangle$ and $|N + 2, N', q - 3\rangle$ for $q = \{3, 4, 5\}$. In both cases, the energy difference $\delta E(n_g)$ between the final and initial states is the same, and we model the two states as a (non-interacting) two-level system described by $H'_{2pf} = \delta E(n_g) (\epsilon^\dagger e - 1/2)$ where $\delta E(n_g) = 2E_C(N + (N' + q)/3 - 1/2 -...
n_g) = 4\epsilon \cos(\pi q/3 + \phi). As before, the operator \( c = (\gamma_1 + i\gamma_2)/2 \) is the effective electron operator constructed from the two MF-like operators \( \alpha^2 = \gamma_j \).

By inserting the projection in Eq. (2.35) into the tunnelling Hamiltonian in Eq. (2.33) we can write the latter as \( H'_c = \sum_{\alpha=L,R} c^\dagger W' f + \text{H.c.} \) Here the vector \( f = (l_L, l_R) \) is composed of the annihilation operators for the left and right leads as defined above and

\[
W' = \sqrt{\frac{v_e \Delta_e}{2}} (\eta_L \quad i\eta_R), \tag{2.38}
\]

where the factor in front is from the localisation of the PFs. The scattering matrix is simple to find from \( H'_{2pl} \) and \( W' \):

\[
S(E) = 1 - i2\pi v_1 \frac{(v_e \Delta_e)/2}{E - \delta E(n_g) + i\pi v_1 v_e \Delta_e (\eta^2_L + \eta^2_R)/2} \begin{pmatrix} \eta^2_L & i\eta_L \eta_R \\ -i\eta_L \eta_R & \eta^2_R \end{pmatrix}. \tag{2.39}
\]

Here we assume that the density of states \( v_1 \) is the same in both leads. Form the scattering matrix we find the differential zero-bias \( (E = eV_b = 0) \) conductance to be

\[
\tilde{G}_R(N, N', q, n_g) = \frac{e^2}{\hbar} \left| \frac{\pi v_1 v_e \Delta_e \eta_L \eta_R}{\delta E(n_g) + i\pi v_1 v_e \Delta_e (\eta^2_L + \eta^2_R)/2} \right|^2 = \frac{e^2}{\hbar} \frac{g_L g_R}{4(2\pi)^2 (\delta E(n_g))^2 + (g_L + g_R)^2 \Delta^2_e/(8\pi)^2}, \tag{2.40}
\]

where we apply the rewriting in Eq. (2.34). The above expression is valid as long as the level broadening induced by external leads is much greater than the system temperature \( T \ll (g_L + g_R) \Delta_e/8\pi \) [71]. Furthermore, we require \( \Delta_e \gg E_C \) such that the states with \( N' \neq 0 \) and \( N \) odd are well-separated in energy from the lowest energy states with \( N' = 0 \) and \( N \) even. In the case we consider with symmetric contacts \( g_L = g_R \), the zero-bias conductance has a peak height \( \tilde{G}_R = e^2/\hbar \) in agreement with the teleportation peak conductance for MFs [46].

As mentioned in the beginning of this section, we examine the case where the external environment poison the charge of the PFs by allowing quasiparticles to enter and leave the PF-SC system with a rate comparable to that of the conductance measurement. We phenomenologically capture this by considering a thermal equilibrium distribution of the states \( |N, N', q, n_g \rangle \) at a temperature \( T \ll E_C \);

\[
G_R = \sum_{N=-6}^{4} \sum_{N'=0}^{2} \sum_{q=0}^{5} Z^{-1} e^{-H_{\text{SC}}(N, N', q, n_g)/T} \tilde{G}_R(N, N', q, n_g). \tag{2.41}
\]

Here \( Z \) is the partition function and we sum over the (integer) charge numbers as indicated. When including these Boltzmann weights the quantisation for symmetric contacts is lost and the magnitude of the conductance becomes very sensitive to the temperature.

In Fig. 2.8b we plot the zero-temperature \( G_R \) of Eq. (2.41) as a function of the phenomenological crossed-Andreev interaction \( \Delta \) and the gate-induced charge \( n_g \). At intermediate pairing, \( 0.05 \text{ meV} \lesssim \Delta \lesssim 0.3 \text{ meV} \), it displays six peaks repeating every \( 2 n_g \). We name this the \textit{sixfold regime}. Comparing with Fig. 2.8a, we see indeed six energy crossings corresponding to transitions between states with the same \( \tilde{q} \), for every interval where \( n_g \) increases by 2. The uneven distance between the conductance peaks for \( \Delta \lesssim 0.3 \text{ meV} \) is due to a finite \( \epsilon \ll E_C \) shifting the parabolas depending on \( q \).
Figure 2.8: Resonant tunnelling process mediated by the PFs of the floating superconducting island (Fig. 2.7). In (a) we show the eigenenergies of $H_{SC}$ in Eq. (2.37) as a function of the induced charge number $n_g$ for $N' = 0$. States with $N = 0$ are highlighted in clear colours. Full and dashed curves correspond to states with $q = \{0, 1, 2\}$ and $q = \{3, 4, 5\}$, respectively. In the black loop we highlight energy crossings relevant for resonant tunnelling of electrons. We set the induced superconducting pairing to $\Delta = 0.1$ meV and the charging energy to $E_C = 0.5$ meV. As previously fixed, $\Delta_{FQH} = 1.72$ meV, $\nu = 10^5$ m/s and $L = 1$ μm. In (b) we plot the corresponding contribution to the zero-bias conductance. On the horizontal axis is the interaction $\Delta$ determining $\Delta_{eff}$ and thereby the PF coupling $\epsilon$. On the vertical axis is the gate-controlled induced charge number $n_g$. For $0.05$ meV $\lesssim \Delta \lesssim 0.3$ meV we observe that $G_R(\Delta, n_g)$ is periodic in $n_g$ with six peaks every $2e$ period. For larger $\Delta$ this evolves into an $e/3$-periodic pattern. The couplings to the metallic leads are $\eta_L = \eta_R = 52$ μeV, $T = 0.15$ K and the remaining parameters are the same as in (a).
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Figure 2.9: Comparison of the energy scales $\varepsilon(\Delta)$ (blue) and $\Delta_e(\Delta)$ (orange) with the charging energy $E_C = 0.5$ meV (green) and the temperature $T = 0.15$ K (red) for realistic parameters $\Delta_{\text{FQH}} = 1.72$ meV, $v = 10^5$ m/s and $L = 1$ $\mu$m of the Coulomb-blockaded PF device. The energy gaps $\Delta_e/3, \Delta_e$ and $\varepsilon$ vanish when $\Delta \rightarrow 0$ and the system act like a quantum dot for fractional charges. We label this the dot regime (left part). In the topological regime, indicated on the right, only the PF energy splitting decays exponentially and the modes are truly topological and localised.

This is seen from Fig. 2.9 where we plot the energy scales $\varepsilon(\Delta)$ (Eq. (2.32)) and $\Delta_e(\Delta)$ (Eq. (2.29)) compared to $T = 15$ K and the charging energy $E_C = 0.5$ meV. For larger $\Delta \gtrsim 0.3$ the PF overlap decays and becomes orders of magnitude smaller than all the other energies. Thus, the vertical shift between energy parabolas with different $q$ becomes negligible and an $e/3$-periodic peak pattern emerges (right part of Fig. 2.8b). Since the PF energy splitting collapses $\varepsilon \ll E_C \ll \Delta_e$ in the limit $\Delta \rightarrow \Delta_{\text{FQH}}$ (see Eq. (2.32)), we say that the PF system is deep in the topological regime as indicated in the right of Fig. 2.9. This is a characteristic of PFs, analogue to the $1e$ periodicity of MF-mediated electron teleportation [46, 70, 78].

We next derive the conductance associated with the sequential tunnelling of single electrons and compare it to $G_R(\Delta, n_g)$.

**Sequential tunnelling of single electrons**

In the case where $\Delta_e < E_C$ (see Fig. 2.9), electrons can sequentially tunnel from one lead to the other via a quasielectron excitation in the floating SC. In Fig. 2.10a we plot the energies for states with $N = -1, 0, 1$, $N' = 0$ and $q = 0, \ldots, 5$ where states with $q = 1$ are highlighted to exemplify crossings between states with $|N, N', q\rangle$ and $|N \pm 1, N', q\rangle$. We expect to see a zero-bias peak in the conductance for the corresponding values of $n_g$. The right circle shows the crossing between states $|N, N', q\rangle$ and $|N + 1, N', q\rangle$ where the total electron number $N$ is even. The rate for excitation of a quasielectron by absorption of an electron with momentum $p$ from lead $a$ can to lowest order be approximated by Fermi’s golden rule. For a system with initially $N$ electron charges the rate is

$$\Gamma_{N\rightarrow N+1, n}^{a, p} = \frac{2\pi}{\hbar} |a_n | H_c |0_n \rangle \langle p | a_l |^2 \delta (E_{N+1} - \xi_p + \epsilon_n), \quad (2.42)$$
where $\epsilon_n$ is the energy of the quasielectron, excited by the lead electron that enters with energy $\xi_p$. $|0\rangle_n$ labels the state with $N$ electrons, all paired in the condensate whereas $|1\rangle_n$ is the state with one additional electron charge due to the excited quasielectron. The variable $\mathcal{E}_{N+1}$ is the difference in charging energy between the states $|N+1, N', q\rangle$ and $|N, N', q\rangle$:

$$\mathcal{E}_{N+1} = 2E_C(N + (N' + q)/3 + 1/2 - n_g).$$  \hspace{1cm} (2.43)

To calculate the rate $\Gamma_{N\rightarrow N+1,n}^{a,p}$ we use the projection in Eq. (2.36) and express the lead operator $l_a$ in momentum space as $l_a = \sum_p \phi_p(x_a) l_p$. Thus, the inner product in Eq. (2.42) becomes

$$\sum_{p', n'} \langle 0|_n (1) \left[ \eta_a(u_{n'}(x_a) \tilde{f}_{n'}^+ + v_{n'}^*(x_a) \tilde{f}_{n'}^+ ) \phi_{p'}(x_a) l_{p'} \right] |0\rangle_n |p\rangle_a = \eta_a u_n(x_a) \phi_{p}(x_a).$$  \hspace{1cm} (2.44)

We follow the normalisation in Ref. [70]: $\eta_a^2 |u_n(x_a)|^2 |\phi_{p}(x_a)|^2 = g_a \delta \delta_a / (8\pi^2)$, where $\delta$ is the energy discretisation of the excitations in the SC and $\delta_a$ is the level spacing in lead $a$. The rate thereby becomes

$$\Gamma_{N\rightarrow N+1,n}^{a,p} = \frac{2\pi g_a \delta \delta_a}{\delta (\mathcal{E}_{N+1} - \xi_p + \epsilon_n)}. \hspace{1cm} (2.45)$$

We multiply by the Fermi-Dirac distribution function $n_F(\xi_p - eV_a)$ of lead $a$, where $V_L = V_b$ and $V_R = 0$, and sum over the momentum $p$ to obtain the rate

$$\Gamma_{N\rightarrow N+1,n}^{a} = \frac{g_a \delta}{4\pi \hbar n_F(\mathcal{E}_{N+1} + \epsilon_n - eV_a)}. \hspace{1cm} (2.46)$$

The rate for the reverse process is $\Gamma_{N+1\rightarrow N,n}^{a} = \frac{g_a \delta}{4\pi \hbar} (1 - n_F(\mathcal{E}_{N+1} + \epsilon_n - eV_a))$

Let us next consider the energy crossing in the left circle of Fig. 2.10a which is between the states $|N, N', q\rangle$ and $|N + 1, N', q\rangle$, this time with an odd $N$. Following the same procedure, we find the rate for an electron from lead $a$ with momentum $p$ to scatter into the SC system that hosts initially $N$ charges, one of which is a quasielectron, and change the state to $|N + 1, N', q\rangle$, i.e. a state without quasielectron excitations: $\Gamma_{N\rightarrow N-1,n}^{a} = \frac{g_a \delta}{4\pi \hbar} u_F(\mathcal{E}_{N+1} - \epsilon_n - eV_a)$. The rate for the reverse process $\Gamma_{N+1\rightarrow N,n}^{a}$ is defined analogously to before. By setting up a simplified set of rate equations and finding the steady state solution, we find the contribution to the current across the SC from sequential tunnelling of single electrons. The simplification implies that when finding an expression for the current we assume that the occupation probabilities of all other states than $|N, N', q\rangle$ and $|N + 1, N', q\rangle$ are zero close to the crossing of these two states [70]. The explicit calculation is found in App. B. From the current expression we get the zero-bias differential conductance

$$G_{1e}\alpha/e = \frac{e^2}{2h} \frac{g_l g_R}{k_b T} \frac{\delta}{\delta g} \sum_n \left( 1 + e^{\xi_n / k_b T} \right)^{-1} \sum_n \left( 1 + e^{-\xi_n / k_b T} \right)^{-1}.$$  \hspace{1cm} (2.47)

Here we have labelled the conductance with an "$\alpha/e" referring to whether $N$ is odd or even. Thus, the total contribution to the conductance from sequential tunnelling of single electrons is

$$G_{1e} = \frac{4}{N=1} \sum_{N'=0}^2 \sum_{q=0}^5 Z^{-1} e^{-H_{SC}(N,N',q,n_g) / T} \left( G_{1e}(N-1, N', q, n_g) + G_{1e}(N, N', q, n_g) \right). \hspace{1cm} (2.48)$$

In Fig. 2.10b we plot $G_{1e}(\Delta, n_g)$ which displays 12 peaks of varying intensity for every $n_g$ period of 2. The values of $n_g$ where these peaks occur depend on the dot energy level spacing $\delta = \nu h / 2L$. 
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Figure 2.10: Sequential tunnelling of single electrons in the Coulomb-blockaded device. In (a) we plot the eigenenergies of $H_{SC}$ as function of $n_g$. The highlighted energies are states with $q = 1$ and in the two circles we highlight the crossings of states differing by one electron charge. We show only states with $N' = 0$. The pairing is $\Delta = 10^{-4}$ meV and otherwise the parameters are the same as in 2.8. In (b) we show the corresponding zero-bias differential conductance of Eq. (2.48) $G_{1e}(\Delta, n_g)$ in the limit $\Delta_e < E_C$, now with $\Delta$ on a log scale. For every $2e$ the conductance displays twelve peaks for low pairing $\Delta \lesssim 1 \mu$eV. The physical parameters are the same as in Fig. 2.8.

In Fig. 2.10 $\delta$ is comparable to the charging energy $E_C$ which yields the twelve irregular peaks in each $2e$ period for $\Delta \rightarrow 0$. Conversely, a system with $\delta, \Delta_{e/3} \ll E_C$ yields an $e/3$-periodic pattern which we show in App. B where we plot $G_{1e}(\Delta, n_g)$ in Fig. B.1 for a SC ten times longer than the one considered here. All the three energy gaps $\epsilon$, $\Delta_{e/3}$ and $\Delta_e$ vanish for $\Delta \rightarrow 0$ and the system therefore behaves as a blockaded quantum dot for fractional quasiparticles [79, 80]. We indicate this in the left side of Fig. 2.9. For increasing $\Delta \gg 0.01$ meV, the quasielectron energy gap $\Delta_e$ becomes so large that the energy parabolas with odd $N$ are much above those with even $N$ and the resonant tunnelling takes over (Fig. 2.8b).

In Fig. 2.11a we provide a log-scale summary of all the relevant energies. For realistic parameter choices we can distinguish three main conductance patterns as a function of the induced superconducting pairing $\Delta$; the quantum dot, the sixfold and the topological regimes (see the table in Fig. 2.8). For vanishing $\Delta \rightarrow 0$ the electron sequential tunnelling process is the dominating one, and the result is the complex series of up to twelve zero-bias peaks in the conductance in Fig. 2.10b. Instead the resonant tunnelling becomes relevant for intermediate pairing $0.05 \text{meV} \lesssim \Delta \lesssim 0.3$ meV with a zero-bias conductance pattern of six dominant peaks repeating with $2e$ periodicity, emerging when $\Delta_e > T$ – the regime labelled sixfold. When the induced pairing in sufficiently long islands becomes strong, $\Delta \rightarrow \Delta_{FQH}$, the PF system is deep in the topological regime where zero-bias
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(a)  

\[
\begin{array}{cccc}
\Delta_e & \eta_{LR} & \delta & E_C & E_{\text{QHE}} \\
0.013 & 0.052 & 0.207 & 0.5 & 1.72 \\
T & \Delta_e & \delta & E_C & \text{meV}
\end{array}
\]

Figure 2.11: Energy scales and regimes for the Coulomb-blockaded PF device. (a) Log scale summary of the energies used to produce the conductance plots in Figs. 2.8b and 2.10b, including the dot energy level spacing \( \delta \). In blue and orange we indicate the ranges of \( \varepsilon \) and \( \Delta_e \), respectively. (b) Summary of the main properties of the discussed transport regimes.

(b)  

<table>
<thead>
<tr>
<th>( \Delta )</th>
<th>Weak</th>
<th>Intermediate</th>
<th>Strong</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regime</td>
<td>Quantum dot</td>
<td>Sixfold</td>
<td>Topological</td>
</tr>
<tr>
<td>Condition</td>
<td>( \delta, \Delta_e \ll T, E_C )</td>
<td>( \Delta_e &gt; T )</td>
<td>( \Delta_e &gt; E_C &gt; \varepsilon )</td>
</tr>
<tr>
<td>Channel</td>
<td>( G_{1e} )</td>
<td>( G_R )</td>
<td>( G_R )</td>
</tr>
<tr>
<td>Pattern</td>
<td>( e/3 )</td>
<td>Sixfold</td>
<td>( e/3 )</td>
</tr>
</tbody>
</table>

peaks in the dominating \( G_R \) are repeating with an \( e/3 \) periodicity characteristic of PFs.

Sequential tunnelling of Cooper pairs

We finally consider a third process, namely that of Andreev sequential tunnelling of Cooper pairs, relevant for islands with weak charging energy, \( E_C \ll \varepsilon \). In Fig. 2.12 we plot a dispersion similar to that of Fig. 2.9, but with an \( E_C = 0.04 \) meV and a SC length \( L = 0.1 \) \( \mu \)m (which implies a larger energy discretisation of the quasiparticle excitations (Eq. (2.30)) compared to the previous \( L = 1 \) \( \mu \)m). The related eigenenergies of \( H_{SC}(\Delta = 0.3 \) meV) are shown in Fig. 2.13a where we now focus on the states \( |N, N' = 0, q = 0\rangle \) with \( N = \{0, 1, 2\} \) while other states are in the opaque background. The circle demonstrates the energy crossing of states differing by one Cooper pair and without quasielectron excitations. This crossing should lead to a peak in the conductance at zero voltage bias when \( n_g \) is tuned close to an odd integer.

The rates for addition and subtraction of a Cooper pair to the SC-PF system, \( \Gamma_{N \rightarrow N+2} \) and \( \Gamma_{N+2 \rightarrow N} \), can be found by first finding the amplitudes for the related Andreev reflection processes. For this we neglect the states with one quasielectron excitation which are higher in energy and we consider only even \( N \). To second order in the tunnelling Hamiltonian (Eq. (2.33)), the process where two electrons with momenta \( p_1 \) and \( p_2 \) are absorbed in the system from lead \( a \) therefore has the amplitude

\[
A_{N \rightarrow N+2}^{a,p_1,p_2} = \eta_a^2 \phi_{p_1}(x_a) \phi_{p_2}(x_a) \sum_n u_n(x_a) v_n^*(x_a) \left( \frac{1}{-\xi_{N+1} + \xi_{p_1} - \varepsilon_n} + \frac{1}{-\xi_{N+1} + \xi_{p_2} - \varepsilon_n} \right). \quad (2.49)
\]

The amplitude for the reverse process \( A_{N+2 \rightarrow N}^{a,p_1,p_2} \) is defined similarly. We follow the approximations done for similar MF setups [70] and set \( \xi_{p_1}, \xi_{p_2} \approx 0 \) and take the low-temperature limit such that
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![Figure 2.12: Comparison of the energy scales \( \varepsilon(\Delta) \), \( \Delta_e(\Delta) \), \( T = 0.15 \) K and \( E_C \) for a shorter island, \( L = 0.1 \) µm, than in Fig. 2.9 which at the same time has a lower charging energy \( E_C = 0.04 \) meV.](image)

the amplitudes for Cooper pair tunnelling simplify to

\[
A_{N \rightarrow N+2}^{a,p_1,p_2} = \frac{\eta_a^2 \phi_{p_1}(x_a) \phi_{p_2}(x_a) \sum_{n} \frac{\Delta_e}{2E_n + \varepsilon_n}}{\varepsilon_{N+1} - \varepsilon_n}. \tag{2.50}
\]

This process is relevant when the difference in charging energy between the states with and without a quasielectron excitation is lower than the quasiparticle gap: \( -\varepsilon_{N+1} < \Delta_e \). Considering also the continuum limit of quasiparticle excitations in the SC \( n_{\text{max}} \rightarrow \infty \) (we refer to Eq. (2.30)), the square amplitude becomes

\[
|A_{N \rightarrow N+2}^{a,p_1,p_2}|^2 \approx \frac{g_d^2 \delta_a^2}{(2\pi)^4} \frac{4\Delta_e^2}{\Delta_e^2 - \varepsilon_{N+1}^2} \arctan^2 \left( \frac{\Delta_e - \varepsilon_{N+1}}{\Delta_e + \varepsilon_{N+1}} \right), \tag{2.51}
\]

which leads to a scattering rate

\[
\Gamma_{N \rightarrow N+2}^a = \frac{2\pi}{\hbar} |A_{N \rightarrow N+2}^a|^2 \sum_{p_1,p_2} \delta(\xi_{p_1} + \xi_{p_2} - \varepsilon_{N+2}) n_F(\xi_{p_1} - eV_a) n_F(\xi_{p_2} - eV_a). \tag{2.52}
\]

Again \( \Gamma_{N+2 \rightarrow N}^a \) is defined similarly with \( n_F \rightarrow 1 - n_F \). To find the zero-bias differential conductance we rely on an expression for the 2e-tunnelling current contribution from Ref. [70] and find:

\[
G_{2e} = \frac{e^2}{2\hbar} \frac{g_L^2 g_R^2}{g_L^2 + g_R^2} \frac{1}{\pi^2} \frac{\Delta_e^2}{\Delta_e^2 - \varepsilon_{N+1}^2} \arctan^2 \left( \frac{\Delta_e - \varepsilon_{N+1}}{\Delta_e + \varepsilon_{N+1}} \right) \frac{\varepsilon_{N+2}/k_B T}{\sinh[\varepsilon_{N+2}/k_B T]}. \tag{2.53}
\]

Here \( \varepsilon_{N+2} = 4E_C(N + (N' + q)/3 + 1 - n_g) \) is the difference in charging energy between the states with \( N \) and \( N + 2 \) electrons. As for the other processes we include quasiparticle poisoning by taking the weighted sum:

\[
G_{2e} = \sum_{N,N',q} \frac{e^{-H_{\text{SC}}(N,N',q,n_g)/T}}{Z} (G_{2e}(N) + G_{2e}(N-2)). \tag{2.54}
\]
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Figure 2.13: Coulomb-blockaded short PF device with low charging energy. (a) Energy dispersion as a function of the voltage-controlled induced charge number \( n_g \). The three featured states \( |N, N' = 0, q = 0 \rangle \) with \( N = \{0, 1, 2\} \) display the 2e crossing (black circle) and the energy separation \( \Delta_e \) between states with and without a quasielectron excitation. The SC length is now \( L = 0.1 \mu m \), the charging energy \( E_C = 0.04 \text{ meV} \), \( \Delta = 0.3 \text{ meV} \), \( \Delta_{\text{FQH}} = 1.72 \text{ meV} \) and the edge mode velocity \( v = 10^5 \text{ m/s} \). (b) Zero-bias differential conductance \( G_{2e}(\Delta, n_g) \) with energies as shown in Fig. 2.12. As expected from (a), we see two clear peaks at odd integer values of \( n_g \).

An example of this conductance contribution is plotted in Fig. 2.13b for a SC that is ten times shorter than otherwise assumed in this chapter, \( L = 0.1 \mu m \). We assume that the charging energy is weak, \( \Delta_e > \varepsilon > E_C > T \), such that the Cooper pair tunnelling is relevant. We see that the conductance displays a single peak every 2e as opposed to the six peaks in Fig. 2.8b. We expect, however, that for experimentally relevant systems with a thin SC the charging energy will be larger than \( \varepsilon \) for any pairing \( \Delta \). Thus, this Andreev-dominated regime would be hard to observe and, in practice, for all intermediate pairings the 2e pattern will be sixfold as for \( \Delta \lesssim 0.3 \text{ meV} \) in Fig. 2.8b.

We conclude from this discussion of the three types of tunnelling processes that for typical experimental parameters \( L = 1 \mu m \) and \( E_C = 0.5 \text{ meV} \) the e/3 periodicity signals the onset of a topological phase where the two PFs are strongly localised. Only in devices where the quasielectron excitation energy can be safely neglected, i.e. the quantum dot regime with \( \delta, \Delta_e \ll T < E_C \), can a similar e/3-periodic pattern appear (see also the table in Fig. 2.11b). We furthermore note that grounding the SC to make a three-terminal device will not provide additional signatures in the conductance due to electron-hole symmetry making the cross conductance between the two normal leads zero.
2.3 Conclusions on the readout of signatures of parafermionic states

In this chapter we have seen that PFs in FQH systems with induced superconductivity \cite{20} can be investigated through transport measurements. For example, low-bias conductance peaks corresponding to energies below the induced superconducting pairing can be observed in two-terminal devices, analogously to MF setups. However, differently from MFs, it is possible to distinguish the GSs of a pair of interacting PFs by a current readout. We have seen that distinct values of the shared fractional charge $-e\tilde{q}/3$ result in distinct low-energy resonances in the conductance between a normal metallic lead, tunnel-coupled to the PFs, and a superconducting background. We note that these proposed setups are different from those characterised by transport of fractional quasiparticles \cite{81–87}. We argued that in the presence of weak fractional quasiparticle poisoning a three-state telegraph noise in the current is expected providing a way to distinguish parafermionic and trivial electronic subgap states.

We analysed complementary signatures of PFs in a Coulomb-blockaded device, in particular predictions for the two-terminal conductance across the floating fractional SC as a function of the induced charge. For intermediate superconducting pairing and at low temperatures the zero-bias conductance shows a six-peak pattern repeating with a $2e$ periodicity in the induced charge. These zero-bias peaks evolve into an $e/3$-periodic pattern for strongly localised PFs (i.e. in the truly topological regime), similar to what is observed in fractional quasiparticle transport \cite{82}.

The methods of electronic tunnelling spectroscopy described here can be extended and generalised to devices with more leads or with quantum dots like what was proposed for non-topological $Z_4$ PFs \cite{88–91}. Furthermore, integration of this spectroscopy method with additional fractional quasiparticle elements could lead to new topological quantum computation platforms based on PFs.
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3. DYNAMICS OF PARAFERMIONS

In the previous chapter we saw how signatures of parafermions (PFs) in a hybrid fractional quantum Hall-superconductor (FQH-SC) device can be obtained with otherwise standard transport spectroscopy. A current readout could, under the right conditions, reflect the $\mathbb{Z}_3$ degree of freedom of $\mathbb{Z}_6$ PFs, namely the reduced charge $-e\tilde{q}/3$ with $\tilde{q} = \{0, 1, 2\}$, defined up to one electron charge. We also discussed how poisoning from fractional quasiparticles with charge $\pm e/3$, while breaking the conservation of $\tilde{q}$, could be beneficial in this respect. It could reveal itself in a three-level telegraph noise in the conductance provided the poisoning rate is much lower than the other energy scales in the system (up to an $\hbar$). In this chapter we will elaborate on this claim and quantify the required energy and time scales by use of a stochastic quantum jump method [92, 93]. We study the transport dynamics, including noise, of such a device out of equilibrium and see how a current can projectively measure the reduced charge number $\tilde{q}$ (Sec. 3.1). We will consider two types of poisoning effects: in Sec. 3.2 we study incoherent poisoning from a bath of fractional quasiparticles which could be the outer edge modes of the FQH system. Sec. 3.3 treats instead the coherent coupling between PFs and a fractional quasiparticle such as an antidot in the bulk of the FQH liquid [80, 94]. In Sec. 3.4 we will extend the system to four PFs – the minimum number of PFs required to investigate their braiding and fusion rules [44, 95]. We show how the associativity of the (anyonic) fusion rules for the $\tilde{q}$ degree of freedom of the PFs could be explored with transport measurements. The analysis and proposals of this chapter are to further advance the investigation of PFs and provide alternative signatures to those experimentally observed for example in Ref. [20]; these measurements could be explained with dissipation from e.g. single-electron tunnelling into vortices in the SC [21] and therefore many further experiments in these hybrid devices are required in the search for PFs.

The setup for studying a pair of $\mathbb{Z}_6$ PFs will be the same as in Fig. 2.3, inspired by the experiments of Refs. [20, 43] and the theoretical proposals in Refs. [8, 11, 12, 23, 36, 39, 40, 42]. With respect to the first chapter, we will assume that only the left PF $\alpha_1$ is coupled to the lead, i.e. $\eta_2 \to 0$. For convenience we reproduce the proposed setup here (Fig. 3.1). Let us begin by examining the readout dynamics of this device.

Unless explicitly stated otherwise, we will keep $\hbar = k_B = 1$ throughout this chapter.

3.1 Readout dynamics of two parafermions

Recall that the state of the two PFs $\alpha_1$ and $\alpha_2$ can be characterised by their shared parity [25]

\[ P_{12} = e^{-i\frac{\pi}{3}} \alpha_2^+ \alpha_1^+ = e^{-i\frac{\pi}{3} \tilde{q}} \]

where $\tilde{q}$ is the operator counting fractional $-e/3$ charges up to one Cooper pair in the gapless edge modes that are coupled by the SC. As before, the corresponding energy splitting of the PFs is $H_{2\text{pf}} = -2e \cos(\pi \tilde{q}/3 + \phi)$ [38, 96]. We take the simple lead coupling $H_c = -i\eta_1 \alpha_1^+(l + l^\dagger)$ [45–49, 97] where $l = l_{x=0}$ is the electron annihilation operator at the end of the normal electrode. The conductance displays quantised peaks of $2e^2/h$ when the voltage bias $V_b$
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is tuned to the resonances $eV_b = 4\varepsilon \cos(4\pi \bar{q}/3 + \phi) \equiv \Delta_\varepsilon(\bar{q})$ where $\bar{q}$ is the topologically protected degree of freedom in absence of poisoning. Like in Ch. 2 we will keep $\phi = \phi_0 = \arctan(1/\sqrt{27})$. From the estimate of $\varepsilon$ in Sec. 2.2, which was based on results in Ref. [38] and [20], we introduce the convenient energy scale $\lambda = 2\pi \cdot 2.4$ GHz $\approx 10$ $\mu$eV which will be our reference energy throughout this chapter. In fact, unless otherwise stated the PF overlap is taken to be $\varepsilon = \lambda$ and the temperature to $T = \lambda/3$.

Electron jump operators for a two-parafermion system

In this chapter we focus on the dynamics of PFs, and we would like to put forward predictions on the electrical current signatures which could be tested in future experiments. To begin with, we analyse the open system consisting of the two PFs that are coupled to the metallic lead (see Fig. 3.1). We assume that the lead electron reservoir acts as a Markovian bath which means that the correlation time of the electrons in the electrode is the shortest timescale in the system dynamics [98]. The (ensemble average) evolution of the two PFs can be expressed in terms of a Lindblad master equation for their density operator $\rho$ [93, 98]:

$$\partial_t \rho = -i [H_{2pf} + \Lambda, \rho] + \sum_i \left[ L_i \rho L_i^\dagger - \frac{1}{2} \{ L_i^\dagger L_i , \rho \} \right]. \quad (3.1)$$

Here $\Lambda$ is a Hermitian Lamb shift of $H_{2pf}$ which is renormalised due the coupling with the bath. The operators $L_i$ are known as jump operators that describe the dissipative part of the system evolution due to the coupling with an external bath – the lead in our case. The operator $L_i$ introduces a charge $\pm 1e$ in the PF system with a rate that is determined by the coupling strength. The number of jump operators in the sum of Eq. (3.1) depends on properties of the bath(s) and coupling(s). With the above rate equation we can find the steady state solution to the density matrix $\rho$ which will in general describe some mixture of $\bar{q} = 0, 1, 2$. We are, however, interested in following the evolution of the PF state in order to compare with experimental readouts, and we therefore adopt a different approach which still makes use of the jump operators but allows us to track single realisation trajectories; the stochastic quantum jump method [92, 93, 99–101]. Following Refs. [98, 101], the jump operators corresponding to the coupling Hamiltonian $H_c$ are

$$L^c_\pm = \sum_{q,q'} \sqrt{2\pi \eta_1^2 \tilde{f}_\pm(E_{q'} - E_q)} \langle q | i a_1^3 | q' \rangle \langle q \rangle \langle q' \rangle, \quad (3.2)$$

where the operator $L^c_\pm$ moves an electron charge from the lead to the PFs and vice versa for $L^c_-$. The states $|q\rangle$ and $|q'\rangle$ ($q, q' \in \{0, \ldots, 5\}$) are the eigenstates of $H_{2pf}$ (and of $\bar{q}$) with corresponding eigenenergies $E_q$ and $E_{q'}$, respectively. The functions $\tilde{f}_+ (\omega)$ and $\tilde{f}_- (\omega)$ are the spectral functions of the bath, corresponding to the Fourier transform of the two-point bath correlation functions $\langle l^\dagger(t) l(0) \rangle$ and $\langle l(t) l^\dagger(0) \rangle$, respectively. The Hamiltonian for the simple metallic lead with chemical potential $\mu_{\text{lead}}$ is $H_{\text{lead}} = \sum_k \xi_k l_k^\dagger l_k$ where $\xi_k + \mu_{\text{lead}} = \frac{k^2}{2m}$ is the kinetic energy of an electron with quasimomentum $k$. The electron annihilation operator in momentum space is defined such that $l_x = \frac{1}{\sqrt{N_c}} \sum_k l_k e^{i k x}$ where $N_c = L_c / a_c$ with $L_c$ the contact length and $a_c$ the lattice spacing.\footnote{This ensures that $\langle l_x^\dagger l_x \rangle = \langle l_k^\dagger l_k \rangle = 1$ in discrete spaces.} The
bath correlation functions are thus

\[ \tilde{J}_+(t-t') = \langle l^\dagger(t) l(t') \rangle = \frac{1}{N_c} \sum_{k<k'} \langle e^{i \xi_k t} l_k^\dagger e^{-i \xi_k t'} l_{k'} \rangle = \frac{1}{N_c} \sum_k e^{i \xi_k (t-t')} n_F(\xi_k, V_b), \]

\[ \tilde{J}_-(t-t') = \langle l(t) l^\dagger(t') \rangle = \frac{1}{N_c} \sum_{k<k'} \langle -e^{-i \xi_k t} l_k e^{i \xi_k t'} l_{k'}^\dagger \rangle = \frac{1}{N_c} \sum_k e^{-i \xi_k (t-t')} (1 - n_F(\xi_k, V_b)), \]

where \( n_F(\xi_k, V_b) = [\exp(\beta (\xi_k - e V_b)) + 1]^{-1} \) is the Fermi-Dirac distribution function at a voltage bias \( V_b \) with respect to the grounded SC and \( \beta \) is the inverse temperature. The corresponding spectral functions become

\[ \tilde{J}_+(\omega) = \frac{1}{2\pi N_c} \sum_k \int_{-\infty}^{\infty} d t \ e^{i (\omega + \xi_k) t} n_F(\xi_k, V_b) = \frac{1}{N_c} \sum_k \delta(\omega + \xi_k) n_F(\xi_k, V_b) = \nu \ n_F(-\omega, V_b), \]

\[ \tilde{J}_-(\omega) = \frac{1}{2\pi N_c} \sum_k \int_{-\infty}^{\infty} d t \ e^{i (\omega - \xi_k) t} (1 - n_F(\xi_k, V_b)) = \nu (1 - n_F(\omega, V_b)), \]

where we again assumed a constant density of states \( \nu \) in the lead. With our chosen phase convention \((\text{Ch. 1}), \langle q|\alpha_1^3|q'\rangle = \delta_{q,q'+3} \) where all \( q \) are still defined modulo 6 such that \( |q+3| = |q-3| \). In total the jump operators are thus

\[ L^L_\pm = i \sum_{q=0}^{5} \sqrt{\Gamma} f_\pm (\Xi_q, V_b) |q\rangle \langle q+3|, \quad \Gamma = 2\pi \nu \eta_1^2, \]

where we introduced the coupling rate \( \Gamma \) such that \( \Gamma^{-1} \) characterises the typical time between PF-lead interactions. We rescaled the spectral function to \( J_\pm (\omega, V_b) = n_F(-\omega, \pm V_b) \) and use the shorthand notation \( \Xi_q = E_{q+3} - E_q = 4\varepsilon \cos(\pi q/3 + \phi) \). We see that application of a jump operator changes the charge of the PFs \( q \rightarrow q \pm 3 \).

The Lamb shift in the Lindblad master equation (3.1) contains two contributions, \( \Lambda = \Lambda_+ + \Lambda_- \), where \([98]\)

\[ \Lambda_\pm = \sum_{q, q', q''} f_\pm (E_q - E_{q'}, E_{q''} - E_q) \langle q'|i\alpha_2^3|q\rangle \langle q|i\alpha_2^3|q''\rangle \langle q'\rangle \langle q''\rangle = i^2 \sum_q f_\pm (E_q - E_{q-3}, E_{q+3} - E_q) |q-3\rangle \langle q+3| = -\sum_q f_\pm (E_q - E_{q+3}, E_{q-3} - E_q) |q+3\rangle \langle q+3|, \]

and the function \( f(-\Xi_q, \Xi_q) \) is

\[ f_\pm (-\Xi_q, \Xi_q) \equiv -\nu \eta_1^2 \mathcal{P} \int_{-\infty}^{\infty} d\omega \ \frac{f_\pm (\omega + \Xi_q, V_b)}{\omega}. \]

Here \( \mathcal{P} \int \) denotes the Cauchy principal value of the integral. It is not straightforward to calculate these Lamb shifts analytically, but a part of them can be expressed in terms of the di-gamma function. However, we see from Eq. (3.8) that the shifts are diagonal in the PF Hilbert space and thereby only yield a renormalisation of \( \varepsilon \). By numerical calculations we find the elements of \( \Lambda_+ \) to be of the order \( \lesssim 3\nu \eta_1^2 = \Gamma/2 \). We will restrict our analysis to a coupling rate that is much smaller.
than the energy level spacing of $H_{2pf}$ which, for a phase $\phi$ not close to a multiple of $\pi/6$, means $\Gamma \ll \varepsilon$ such that the Lamb shift can be neglected. We fix the coupling rate to $\Gamma = 0.1 \lambda$

Note that one could have defined just a single Hermitian bath operator $l + l^\dagger$ and thereby only have one jump operator [98]. For our approach with counting jumps of electrons in and out, keeping the two jump operators separate is more convenient. Importantly, our calculations rely on the assumption that electrons in the lead are immediately projected, i.e. on the shortest time scale of the entire system dynamics. That way we can interpret the application of $L^\pm$ as an electron moving either out of or into the lead. We describe now how the single track trajectories are calculated.

**The quantum jump method**

We would like to know the evolution of the PF state over some time interval. We divide this into small steps $\delta t$ such that $\delta t \ll 2\pi\Gamma^{-1}$. Specifically, we set $\delta t = 0.1$ ns. In each interval there is a small probability $\propto \delta t \cdot \Gamma \ll 1$ that an electron will scatter into or out of the PF system. We follow the Monte Carlo protocol from Ref. [101] and define the no-jump evolution operator

$$U = \exp \left[ -i \delta t \left( H_{2pf} - \frac{i}{2} \sum_{s=\pm} \left( L^e_s \right)^\dagger L^e_s \right) \right].$$

(3.10)

Due to coupling between PF $\alpha_1$ and the lead, the evolution is non-unitary even when no jump takes place. The protocol steps are the following:

**Step 0:** We initialise the PF state in some superposition of the charge eigenstates of $H_{2pf}$:

$$|\psi(t = 0)\rangle = \sum_q c_q |q\rangle,$$

(3.11)

where the coefficients $c_q$ can in principle all be non-zero.

**Step 1:** We evolve the state under the no-jump evolution operator $U$. Due to the dissipative part of the evolution, the state at time $t + \delta t$ must be renormalised:

$$|\psi(t + \delta t)\rangle = \frac{U|\psi(t)\rangle}{\sqrt{\langle \psi(t)|U^\dagger U|\psi(t)\rangle}}.$$

(3.12)

**Step 2:** We set a random order of $L^e_+$ and $L^e_-$ and draw two numbers from a uniform distribution, $p_{s=\pm} \in [0,1]$.

**Step 3:** The probability at time $t + \delta t$ that a jump corresponding to $L^e_s$ has taken place within the time interval $\delta t$, is

$$P_s(t + \delta t) = \langle \psi(t + \delta t) | \left( L^e_s \right)^\dagger L^e_s | \psi(t + \delta t) \rangle \delta t.$$

(3.13)

By the order set in step 2, say $(s', -s')$, we first check if $p_{s'} < P_{s'}(t + \delta t)$ in which case the corresponding jump operator is applied to the state, followed by renormalisation:

$$|\psi(t + \delta t)\rangle \rightarrow \frac{L^e_{s'}|\psi(t + \delta t)\rangle}{\sqrt{\langle \psi(t + \delta t) | \left( L^e_{s'} \right)^\dagger L^e_{s'} | \psi(t + \delta t) \rangle}} = \frac{L^e_{s'}|\psi(t + \delta t)\rangle}{\sqrt{P(t + \delta t)/\delta t}}.$$

(3.14)

If not, we check if $p_{-s'} < P_{-s'}(t + \delta t)$ and apply the jump operator corresponding to a jump in the opposite direction. If neither of the conditions are fulfilled we leave the state $|\psi(t + \delta t)\rangle$ unchanged.
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(a) \( |\tilde{q} = 0\rangle \)

(b) \( |\tilde{q} = 1\rangle \)

(c) \( |\tilde{q} = 2\rangle \)

Figure 3.2: Expectation value of \( \tilde{q} \) on the timescale \( O(2\pi \Gamma^{-1}) \sim O(n) \) for the three initial states: (a) \( |\tilde{q} = 0\rangle \), (b) \( |\tilde{q} = 1\rangle \) and (c) \( |\tilde{q} = 2\rangle \). The trajectories are calculated at 900 equally distributed values of the voltage bias in the interval \([-7\lambda, 7\lambda]\).

The protocol is repeated from step 1 with the state \( |\psi(t + \delta t)\rangle \) and the loop is continued until the final simulation time has been reached. Importantly, because of the assumption of Markovianity of the lead, the application of a jump operator does not change the distribution function of the electron bath which remains the equilibrium Fermi-Dirac distribution. We note that this method is very resemblant to the stochastic Schrödinger equation [93] although not identical; in our case the jump operators can, depending on the state, yield an immediate discontinuous state transition from \( |\psi(t + \delta t)\rangle \) to \( L_e^c |\psi(t + \delta t)\rangle \) whereas the jump operators of the stochastic Schrödinger evolution always act as weak projections making the state transition continuous. We will use the above protocol to calculate both expectation values of the charge on a given trajectory as well as estimates of the current.

Projection of charge sectors

With the Monte Carlo protocol described above we will now study the evolution of an initial state \( |\psi(t = 0)\rangle = \sum_q c_q |q\rangle \) and in particular the PF charge. We do this by calculating the expectation value of the reduced charge operator \( \tilde{q} \) at every time step of the trajectory.

If the initial state is in a well-defined charge sector such that it is an eigenstate of \( \tilde{q} \), the time-evolved state remains within this sector, i.e. a superposition of the states \( |q\rangle \) and \( |q + 3\rangle \), as one would expect. An example of this is shown in Fig. 3.2 where we plot the expectation value of \( \tilde{q} \) for the three initial states

\[
|\tilde{q} = 0\rangle = \frac{|q = 0\rangle + |q = 3\rangle}{\sqrt{2}}, \quad |\tilde{q} = 1\rangle = \frac{|q = 1\rangle + |q = 4\rangle}{\sqrt{2}}, \quad |\tilde{q} = 2\rangle = \frac{|q = 2\rangle + |q = 5\rangle}{\sqrt{2}},
\]

by calculating a single stochastic trajectory for every \( V_b \). The charge expectation value is also conserved on the \( \mu s \) timescale.

If we instead initiate the system in a state that is a superposition of states with distinct \( \tilde{q} \) the situation is very different. As before, the state will evolve under the no-jump evolution operator \( \mathcal{U} \) and occasionally an electron will jump into or out of the system through the lead. These jumps all consist a weakly projective measurement, and for sufficiently long times the current measurement projects to a fixed but random \( \tilde{q} \). We test a ‘worst-case’ scenario initial state \( |\text{equal}\rangle = \frac{1}{\sqrt{6}} \sum_{q=0}^{5} |q\rangle \) that is an equal superposition of all charge states with an expectation value of \( \tilde{q} \) that is 1. We...
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**Figure 3.3:** Expectation value of $\tilde{q}$ for the initial state $|\text{equal}\rangle = \frac{1}{\sqrt{6}} \sum_{q=0}^{5} |q\rangle$. We would expect to see all three charge sectors realised with equal probability $1/3$, but there is a clear overweight of $\langle \tilde{q} \rangle \approx 1$, in particular for voltage biases away from the resonance energies. In round numbers, the part of trajectories with $\langle \tilde{q} \rangle \in [0, 0.66e]$ after 10 ns is 14%, 68% are within $\langle \tilde{q} \rangle \in [0.66e, 1.33e]$ and 18% within $\langle \tilde{q} \rangle \in [1.33e, 2e]$. The red dots mark when the threshold $\zeta^* = 0.9$ is reached. The many dots in the top of the plot illustrate that this threshold is not reached within 10 ns.

expect that, on average, $\langle \tilde{q} \rangle$ should evolve into 0 or 2 or remain 1 with equal probability $1/3$ for all three values. Looking at the results in Fig. 3.3 we see that this is clearly not the case, at least not on the nanosecond timescale. On the colour scale we show as before the evolution of $\langle \tilde{q} \rangle$ in separate random trajectories for different values of $V_b$. For voltage values around the three resonance energies $|\Xi_0| = 4e|\cos(\phi)|$, $|\Xi_1| = 4e|\cos(\pi/3 + \phi)|$ and $|\Xi_2| = 4e|\cos(2\pi/3 + \phi)|$, $\langle \tilde{q} \rangle$ seems to distribute somewhat between 0, 1 and 2 but not away from these voltages. We interpret these cases as trajectories where the PF-lead interaction is insufficient to project the state into either of the three sectors on a timescale of order $2\pi\Gamma^{-1} \approx 4$ ns and the state remains in a superposition.

As a quantitative measure of the projection we introduce a measure that is inspired by the inverse participation ratio. We note that for any general superposition $|\psi\rangle = \sum_{q=0}^{5} c_q |q\rangle$ the normalisation enforces $\sum_q |c_q|^2 = 1$ whereas, in general, $\sum_q |c_q|^4 \neq 1$ unless all but one $c_q$ are zero. From this observation we present the measure

$$\zeta = \sum_{q=0,1,2} \left(|c_q|^2 + |c_{q+3}|^2\right)^2. \quad (3.16)$$

This is $1/3$ for the state $|\text{equal}\rangle$ and approaches 1 when the state is progressively projected into one of the three charge sectors. In Fig. 3.3 we indicate with a red dot, on top of the $\langle \tilde{q} \rangle$ colour plot, the
time when $\zeta$ of a trajectory reaches $\zeta^* = 0.9$. The many points in the top are to indicate that the projection measure has not reached this threshold within the first 10 ns and hence that the state remains in a superposition of $\bar{q}$ states, which agrees well with the data on $\langle \bar{q} \rangle$. From this figure we also see that once the state is almost projected into one of the charge sectors (as indicated by the change in $\langle \bar{q} \rangle$ and $\zeta^*$) it tends to remain within this in accordance with Fig. 3.2.

In Fig. C.1 of App. C we compare the two estimates of the projection, $\langle \bar{q} \rangle$ and $\zeta^*$, for three different temperatures and see that an increase in temperature shortens the projection time in general as expected.

On a $10^3$ times longer scale of $O(\mu s)$ we see better the projection of states. In Fig. 3.4 we plot the expectation value of $\bar{q}$ up to $10 \mu s$ together with red dots denoting $\zeta^* = 0.9$. We observe also here that the projection is slow around $V_b = 0$ and at voltage biases larger than the resonant energies $\Xi_{0,1,2}$. For the largest values of $|eV_b|$ the state is not even projected after $10 \mu s$ according to our $\zeta^*$ measure. Any experiment should therefore be performed at voltages close to the $\Xi_{\bar{q}}$ resonances in order to minimise the readout time of the reduced charge.

In Fig. C.2 we show the behaviour of $\langle \bar{q} \rangle$ and $\zeta^*$ for three different temperatures a the time scale of $O(\mu s)$. Also here we see from both $\langle \bar{q} \rangle$ and the $\zeta$ projection measures that a higher temperature decreases the projection time.
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Figure 3.5: The expression for $\tilde{\lambda}(q)$ in Eq. (3.18) for (a) fixed temperature $T = \lambda/3$ and different values of $q$ and (b) different temperatures and fixed $q = 1$. Increasing temperature ‘flattens’ the curves.

As a further estimate of the projection time and an attempt to understand its behaviour, we take a closer look at the dissipative no-jump evolution operator

$$U = \exp \left[ -i\delta t \left( H_{2pf} - \frac{i}{2} \left( (L_+^e)^\dagger L_+^e + (L_-^e)^\dagger L_-^e \right) \right) \right].$$

(3.17)

The $H_{2pf}$ part only changes the phases in the PF state whereas the jump operator part leads to a decay, diagonal in $q$, which partly compensates for the fact that the jump operators themselves project with different weights into the different states $|q = 0\rangle, \ldots, |q = 5\rangle$. From Eq. (3.7) we find that, in the basis of $|q\rangle$ states, $(L_+^e)^\dagger L_+^e$ is diagonal with elements $\Gamma J_{q+3}(\Xi_{q+3}, V_b)$ in the $(q, q)$ entry. Therefore, the decaying part of the $q$’th element in the diagonal operator $U$ is

$$\frac{-\delta t}{2} \Gamma \left[ n_F(\Xi_{q+3}, V_b) + 1 - n_F(\Xi_{q+3}, V_b) \right] = \frac{-\delta t}{2} \Gamma \left[ \frac{1}{1 + e^{\beta(\Xi_q - eV_b)}} + \frac{1}{1 + e^{\beta(\Xi_q + eV_b)}} \right] = -\delta t \tilde{\lambda}(q),$$

(3.18)

where we used that $\Xi_{q+3} = -\Xi_q$. We plot the above expression for $\tilde{\lambda}(q)$ in Fig. 3.5. For $\Xi_q > 0$ this decreases around $V_b = 0$, meaning a slower decay of the $|q\rangle$ component of the state, whereas it increases around $V_b = 0$ for $\Xi_q < 0$. Based on Fig. 3.5a we expect the two states with the highest values of $\Xi_q$ (in this case $|q = 0\rangle$ and $|q = 5\rangle$) to set the projection time, given that we begin in a superposition of states with different $q$. As an estimate we consider the ratio

$$\left( \frac{e^{-\tilde{\lambda}(q)\delta t}}{e^{-\tilde{\lambda}(q')\delta t}} \right)^N = \left( e^{-(\tilde{\lambda}(q) - \tilde{\lambda}(q'))\delta t} \right)^N \ll 1,$$

(3.19)

where $N$ is the number of time steps such that $\delta t \cdot N$ is the projection time and $q'$ and $q$ are the charge sectors with the largest and second to largest $\Xi$, respectively (meaning the ones that decay most slowly under the operation of $U$). Thus the projection time is inversely proportional to $\Gamma \propto \eta_1^{-2}$ and the closer the two rates are to each other the longer will be this time. In Fig. 3.6a we plot the inverse of this difference $(\tilde{\lambda}(q = 5) - \tilde{\lambda}(q = 0))^{-1}$ as function of the bias voltage as a qualitative
estimate of the projection time for the special trajectory in which no jumps occur. In Fig. 3.4 we plot in white this function scaled by a factor $1.45 \cdot 10^{-3}$. Comparing with the $\langle \tilde{q} \rangle$ and $\zeta^*$ measures we find a decent qualitative agreement between these estimates and the analytical expression for voltages corresponding to $|eV_b| \lesssim |\Xi_q|$. Instead, the curve seems to underestimate the projection time at larger voltages. We address this discrepancy to the fact that we did not include in this assessment the random quantum jumps which dephase the state. The temperature behaviour of the analytical expression for the projection time is shown in Fig. 3.6b.

The partly explanation of the projection time by the continuous part of the wave function evolution – and consequently competing decay rates – is supported by the observation that the simpler type of superposition $\frac{1}{\sqrt{3}}(|q=0\rangle + |q=1\rangle + |q=2\rangle)$, still involving all $\tilde{q}$ sectors, has a considerably shorter projection time seen already on the $O(2\pi\Gamma^{-1}) \sim O(ns)$ timescale, see Fig. 3.7. Thus we conclude that the projection into one of the reduced charge sectors is highly sensitive to the initial state of the system and |equal| is a worst-case initial state in terms of projection time for the purpose of reading out $\tilde{q}$.

**Current behaviour of a two-parafermion system**

With the stochastic quantum jump method in place we are ready to calculate trajectories of the current between the metallic lead and the PFs. For now we assume that $\tilde{q}$ is a conserved and protected quantity before extending to more general cases in the subsequent sections. To calculate the current we evolve the system following the Monte Carlo protocol described above and keep track of the times at which the jump operators are applied. As mentioned previously, we associate $L^e_+$ with an electron charge jumping from the lead into the PF system and $L^e_-$ with the reverse process. We introduce the jump-count variable $j_{\text{diff}}(t)$ which increases or decreases by 1 whenever $L^e_+$ or $L^e_-$, respectively, are applied and $j_{\text{diff}}(0) = 0$. Furthermore, we set an ‘average time’ $t_{\text{avg}}$ which is the interval over which we average this jump-count variable. It corresponds to the integration
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**Figure 3.7:** Evolution of $\langle \tilde{q} \rangle$ and plot of $\zeta^* = 0.9$, similar to Fig. 3.3 and with the same parameters but for the simpler initial state $\frac{1}{\sqrt{3}} (|q = 0\rangle + |q = 1\rangle + |q = 2\rangle)$.

**Figure 3.8:** Numerical current estimates for the three different initial states: (a) $|\tilde{q} = 0\rangle$, (b) $|\tilde{q} = 1\rangle$ and (c) $|\tilde{q} = 2\rangle$. The integration time is $t_{avg} = 0.1 \mu s$. The transitions in $I_\tilde{q}(V_b)$ are consistent with the PF level splitting which is indicated at the voltage axis.

Time of the current measurement device in a real experiment. From $t \geq t_{avg}$ we can give estimates of the current:

$$I(t) = e^{\frac{f_{\text{diff}}(t) - f_{\text{diff}}(t - t_{avg})}{t_{avg}}}.$$  \hspace{1cm} (3.20)

In Fig. 3.8 we show the result of a single random trajectory for each of 900 different voltage values with the three initial states $|\tilde{q} = 0\rangle$, $|\tilde{q} = 1\rangle$ and $|\tilde{q} = 2\rangle$ (see Eq. (3.15)) that are all within a specific charge sector. As we know from Fig. 3.2 the states remain within their respective charge sector under the evolution. We see that the current makes transitions at voltages corresponding to the PF level splitting $\Delta_e(\tilde{q})$ of the particular sector. Data that we do not include here show that the transitions are broadened with increasing temperature as we would expect.
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Figure 3.9: Current estimates $I_{\tilde{q}}$ for the three initial states $|\tilde{q} = 0\rangle$, $|\tilde{q} = 1\rangle$ and $|\tilde{q} = 2\rangle$. (a) $I_{\tilde{q}}(t = 10 \mu s)$ from Eq. (3.20) calculated with the stochastic quantum jump method with $t_{\text{avg}} = 0.1 \mu s$. (b) Landauer-Büttiker prediction for the currents $I_{\tilde{q}}^{\text{LB}}$ and 1 sigma noise (shaded width). We use $\Omega = 20 \lambda$ and set $\delta \nu^{-1} = 0.1 \mu s$ such that it matches $t_{\text{avg}}$ in (a).

Figure 3.10: $I_{\tilde{q}}(t)$ for the three different initial states $|\tilde{q} = 0\rangle$ (blue), $|\tilde{q} = 1\rangle$ (orange) and $|\tilde{q} = 2\rangle$ (green).

In Fig. 3.9a we show a cut $I_{\tilde{q}}(V_b)$ of the results in Fig. 3.8 at $t = 10 \mu s > 2000(2\pi \Gamma)^{-1}$ and from this the current signals of the different charge sectors appear to be distinguishable in a range of $|eV_b|$ comparable to $\varepsilon = \lambda$. Indeed, in Fig. 3.10 we fix the voltage at $eV_b = 2.6 \lambda$ and plot the evolution of the current in the three cases and we see that they are well separated and distinguishable with respect to the noise.

As a benchmark for our numerical method to obtain the current we compare the results to the average current and current noise as found by the Landauer-Büttiker formalism [52, 53]. The non-perturbative results can be applied to the two-PF device since it is described as an effectively non-interacting system as discussed also in Ch. 2. From the derivation of Eq. (2.14) in that chapter...
we write the (differential) zero-temperature conductance in the \( \tilde{q} \) sector as
\[
G_{\tilde{q}}(E) = \frac{2e^2}{h} \frac{(2\Gamma)^2 E^2}{(E^2 - \Delta_e^2(\tilde{q}))^2 + (2\Gamma)^2 E^2},
\]
with peaks centred around \( \Delta_e(\tilde{q}) \). As in Eq. (2.15) the finite temperature conductance is the integral over energy of \( G_{\tilde{q}}(E) \beta n_F(1 - n_F) \). The current in a particular \( \tilde{q} \) sector is then
\[
I_{\tilde{q}}^{LB}(V_b) = \int_0^{V_b} dV \int_{-\Delta}^{\Delta} d\omega G_{\tilde{q}}(eV) \left( -\frac{d n_F(\omega, V)}{d\omega} \right),
\]
while the zero-frequency noise is
\[
S(0) = \int_{-\Omega}^{\Omega} d\omega \frac{G_{\tilde{q}}(\omega)}{\delta V} \left\{ (2\omega \Gamma)^2 \left[ n_F(\omega, V_b) n_F(-\omega, -V_b) + n_F(\omega, 0) n_F(-\omega, 0) \right] + (\omega^2 - \Delta_e^2(\tilde{q}))^2 \left[ n_F(\omega, V_b) + n_F(\omega, 0) - 2n_F(\omega, V_b) n_F(\omega, 0) \right] \right\}.
\]
Here we introduced an ultraviolet cutoff frequency \( \Omega \) and \( \delta V \) is a frequency over which the result is averaged. We plot the analytical predictions of the two in Fig. 3.9b using the same parameters as for the numerical results in Fig. 3.9a and indeed the two agree well. We therefore conclude that for appropriate values of bias voltage the three charge sectors can be distinguished by their current signals. We stress again that it is only possible from this method to detect the presence of three charge sectors and thus the \( \mathbb{Z}_3 \) degree of freedom of the \( \mathbb{Z}_6 \) PFs and not to associate a signal with a specific charge.

Next we will lift the restriction of \( \tilde{q} \) conservation and consider the situation where the open two-PF system is also affected by fractional quasiparticle poisoning. As we learned from this section the measurement time and thereby the projection time of the PF state can vary greatly depending on the initial state, voltage bias, temperature, coupling etc. In order to measure a useful transport signal of a PF system that is affected by poisoning it is thus required that the projection time is much smaller than any poisoning time.

### 3.2 Quasiparticle poisoning and a three-level telegraph noise

We turn now to study the effect of fractional quasiparticles. These must originate from either the bulk of the FQH system or from the edges. Considering first the quasiparticle and quasihole excitations in the bulk of the incompressible Hall liquid, these are associated with the energy gap \( \Delta_{\text{FQH}} \). They are therefore expected to be localised in a glass state by disorder effects at low temperatures [64], consistent with interferometry experiments on gallium arsenide platforms [63, 102, 103]. Since we consider temperatures much lower than the bulk FQH gap we neglect such contributions to the poisoning. The chiral edge modes in the external edge, on the other hand, are gapless. If the PFs are close enough to the edge these two types of modes couple, allowing for fractional charges to move between the two systems. We thus consider the outer edge to be a reservoir of fractional quasiparticles with a weak incoherent coupling to the right PF (\( \alpha_2 \)) as sketched in Fig. 3.11. Explicitly, we take the coupling to be
\[
H_{c,\text{edge}} = \eta e/3 \left( \alpha_2 \psi_{e/3}^\dagger + \psi_{e/3}^\dagger \alpha_2^\dagger \right),
\]
where \( \psi_{e/3} \) is the annihilation operator of the charge \(-e/3\) edge modes at some position along the edge. One could consider more general interactions where both of the PFs couple to an extended region of the edge, but this does not qualitatively affect the results. The coupling \( \eta_{e/3} \) is treated as a phenomenological parameter and is expected to decay with \( \Delta_{\text{FQH}} \) and with the distance between \( \alpha_2 \) and the outer edge modes. \( H_{c,\text{edge}} \) is an incoherent perturbation to the case where \( \tilde{q} \) is conserved and it describes quasiparticle poisoning. We would like to create jump operators for this coupling like we did for the normal lead. For this we need also to assume that the fractional quasiparticle bath is Markovian and relax on a short time scale similar to the relaxation time of the lead modes. This assumption is supported by experimental observations of heat flow in edge states of gallium arsenide-based FQH systems at filling \( \nu = 1/3 \) [104] with short relaxation times.

**Fractional jump operators and the anyonic distribution function**

We begin by considering the two-point correlation function in time for the chiral edge modes [105]:

\[
\langle \psi_{e/3}(t) \psi_{e/3}(0) \rangle = \frac{e^{-i\mu_{\text{edge}} t}}{1 - 2i\Delta_{\text{FQH}} \beta \sinh \frac{\pi t}{\beta}}. \tag{3.25}
\]

Here we have assumed that the coupling strength \( \eta_{e/3} \) is sufficiently weak that the edge mode properties are left unaffected. \( \mu_{\text{edge}} \) is the chemical potential of the external edge modes which is affected by a current bias on the edge. The exponent 1/3 is a statistical parameter which would be an odd integer for fermions and describe bosons for even integers. We furthermore included also the FQH gap as an ultraviolet cutoff. The Fourier transform is the corresponding spectral function of the edge mode \( \psi_{e/3} \):

\[
d(E, \mu_{\text{edge}}) = \int_{-\infty}^{+\infty} dt \, e^{iEt} \langle \psi_{e/3}(t) \psi_{e/3}(0) \rangle, \tag{3.26}
\]

whereas the spectral function for \( \psi_{e/3}^\dagger \) is \( d(E, -\mu_{\text{edge}}) \). From the results of Refs. [106, 107] we find the spectral function to be expressed in terms of the finite-temperature Tomonaga-Luttinger equilibrium anyon momentum distribution and, including the cutoff \( \Delta_{\text{FQH}} \), we obtain

\[
d(E, \mu_{\text{edge}}) = \frac{\beta^{2/3} e^{-\beta(E-\mu_{\text{edge}})/2}}{2\pi \Gamma\left(\frac{1}{3}\right) \Delta_{\text{FQH}}^{1/3}} \Gamma\left(\frac{1}{6} + \frac{i\beta(E-\mu_{\text{edge}})}{2\pi}\right) \Gamma\left(\frac{1}{6} - \frac{i\beta(E-\mu_{\text{edge}})}{2\pi}\right) \equiv \beta d(E, \mu_{\text{edge}}), \tag{3.27}
\]
where $\Gamma$ is the Euler gamma function (see also Ref. [108] for related results). Here we have defined $\tilde{d}$ such that it is dimensionless.

With the anyonic distribution function we can now write up jump operators corresponding to the coupling in Eq. (3.24) by the same procedure [98] as for the lead–PF coupling:

$$L_{\pm}^{e/3} = \sum_{q} \sqrt{2\pi|\eta_{e/3}|^2} d(E_{q} - E_q, \pm \mu_{\text{edge}}) \langle q|\alpha_{2}^{\pm 1}|q'\rangle \langle q'|q\rangle,$$

(3.28)

where, as usual, $\alpha_{2}^{-1} = \alpha_{2}^{+}$ (Ch. 1) and the (+) subscript refers to a fractional charge $-e/3$ from the external edge entering (leaving) the PF system. From Eq. (1.11) in Ch. 1 we have that $\alpha_{2}|q\rangle = e^{i\pi/3 (q-1/2)}|q-1\rangle$ and $\alpha_{2}^{+}|q\rangle = e^{-i\pi/3 (q+1/2)}|q+1\rangle$, thus

$$\langle q|\alpha_{2}|q\rangle = e^{i\pi/3 (q'-1/2)} \langle q'|q'\rangle = e^{i\pi/3 \eta} \delta_{q,q'-1},$$

(3.29)

$$\langle q|\alpha_{2}^{+}|q\rangle = e^{-i\pi/3 (q'+1/2)} \langle q||q'+1\rangle = e^{i\pi/3 \eta} \delta_{q,q'+1}.$$  

(3.30)

The fractional jump operators thereby become

$$L_{\pm}^{e/3} = \sum_{q} \sqrt{\Gamma_{e/3} \tilde{d}}(E_{q+1} - E_q, \pm \mu_{\text{edge}}) e^{i\pi/3 (1+2q)} \langle q|q+1\rangle.$$  

(3.31)

where we introduced the fractional poisoning rate $\Gamma_{e/3} = 2\pi|\eta_{e/3}|^2 \beta$. We see from Eq. (3.31) that the average poisoning rate depends on $\tilde{d}$ which we plot in Fig. 3.12. With decreasing temperature $\beta^{-1}$ the distribution has a sharp peak around $E = \mu_{\text{edge}}$. Analogously to the Bose-Einstein distribution, $d(E, \mu_{\text{edge}}) = \beta \tilde{d}(E, \mu_{\text{edge}})$ diverges in this point as

$$\Delta_{FQH}^{-1/3} \delta \mu^{-2/3} |\eta_{e/3}|^2 \ll \frac{\Gamma}{40\pi}, \quad \text{for } T = 0,$$

(3.32)

where $\delta \mu$ is the minimum of the shifts from the edge chemical potential $E_{q+1} - E_q \mp \mu_{\text{edge}}$. Thus with the voltage controlling the edge potential, a divergence can be avoided by only a minor shift in $\mu_{\text{edge}}$. For example, with the FQH energy gap $\Delta_{FQH} = 1.7$ meV, a lead rate $\Gamma = 0.1 \lambda$ and an edge–PF coupling $\eta_{e/3} = 3.5 \cdot 10^{-3} \lambda$, the constraint becomes $\delta \mu \gg 2 \cdot 10^{-3} \lambda^{3/2}/\Delta_{FQH}^{1/2} = 1.5 \cdot 10^{-4} \lambda \approx 1.4 \cdot 10^{-6}$ meV. The peaks at finite temperature are less problematic. Setting $E = \mu_{\text{edge}}$ in Eq. (3.27), the condition for weak fractional quasiparticle poisoning becomes

$$\frac{\Gamma^2(\frac{1}{6}) |\eta_{e/3}|^2 \beta^{2/3}}{2\pi \Gamma(\frac{1}{3}) \Delta_{FQH}^{1/3}} \approx 1.84 \frac{|\eta_{e/3}|^2 \beta^{2/3}}{\Delta_{FQH}^{1/3}} \ll \frac{\Gamma}{40\pi}, \quad \text{at } \delta \mu = 0,$$

(3.33)

Here $\Theta$ is the Heaviside step function.
Figure 3.12: The anyonic distribution function for \(-e/3\) quasiparticles, \(\tilde{d}(E, \mu_{\text{edge}} = 0)\), defined in Eq. (3.27). The peak is controlled by the temperature, here set to \(T = \lambda/3 \approx 40\) K.

which, for the same parameters as above, yields a condition \(T \gg 0.04\) mK – more than two orders of magnitude smaller than experimentally relevant temperatures \(T \geq 10\) K. We thus conclude that the effect of the divergence is negligible. In fact, even when non-universal effects (e.g. interaction among different edge modes) cause a considerable deviation from 1/3 of the scaling exponent of \(\Delta_{\text{FQH}} \beta\) (Eq. (3.27)) \([109–111]\), the above equation is always fulfilled for realistic experimental temperatures. Interaction in the edge modes has thus no important consequences for the current readout but only weakly renormalises \(d\).

**Current readout with quasiparticle poisoning**

With the fractional jump operators defined and the original jump operators associated with the lead from Eq. 3.7, we can use the quantum jump method with all four jump operators to obtain numerical estimates for the current in the normal lead. The protocol is the same as described previously but now with four jump options in every \(\delta t\) cycle. Similarly to Fig. 3.10 we fix the voltage such that \(eV_b = 2.6\lambda\) and observe the current evolution. The initial state is now the equal superposition \(|\text{equal}\rangle\), and we set the edge coupling to \(\eta_{e/3} = 3.5 \cdot 10^{-3}\lambda\) such that the poisoning rate is \(\Gamma_{e/3} \approx 0.002\Gamma(\beta = 3/\lambda)\). In Fig. 3.13 we show an example of a stochastic trajectory of the current as a function of time and compare this to the average values \(\langle I_{\tilde{q}} \rangle\) of the current for the states \(|\tilde{q}\rangle\) with well-defined \(\tilde{q}\) in the absence of poisoning. As advertised, we observe the current jumping between the three current levels which are otherwise well-separated and stable. Moreover, these jumps can be from one level to any of the other two. The time scale of the plot is longer than the poisoning time \(2\pi\Gamma_{e/3}^{-1} = 1.8\) µs which is again much longer than the projection time and the projection is not even visible here.

Comparing with two similar trajectories in Fig. 3.14 at voltages \(eV_b = 1.6\lambda\) and \(eV_b = 3.6\lambda\) we see the necessity of voltage tuning for distinguishing the three charge sectors. This furthermore provides an additional strong signature of PFs in that it is possible to shift between two-level and three-level telegraph noise by changing the voltage bias. This is not expected for a current signal in the absence of PFs, affected instead by the electric potential from a three or two-fold degenerate localised impurity. Notice that the noise of each current level does not change considerably by
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Figure 3.13: Trajectory of the current evolution at fixed $eV_b = 2.6 \lambda$ with a coupling $\eta_{e/3} = 3.5 \cdot 10^{-3} \lambda$ between the external edge modes and $\alpha_2$. The initial state is the equal superposition $|\text{equal}\rangle = \frac{1}{\sqrt{6}} \sum_{q=0}^{5} |q\rangle$ which is projected into one of the $\tilde{q}$ sectors on a time scale of $O(10\text{ns})$ at this voltage and the projection is therefore not visible on the displayed time scale. The horizontal lines correspond to the mean value of the current in absence of poisoning in states with well-defined reduced charge $|\tilde{q} = 0\rangle$ (blue), $|\tilde{q} = 1\rangle$ (orange) and $|\tilde{q} = 2\rangle$ (green), see Eq. (3.15). Every jump from one current level to another is caused by the addition or removal of one $-e/3$ charge via the external edges of the FQH system. As in the former chapter, we set $\Delta_{\text{FQH}} = 1.7 \text{ meV}$ [71, 112], and for simplicity we fix $\mu_{\text{edge}} = 0$.

Introducing the new jump operators.

In App. C Fig. C.3 we show three more examples of the current evolution at $eV_b = 2.6 \lambda$ where the three sectors can be distinguished. In all four examples of this particular parameter set it seems that the $|\tilde{q} = 0\rangle$ state in total is occupied for a shorter time than the $|\tilde{q} = 1\rangle$ and $|\tilde{q} = 2\rangle$ states. To quantify this, we use the Lindblad master equation in Eq. (3.1) and by use of the QuTiP Python framework [113, 114] we find the steady state to be

$$
\rho_0 = \begin{pmatrix}
0.116 & 0.225 \\
0.225 & 0.094 \\
0.094 & 0.002 \\
0.002 & 0.216 \\
0.216 & 0.298
\end{pmatrix},
$$

meaning that, in round numbers, the probability for being in the charge sectors $\tilde{q} = 0$, 1 and 2 is 0.17, 0.44 and 0.39, respectively. This confirms our by-eye estimate from Figs. 3.13 and C.3, namely that the sectors $\tilde{q} = 1$ and 2 are approximately twice as frequently occupied as $\tilde{q} = 0$.

Increasing the fractional rate we find $\Gamma_{e/3} \approx 0.02 \Gamma$, which corresponds to an $\eta_{e/3}$ three times that of Fig. 3.13, as an approximate upper bound for the poisoning rate in order for the three-level telegraph current signal to remain observable, assuming we keep $t_{\text{avg}} = 0.1 \mu\text{s}$. In Fig. 3.15 we show a trajectory for this stronger coupling. Here it becomes difficult to distinguish the current signals in the different sectors from the noise, in particular in $\tilde{q} = 0$. In addition to a sufficient signal-to-noise ratio, clear observation of the three-level telegraph signal thus also relies on all...
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Figure 3.14: Trajectories similar to Fig. 3.13 but at voltage biases (a) $eV_b = 1.6\lambda$ and (b) $eV_b = 3.6\lambda$. If the voltage bias is not tuned appropriately we cannot distinguish the signals of three different charge states.

Figure 3.15: Current evolution similar to Fig. 3.13 but with an increased PF-edge coupling $\eta_{e/3} = 10.5 \cdot 10^{-3}\lambda$ – three times that of Fig. 3.13. Apart from this, all parameters are the same in the two simulations. Here the current signal of the $\tilde{q} = 0$ sector becomes difficult to distinguish from noise due to the short occupations of the corresponding states compared with $t_{avg}$.

three sectors being populated for long enough times compared to the poisoning time. Because of the many physical parameters the effect of these on the system dynamics is far from trivial, but we can state some general qualitative features: an adequate signal-to-noise ratio can be obtained by tuning the voltage bias correctly and choosing appropriate current integration time $t_{avg}$. The poisoning rate is determined by the temperature, the edge voltage of the FQH system and $\Delta_{FQH}$ and, for a low enough rate, all three charge sectors are occupied.

In total we conclude from these numerical estimates that for a weak poisoning rate $\Gamma_{e/3} \lesssim 0.02\Gamma$ the three-level telegraph noise in the current, caused by jumps between the different charge sectors $\tilde{q}$, is observable on long timescales compared to the poisoning time for an appropriately tuned
3.3 Coupling with an antidot

The linear superposition of states with different $\tilde{q}$ that we introduced in Sec. 3.1 can occur when there is another subsystem that can exchange fractional charges with the PFs in a coherent interaction. Such a source of poisoning charges could be impurities or electric potential hills in the bulk of the FQH liquid that trap fractional charges. These are referred to as antidots [115] and we will study the effect on the PF dynamics of one of these. We approximate the antidot to be small such that we can describe it as a two-level system [83] consisting of two almost-degenerate states that are separated in energy from higher excited states by strong interaction. We thus describe the antidot with the operators $(a, a^\dagger)$ fulfilling $a^2 = (a^\dagger)^2 = 0$ and introduce the small energy splitting of the two levels $\delta_{\text{ad}} \ll \Gamma \ll \epsilon$. The levels correspond to two different charge states of the antidot, $Q_{\text{ad}}$ and $Q_{\text{ad}} - e/3$, where the charge $Q_{\text{ad}}$ commutes with the PF operators. We introduce the number $q_{\text{ad}} = \{0, 1\}$ that counts the number of excess $-e/3$ charges on this antidot. We furthermore require the commutation relations $a_{\alpha i} = e^{i\pi/3} a_{i} a$ and $a_{\alpha i}^\dagger = e^{-i\pi/3} a_{i}^\dagger a$, reflecting the interacting nature of the system. We express the coupling between the PFs and the antidot as

$$H_{2\text{pf-\text{ad}}} = \sum_{i=1,2} \left( \eta_{\text{ad},i} a^\dagger_{i} a + \eta_{\text{ad},i}^* a_{i} a^\dagger_{i} \right),$$

(3.35)

where $\eta_{\text{ad},i}$ is the coupling strength between PF $\alpha_i$ and the antidot. The PF Hamiltonian is the usual $H_{2\text{pf}} = -2\epsilon \cos(\pi q/3 + \phi)$ and the antidot Hamiltonian is, in the basis $\{|q_{\text{ad}} = 0\rangle, |q_{\text{ad}} = 1\rangle\}$,

$$H_{\text{ad}} = \begin{pmatrix} 0 & 0 \\ 0 & \delta_{\text{ad}} \end{pmatrix}. \quad (3.36)$$

In Fig. 3.16 we sketch the antidot-PF coupling where we ignore the external edges of the FQH liquid and consider only this coherent quasiparticle poisoning source.
The combined antidot + two-PF system has a common unitary evolution and to describe this we use the basis
\[ |q, q_{ad}\rangle = \left( a^\dagger \right)^{q_{ad}} \left( a^\dagger_1 \right)^q |0, 0\rangle = |0, 0\rangle, |0, 1\rangle, |1, 0\rangle, \ldots, |5, 1\rangle. \] (3.37)

The diagonal elements of the total system Hamiltonian \( H_{\text{tot}} = H_{2\text{pf}} + H_{\text{ad}} + H_{2\text{pf}+\text{ad}} \) are
\[ \langle q, q_{ad} | H_{\text{tot}} | q, q_{ad} \rangle = -2\epsilon \cos(\pi q/3 + \phi) + \delta_{\text{ad}} \delta_{q_{ad}, 1}, \] (3.38)

and the off-diagonal elements are
\[
\langle q', q_{ad}' | H_{\text{tot}} | q, q_{ad} \rangle = \langle q', q_{ad}' | \sum_{i=1,2} \left( \eta_{\text{ad},i}^* \alpha_i^q a + \eta_{\text{ad},i} \alpha_i^q a^\dagger \right) | q, q_{ad} \rangle \\
= \langle 0, 0 | \alpha_1^q a_{\text{ad}}^q \left( \eta_{\text{ad},1}^* \alpha_1^q a + \eta_{\text{ad},1} \alpha_1^q a^\dagger \right) | q, q_{ad} \rangle \\
+ \langle 0, 0 | \alpha_1^q a_{\text{ad}}^q \left( \eta_{\text{ad},2}^* \alpha_2^q a + \eta_{\text{ad},2} \alpha_2^q a^\dagger \right) | q, q_{ad} \rangle \\
= \left( \eta_{\text{ad},1}^* + \eta_{\text{ad},2} e^{-i \pi/3} - 1 \right) \delta_{q', q+1} \delta_{q_{ad}, 0} \delta_{q_{ad}, 1} + \left( \eta_{\text{ad},1}^* + \eta_{\text{ad},2} e^{i \pi/3} \right) \delta_{q', q-1} \delta_{q_{ad}, 1} \delta_{q_{ad}, 0}. \] (3.39)

Where we use that \( [aa^\dagger, \alpha_1^{(t)}] = [a^\dagger a, \alpha_1^{(t)}] = 0 \) and refer to Eqs. (3.29) and (3.30) for the phases.

The left PF (\( \alpha_1 \)) is still coupled to the normal metallic lead with a simple coupling \( H_c = i\eta_1 \alpha_1^3 (l + l^\dagger) \) and the SC is grounded. The jump operators for electrons tunnelling in or out of the PF system have to account for the extra degree of freedom provided by the antidot. The extended operators are
\[
L_\pm = \sum_{q, q'} \sqrt{2\pi \eta_1^2 J} \left( E_{q', q_{ad}} - E_{q, q_{ad}} \right) \langle q, q_{ad} | i \alpha_1^q q_{ad} q' \rangle | q, q_{ad} \rangle \langle q', q_{ad}' \rangle. \] (3.40)

The inner products are \( \langle q, q_{ad} | i \alpha_1^q q_{ad} \rangle \propto \delta_{q_{ad}, q_{ad}'}, \) meaning that e.g. \( \langle 0, 0 | \alpha_1^3 (3, 1) \rangle = 0 \) and thus the current measurement does not change the state of the antidot but still only senses the charge of the two PFs. In general,
\[
\langle q, q_{ad} | \alpha_1^3 q_{ad} q' \rangle = \langle 0, 0 | a_{\text{ad}}^q a_1^3 (a_1^q)^q (a_1^q)^{q'} | 0, 0 \rangle = \langle 0, 0 | a_1^q a_1^3 a_{\text{ad}}^q (a_1^q)^{q'} | 0, 0 \rangle e^{i \pi/3} q_{ad} | q + 3 \rangle \\
= \langle 0, 0 | a_1^{q+3} (a_1^q)^{q'} a_{\text{ad}}^q (a_1^q)^{q'} q_{ad} | 0, 0 \rangle e^{i \pi/3} q_{ad} | q + 3 - q' \rangle = \delta_{q+3, q} \delta_{q_{ad}, q_{ad}'} , \] (3.41)

and so we never collect a phase from this product. The jump operators are thereby
\[
L_\pm = i \sum_{q, q_{ad}} \sqrt{\Gamma J} \left( E_{q+3, q_{ad}} - E_{q, q_{ad}} \right) \langle q, q_{ad} \rangle | q + 3, q_{ad} \rangle. \] (3.42)

The coupling with the metallic lead still allows only normal electrons to enter and leave the total system and thus the total charge mod \( 1e \) is still conserved. The 12 states in Eq. (3.37) are therefore divided into three sets with well-defined total charge \( q + q_{ad} \mod 1e \), each with four states, and the three sets do not couple. Within each set are two different values of \( \tilde{q} \) because one – and only one – fractional charge can leak into the antidot.

With the new \( 12 \times 12 \) dimensional Hamiltonian and jump operators we obtain current signals like those in Fig. 3.17. Here we compare the current in the three initial states
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Figure 3.17: Numerical estimates of the current $I(t)$ at $eV_b = 2.6\lambda$ when including an antidot with energy splitting $\delta_{ad} = 5 \cdot 10^{-4} \lambda$ in the bulk of the FQH liquid. In (b)-(d) the coupling strength is $\eta_{ad,i} = 5 \cdot 10^{-3} \lambda$ and all initial states are with no additional $-e/3$ charge on the antidot: (b) $|\tilde{q} = 0, q_{ad} = 0\rangle = \frac{1}{\sqrt{2}}(|0, 0\rangle + |3, 0\rangle)$ (which couples to the states $|5, 1\rangle$ and $|2, 1\rangle$), (c) $|\tilde{q} = 1, q_{ad} = 0\rangle$ and (d) $|\tilde{q} = 2, q_{ad} = 0\rangle$. Note that the displayed timescale is much longer than $2\pi|\eta_{ad,i}|^{-1} \approx 80$ ns. In (a) we compare with the current in the same initial states when $\eta_{ad,i} = 0$. The three colours correspond to the initial states in (b)-(d).
Figure 3.18: Current evolution of the three initial states $|\tilde{q} = 0, q_{ad} = 0\rangle$ (blue), $|\tilde{q} = 1, q_{ad} = 0\rangle$ (orange) and $|\tilde{q} = 2, q_{ad} = 0\rangle$ (green) for a strong coupling to the antidot $\eta_{ad,1} = \eta_{ad,2} = 10\Gamma$ using otherwise the same parameters as for Fig. 3.17

\begin{equation}
|\tilde{q} = 0, q_{ad} = 0\rangle = \frac{|0, 0\rangle + |3, 0\rangle}{\sqrt{2}}, \quad |\tilde{q} = 1, q_{ad} = 0\rangle = \frac{|1, 0\rangle + |4, 0\rangle}{\sqrt{2}}, \quad |\tilde{q} = 2, q_{ad} = 0\rangle = \frac{|2, 0\rangle + |4, 0\rangle}{\sqrt{2}},
\end{equation}

for $\eta_{ad,i} = 0$ (Fig. 3.17a) to the case where $\eta_{ad,1} = \eta_{ad,2} = 5\times10^{-3}\lambda$ (Figs. 3.17b-3.17d). All three sectors display telegraph noise but only between two levels because of the limited capacity of the antidot. Take for instance Fig. 3.17c where the initial charge of the antidot is $Q_{ad}$ and the PF system is in a superposition of $|\tilde{q} = 1\rangle$ and $|\tilde{q} = 4\rangle$. The current is around 250 pA for the first few microseconds as expected for this charge sector $\tilde{q} = 1$ of the PF. Due to the coupling with the antidot, however, the state evolves into a superposition of the states $|\tilde{q} = 0, q_{ad} = 1\rangle$ and $|\tilde{q} = 3, q_{ad} = 1\rangle$ where one fractional charge is moved from the PFs to the antidot. As a result, the current drops to a few pA consistent with sector $\tilde{q} = 0$. In Fig. C.4 in App. C we show that the behaviour is analogous for the initial states $|\tilde{q}, q_{ad} = 1\rangle$. The two-level telegraph noise that is observed in all the cases is caused by the competition between the weak coherent coupling $\eta_{ad,i}$ to the antidot and the stronger incoherent coupling rate $\Gamma$ to the lead.

In Figs. 3.17b-3.17d and C.4 $\eta_{ad,i} = 0.05\Gamma$, but when we increase the coupling, the jumps between current levels become increasingly frequent until $\eta_{ad,i} \gtrsim \Gamma$ where the current signal return stable as in Fig. 3.17a, only at different values. This we show in Fig. 3.18 and in App. C Fig. C.5 we show the transition from telegraph noise to stable current. The three new emerging levels correspond to the dominating transition within each of the total charge sectors $(\tilde{q} + q_{ad}) \mod 3$.

We conclude from this section, that current measurements can be used to distinguish the different charge sectors as long as the coherent coupling to poisoning sources such as an antidot is weaker than the measurement rate ($\Gamma$). Despite the fact that $2\pi|\eta_{ad,i}|^{-1} < 40\pi\Gamma^{-1} \lesssim t_{avg}$ for the parameters used in this section, we find by 200 repetitions of the simulations presented in Figs. 3.17b-3.17d that a jump between current levels within the first $2\pi|\eta_{ad,i}|^{2} \approx 80$ ns takes place in less than 2% of the trajectories.

Next we will expand the device in Fig. 3.1 to include in total four PFs and for this we will assume that the current readout is sufficiently fast that the poisoning effects from edge modes or antidots discussed so far can be safely neglected.

\footnote{Recall that $40\pi\Gamma^{-1}$ is the approximate projection time at this voltage based on Fig. 3.4}
### 3.4 Four-parafermion devices

The analysis so far has been on the simple two-PF device which allows us to measure some signatures of these modes. However, investigation of most of their inherent properties, in particular their non-abelian character, require manipulation of more than two PFs. Therefore we ‘double’ the device considered so far to two superconducting islands hosting in total four $\mathbb{Z}_6$ PFs; $\alpha_1, \alpha_2, \alpha_3$ and $\alpha_4$. We neglect any coupling to additional sources of fractional charges.

In Fig. 3.19 we schematically show our proposed setup which is closely related to those of Refs. [83, 116, 117]. We assume that some of the effective couplings can be varied in time, for example through transmon-like constructions, but a more detailed discussion of this will have to wait a few pages. For now we just consider an effective model where $\alpha_1$ and $\alpha_2$ are coupled with a strength $\epsilon_L$ and, as usual, the corresponding Hamiltonian is $-2\epsilon_L \cos(\pi q/3 + \phi_L)$ where the effect of $\phi_L$ is analogous to that of $\phi$ defined back in Ch. 1. Similarly, the PFs $\alpha_3$ and $\alpha_4$ are coupled with strength $\epsilon_R$ and have the associated phase $\phi_R$. The two couplings are of electrostatic origin and we assume that $\epsilon_L$ and $\epsilon_R$ can be tuned. Between the two SCs, a fractional Josephson junction is formed [12, 87, 118] and thus the PFs $\alpha_2$ and $\alpha_3$ are coupled with some strength $J$ that we assume to be constant. Lastly, we include a global charging energy interaction $\epsilon_{LR}$ which depends on the total system charge. The total effective low-energy Hamiltonian for the four PFs reads

$$H_{4pf} = \left\{ -\epsilon_L e^{-i(\frac{\pi}{6} + \phi_L)} \alpha_2^\dagger \alpha_1 - \epsilon_R e^{-i(\frac{\pi}{6} + \phi_R)} \alpha_4^\dagger \alpha_3 - J e^{-i(\frac{\pi}{6} + \theta)} \alpha_3^\dagger \alpha_2 \\ -\epsilon_{LR} e^{-i(\frac{\pi}{6} + \phi_L + \phi_R)} \alpha_2^\dagger \alpha_4 \alpha_3 \alpha_1 \right\} + \text{H.c.}$$

(3.44)
Here the phase $^4\theta$ of the fractional Josephson term is controlled by the magnetic field perpendicular to the Hall bar, and with small variations of the field this phase is tunable. The effect of $\theta$ is analogous to that of $\phi$ in that it controls the splitting of the energy levels associated with the $J$-term. Fusion of two PFs on the same SC is characterised by the shared fractional charge like before. We label the charge-counting operators corresponding to the left and right SC by $\hat{q}_L$ and $\hat{q}_R$, respectively. The total charge $eQ/3 = e(q_L + q_R)/3$ is conserved up to one Cooper pair in the isolated system. $Q$ thus divides the 36-dimensional Hilbert space of $H_{4pf}$ into six sectors characterised by $-eQ/3 = \{0, -e/3, \ldots, -5e/3\}$, each with six states, and we can label the eigenstates of $H_{4pf}$ by this total charge and the energy level $E_n^{(Q)}$ within the sector; $\{|Q, n\}, n = \{1, \ldots, 6\}$.

Recall the clock model which was introduced in Ch. 1; our ’chain’ of four PFs can be transformed to a two-site quantum clock chain by the non-local Fradkin-Kadanoff mapping [8, 12, 27] as described in Eq. (1.18). Labelling the clock operators by $\tau_i$ and $\sigma_i$, $i = L, R$, this transformation reads

$$\alpha_1 = \sigma_L, \quad \alpha_2 = e^{i\pi \tau_L \sigma_L}, \quad \alpha_3 = \sigma_R \tau_L, \quad \alpha_4 = e^{i\pi \tau_R \sigma_R \tau_L}. \quad (3.45)$$

The parity operators of the left and right pair of PFs can be expressed in terms of the clock operators

$$P_L = e^{-i\pi} \alpha_2^\dagger \alpha_1 = e^{-i\pi \tau_L^\dagger} \sigma_L^\dagger \sigma_L = \tau_L^\dagger = e^{-i\pi \hat{q}_L}, \quad (3.46)$$

$$P_R = e^{-i\pi} \alpha_4^\dagger \alpha_3 = e^{-i\pi \tau_R^\dagger} \sigma_R^\dagger \sigma_R = \tau_R^\dagger = e^{-i\pi \hat{q}_R}. \quad (3.47)$$

Here we exploited the properties listed in Eqs. (1.14) and (1.15). Similarly, we can construct a parity operator corresponding to the fusion of $\alpha_2$ and $\alpha_3$:

$$P_J = e^{-i\pi} \alpha_3^\dagger \alpha_2 = \tau_L^\dagger \sigma_R^\dagger \tau_R \sigma_L = \sigma_R^\dagger \sigma_L = e^{-i\pi \hat{J}}, \quad (3.48)$$

where we introduced $J$ as the dual of the charge numbers. With the transformation in Eq. (3.45) we can write the four-PF Hamiltonian in terms of clock operators:

$$H_{4pf} = \left\{-\varepsilon_L e^{-i\phi_L} \tau_L^\dagger - \varepsilon_R e^{-i\phi_R} \tau_R^\dagger - J e^{-i\theta} \sigma_R^\dagger \sigma_L - \varepsilon_{LR} e^{-i(\phi_L + \phi_R)} \tau_L^\dagger \tau_R^\dagger\right\} + \text{H.c.} \quad (3.49)$$

We see form this that the $\varepsilon_{LR}$ term shifts the resonance energies (corresponding to $\Delta_\varepsilon(\hat{q})$ in the two-PF case). In the basis $\{|Q, q_L\}$, the Josephson term yields

$$\sigma_R^\dagger \sigma_L^\dagger |Q, q_L\rangle = |Q, q_L - 1\rangle, \quad \sigma_L^\dagger \sigma_R |Q, q_L\rangle = |Q, q_L + 1\rangle. \quad (3.50)$$

The elements of $H_{4pf}$ in this basis are therefore

$$\langle Q', q'_L | H_{4pf} | Q, q_L \rangle = \{-2\varepsilon_L \cos(\pi q_L/3 + \phi_L) - 2\varepsilon_R \cos(\pi (Q - q_L)/3 + \phi_R)$$

$$- 2\varepsilon_{LR} \cos(\pi Q/3 + \phi_L + \phi_R)\} \delta_{Q', Q} \delta_{q'_L, q_L}$$

$$- J( e^{i\theta} \delta_{q'_L, q_L + 1} + e^{-i\theta} \delta_{q'_L, q_L - 1}) \delta_{Q', Q}. \quad (3.51)$$

Here we used that the total charge can be expressed as $\tau_L^\dagger \tau_R^\dagger = e^{-i\pi \hat{J}}$ such that $\tau_L^\dagger = e^{-i\pi \hat{J}} Q \tau_L$.

As indicated in Fig. 3.19 an external metallic lead is in contact with the PF $\alpha_2$. Similarly to the previous sections we use the simple coupling Hamiltonian $H_c = i\eta \alpha_2 (l + l^\dagger)$. Electrons tunnelling

\footnote{Not to be confused with the bosonic field variable used in the previous chapters.}
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back and forth change the total charge of the four-PF system by \( \pm 1 e \) causing transitions between \( Q \) and \( Q \pm 3 \) (still modulo 6). Using the eigenstates \( |Q, n\rangle \) of \( H_{4\text{pf}} \), the amplitudes of such transitions are proportional to \( \langle Q \pm 3, m|\alpha_3^2|Q, n\rangle \). Because of this coupling the four-PF Hamiltonian is now divided into three rater than six sectors, characterised by a reduced total charge number that is only defined modulo one electron charge. Each sector contains 12 states and between these, in principle 36 transitions are possible. Following the same procedure as in the previous sections we write up the electron jump operators in this basis:

\[
\hat{I}_L^\pm = \sum_{Q,m,n} \sqrt{\Gamma_j}(E_n - E_m) \langle Q + 3, m|\alpha_3^2|Q, n\rangle |Q + 3, m\rangle \langle Q, n|.
\] (3.52)

Here \( \Gamma = 2\pi
\eta \eta^2 \) and \( J_\pm(\omega, \nu) = n_F(-\omega, \pm \nu) \) as before, and we rewrote \( i\alpha_2^3 = ie^{i\frac{3\pi}{6}}(\tau_L\sigma_L)^3 = e^{i\pi}e^{i\frac{3\pi}{6}}\tau_L^3\sigma_L = \tau_L^3\sigma_L^3 \). With these jump operators we can numerically calculate current trajectories; this time in a device with four PFs. But before analysing these, let us reflect on different limits of the many couplings introduced above.

Consider first the limit \( J \ll \varepsilon_L, \varepsilon_R \): here the two superconducting islands are only weakly coupled to each other and approximately behave as two copies of the single SC considered in Sec. 3.1 with \( q_L \) and \( q_R \) almost conserved. The basis \( |q_L, q_R\rangle \) thus approximates the eigenstates of \( H_{4\text{pf}} \) up to corrections of \( O(J/\min\{E_{Q, q_L} - E_{Q, q_L+1}\}) \) where \( E_{Q, q_L} |Q, q_L\rangle = H_{4\text{pf}}(J = 0)|Q, q_L\rangle \). If the coupling rate to the lead is \( \Gamma \gg J \) the current through this will be similar to that shown in Fig. 3.9a with \( q_R \) almost 'frozen'. The measurement dynamics is in this case reminiscent to the one discussed in Sec. 3.3 where the lead-PF coupling competes with the coupling to the antidot. Here the fractional Josephson energy \( J \) replaces the role of \( \eta_{4\text{ad}} \) and may cause jumps between current levels that correspond to different values of \( q_L = (q_L \mod 3) \). As a result, the current signal would be affected by telegraph noise between two or three levels, depending on the level spacing of the right SC. If instead \( \Gamma \ll J \), the tunnelling spectroscopy reflects the complex energy spectrum of \( H_{4\text{pf}} \) and does not display telegraph noise.

In the limit \( \varepsilon_L, \varepsilon_R \ll J \) the approximate eigenstates of the Hamiltonian are instead the eigenstates of the \( P_J \) operator; \( |P_J|Q, j\rangle = e^{i\frac{\pi}{2}j}|Q, j\rangle \). This is again only true up to corrections of \( O(\max(\varepsilon_L, \varepsilon_R)/\min\{E_{Q, j} - E_{Q, j+1}\}) \) with \( E_{Q, j} |Q, j\rangle = H_{4\text{pf}}(\varepsilon_L = \varepsilon_R = 0)|Q, j\rangle \). Now the charges \( q_L \) and \( q_R \) are not separately conserved. The eigenenergies of \( H_{4\text{pf}} \) are grouped into six sets, each of six almost-degenerate levels with splitting of \( O(\max(\varepsilon_L, \varepsilon_R)) \). With a lead-PF coupling such that \( \varepsilon_L, \varepsilon_R \ll \Gamma \ll J \) the current is expected to show a three-level telegraph noise just as in Sec. 3.2 where jumps between current levels correspond to changes in \( \tilde{j} - \tilde{j} \pm 1 \) where, analogously to \( \tilde{q}_i \), \( \tilde{j} = (j \mod 3) \) is the \( \mathbb{Z}_3 \) part of \( j \). When \( \varepsilon_L = \varepsilon_R = 0 \) the outer PFs \( \alpha_1 \) and \( \alpha_4 \) are isolated and the Hamiltonian simplifies to that of a two-PF system.

From these considerations we will next present an experimental protocol to test the associativity of the fusion rules for PFs. With the quantum jump operators defined in Eq. (3.52) we will calculate a predicted behaviour of the current that reflects this associativity.

**Associativity relations of the anyonic parafermion fusion**

A main character of the non-abelian parafermionic modes is the associativity relations of their algebraic fusion rules [119, 120]. Here we describe a protocol to experimentally verify the non-abelian fusion rules of the four PFs in Fig. 3.19. The approach to this is showing that fusion of any pair of the \( \mathbb{Z}_6 \) PFs is characterised by a degree of freedom that can take six different values and that
when coupling subsequently one of the PFs (say $\alpha_2$) to two different partners (e.g. $\alpha_1$ and $\alpha_3$), the result of the fusions does not only depend on the former (here $\alpha_2$) but follow specific algebraic rules. In our four-PF setup, $\alpha_1$ and $\alpha_2$ are fused due to the interaction $\varepsilon_L$ and the outcome is characterised by $P_L$ whereas the $J$ interaction fuses $\alpha_2$ with $\alpha_3$ and this result is instead represented by $P_J$. The associativity relation of these two processes is described by the $F$-matrix; a unitary transformation between the eigenstates of $P_L \{ |Q, j\rangle \}$ and the eigenstates of $P_J \{ |Q, q_L\rangle \}$.

As we showed back in Ch. 2 the sixfold degree of freedom of a pair of $\mathbb{Z}_6$ PFs can be decomposed into a $\mathbb{Z}_2$ fermionic parity and a $\mathbb{Z}_3$ part which, for PFs on the same island, is the reduced charge number $\tilde{q}_j$. This fusion property is general and holds also for PFs on different islands such as $\alpha_2$ and $\alpha_3$. We will now show that also the associativity $F$-matrix can be split into the tensor product of two associativity matrices related to the two degrees of freedom. The result is new but not surprising since it was already shown in Ref. [11] that the braiding operations of $\mathbb{Z}_{2m}$ PFs can be expressed as a tensor product of a $2 \times 2$ Majorana fermion (MF) braiding matrix and a unitary $m \times m$ matrix that affects only the fractional degree of freedom. Recall the rewriting from Ch. 2: $e^{i\frac{\pi}{3} \tilde{q}_L} = i\alpha_2^3 \alpha_3^3 e^{i\frac{\pi}{3} \tilde{q}_L}$. From this factorisation of the parity we introduce the notation $|q_L\rangle = |p_L, \tilde{q}_L\rangle$ where $p_L = (1 - i\alpha_2^3 \alpha_3^3)/2$. Likewise, for the fusion of $\alpha_2$ and $\alpha_3$ we write $|j\rangle = |p_J, \tilde{j}\rangle = |l(1 - i\alpha_3^3 \alpha_2^3)/2, \tilde{j}\rangle$.

From Ref. [121] we have the $6 \times 6$ associativity matrix $F^{(6)}$ for the four PFs:

$$|Q, q_L\rangle = \sum_j F^{(6)}_{qL,j} |Q, j\rangle = \frac{1}{\sqrt{6}} \sum_{j=0}^5 e^{-i\frac{\pi}{3} q_L j} |Q, j\rangle .$$

(3.53)

The $F$-matrix acts as a sort of discrete Fourier transformation between the $q_L$ and the $j$ degrees of freedom. We see from the above equation that a state with a well-defined $q_L$ is an equal superposition of the states $|j\rangle$, analogous to the state $|\text{equal}\rangle$ studied in Sec. 3.1. To decompose $F^{(6)}$ into two associativity matrices we first reorder the states in the $|q_L\rangle$ and $|j\rangle$ bases, originally ordered as $\{|0\rangle, |1\rangle, |2\rangle, |3\rangle, |4\rangle, |5\rangle\}$, with the permutation

$$U = \begin{pmatrix}
1 & 0 & 1 \\
1 & 1 & 0 \\
1 & 0 & 1
\end{pmatrix} .$$

(3.54)

This swaps the states with $q_L = 1$ and $q_L = 4$ such that the first three states in the new ordering all have fermionic parity zero and the last three $p_L = 1$. Likewise, the $j$ basis becomes $(|p_L, \tilde{j}\rangle) = \{|0, 0\rangle, |0, 1\rangle, |0, 2\rangle, |1, 0\rangle, |1, 1\rangle, |1, 2\rangle\}$. We can then write $F^{(6)} = U \left(F^{(2)} \otimes F^{(3)\dagger}\right) U^\dagger$ where

$$F^{(2)} = \frac{1}{\sqrt{2}} \begin{pmatrix}
1 & 1 \\
1 & -1
\end{pmatrix} , \quad F^{(3)\dagger}_{qL,j} = e^{i\frac{\pi}{3} \tilde{q}_L j} \frac{1}{\sqrt{3}} .$$

(3.55)

$F^{(2)}$ is the Majorana $F$-matrix [120] and relates the fermionic parity degrees of freedom $p_L$ and $p_J$. $F^{(3)\dagger}$ is the $F$-matrix for $\mathbb{Z}_3$ PFs and relates the fractional degrees of freedom $\tilde{q}_L$ and $\tilde{j}$. In absence of poisoning these are robust to the interaction with the normal lead whereas the $\mathbb{Z}_2$ part is scrambled by the constant tunnelling of electrons from and to the lead. We would therefore like to trace out the fermionic parities $p_L$ and $p_J$ to obtain an associativity matrix $F_{\text{red}}$ for only the fractional degrees of freedom such that $\tilde{p}_L = F_{\text{red}} \tilde{p}_J F_{\text{red}}$. Here $\tilde{p}_L = \text{Tr}_p \rho_L |p_L\rangle$ and $\tilde{p}_J = \text{Tr}_p |p_J\rangle$ are
3 × 3 reduced density matrices obtained by tracing the full density matrices of the four-PF system in the |q_L⟩ and |j⟩ bases, respectively, over the related fermionic parities. From the definition in Eq. (3.53) this would correspond to

\[
\tilde{\rho}_L = \sum_{p_L=0,1} \langle p_L | \tilde{\rho}_L | p_L \rangle = \sum_{p_L=0,1} \langle p_L | F^{(6)} \rho | F^{(6)*} \rangle | p_L \rangle = F_{\text{red}} \left( \sum_{p_J=0,1} \langle p_J | \rho | p_J \rangle \right) F^{\dagger}_{\text{red}} = F_{\text{red}} \tilde{\rho}_J F^{\dagger}_{\text{red}}.
\] (3.56)

Let us find this \( F_{\text{red}} \) by using the decomposition of \( F^{(6)} \):

\[
\tilde{\rho}_L = \text{Tr}_{p_L} [\rho_L] = \text{Tr}_{p_L} \left[ U \left( F^{(2)} \otimes F^{(3)*} \right) F^{(2)*} \right] \rho_j U \left( F^{(2)*} \otimes F^{(3)} \right) U^{\dagger},
\] (3.57)

where we consider \( \rho_L \) and \( \rho_j \) to be expressed in the \( |q_L⟩ \) and \( |j⟩ \) bases, respectively. In the trace over \( p_L \), we can make a cyclic permutation of \( U \) and use that \( U^\dagger = U^{-1} \). Furthermore, the reordering of \( p_L \) by \( U \) (within the \( q_L = 1 \) sector) does not affect \( F^{(3)} \) which can therefore be moved outside the partial trace:

\[
\tilde{\rho}_L = F^{(3)*} \left[ \sum_{p_L} \langle p_L | \left( F^{(2)} \otimes I \right) \right] U^{\dagger} \rho_j U \left( F^{(2)*} \otimes I \right) | p_L \rangle \right] F^{(3)}
\]

\[
= F^{(3)*} \left[ \sum_{p_J} \langle p_J | U^{\dagger} \rho_j U | p_J \rangle \right] F^{(3)} = F^{(3)*} \tilde{\rho}_J F^{(3)}.
\] (3.58)

In the second line we use that \( F^{(2)} \) transforms from the \( |p_J⟩ \) states to \( |p_L⟩ \). The reduced density matrix \( \tilde{\rho}_J \) is thus expressed in the basis \( \{|0⟩, |1⟩, |2⟩\} \) and the two reduced density matrices are indeed related by a 3 × 3 reduced associativity matrix \( F_{\text{red}} = F^{(3)*} \).

As we discussed on the previous pages the fractional degrees of freedom \( \tilde{q}_L \) and \( \tilde{j} \) are revealed by the lead current in the two different limits \( J \ll \Gamma \ll \epsilon_L, \epsilon_R \) and \( \epsilon_L, \epsilon_R \ll \Gamma \ll J \), respectively. In order to experimentally investigate the associativity matrix \( F^{(3)*} \) one could make a series of consecutive fusions of \( \alpha_1 \) with \( \alpha_2 \) and of \( \alpha_2 \) with \( \alpha_3 \). The reduced associativity matrix tells us about the probability for a specific outcome \( \tilde{j}’ \) given that the previous fusion returned \( \tilde{q}_L’ \), namely \( |F^{(3)}_{\tilde{j}’, \tilde{q}_L’}|^2 \).

Looking at Eq. (3.55) we see that all these are 1/3, meaning that for any outcome \( \tilde{q}_L’ \) the subsequent measurement of \( \tilde{j} \) will be 0, 1 or 2 with equal probability 1/3. The same is true the other way around if we were then to measure again \( \tilde{q}_L \) afterwards. Similar considerations were made for MFs in Ref. [14]. The fact that alternating measurements of \( \tilde{q}_L \) and \( \tilde{j} \) yield equal probability for the three possible outcomes is a strong indication that these modes are non-abelian PFs as it reflects the non-trivial commutation relation between the parity operators \( P_L \) and \( P_J \) (Eqs. (3.46) and (3.48)). This probability distribution is different from what would be observed with a non-topological degree of freedom in proximity to the lead. For example, if we replaced the PFs by a single antidot that could host a localised fractional charge a current readout would always return the same result when disregarding poisoning effects.

We will now propose an experimental protocol for testing the reduced \( F \)-matrix in a way that resembles measurement-based topological quantum computation [122]. We propose a quantum quench protocol where the four-PF system is initialised in a state with a well-defined \( \tilde{q}_L \) after which \( \tilde{j} \) is measured, and the statistics of the outcomes will give insight on the amplitude of \( F^{(3)*} \). This requires that the ratios \( \epsilon_i / J \) can be tuned. After considering the quench protocol we will discuss how \( \epsilon_i \) could be varied over several orders of magnitude.
We see that they have a tendency to bunch into three pillars around 0 pA, 100 pA and 250 pA. These are approximately the mean current obtained when initiating instead the histogram of the mean value of the current \( \langle \rangle \). At time \( t = 0 \) we quench \( \varepsilon \), with the lead (gold) coupled to \( \alpha_2 \), a current readout can distinguish the three values of \( \tilde{j} = 0, 1, 2 \) on a timescale of \( \mathcal{O}(10 \cdot 2\pi \Gamma^{-1}) \ll 2\pi |\varepsilon_{\text{quench}}|^{-1} \).

The protocol does not require tuning of the lead-\( \alpha_2 \) coupling rate \( \Gamma \) or the fractional Josephson coupling \( J \) and we only assume that \( \Gamma \ll J \). In Fig. 3.20 we schematically show the initialisation and readout of the quench protocol that consists of the following steps:

**For times** \( t < 0 \): The four-PF system is initialised with couplings \( \Gamma \ll J \ll \varepsilon_L^{\text{ini}}, \varepsilon_R^{\text{ini}} \) such that the eigenstates of the Hamiltonian \( H_{4\text{pf}} \) are approximately \( \{ Q, q_L \} \) and the ground state is mostly composed of a single \( \{ Q, q_L \} \) state. If tuning of the rate \( \Gamma \) is possible a current readout can be used to measure \( \tilde{q}_L \) and thereby validate the initialisation. However, such a measurement is not required if \( \varepsilon_L^{\text{ini}} \) and \( \varepsilon_R^{\text{ini}} \) are sufficiently stronger than \( J \) and we assume that the four-PF system is in the ground state.

**At time** \( t = 0 \): The outer couplings are quenched such that \( \varepsilon_{\text{quench}}^L, \varepsilon_{\text{quench}}^R \ll \Gamma \ll J \) and the PFs \( \alpha_1 \) and \( \alpha_4 \) are approximately decoupled from the remaining system. Now the states \( \{ Q,\tilde{j} \} \) are the approximate eigenstates of \( H_{4\text{pf}} \).

**For times** \( t > 0 \): On a timescale \( \sim 2\pi |\varepsilon_{\text{quench}}^j|^{-1} \), \( \tilde{j} \) is conserved within an error of a few percent by analogy with the antidot coupling in Sec. 3.3. In a read out of the current signals we expect that, on average, we will see three levels corresponding to \( \tilde{j} = 0, 1 \) and 2 with equal probability 1/3.

To calculate the stochastic evolution of the current we once again employ the quantum jump method with the jump operators defined in Eq. 3.52. Since external poisoning sources are disregarded the four-PF system has a well-defined total \( Q \) mod 3. The initial state is the ground state of \( H_{4\text{pf}}(t < 0) \) and the jump operators, used to describe the readout of \( \tilde{j} \), are expressed in the eigenstates of \( H_{4\text{pf}}(t > 0) \). Like with the two-PF calculations we consider the current evolution at the fixed voltage \( V_b = 2.6\lambda \) with a coupling rate \( \Gamma = 0.1\lambda \). The initial outer couplings in \( H_{4\text{pf}}(t < 0) \) are \( \varepsilon_{L}^{\text{ini}} = 50\lambda \) and \( \varepsilon_{R}^{\text{ini}} = 45\lambda \), and at \( t = 0 \) these are both quenched by four orders of magnitude; \( \varepsilon_{\text{quench}}^j = 10^{-4} \varepsilon_i^j \). We set the (assumed constant) Josephson coupling to \( J = \lambda \) and take a low global charging energy interaction \( \varepsilon_{LR} = 5 \cdot 10^{-4}\lambda \). The phases are fixed at \( \phi_L = \arctan(1/\sqrt{27}) \approx \pi/16 \), \( \phi_R = \pi/14 \) and \( \theta = \pi/15 \).

By the Monte Carlo method described in Sec. 3.1 we calculate and evolve the current in a time \( t_m \) from \( t = 0.1 \mu s \) to \( t = 2 \mu s \) (i.e. \( t_m = 456 \cdot 2\pi \Gamma^{-1} = 23 \cdot 2\pi |\varepsilon_{\text{quench}}^j|^{-1} \)). In Fig. 3.21a we show a histogram of the mean value of the current \( \langle I \rangle \) over this time interval for a total \( 10^4 \) simulations. We see that they have a tendency to bunch into three pillars around 0 pA, 100 pA and 250 pA. These three values approximately correspond to the mean current obtained when initiating instead the
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Figure 3.21: Results of the stochastic evolution of the four-PF setup. (a) Statistics of $10^4$ simulations of the quench protocol. The mean value of the current $\langle I \rangle$ between $0.1 \mu s$ and $2 \mu s$ after the quench mainly bunches into three values corresponding to $\langle I \rangle \tilde{j}$. The uneven distribution among the three is caused by a finite $J$ prior to the quench. The 'background' counts in between is a result of the finite $\epsilon_i$ causing jumps between the three $| \tilde{j} \rangle$ states within the first few microseconds. The binning size is 22.8 pA. (b) Current trajectory after the quench on a timescale much longer than $2\pi |\epsilon_i^{\text{quench}}|^{-1} \approx 0.1 \mu s$. Similarly to the case of incoherent fractional quasiparticle poisoning, the current jumps between three levels this time corresponding to $\langle I \rangle \tilde{j} = 0$ (brown horizontal line), $\langle I \rangle \tilde{j} = 1$ (blue line) and $\langle I \rangle \tilde{j} = 2$ (violet line). On the left we indicate with a shaded turquoise area the time interval $t_m$ over which the mean current in (a) is averaged.

system in one of the eigenstates of $\hat{j}$, $\{|\tilde{j} = 0\rangle, |1\rangle, |2\rangle\}$, (i.e. superpositions of $|\tilde{q}_L\rangle$ states) with a $\epsilon_i^{\text{quench}} = 0$. An average over 50 $\mu s$ of these currents yields $\langle I \rangle \tilde{j} = 0 = 4.5$ pA, $\langle I \rangle \tilde{j} = 1 = 237$ pA and $\langle I \rangle \tilde{j} = 2 = 108$ pA, matching well our by-eye estimates from Fig. 3.21a. An ideal protocol would have the fractional Josephson coupling turned off completely for $t < 0$ and only acquire a finite value at $t = 0$ and additionally have $\epsilon_i^{\text{quench}} = 0$. The distribution is then equal among the three mean values $\langle I \rangle \tilde{j}$ with no $\langle I \rangle$ in between. We explain the deviation from the ideal case with two effects: first, the uneven distribution among $\langle I \rangle \tilde{j} = 0$, $\langle I \rangle \tilde{j} = 1$ and $\langle I \rangle \tilde{j} = 2$, despite the large number of simulations, is due to the finite $J$ at $t < 0$ meaning that the initial state does not have perfectly well-defined $q_L$. Second, since $\epsilon_i^{\text{quench}} \neq 0$ in our expectedly more realistic protocol the finite couplings to the outer PFs $\alpha_1$ and $\alpha_4$ act as a quasiparticle poisoning source. In some of the simulations this causes a jump between the different states $|\tilde{j}\rangle$ of the two central PFs within the $t_m = 1.9 \mu s$ and thereby also a jump in the current. This then yields an intermediate $\langle I \rangle$ between the $\langle I \rangle \tilde{j}$ and thus the finite background. We conclude from this that within the time interval $t_m = 1.9 \mu s$ the coherent evolution caused by $\epsilon_i^{\text{quench}} \neq 0$ is a perturbation that cannot be neglected since $t_m$ is considerably larger than $2\pi |\epsilon_i^{\text{quench}}|^{-1}$ (note that $t_m \neq t_{\text{avg}} = 0.1 \mu s$). Despite these imperfections we nonetheless do clearly see three well-separated peaks on top of a weak background.

In Fig. 3.21b we show an example of a current trajectory over a long time compared to $t_m$ which
we indicate with the shaded blue area. Indeed we see here a three-level telegraph noise, similar to that of Sec. 3.2, with jumps which typically occur on longer timescales than \( t_m \). Comparing with Sec. 3.1 the projection time into the \( j \) sectors is much shorter than 0.1 \( \mu s \) and therefore the current readout displays clear signatures of the three different \( j \) sectors.

### Physical construction of four-parafermion device

Let us now describe in more detail how to construct a four-PF device where some of the nearest-neighbour couplings are tunable. The proposal is based on transmon technology and inspired by Refs. [25, 87, 116, 117, 123]. In Fig. 3.19 we sketch below the dashed box the elements to obtain the tunability; both the left and right SC are connected via a transmon construction to a background SC that is grounded. Each of the superconducting islands therefore have a charging energy which we label by \( E_{C,i} \), \( i = \{L, R\} \). In addition to this, the islands also have a cross capacitance leading to a mutual charging energy \( E_{CC} \). The transmon coupling to the background SC is characterised by the Josephson energy \( E_{J,i} \) for each of the islands that can be tuned, for example, by a gate-controlled nanowire junction – a gate mon [124–126]. Finally, there is the fractional Josephson coupling \( J \) between \( \alpha_2 \) and \( \alpha_3 \) [12, 87, 118] that breaks the conservation of the PF charges \( e q_L/3 \) and \( e q_R/3 \). In total the Hamiltonian for this transmon construction reads

\[
H_{\text{trans}} = \sum_{i=L,R} \left[ E_{C,i} \left( N_i + q_i/3 + q_{\text{ind},i} \right)^2 - E_{J,i} \cos(\theta_i) \right]
- J \left( e^{-i(\frac{\pi}{6}+\theta)} e^{i\theta_i} q_{R} - i \alpha_{2} e^{-i\theta_i} \delta q_{L,i} + \text{H.c.} \right)
+ E_{CC} \left( N_L + q_L/3 + q_{\text{ind},L} \right) \left( N_R + q_R/3 + q_{\text{ind},R} \right).
\]

(3.59)

Here \( N_i = -2i\partial\theta_i \) is the number operator for Cooper pairs in the island \( i \) such that \( \theta_i \) is the superconducting phase operator and \( e^{-i\theta_i} \) annihilates one Cooper pair in this SC. The charge induced in the SC \( i \) by an external voltage gate is \( q_{\text{ind},i}/3 \) and tunable. The phase \( \theta \) in the fractional Josephson term is proportional to the magnetic flux \( \Phi \) through the total superconducting circuit consisting of the background SC and the two islands; \( \theta = \Phi / \Phi_0 \) where \( \Phi_0 \) is the magnetic flux quantum. This phase can thus be tuned by small variations of the magnetic field as long as the state of the FQH system remains unchanged. The operators \( e^{\pm i\theta_i} \delta q_{L,i} \) are to keep account of the creation and annihilation of Cooper pairs when a fractional charge \(-e/3\), through the \( J \)-coupling, enters a SC with PF charge number \( q_i = 5 \) or leaves an island with \( q_i = 0 \). Analogous architectures for MFs can be found in Refs. [127, 128] and by generalising the results of Refs. [123, 128] in the transmon limit \( E_{J,i} \gg E_{C,i} \) we get a semiclassical effective Hamiltonian in the low-energy limit. It is the one of Eq. (3.44) where the couplings are determined by the following relations:

\[
\varepsilon_i \propto E_{C,i}^{1/4} E_{J,i}^{3/4} e^{-\sqrt{32E_{J,i}/E_{C,i}}},
\]

(3.60)

\[
\varepsilon_{LR} \propto E_{C}^{1/4} E_{J}^{3/4} e^{-\sqrt{32E_{J}/E_{C}}},
\]

(3.61)

\[
\phi_i = \pi q_{\text{ind},i}.
\]

(3.62)

The estimate of the PF couplings \( \varepsilon_i \) neglects the charging energy \( E_{CC} \) and is calculated from a 2\( \pi \) phase slip of island \( i \), see also Ref. [123] for more detailed results. The expression for the cross capacitance term \( \varepsilon_{LR} \), on the other hand, is significant in a device with large \( E_{CC} \). We assume equal Josephson and charging energies; \( E_{J,L} = E_{J,R} \equiv E_J \) and \( E_{C,L} = E_{C,R} \equiv E_C \) such that the effective
energies in Eq. (3.61) are \( \tilde{E}_J \approx 2E_J \cos(\theta) \) and \( \tilde{E}_C \approx (E_{CC} + 2E_C)/4 \). The \( \epsilon_{LR} \) term is estimated by imposing \( \theta_L - \theta_R = 0 \) and corresponds to a simultaneous phase slip of \( 2\pi \) of both islands [123]. Finally, there is the phase \( \phi_i \) of the SC island \( i \) (see Eqs. (3.44) and (3.49)) which is proportional to the charge induced in this SC and thereby controllable by a voltage gate. The estimates in Eqs. (3.60)–(3.62) are found by neglecting the fractional Josephson energy \( J_i \ll E_J \). Eq. (3.60) tells us that the couplings \( \epsilon_i \) can be varied exponentially by changing the ratio \( E_{J,i}/E_{C,i} \) – something that is commonly controlled in transmon devices by pinching off or opening the Josephson junction with voltage gates. From Refs. [124, 129] we find that the resulting ratio \( \epsilon_i^{\text{quench}}/\epsilon_i^{\text{ini}} \) can vary over several orders of magnitude when considering aluminium islands of similar size as the niobium nitride in Refs. [20, 43]. This is in line with the factor of \( 10^{-4} \) adopted in the simulation shown in Fig. 3.21a.

The quench protocol described in this section could also be employed in similar tunable devices, for example where the four PFs are enclosed in fluxonium circuits [118]. If alternative devices could have a tunable lead rate \( \Gamma \), one could think of more efficient protocols for testing the associativity rules and perhaps extend the validity of this to a broader parameter range.

### 3.5 Discussion and conclusions on the dynamics of parafermionic states

In this chapter we have analysed the dynamics of \( \mathbb{Z}_6 \) PFs in hybrid FQH-SC devices and how signatures of their fractional character show up in transport measurements. Differently from previous works, our study did not rely on transport of fractional charges [81–87] but rather on tunnelling spectroscopy with electrons coupled to one of the PFs via an external electrode. We used the stochastic quantum jump method to calculate single stochastic current trajectories and saw that under realistic conditions, such a measurement becomes a projective measurement of the fractional \( \mathbb{Z}_3 \) degree of freedom of a pair of PFs. Using the same method we estimated the time required for a PF system to project into a specific fractional charge sector and we furthermore investigated the noise of such measurements. The use of current readouts to distinguish the fractional charge states of PFs thus provides an alternative to interferometry [83,95].

We extended the jump operator formalism to describe also incoherent coupling to a bath of fractional charges rather than an electron bath. With this we could describe fractional quasiparticle poisoning of pair of PFs and as poisoning source we considered the external edges of the FQH system. When the coupling rate between these and the PFs was weak compared to that of the lead a three-level telegraph noise in the current was observed as anticipated in the previous chapter. These jumps between current levels reflect that fractional charges jump between the outer FQH edges and the PF system. Additionally, we saw that by voltage tuning it is possible to shift this telegraph noise to be either two-level or three-level.

As a coherent poisoning source we considered an antidot in the bulk of the incompressible FQH liquid and saw that for a small antidot with essentially only two levels, weakly coupled to the PFs, a current readout through the normal lead would display a two-level telegraph noise signal. Hence, by deliberately creating an antidot (as demonstrated in Ref. [80]) in proximity to the SC and PFs, possibly of tunable size, one could observe additional PF signatures and obtain another manipulation opportunity [83], extending the results and protocols described in Secs. 3.3 and 3.4. For instance, if the separation of the antidot energy levels (here \( \delta_{ad} \)) could be dynamically tuned this could be used to control the transitions between the different charge states of the PFs. The protocols for manipulation of states would be similar to those for the topological blockade effect in non-abelian FQH states [130] or for evolution of Majorana modes coupled to a quantum
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dot [131–133]. Additionally, the energy level splittings could be lowered by enlarging the antidot and thereby more charge states of the antidot would be involved in the evolution of the PFs. This could lead to a three-level current signal like that of the incoherent poisoning in Sec. 3.2 rather than the two-level observed for smaller antidots.

The conclusion from poisoning considerations is that the PF energy splittings must be such that $|\Xi_{q} - \Xi_{q'}| > \Gamma, T$ and the lead coupling rate much larger than the poisoning rates $\Gamma_{e/3}, |\eta_{ad,i}| \ll \Gamma$ such that the projection time is shorter than or similar to $\Gamma_{e/3}^{-1}, |\eta_{ad,i}|^{-1}$. This is fulfilled for a broad parameter range and ensures a sufficient resolution in the current of different charge sectors and thereby distinguishable current jumps.

Finally, in order to study the anyonic properties of the $\mathbb{Z}_6$ PFs we extended the analysis to a device with four PFs and developed a quench protocol to test the associativity rules of the consecutive fusion of pairs of PFs. For this we could again use the quantum jump method and we obtained statistics of the amplitude of the associativity matrix corresponding to the fractional $\mathbb{Z}_3$ degree of freedom of the PFs. We proposed a physical device where tuning of some of the PF couplings, necessary for the protocol, could be obtained with a transmon-like construction.

A further study of more general noise effects, originating for example from drifting of the system parameters such as the magnetic field, could be made with the simulation techniques presented in this chapter. Future design of hybrid FQH-SC platforms to detect PF can make use of the indications provided in this chapter, also for studying the anyonic properties of these modes. Additionally, more complex devices could be expanded with the readout protocols presented here in order to test the braiding of PFs [25, 95].
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We calculate the instantaneous spectrum of the time-periodic Hamiltonian of the Harper-Hofstadter model in Eq. 13 in the thermodynamic limit with many islands. For correct phase tuning between neighbouring voltage gates, the corresponding energy bands in momentum and time space are gapped and topologically non-trivial with non-zero *Chern numbers*. We exploit *Floquet theory* to analyse the dynamics of a small six-site chain over many periods and define a many-body *Floquet operator*, the eigenstates of which are the *many-body Floquet eigenstates* with corresponding *many-body Floquet quasienergies* [137]. We introduce two superconducting leads coupling to the first and last islands of the chain. When the constant part of the on-site chemical potential is between two energy bands (of the corresponding thermodynamic limit) and the system is otherwise insulating, a small adiabatic variation of the potential can pump charge through the system. The time-averaged pumped charge per period of the voltage modulation is found in the infinite-time limit by use of the Floquet eigenstates and quasienergies. When averaging over the phase difference of the leads [138], the pumped charge per cycle is quantised and proportional to the sum of *Chern numbers* of the filled bands. This requires the coupling to the superconducting leads to be sufficiently strong compared to the Josephson coupling between the islands. By changing the constant chemical potential from one band gap to another, we see that the direction of the pumped current is inverted as expected from the *Chern numbers*. The quantisation is stable to nearest-neighbour interaction between the islands which even seems to stabilise the topological phases.
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Abstract

Recent advancements in fabrication techniques have enabled unprecedented clean interfaces and gate tunability in semiconductor-superconductor heterostructures. Inspired by these developments, we propose protocols to realize Thouless quantum pumping in electrically tunable Josephson junction arrays. We analyze, in particular, the implementation of the Rice-Mele and the Harper-Hofstadter pumping schemes, whose realization would validate these systems as flexible platforms for quantum simulations. We investigate numerically the long-time behavior of chains of controllable superconducting islands in the Coulomb-blockaded regime. Our findings provide new insights into the dynamics of periodically driven interacting systems and highlight the robustness of Thouless pumping with respect to boundary effects typical of superconducting circuits.
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1 Introduction

Josephson junction arrays (JJAs) and their intricate many-body physics have captivated the attention of researchers since ground-breaking experiments in the 1990s (see the review [1]). Due to the possibility of engineering complex networks and their long-range coherence, JJAs have also been one of the leading candidates for quantum simulators in solid-state devices. Their practical application as quantum simulators, however, has been hindered by technological limitations: on one side, difficulties in tuning their physical parameters entailed the necessity of fabricating multiple devices to explore their phases of matter (see, for instance, Refs. [2–6]), thus impeding detailed investigations; on the other, irregularities in the self-capacitance, induced charge, and Josephson coupling of the superconducting elements, resulted in an uncontrolled disorder.

These limitations have been mitigated by recent advancements in epitaxial growth techniques [7] that have paved the way for the realization of clean superconductor-semiconductor (SC-SM) interfaces. These breakthroughs enable an unprecedented tunability of the Josephson couplings through electrostatic gates [8–12], as well as the fabrication of multiple quantum dots on the same hybrid device [13, 14], thereby revolutionizing the potential of JJAs as quantum simulators. Moreover, SC-SM platforms allow for on-chip patterning of arbitrary geometries in one and two dimensions, a precise control of the magnetic fluxes in these systems [11, 12], and a relatively easy scalability. All these elements motivate the theoretical design of novel phases of matter and quantum simulation protocols on controllable JJAs.

In this respect, topological phases of matter are an ideal target for quantum simulations in solid-state platforms due to their intrinsic robustness against disorder, noise, interaction, and possibly dissipation. When combined with a time-periodic driving, one can engineer novel out-of-equilibrium states with no static analogs, known as Floquet topological phases [15–20]. Among these, one of the simplest yet profoundly intriguing examples is Thouless pumping [21–23], a phenomenon arising in one-dimensional (1D) insulators with suitable time-periodic driving of the system parameters. The topology behind this phenomenon leads to quantization of the charge adiabatically pumped during each driving period; in 1D JJAs, this corresponds to a current \( I = 2e\Omega C \), with \( \Omega \) being the pumping frequency and \( C \) a suitably defined Chern number characterizing the filled energy bands. Although theoretically well understood, experimental implementations of Thouless pumping have so far been confined to systems of ultracold atoms [24–27], optical waveguides [28], magneto-mechanical systems [29], and superconducting quantum processors [30] which fall short in capturing genuine transport phenomena of charged particles.

In this paper, we propose an innovative approach that combines a JJA with the ability to finely tune the induced charge on each SC island and the corresponding Josephson couplings. Through numerical simulations of 1D arrays in the Coulomb-blockaded regime, we focus on the long-time behavior of such systems. To investigate this limit, we connect a Josephson junction chain with superconducting leads that act as Cooper pair (CP) reservoirs. We study the effect of the electrostatic repulsion arising from the cross-capacitance between neighboring islands and show that topological pumping is remarkably robust with respect to both the coupling to the leads and nearest-neighbor interactions. Our proposal is qualitatively different from former experiments based on geometrical pumping which rely on optimal control of the pumping protocol (e.g. Ref. [31] for electron junction systems and Ref. [32, 33] for superconducting transistors). Topological pumping, on the other hand, is predicted to be robust against disorder [34–36] and imperfections in the modulations [22, 37]. Our findings shed new light on the role of interaction and dissipation in topological pumping schemes, which are currently at the core of intense debate [23, 38–40]. Through this research, we expand our understanding of JJAs as versatile platforms for quantum simulations while unveiling new insights into
topological phenomena and the dynamics of interacting systems.

The paper is organized as follows: In Sec. 2 we derive a bosonic model from the Hamiltonian of a 1D JJA. In particular, we specialize on two models characterized by nontrivial topological properties: the Rice-Mele (RM) model [41, 42], which we introduce in Sec. 2.1, and the Harper-Hofstadter (HH) model [43, 44], presented in Sec. 2.2. Our analysis of topological pumping in Josephson junction chains based on the RM model is presented in Sec. 3, where we investigate in detail the role of the coupling with external superconducting leads and the effects of nearest-neighbor interactions. In order to show that the findings are not model-specific, but hold on a wide class of periodically driven systems, we report further numerical analysis on the HH model in Sec. 4. In Sec. 5 we discuss the energy scales and constraints relevant to realistic experimental implementations. Finally, we draw our conclusions and present future outlooks in Sec. 6.

2 Josephson junction arrays in hybrid superconductor-semiconductor platforms

Recent developments in the epitaxial growth techniques of hybrid SC-SM materials [7] allow for the fabrication of 1D and 2D arrays of superconducting islands lithographically patterned in arbitrary geometries [10–12] and contacted to a semiconductor substrate through atomically pristine interfaces [45]. In such devices, the filling of the substrate can be controlled via a global electrostatic gate (a top gate in the experiments in Refs. [10–12]). Additionally, smaller gates can be used to locally change the potential and density of states of the SM [9].

In the following, we consider devices defined by a 1D chain of superconducting islands of sub-micrometer size. For Al islands, the typical critical temperature of such systems is $\sim 1.6$K [10], and we regard the related superconducting gap as the largest energy scale in the description of these systems. As a consequence, when operating at temperatures of the order of a few tens of milliKelvins, as customary in experiments, we can neglect effects determined by the Bogoliubov quasiparticle excitations of the islands. We can thus describe the low-energy physics of these JJA by considering solely the dynamics of their CPs.

For a neighboring pair of SC islands, the dynamics can be modeled through the interplay of two kinds of interaction; first, the electrostatic interaction determined by the capacitance matrix which describes not only the potential induced on one island by the charge of the other, but also the charges induced in both islands by the surrounding environment. Second, the tunneling of CPs between the two islands which define an effective SC-SM-SC junction where the coherent hopping of CPs is mediated by Andreev states [46]. These states are induced in the SM layer below the two islands, where superconductivity is induced by proximity [9], and in the in-between region. Both interactions can be affected by neighboring electrostatic gates. Let us consider, for instance, a 1D chain as the one depicted in Fig. 1. In this setup, each superconducting island is addressed by a side gate at potential $V_{g,j}$, controlling the induced charge $2en_{g,j} = V_{g,j}C^{S}_j$. Additionally, we assume that a cutter gate at potential $V_{c,j}$ can control the filling of the semiconducting region in proximity of each Josephson junction and thereby its transparency. In this way, the effective coherent hopping amplitude of CPs between the islands can be modulated by varying the carrier density in the SM [9] and potentially turned off by totally depleting the substrate.

At low temperature, the JJA can be modeled through a standard quantum phase model (see, for instance, the review [1]). To describe a chain as the one depicted in Fig. 1, we assign a superconducting phase operator $\hat{\phi}_j$ and a number operator $\hat{N}_j$ to each superconducting island. $\hat{N}_j$ defines the number of CPs in the island with respect to an arbitrary offset. The two operators obey the standard commutation relation $[\hat{N}_j, e^{i\phi_j}] = -e^{i\phi_j}$, and $e^{i\phi_j}$ annihilates a CP in the
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Figure 1: Chain of superconducting islands (dark blue) on top of a semiconducting substrate (green). Next to every island is a T-shaped side gate with tunable voltage $V_{g,j}$. At each end of the chain, there is a superconducting lead.

An island $j$. The Hamiltonian for the chain is written as $\hat{H} = \hat{H}_C + \hat{H}_J$ and describes the interplay between the electrostatic interactions and CP tunneling, respectively. Let us first consider the charging energies of the islands in the chain, defined by

$$\hat{H}_C = 4e^2 \sum_{i,j=1}^{M} C^{-1}_{ij} (\hat{N}_i - n_{g,i})(\hat{N}_j - n_{g,j}).$$

Here $C^{-1}$ is the inverse capacitance matrix of the islands and $M$ is the number of islands in the chain. However, by assuming that the semiconducting environment and the electrostatic gates in the hybrid device effectively screen the charge of the SCs, we reduce the sum to single-island and nearest-neighbor interactions:

$$\hat{H}_C \approx E_C \sum_{j=1}^{M} (\hat{N}_j - n_{g,j})^2 + E_{CC} \sum_{j=1}^{M-1} (\hat{N}_j - n_{g,j})(\hat{N}_{j+1} - n_{g,j+1}).$$

In this equation, we introduced two customary energy scales: $E_C = 4e^2/C^{self}$ sets the charging energy of a single island, with $C^{self}$ being the sum of all capacitances to the other islands and environment elements; $E_{CC} = 4e^2(C^{-1})_{j,j+1}$ determines the electrostatic energy between neighboring islands. We will assume for simplicity that these quantities are translationally invariant, which is the expected behavior for a strong screening imposed by the environment. Weak variations along the chain, however, do not affect our analysis and can be easily accounted for. $n_{g,j}$ is the charge induced in each superconducting island and can be controlled by the surrounding electrostatic gates (see Fig. 1). In particular, we assume that each induced charge $n_{g,j}$ is primarily controlled by the voltage of the side gate addressing the island $j$, $n_{g,j} = V_{g,j} C^{-1}_j / 2e$. Here $C^{-1}_j$ defines the mutual capacitance between the island $j$ and its neighboring side gate. More complex scenarios to account for the charge induced by all electrostatic gates can be easily investigated. The energy scale $E_C$ is determined by the geometry of the islands and their electrostatic environment. We consider, as an example, gated devices with Al islands patterned over an InAs 2D electron gas; for rectangular islands of size $\sim 750\text{nm} \times 80\text{nm}$, the resulting charging energy is approximately $E_C \approx 0.125\text{meV} \approx 30\text{GHz}$ [47].

The coherent tunneling of CPs is modeled by the Hamiltonian

$$\hat{H}_J = -\sum_{j=1}^{M-1} E_{j,j} \cos(\phi_{j+1} - \phi_j - \theta_{j,j+1}).$$

Here $E_{j,j}$ is the Josephson coupling between island $j$ and $j + 1$ and the Peierls phase $\theta_{j,j+1} = 2e^{-1} \int_j^{j+1} \hat{A} \, d\hat{x}$ is the line integral of the vector potential $\hat{A}$ along a path between island $j$ and $j + 1$. 


Figure 2: Charging energy of a single island as a function of the induced charge $n_{g,j}$ for states with $N - 1$, $N$, etc. CPs. The thicker red and blue curves mark the two charge states we consider in the hardcore-boson approximation and the shaded area is the maximum region of validity of such an approximation. The effective chemical potential is the energy difference between the $N + 1$ (blue) and $N$ (red) parabolas.

which accounts for the role of the magnetic field when embedding the chain in a closed superconducting loop. Eq. (3) corresponds to tunneling of single CPs between neighboring islands. Hence, we are neglecting terms characterized by higher harmonics of the phase difference $\hat{\phi}_{j+1} - \hat{\phi}_j$. In SC-SM-SC junctions, such an approximation is justified for cases in which the transmissibilities of the Andreev channels connecting the islands are low [46]. This, in turn, corresponds to a sufficiently depleted semiconducting substrate. Higher-harmonic terms can be considered as well, giving rise to non-quadratic interactions in terms of the annihilation and creation operators of CPs (for instance, coherent tunnelings of charge $4e$ objects). These are, however, considerably weaker than the energy scale $E_{j,j}$ of the single-CP tunneling, and we expect them not to play a crucial role in the implementation of Thouless pumping.

Concerning the Josephson amplitudes $E_{j,j}$, these can be globally controlled by a top gate as in Ref. [10], and the maximal value vastly depends on the width and length of the junction. Additionally, for the implementation of the RM model, we require the ability to separately address them through the voltage $V_{c,j}$ of suitable cutter gates. In general, the function $E_{j,j}(V_{c,j})$ may be complicated (see the experimental data related to gate-tunable devices in Refs. [48, 49]). We consider, however, a regime in which $E_{j,j} = 0$ when $V_{c,j}$ is below a certain threshold $V_{c,j}^\ast$, such that the substrate is totally depleted, and, for simplicity, we impose that $E_{j,j}$ is approximately linear in $V_{c,j}$ above this threshold [see Fig. 3(a)]. Importantly, the topological character of the RM model makes the pumped current robust against the details of the function $E_{j,j}(V_{c,j})$ as long as it is monotonic and sufficiently regular. Therefore, we consider a device in which the average value of the Josephson coupling $E_{j,j}$ is set by a global gate, whereas an additional periodic time modulation can be imposed by the cutter gate voltages. Experiments on hybrid Josephson junction showed that, for a width of about $0.3\mu m$, the amplitude $E_j$ at zero cutter voltage is of the order of $h50GHz$ [9] and it can be switched off by applying sufficiently strong negative potentials (see, for instance, Ref. [49]).

When the Josephson energy dominates over the electrostatic terms, the system displays global phase coherence and behaves as a SC, allowing for coherent transport of CPs. Instead, the regime in which the electrostatic interaction $E_C$ dominates over the Josephson energies $E_{j,j}$, results in an insulating phase unless all the induced charges $n_{g,j}$ are fine-tuned close to $1/2$. In this scenario, the transport of CPs across the chain is suppressed, as we can consider each island in a Coulomb-blockaded state. In order to devise charge pumping protocols, we consider the regime $E_{c,j} > E_{j,j}$, $E_{CC,j}$, and, initially, we neglect the nearest-neighbor electrostatic interactions. We can rewrite the Hamiltonian $\hat{H}$ by introducing the operators $\hat{\Sigma}_j = e^{i\hat{\phi}_j}$ and $\hat{\Sigma}_j^\dagger = e^{-i\hat{\phi}_j}$ which, respectively, lower and raise the number of CPs in the island $j$ by 1,
such that \([\hat{N}_j, \hat{\Sigma}_j] = -\hat{\Sigma}_j\). We obtain:
\[
\hat{H} = \sum_{j=1}^{M} E_C (\hat{N}_j - n_{g,j})^2 - \frac{1}{2} \sum_{j=1}^{M-1} E_{J,j} \left( \hat{\Sigma}^\dagger_{j+1} \hat{\Sigma}_j e^{-i\theta_{j+1}} + \hat{\Sigma}^\dagger_j \hat{\Sigma}_{j+1} e^{i\theta_{j+1}} \right). \tag{4}
\]
This expression shows explicitly that the quantum phase model corresponds to a tight-binding Hamiltonian for the CPs.

The dispersion of the charging energy of a single island is depicted in Fig. 2 as a function of the induced charge \(n_{g,j}\) for different number states. When \(n_{g,j}\) is a half-integer, states that differ by one CP are degenerate; let us consider, for instance, the case \(n_{g} \approx 0.5\). If \(E_j \ll E_C\), we may assume that only the two lowest-energy states, with charge \(N = 0\) and \(N = 1\), are significantly occupied. States corresponding to the other parabolas are separated in energy by a gap \(\sim 2E_C\) and their population in the many-body ground state is negligible. Therefore, under the assumption \(E_C > E_{j,j, T}\), where \(T\) is the system temperature, we can further simplify our description of the JJA and map the Hamiltonian \(\hat{H}\) into a hardcore boson model. We may then replace \(\hat{\Sigma}_j\) by a new hardcore boson operator \(\hat{b}_j\), such that \(\hat{b}_j^\dagger \hat{b}_j = \{0,1\}\) and \(\hat{b}_j^2 = (\hat{b}_j)^2 = 0\). The energy difference between the two lowest charge states is \(E_C(1 - 2n_{g,j})\) for \(n_{g} \approx 0.5\) (Fig. 2). Hence, we can define an on-site potential, resemblant of an effective chemical potential,
\[
\mu_j = E_C(1 - 2n_{g,j}), \tag{5}
\]
which vanishes for \(n_{g,j} = 0.5\). We rewrite the total Hamiltonian (with \(E_{CC} = 0\)) as a tight-binding model of hardcore bosons:
\[
\hat{H} = \hat{H}_C + \hat{H}_j \approx \sum_{j=1}^{M} \mu_j \hat{b}_j^\dagger \hat{b}_j - \frac{1}{2} \sum_{j=1}^{M-1} E_{J,j} \left( \hat{b}_j^\dagger \hat{b}_{j+1} e^{i\theta_{j+1}} + \text{H.c.} \right). \tag{6}
\]
This Hamiltonian shows that, in the hardcore limit \(E_C \gg E_{j,j}\), the system can be mapped into a chain of free fermions via a Jordan-Wigner transformation. Any time modulation of the electrostatic gates would translate into a time modulation of the onsite potentials \(\mu_j\) and the tunneling amplitudes \(E_{j,j}\). Hence, by implementing a suitable periodic modulation of these parameters, we expect that the Josephson junction chain is able to reproduce the physics of periodically driven systems of non-interacting fermions.

In the following, we will focus on the two most known schemes for the realization of adiabatic Thouless pumping: the periodically driven RM model and HH model. We restrict our analysis to the hardcore boson description but emphasize that the breakdown of this approximation and the effects of onsite interactions in the RM model have been theoretically investigated in Ref. [39].

Both models rely on a periodic drive of the onsite potential. We consider a generic time modulation of the side gates with
\[
V_{g,j}(t) = V_{0,j} + \delta V_{g,j} \cos(\omega t + \chi_j), \tag{7}
\]
where \(\omega = 2\pi \Omega\). Such modulation yields:
\[
\mu_j(t) = \mu_{0,j} - \delta \mu \cos(\omega t + \chi_j) \equiv E_C \left( 1 - \frac{C^g V_{0,j}}{e} \right) - \frac{E_C C^g \delta V_{g,j}}{e} \cos(\omega t + \chi_j). \tag{8}
\]
If \(\mu_{0,j} \approx \bar{\mu}\) is approximately independent of the position along the chain, it plays the role of an overall chemical potential for the hardcore bosons. The static voltages \(V_{0,j}\) can therefore be used to set the average filling of the system. In case of position-dependent variations of the
$C_f^g$ parameters, instead, these voltages can be tuned to reduce the fluctuations of the onsite potentials $\mu_{0,j}$ which, essentially, play the role of onsite disorder in the Hamiltonian (6). Finally, the oscillation amplitudes $\delta V_{g,j}$ determine the modulation of the onsite potential, which is additionally characterized by a position-dependent phase $\chi_j$ that we will suitably set to implement the RM and HH models, as described in the next subsections. Throughout this paper, we set $\hbar = 1$.

2.1 Rice-Mele Hamiltonian

The RM model [41] offers the most paradigmatic example of topological pumping in 1D systems. It is a model with a two-site unit cell, and its hardcore boson formulation is defined by a time-periodic Hamiltonian of the form

$$\hat{H}_{RM}(t) = \sum_{j=1}^{M/2} \left( \mu_A(t) \hat{b}_{2j-1}^\dagger \hat{b}_{2j-1} + \mu_B(t) \hat{b}_{2j}^\dagger \hat{b}_{2j} \right) - \frac{E_j(t)}{2} \sum_{j=1}^{M/2} \left( \hat{b}_{2j-1}^\dagger \hat{b}_{2j} + \text{H.c.} \right) - \frac{E_{j,2}(t)}{2} \sum_{j=1}^{M/2-1} \left( \hat{b}_{2j}^\dagger \hat{b}_{2j+1} + \text{H.c.} \right).$$

Here we consider a chain with an even number of islands $M$ and open boundary conditions. The instantaneous spectrum of $\hat{H}_{RM}$ in the thermodynamic limit displays two bands with a linear level crossing at $E_{j,1} = E_{j,2}$ and $\mu_A = \mu_B$. For $\mu_A = -\mu_B$ the ground state is found at half-filling, and it is useful to define the two-component parameter vector $\vec{\mu} = \left( \frac{E_{j,1} - E_{j,2}}{2}, \mu_A - \mu_B \right)$. The time-dependent single-particle gap is given by $|\vec{\mu}(t)|$, and a topological charge pumping is obtained when $\vec{\mu}(t)$ winds around the gapless point $\vec{\mu} = 0$ during one period.

To implement Thouless pumping, we adopt a modulation of the kind in Eq. (8) for the onsite potentials and, in particular, we choose $V_{0,j}$ such that all islands are tuned close to the charge degeneracy point $\mu_{0,j} = 0$ between the lowest energy parabolas (Fig. 2). In order to enforce

$$\mu_A(t) = -\mu_B(t) = \delta \mu \sin(\omega t),$$

we set $\chi_j = (-1)^{j+1} \pi/2$ and choose modulation amplitudes $\delta V_{g,j}$ such that $\delta \mu$ is approximately constant along the chain. We observe that a residual $\tilde{\mu}$ may reduce the energy gap of the system, but in the limit of adiabatic pumping, it does not affect the pumped charge as long as it remains sufficiently smaller than the single-particle gap at all times. The modulation of the Josephson energies $E_{j,2}(V_{c,j})$ is achieved by time-periodic voltages in the cutter gates. In particular, we adopt the following signals:

$$V_{c,j}(t) = V_c + (-1)^{j+1} \delta V_c \cos(\omega t).$$

We assume that all junctions in the chain are characterized by the same parameters, such that this modulation approximately results in Josephson amplitudes of the kind

$$E_{j,2}(t) = f_{tr} \left[ 0 + (-1)^{j+1} \delta J \cos \omega t \right],$$

where $f_{tr}$ is a linear rectifier function, with $f_{tr}(x) = x$ if $x > 0$ and $f_{tr}(x) = 0$ otherwise, see Fig. 3(a). $V_c$ is used to control the offset $J_0$ and the modulation $\delta J$ is roughly proportional to $\delta V_c$. If $V_c - \delta V_c > V_c^+$, the Josephson amplitudes $E_{j,2}$ are always positive and display a sinusoidal modulation [see the example in Fig. 3(b)]. If instead $V_c - \delta V_c < V_c^+$, $E_{j,2}(t) = 0$ for a fraction of the time period and its modulation is clipped below zero [Fig. 3(c)].

The time-periodic nature of the Hamiltonian $H_{RM}$ allows us to consider the time coordinate as a second dimension for the momentum, such that we can assign a Chern number $C$ to each
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Figure 3: (a) The blue curve displays the approximation considered to model the Josephson energies $E_{j,j}$ as a function of the cutter gate voltage $V_{c,j}$ (arbitrary units). The dashed vertical line indicates the threshold $V_c^*$ below which $E_{j,j}$ is considered zero. Yellow and blue shaded areas schematically indicate the voltage range for the sinusoidal and clipped modulations, respectively. Panels (b) and (c) display the corresponding modulated $E_{j,j}(\omega t)$; green and purple curves refer to odd and even junctions, respectively.

The realization of this model in the Josephson junction chains requires exclusively the modulation (8) of the onsite potentials and is obtained by setting a position-dependent phase $\chi_j = \Phi_j$ in Eq. (7). In particular, setting $\Phi = 2\pi/3$ yields the simplest example of the gapped Hofstadter model. It corresponds to a 3-island periodicity of the phase $\chi_j$ and, in the thermodynamic limit, it yields three bands of the instantaneous spectrum (see Fig. 4), characterized by Chern numbers $C_n = 1, -2, 1$. The band gap is proportional to the minimum between $E_{j,j}/2$ and $\delta\mu$.

The realization of the corresponding pumping scheme does not require a modulation of the Josephson amplitudes. Furthermore, the uniform and constant potential $\bar{\mu}$ can be changed by

The Harper-Hofstadter Hamiltonian

The 2D Hofstadter model [43] provides the simplest description of charged particles moving on a square lattice and subject to a uniform out-of-plane magnetic field. The dynamics of the model is determined by the magnetic flux per plaquette and the corresponding Aharonov-Bohm phase $\Phi$ acquired by a particle that moves around it. Incommensurate values of the flux result in the celebrated Hofstadter butterfly fractal spectrum, while for commensurate values $\Phi = 2\pi p/q$, the system can be modeled in the Landau gauge by introducing a $q$-site unit cell, and displays $q$ energy bands with non-trivial Chern numbers.

The equivalent driven 1D Hamiltonian, known as the Harper-Hofstadter model, is obtained by replacing one of the momentum components of the Hofstadter model by the time coordinate and, for hardcore bosons, it reads:

$$\hat{H}_{HH}(t) = \sum_{j=1}^{M} \left[ \bar{\mu} - \delta\mu \cos(\omega t - \Phi j) \right] \hat{b}_j^{\dagger} \hat{b}_j - \frac{E}{2} \sum_{j=1}^{M-1} \left( \hat{b}_{j+1}^{\dagger} \hat{b}_j + \hat{b}_j^{\dagger} \hat{b}_{j+1} \right).$$

The realization of this model in the Josephson junction chains requires exclusively the modulation (8) of the onsite potentials and is obtained by setting a position-dependent phase $\chi_j = \Phi_j$ in Eq. (7). In particular, setting $\Phi = 2\pi/3$ yields the simplest example of the gapped Hofstadter model. It corresponds to a 3-island periodicity of the phase $\chi_j$ and, in the thermodynamic limit, it yields three bands of the instantaneous spectrum (see Fig. 4), characterized by Chern numbers $C_n = 1, -2, 1$. The band gap is proportional to the minimum between $E_{j,j}/2$ and $\delta\mu$.

The realization of the corresponding pumping scheme does not require a modulation of the Josephson amplitudes. Furthermore, the uniform and constant potential $\bar{\mu}$ can be changed by...
regulating the voltage offsets $V_{0,j}$ and be used to set the overall filling of the CPs. The Thouless pumping is achieved when $\bar{\mu}$ lies in either of the band gaps depicted in Fig. 4. In particular, the charge pumped adiabatically in the thermodynamic limit is proportional to the sum of the Chern numbers of the filled bands: this implies that by varying $\bar{\mu}$ from the first to the second gap, we expect the pumped current to change sign from $2e\Omega$ to $-2e\Omega$.

2.3 Coupling with external superconducting leads

So far, we have discussed the modeling of isolated Josephson junction chains. To investigate their transport properties, however, it is necessary to embed these systems in a larger environment. Specifically, our aim is to model the driven transport of CPs across such JJAs. Therefore, the most convenient choice is to include two superconducting leads coupled to the first and last island of the chain (depicted in light blue in Fig. 1 and labeled by SC$_L$ and SC$_R$). To this purpose, we supplement the Hamiltonian $\hat{H}$ with a boundary term that describes a Josephson junction between the two extreme islands and the related superconducting leads [50]

$$\hat{H}_b = -E_L \left[ \cos (\hat{\phi}_1 - \hat{\phi}_L) + \cos (\hat{\phi}_R - \hat{\phi}_M) \right],$$

where $E_L$ describes the associated Josephson energy which we consider constant in time. By assuming that both leads are described by standard BCS coherent states, we can replace the related phase operators $\hat{\phi}_{L/R}$ with classical phases $\varphi_{L/R}$. When embedding the JJA in an external SQUID, the phase difference $\phi = \varphi_R - \varphi_L$ would correspond to the magnetic flux threading it. We observe that such a phase difference can be absorbed in the Peierls phases $\theta_{j,j+1}$ in Eq. (3) by a suitable gauge transformation.

In the hardcore limit, the boundary Hamiltonian $\hat{H}_b$ becomes

$$\hat{H}_b = -\frac{E_L}{2} \left[ e^{i\varphi_1} b_1^\dagger + e^{i\varphi_n} b_n^\dagger \right] + \text{H.c.}.$$  

This boundary term violates the conservation of the total number of CPs in the chain, such that, in general, the many-body ground and Floquet states will be superpositions of different particle numbers. Hence, the adiabatic condition no longer involves the single-particle band gap $e_{g}$ but a many-body energy gap $E_{g}$ that depends on the interplay between the charging energies of the SC islands, the Josephson energies of the junctions, and the coupling with the leads.
3 Results of the Rice-Mele model

In the following, we will investigate Thouless pumping in short chains coupled to external SC leads to identify experimentally relevant regimes where charge quantization can be observed. In particular, we will focus on the role played by the Josephson coupling to the leads, which breaks particle number conservation, and on the effects of the nearest-neighbor interaction $E_{CC}$. To this end, we adopt a Floquet description of the driven Josephson chain in the hardcore boson limit. We consider the Hamiltonian

$$\hat{H}_{RM,tot}(t, \phi) = \hat{H}_{RM}(t) + \hat{H}_b(\phi),$$

which describes a RM chain, as defined in Eq. (9), embedded in a superconducting circuit through the contact with the leads in Eq. (15). $\hat{H}_{RM,tot}(t, \phi)$ is periodic in both $t$ and $\phi$, and we can analyze the dynamics of the related system by defining a many-body Floquet operator which, for a generic Hamiltonian $\hat{H}$, reads

$$U(\tau) = T e^{-i\int_0^\tau \hat{H}(t) dt}.$$  \hspace{1cm} (17)

Here $T$ indicates time ordering and $\tau = 1/\Omega$ is the time period such that $\hat{H}(t + \tau) = \hat{H}(t)$. We consider system sizes up to $M = 8$, compatible with realistic devices in which all islands can be independently addressed by gate voltages, and we numerically diagonalize $U(\tau)$ to obtain the many-body Floquet eigenstates $\{|\Phi_v(\tau)\rangle\}$:

$$U(\tau)|\Phi_v(\tau)\rangle = e^{-i\hat{E}_v \tau} |\Phi_v(\tau)\rangle,$$ \hspace{1cm} (18)

where $\hat{E}_v$ labels the many-body Floquet quasienergies. In the infinite-time limit, for a given phase difference $\phi$, the time-averaged pumped charge per cycle corresponds to $[22, 51, 52]

$$Q_\infty \equiv \lim_{m \to \infty} \frac{2 e}{m} \int_0^{m \tau} dt \int_0^{\tau} dt' \text{tr} \left[ \rho(t') \partial_\phi \hat{H}(t', \phi) \right] = 2 e \sum_v N_v(\phi) \partial_\phi \hat{E}_v,$$ \hspace{1cm} (19)

with

$$N_v(\phi) = |\langle \Phi_v(\tau) | \Psi_0 \rangle|^2.$$ \hspace{1cm} (20)

Here $\Psi_0$ is the state of the Josephson chain at the beginning of the pumping protocol, which we set to the ground state of $\hat{H}_{RM,tot}(t = 0, \phi)$, $\rho(t)$ is the density matrix of the system at time $t$, and $2e\partial_\phi \hat{H} = \hat{J}$ corresponds to the current operator. In the adiabatic limit, the ground state $|\Psi_0\rangle$ of $\hat{H}_{RM,tot}(t = 0, \phi)$ has a large overlap with the Floquet state with the lowest energy expectation value $[44]$, which we denote by $|\Phi_0(\tau)\rangle$, such that $\hat{E}_v \rightarrow \delta_{v,0}$. Hence, $Q_\infty$ is carried by a single Floquet state. An equivalent expression for the pumped charge per cycle in the infinite-time limit is $[52]

$$Q_\infty = \sum_v N_v(\phi) \int_0^{\tau} dt \langle \Phi_v(t) | \hat{J}(t) | \Phi_v(t) \rangle,$$ \hspace{1cm} (21)

where $\hat{J}(t)$ is the time-dependent current operator, and $|\Phi_v(t)\rangle$ are the time-evolved Floquet states within one period. Given the difficulty of accurately differentiating numerically the quasienergies with respect to the external SC phase, due to the many (avoided) level crossings in the Floquet spectrum, we will use Eq. (21) to extract the pumped charge from the time evolution. Our numerical calculations are performed with the QuTiP Python framework $[53, 54]$. The phase difference between the two external superconducting leads, rescaled by the number of islands in the chain, $\phi / M$, can be interpreted as a shift of the quasienergies of
Figure 5: Pumped charge at infinite time $Q_\infty$ as a function of the phase difference $\phi$ between the external superconducting leads for $M = 4, 6, 8$ islands. The data correspond to the following parameters: $\delta J = 0.7 J_0$, $\delta \mu = 1.5 J_0$, $E_L = 2 J_0$, $\omega = 0.05 J_0$. The table represents the deviations from perfect quantization of the phase averages pumped charge $\bar{Q}$ as a function of the systems size $M$.

To recover an exact quantization in short chains, it is therefore necessary to average the pumped charge over $\phi$. By following the Thouless construction [34], we define

$$\bar{Q} = 2 e \tau \sum_{\nu} \int_0^{2\pi} \frac{d\phi}{2\pi} N_{\nu}(\phi) \partial_{\phi} \mathcal{E}_{\nu} = \int_0^{2\pi} \frac{d\phi}{2\pi} Q_\infty(\phi). \quad (22)$$

For systems with periodic boundary conditions conserving the particle number (such that $\phi$ is a phase twist in the boundary conditions), this quantity is quantized in the adiabatic limit at half-filling and corresponds, when $N_{\nu} = \delta_{\nu,0}$, to the Chern number of the lowest energy band. More in general, Eq. (22) implies that only Floquet many-body states with a quasienergy that winds in the Floquet-Brillouin zone as a function of $\phi$ contribute to the pumped charge $\bar{Q}$ (see, for instance, Fig. 7). Our results show that $\bar{Q}$ displays a precise quantization towards the adiabatic limit within an error of 1%, even when including the boundary term $\hat{H}_b$. The residual small deviation originates from non-adiabatic effects due to the finite frequency and the choice of the driving protocol [42,44]. Adiabatic perturbation theory gives a leading-order estimate of this correction which scales as $1 - \bar{Q} \sim \left( \frac{\mu}{E_g} \right)^2$.

In the following, we will consider small system sizes, for which the phase dependence is sizable, and we will investigate the dependence of the pumped charge on the modulation $\delta J$ of the Josephson coupling, the coupling $E_L$, and the nearest-neighbor interaction $E_{CC}$. 

<table>
<thead>
<tr>
<th>$M$</th>
<th>$1 - \bar{Q} / (2e)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.0078</td>
</tr>
<tr>
<td>6</td>
<td>0.0072</td>
</tr>
<tr>
<td>8</td>
<td>0.0071</td>
</tr>
</tbody>
</table>
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3.1 Role of the Josephson modulation

The amplitude $\delta V_c$ of the cutter gate modulation and, consequently, the amplitude $\delta J$ in Eq. (12), determine the waveform of $E_{t_j}(t)$ (see the examples in Fig. 3). In this respect, the role of $\delta J$ is twofold: on one hand, it determines the minimum single-particle bulk gap $\epsilon_\pi = \min (|\tilde{h}(t)|)$ over one period, which is given by $\min (\delta J, J_0 + \delta J, 2\delta \mu)$. Consequently, $\delta J$ plays a major role in determining non-adiabatic corrections to the pumped charge quantization. On the other hand, $\delta J$ determines whether the chain dimerizes exactly during the driving protocol. Although this has no effect in the thermodynamic limit, as the topological nature of Thouless pumping makes it insensitive to such details, it becomes important for the short chains we consider in this work.

To estimate these effects, we consider the dependence of $Q_\infty$ on $\delta J$ for different values of $\phi$ (Fig. 6) in an array with $M = 6$ islands. In the sinusoidal regime, where $\delta J$ is small, finite-size effects induce a large dispersion of $Q_\infty$ as a function of $\phi$, and averaging over the phase is fundamental to obtain the charge quantization. The dispersion rapidly decreases by increasing $\delta J$, until the variation of $Q_\infty(\phi)$ drops below 0.8% when $\delta J \geq J_0$. The weak dependence of $\bar{Q}$ (red crosses) on $\delta J$, instead, originates from non-adiabatic corrections. These are suppressed with $\delta J$ since the band gap $\epsilon_\pi$ increases accordingly, bringing the system deeper into the adiabatic regime without changing the driving frequency. In particular, the residual nonadiabatic and finite-size corrections of $\bar{Q}$ are less than 0.6% for $\omega = 0.05 J_0$ in the clipped regime.

This dependence on the Josephson energy modulation can be understood by comparing the behavior of populated Floquet many-body states as a function of $\phi$ for $\delta J = 0.5 J_0$ (sinusoidal waveform) and $\delta J = 1.2 J_0$ (clipped waveform). They are shown in the left and right panels of Fig. 7, respectively, where we plot the Floquet quasienergies as a function of the phase $\phi$, using the corresponding occupation number $N_\nu$ to set the color of each data point. In both cases, a single low-energy Floquet state $|\Phi_0(\tau)\rangle$ has an almost perfect overlap with the initial ground state, allowing us to follow the winding of $\mathcal{E}_0$ around the Floquet-Brillouin zone and confirming the quantization of $\bar{Q}$, which follows from Eq. (19). In the sinusoidal regime, $\mathcal{E}_0$ is, in general, far from linear in $\phi$, leading to a strong dependence of $Q_\infty(\phi)$ on this phase. In the clipped regime, instead, the derivative $\partial_\phi \mathcal{E}_0$ of the most populated state is practically constant,
Figure 7: Comparison of the many-body Floquet eigenenergies of the RM model for (a) small sinusoidal modulations $\delta J = 0.5J_0$ (b) and clipped modulation $\delta J = 1.2J_0$ of the Josephson tunnelings. The dot colors represent the overlap $N_\nu(\phi)$ of the initial ground state with the Floquet states. In the clipped regime $\partial_\phi \mathcal{E}_0$ is almost constant, leading to a pumped charge almost independent on the phase. The data refer to a system with $M = 6$ islands, $\omega = 0.05J_0$, and $E_L = 2J_0$.

and, for the chosen value of $\omega$, $N_0 \sim 1 - O(\omega^2/E_g^2)$ for all values of $\phi$. We conclude that even with small systems ($M = 6$), the phase dependence is very weak in the clipped regime, and a good quantization can be observed without averaging over the SC phase difference.

3.2 Coupling with the leads

Besides the dependence of the pumped charge on the external phase $\phi$, it is important to investigate the role of the coupling $E_L$ between the edge islands and the superconducting leads. When $E_L$ dominates over the other energy scales, the first and last islands are effectively merged with the two external leads and, in practice, the system behaves as a shorter chain. If instead $E_L$ is weak compared to $J_0$, the transport of CPs across the system is hindered, as the pumped current is faster than the rate of charge transferring to or from the leads. Consequently, the system behaves as an open chain. To examine the interpolation between these two limits, it is instructive to consider the behavior of the system for a clipped modulation $\delta J > J_0$. In this situation, the onsite potentials $\mu_{A/B}$ and $E_{J,1}$ vanish in the middle of the pumping period, $t = (n + 1/2)\tau$. Therefore, the ground state of the Hamiltonian $\hat{H}_{RM}(\tau/2)$ corresponds to the extreme topological dimerized state of the Su-Schrieffer-Heeger (SSH) model, and it displays the typical four-fold degeneracy associated with localized zero-energy boundary modes. The boundary Hamiltonian $\hat{H}_B$, however, gaps the SSH edges; the ground states of the first and last islands in this dimerized limit result

$$|\psi_{1/M}(\tau/2)\rangle = \frac{1}{\sqrt{2}} \left( |\hat{N}_{1/M} = 0 \rangle + e^{i\phi_L/\pi} |\hat{N}_{1/M} = 1 \rangle \right)$$

and are separated by an energy gap $E_L$ from the localized excited states in the same islands. Therefore, when $E_L < \frac{J_0 + \delta J}{2}, 2\delta \mu$, it sets the many-body energy gap $E_g$. Notably, the limit $E_L \to 0$ corresponds to the isolated RM chain in which the zero-energy SSH edge modes cause transitions between the two energy bands, thereby disrupting the Thouless pumping. Only when $E_L$ is sufficiently larger than $\omega$, this non-adiabatic effect vanishes and the quantized pumping can be restored.
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**Fig. 8(a)** displays the pumped charge $Q_{\infty}(\phi = 0)$ and the many-body gap $E_\xi$ as a function of $E_L$ for $\delta J = J_0$ (threshold between clipped and sinusoidal modulations). The data are obtained in a system with parameters $\delta \mu = 1.5J_0$, $\omega = 0.05J_0$, and $M = 6$. The many-body Floquet eigenenergies of the Rice-Mele model for $\delta J = J_0$ and $E_L = 0.5J_0$. In this situation, multiple Floquet states overlap significantly with the initial ground state resulting in a non-quantized current. Data are obtained for 6 islands and a driving frequency of $\omega = 0.05J_0$.

The region $0 < E_L < J_0$ is the most susceptible to non-adiabatic errors since the ratio between the many-body gap and the driving frequency changes continuously between 0 and $J_0/\omega$. Hence, we expect the pumped charge to saturate faster to $Q_{\infty} = 2e$ for smaller values of $\omega$. In the adiabatic limit $\omega \rightarrow 0$, a finite gap opens for any value of $E_L > 0$, leading to the quantization of $Q_{\infty}$. However, in a realistic scenario, the driving frequency is finite and sets the average magnitude of the current flowing through the array. Thus, $E_L$ needs to be large enough to prevent the CPs from accumulating on one side of the chain, similar to what happens in an open system, suppressing the charge pumping. In the Floquet framework, this can be understood by observing the winding of the quasienergies associated with Floquet states with the highest occupation. When the charge is quantized and the driving is sufficiently slow, there is a clear correspondence between Floquet states and energy eigenstates, leading to an almost perfect fidelity $N_0 \approx 1$, for any value of the phase difference $\phi$. Instead, when $E_L < J_0$, there are multiple Floquet states that display a large overlap with the initial ground state, as shown in Fig. 8(b), which might interfere destructively. Moreover, large avoided crossings appear in the spectrum as $\phi$ changes, further suppressing quantized transport.

We conclude that, in order to avoid additional non-adiabatic corrections to the pumped charge, $E_L$ must be larger than the single-particle band gap of the chain.
3.3 Nearest-neighbor interactions

Differently from the most common trapped ultracold atom systems \([23]\), JJAs can be characterized by sizeable nearest-neighbor interactions. These interactions are bounded by \(E_{CC} < E_C\), however, in the hardcore limit, they can be highly relevant because nothing prevents \(E_{CC}\) from being of the same order of \(J_0\) or the single-particle gap. For hardcore bosons, the nearest-neighbor interaction reads:

\[
\hat{H}_{\text{int}}(t) = E_{CC} \sum_{j=1}^{M-1} \left( \hat{b}^+_j \hat{b}_j - n_{g,j}(t) \right) \left( \hat{b}^+_j \hat{b}_j + \hat{b}^+_j \hat{b}_{j+1} - n_{g,j+1}(t) \right).
\]  

(24)

\(\hat{H}_{\text{int}}\) has two effects on the chain: a static repulsion, \(E_{CC} \hat{b}^+_j \hat{b}_j \hat{b}^+_j \hat{b}_{j+1} \hat{b}_j \hat{b}_{j+1}\), and a shift in the chemical potential, \(-E_{CC}(n_{g,j-1} + n_{g,j+1})\), due to the charge of the neighboring islands.

In Fig. 9 we plot the pumped charge \(Q_{\infty}(\phi = 0)\) at the onset of the clipped regime \((\delta J = J_0)\), as a function of both \(E_L\) and \(E_{CC}\). \(Q_{\infty}\) is remarkably stable against the nearest neighbor interactions and there is a wide region of the phase diagram where the pumped charge is quantized. The role of \(E_{CC}\) seems indeed to be negligible for the Rice-Mele pumping: although the Hamiltonian \(H_{\text{RM,tot}}\) does not conserve the CP number, its many-body ground states are in good approximation half-filled states where CPs are localized on every other SC island for most of the driving protocol. Therefore, the role of the interaction is marginal. For realistic ranges of \(E_{CC}\), our simulations indicate that the nearest-neighbor interactions do not cause any topological phase transition in the effective 2D Floquet topological insulating state that determines the onset of the quantization of the pumped charge.

4 Results of the Harper-Hofstadter model

The HH model contains two main differences from the RM model. First, its implementation does not require modulation of the tunneling amplitudes but only of the induced charges. This
makes it more suitable for experimental implementations but, at the same time, more susceptible to finite-size effects since this protocol does not rely on any dimerization. Second, when the Aharonov-Bohm phase $\Phi$ is set to $2\pi/3$, the model displays two insulating phases with opposite Chern numbers and filling $1/3$ and $2/3$.\footnote{The appearance of topological bands with nonzero Chern numbers is not limited to $\Phi = 2\pi/3$ but holds for any rational value of the flux $\Phi = 2\pi p/q$, with $p, q \in \mathbb{N}$, which results in up to $q$ non-overlapping bands.} This implies that by varying the parameter $\bar{\mu}$ in Eq. (13), it is possible to invert the direction of the pumped charge. The two insulating states correspond to intervals in $\bar{\mu}$ with bounds approximately given by the band gaps. These states are separated by a gapless phase in which pumping is not quantized. In addition, since the topological insulating Floquet states of the HH model appear at fillings $1/3$ and $2/3$, the role of nearest-neighbor interaction is less trivial than in the RM model where interactions favor, to a certain extent, the dimerization characterizing the half-filled topological state. In the hardcore boson limit, however, a more careful analysis shows that the two insulating phases of the HH model are related by a particle-hole-like symmetry which is fulfilled also in the presence of the nearest-neighbor interaction in Eq. (24). This symmetry is defined by
\begin{align*}
\hat{b}_r &\rightarrow \hat{b}_r^\dagger, \\
n_{g,j} &\rightarrow 1 - n_{g,j}.
\end{align*}
The second equation corresponds to the mapping $\mu_{0,j} \rightarrow -\mu_{0,j}$ and $t \rightarrow t + \pi/2$. This symmetry relates states with complementary fillings and implies that the pumped charge changes sign when reflecting $n_{g,j}$ around $\frac{1}{2}$. In particular, this holds for any value $E_{CC}$, implying that the effect of the interaction is insensitive to the average charge density. To control the filling factor and, therefore, the direction of the current, we tune the offset of the chemical potential $\mu$ through the average value of the induced charge during one driving period:
\begin{equation}
\bar{n}_g = C^g V_0 = \frac{1}{2} - \frac{\bar{\mu}}{2E_C}.
\end{equation}
Here we consider, for simplicity, uniform $C^g$ and $V_0$ across the chain.

To investigate the stability of Thouless pumping in the presence of interactions, we consider the dynamics dictated by the Hamiltonian
\begin{equation}
\hat{H}_{HH,\text{tot}}(t, \phi) = \hat{H}_{HH}(t) + \hat{H}_b(\phi) + \hat{H}_\text{int}(t),
\end{equation}
defined by the Hamiltonians in Eqs. (13), (15) and (24) with the drive obtained by a modulation of the induced charge with position-dependent phases $\chi_j = 2\pi j/3$. We calculate the charge using Eq. (21): the system is initialized in the ground state of the Hamiltonian in Eq. (28) at $t = 0$ and the time dependence of the Floquet states is computed by solving numerically the Schrödinger equation.

We first examine the pumping for values of $\bar{\mu}$ where the system lies deep in one of the Floquet topological insulator phases. Fig. 10 shows the behavior of $\bar{Q}$ as a function of the lead coupling $E_L$ for different values of the nearest-neighbor interactions, up to half the charging energy, $E_{CC} < E_C/2 = 2E_j$. The behavior is qualitatively analogous to that observed for the RM pumping with clipped modulation (compare Fig. 8(a) and Fig. 10): a good quantization of $\bar{Q}$ is achieved for sufficiently strong $E_L \gtrsim 0.4E_j$. Importantly, even strong interactions ($E_{CC} = 1.9E_j$ in the data) do not significantly alter the behavior of the pumped charge, which appears remarkably stable.

We emphasize that for the HH model, averaging over the phase difference $\phi$ is necessary to obtain the predicted quantization of the pumped charge since we consider small system sizes ($M = 6, 9$). This is caused by the winding of the eigenenergies of the populated Floquet states, displayed in Fig. 11. For the most occupied state at filling $1/3$ [panel (a)] the quasienergy
winds three times in the positive direction and twice in the negative direction, resulting in a total winding number $+1$. Panel (b) in Fig. 11 shows instead the opposite winding for the gapped phase at filling $2/3$, corresponding to pumping in the opposite direction. In both cases, the current $\partial_\phi \mathcal{E}(\phi)$ strongly depends on $\phi$ and even changes sign (see Fig. 12(a) for the state at filling $1/3$). Therefore, a quantized pumping can be obtained only by averaging over $\phi$. This is a characteristic of small-size systems. By comparing the results for $M = 6$ and $M = 9$ in Fig. 12(a) we see that the phase dependence considerably decreases with the chain length. However, in general, the HH model is considerably more influenced by finite-size effects than the RM model in the clipped regime (see Fig. 5 for comparison).

In an experimental setup, control over the voltage offset $V_0$ of the side gates provides a possibility of interpolating between the two gapped phases and exploring the phase diagram of the system as a function of $\bar{\mu}$ (Fig. 12(b)): our results clearly show the appearance of the two topological Floquet phases with quantized charge $\bar{Q} = \pm 1 \cdot 2e$ both without interactions, $E_{CC} = 0$, and for strong interactions, $E_{CC} = E_J/2$. A large value of $E_{CC}$ seems indeed to be beneficial for the stability of the topological phases, as it increases the width of the plateaus where the pumped charge is quantized.

In the data of Fig. 12(b), the symmetry in Eqs. (25) and (26) is not exactly reflected. The discrepancy results from the fact that the initial time of the pumping protocol is the same for all values of $\bar{\mu}$. The missing translation $t \rightarrow t + \tau/2$ violates the requirement (26), but the effect is only seen when $\bar{\mu}$ is close to the band extrema and the initial conditions strongly affect the pumping outcome. This strong dependence is shown explicitly in the inset of Fig. 12(b), where $\bar{Q}$ fluctuates with $\bar{n}_z$ around the transition between the gapless metallic states ($\bar{n}_z \approx 0.35$) and the Floquet topological insulator, ($\bar{n}_z \gtrsim 0.35$). Indeed, when $\bar{\mu}$ lies close to a topological band edge, a small change in the SC phase difference $\phi$ can change the initial state between being either metallic or insulating. Consequently, $Q_{\infty}(\phi)$ has discontinuities in $\phi$ and its phase average $\bar{Q}$ strongly depends on the driving frequency, the precise sampling of $\phi$, and the system size, which is reflected in the single-particle level spacing within the bands.

We show this irregular behavior in Fig. 12(a), where we plot the infinite-time-averaged pumped charge $Q_{\infty}$ as a function of the SC phase $\phi$. A comparison of the data obtained at the edge ($\bar{n}_z = 0.35$, orange triangles) and inside ($\bar{n}_z = 0.4$, teal circles) the topological phase clearly shows the different role of $\phi$ in the two cases. While the amplitude of the variation of $Q_{\infty}$ is the same, in the topological phase the pumped charge has a smooth dependence on $\phi$ and it oscillates around the quantized value $\bar{Q} = 1$ marked by the horizontal dashed line.

Figure 10: Pumped charge $\bar{Q}$ as a function of the coupling with the leads $E_L$ for different values of the nearest-neighbor interaction. The data are obtained with parameters $M = 6$, $E_C = 4E_J$, $\delta \mu = E_J$, and $\omega = 0.01E_J$, in the gapped topological phase at filling 1/3.
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Figure 11: Winding of the quasienergies of the many-body populated state as a function of the lead phase difference $\phi$. (a) Winding in the gapped phase at filling $1/3$ ($\bar{n}_g = 0.4$). We observe that the quasienergy winds three times in the positive direction and twice in the negative direction, corresponding to a Chern number $C_1 = 1$ of the lowest band. (b) Winding in the phase at filling $2/3$ ($\bar{n}_g = 0.6$). The winding is opposite with respect to panel (a).

On the edge between the metallic and the insulating phase, on the other hand, $Q_\infty$ has many discontinuities that are reflected in the fluctuations of $\dot{Q}$ in the inset of panel (a).

5 Experimental implementation of the pumping schemes

The analysis presented in the previous sections and the observation of a quantized Thouless pumping rely on several constraints, important in devising an experimental realization of the presented models.

The most fundamental parameter in both driving protocols is the frequency $\Omega$. On one side, $\Omega$ determines the ideal pumped current $I = 2e\Omega C$; therefore, in order to obtain clearly measurable currents ($I \gtrsim 10pA$), we require $\Omega \gtrsim 300MHz$. On the other, the frequency determines the onset of nonadiabatic errors, typically scaling as $(\hbar\Omega/E_g)^2$. Therefore $\Omega$ must be sufficiently small compared to the many-body gaps $E_g$, although the presence of dissipation might mitigate this requirement by suppressing some of the nonadiabatic corrections [56]. For both the RM model with clipped modulation and the HH model at $\Phi = 2\pi/3$, the gap is given by the minimum between $2\delta\mu$ and a Josephson term proportional to $E_J$ (for sufficiently large $E_J$). $\delta\mu$ is proportional to $E_C$, and to enter the regime of quantized pumping it is necessary that $E_C \gtrsim E_J$. $E_J$ can be tuned more easily than $E_C$, for example by applying a suitable voltage to a global gate as in the devices analyzed in Ref. [10]. Therefore, we consider the charging energy as the limiting factor in determining the gap which, for small superconducting islands, is approximately of the order of $\hbar 30 \text{ GHz}$ [47]. This poses an upper limit to the frequency, $\Omega \lesssim 10$ GHz, to avoid excessive nonadiabatic errors. The frequency range $\Omega \in (300 \text{ MHz}, 10 \text{ GHz})$ of the voltage drive of the electrostatic gates can be explored with standard waveform generators.

The RM model has the disadvantage of requiring modulation of both the induced charges and the Josephson couplings. This can be particularly challenging as the cutter gates controlling the Josephson energies may additionally induce charge on the neighboring islands. Such an effect can, however, be compensated with suitable corrections of the voltages $V_g$ of the side gates. At the same time, the RM model displays, for $M = 6$ islands, smaller finite-size effects
Figure 12: Pumped charge in the hardcore boson HH model. (a) Dependence of the pumped charge on the phase difference $\phi$ for chains of $M = 6$ and $M = 9$ islands around the transition $\bar{n}_g = 0.35$ (orange) and in the topological insulating phase $\bar{n}_g = 0.4$ (teal and maroon). (b) Averaged pumped charge $\bar{Q}$ for $M = 6$ islands. The blue curve corresponds to vanishing nearest-neighbor interactions. The orange curve is obtained for $E_{CC} = E_J/2$. Interactions extend the Floquet topological phases. Inset: fluctuations of $\bar{Q}$ close to the transition between the metallic and the topological insulating phases for $E_{CC} = 0$.

than the HH model, and, in particular, does not show a strong dependence of the pumped charge $Q_{\infty}$ on the lead phase $\phi$, especially in the clipped regime. For the same number of superconducting islands, the HH model requires control of only half of the electrostatic gates but displays instead a very strong dependence on the phase $\phi$ for $M = 6$ [Fig. 12(a)]. To avoid this limitation, two strategies can be envisioned: either implementing the pumping in longer chains, or embedding the system in a device that allows for averaging in time over the phase $\phi$, similar to the proposals of Refs. [50,57].

Concerning the scalability of the HH model at flux $2\pi/q$, only $q$ independent voltage signals are needed for SC chains sufficiently uniform, such that the capacitances $C_{gj}$ and charging energies present only minor variations along the system. These $q$ signals need then to be distributed across suitable gate structures.

Regarding the averaging over the phase $\phi$, several options can be envisioned. The first possibility is based on introducing a suitable voltage bias $V_b$ between the two external SC leads (see Ref. [50]). This yields a linear winding of the phase $\phi$ with period $\tau_\phi = h/2eV_b$. The number of pumped CPs in this period is given by $Q(\tau_\phi) = C\Omega\tau_\phi$, and the average over the phase $\phi$ is suitably implemented if $\Omega\tau_\phi \gg 1$. An alternative method would require instead to embed the HH Josephson junction chain in a superconducting ring, in order to impose a phase bias $\phi$ that can be varied in time through a driven magnetic flux.

In our analysis of short Josephson junction chains, we did not consider explicitly the role of disorder. For both the RM Hamiltonian (9) and the HH Hamiltonian (13), the onsite disorder corresponds to a position dependence of the time-independent part of $\mu_j$ in Eq. (8). This can be caused by non-uniform capacitances $C_{gj}$ and a failure in balancing them with the voltages $V_{0j}$. The effect of this kind of disorder on Thouless pumping has been extensively studied (see, for instance, Refs. [34–37]); in general, the quantization of the pumped charge is robust as long as the random variations of the onsite potential are weaker than the energy gap. In Coulomb-blockaded JJAJs, the disorder amplitude of the onsite energy depends on the variance of $E_{C\bar{n}_g}$, whereas the energy gaps are determined by the Josephson energies. Therefore, to approach an accurate quantization of the pumped charge, we need to consider a balance between the following competing constraints.
On one side, the ratio $E_C/E_J$ cannot be too large. Specifically, the standard deviation of the island-dependent $E_C \bar{n}_g$ (where $\bar{n}_g$ represents the targeted $n_g$ average) must be considerably smaller than $\delta J$ and $E_J$ in the RM and HH pumping schemes, respectively. Our calculations rely on the CP hardcore assumption $E_C \gg E_J$; however, numerical investigations [39] of the RM model with interactions of the form (2) reveal that the RM Floquet topological insulator phase survives even when the ratio $E_C/\delta J$ decreases to $E_C/\delta J \sim 3$ if $\delta \mu$ is sufficiently strong. Therefore, keeping a moderate value of $E_C/E_J \gtrsim 3$ may be beneficial to reduce onsite disorder and nonadiabatic effects. On the other side, the Josephson energies cannot exceed the threshold corresponding to the insulator-SC transition in the static case. Thouless pumping can indeed be realized only when the instantaneous energy spectrum of the system and the related ground states at each time $t$ correspond to insulating phases.

A different kind of disorder characterizing JJAs are random variations in the Josephson energies and, in the RM model, differences in the functions $E_{J,j}(V_{\text{c}})$ associated with the junctions along the chain. Also in this case, the related disorder in the hopping terms of Eq. (6) becomes detrimental for an accurate quantization of Thouless pumping when the amplitude becomes comparable with the energy gaps of the systems.

Given the accuracy of the lithographic techniques adopted for the fabrication of hybrid JJAs, however, we expect the typical disorder amplitudes in the Josephson energies to be below 10% (see related experimental estimates in Ref. [58]). A disorder strength in this range is not harmful for the implementation of Thouless pumping as it is way below the necessary threshold to close the many-body gap and suppress quantized transport.

6 Conclusion

Motivated by recent advances in fabrication techniques, we numerically investigated possible driving protocols to implement topological Thouless pumping in short 1D arrays of tunable Josephson junctions. We considered the JJAs to be in a Coulomb-blockaded regime, where the charging energy of each SC island and the SC gap are the dominant energy scales, allowing us to approximate CPs as hardcore bosons. To study quantized transport in the long-time regime, we connected the array to two grounded SC leads, breaking the conservation of particle number. We used Floquet theory to extract the pumped charge at a small but finite driving frequency in the limit of an infinite number of driving cycles.

We focused on two prototypical models for topological quantum pumping, the periodically driven Rice-Mele and Harper-Hofstadter models. For both, we analyzed the role played by the coupling with the SC leads and their phase bias, as well as the effect of nearest-neighbor interactions originating from cross-capacitance between the SC islands. These ingredients are specific to the solid-state implementation of Thouless pumping with JJAs, and they extend the recent analyses of the role of interactions in Floquet topological insulators inspired by ultracold-atom experiments [23, 27, 39]. Furthermore, their understanding is essential for a successful experimental realization of topological quantized transport in hybrid SC-SM devices. Both models display remarkable robustness with respect to nearest-neighbor interaction which does not affect the transport properties, even when it becomes larger than the Josephson tunneling. Moreover, the coupling to the leads helps to stabilize transport as it gaps out the zero-energy edge modes, which would otherwise appear in an open chain, and allows for an adiabatic evolution at sufficiently low driving frequency.

In the RM model, finite-size effects are most easily suppressed in a clipped driving regime where the modulation of the Josephson coupling is tuned such that the SM substrate below the Josephson junctions is depleted at half periods, effectively dimerizing the chain. However, the implementation requires simultaneous tuning of both the Josephson couplings and the charge...
induced on each island, resulting in a more complicated experimental protocol.

The HH model, on the other hand, requires fewer control gates as the Josephson couplings are constant in time. The drawback is that for small system sizes ($M = 6, 9$ islands) we find that it is necessary to dynamically average over the phase difference of the external leads to obtain a good quantization of the pumped charge. This behavior appears analogous to previous proposals to achieve quantized pumping in short Josephson junction chains [50]. However, even at constant phase bias, the discrepancies from the ideal quantized case rapidly decrease with the system size. Moreover, the HH model displays a richer topological phase diagram since the number of bands with nontrivial Chern number depends on the effective magnetic flux $\Phi$ which in turn is determined by the position-dependence of the on-site energy modulation. In the simplest scenario, where $\Phi = 2\pi/3$, the tuning of the average induced charge $\bar{n}_x$ on the SC islands allows for control of the chemical potential. Tuning this to lie in different band gaps leads to a quantized current flowing in different directions.

Our results suggest that quantized Thouless pumping is experimentally accessible with the recently developed SC-SM JJAs, paving the way for a new generation of experiments investigating topological transport in Floquet systems as an alternative to ultracold-atom approaches. However, there are several further effects worth investigating to improve our analysis. First, one could relax the hardcore boson approximation and allow for a standard onsite repulsion, which has been studied for the RM model with periodic boundaries [38–40, 59]. We expect that an intermediate ratio $E_C/E_J \gtrsim 3$ is beneficial for experimental realizations because it would mitigate the effects of disorder in the induced charges without driving the system away from its insulating phases. In this situation, our estimates indicate that driving frequencies $\Omega \gtrsim 300$MHz result in currents $I \gtrsim 10$pA without introducing excessive non-adiabatic effects. Another important element to consider is the possible presence of longer-range interactions. Indeed, the inverse of the capacitance matrix is approximately tri-diagonal only if the self-capacitance of the SC islands is much larger than their cross-capacitance. While this can be a reasonable approximation, depending on the geometry of the JJA, it is important to examine the pumping robustness when it breaks down. Far from being necessarily a problem, longer-range electrostatic interactions can be exploited to study the transport of fractions of CPs pumped at each cycle [57]. Finally, solid-state devices are subject to many decoherence channels, either due to quasiparticle poisoning, incoherent tunneling, charge noise, or scattering from crystal defects and imperfect interfaces. While precise modeling of these effects is prohibitive, an interesting future perspective is investigating the robustness of quantized transport with respect to simpler decoherence mechanisms, such as local dissipation or dephasing, similarly to Ref. [56], or incoherent coupling between the external (superconducting or normal) leads and the SC islands of the JJA.
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Conclusion and outlook
The central idea and backbone of this thesis on parafermions (PF) is that for $\mathbb{Z}_6$ PFs, it is possible to separate their sixfold degree of freedom into a fermionic parity and a fractional part, allowing for transport spectroscopy with electrons that conserves and even reflects the fractional character. The suggested setups were heavily inspired by theoretical proposals [11, 12] and experimental results [20, 43] on the combination of superconductors and fractional quantum Hall (FQH) systems.

We argued that, unlike the Majorana fermions which are only described by the fermionic parity, the PFs retain a topologically protected charge under a current readout that, for the grounded two-terminal device considered in Sec. 2.1, in part distinguishes the ground states. This relies on a splitting of the PF energy levels set by the interaction strength and the phase $\phi$ in the PF Hamiltonian. A more detailed analysis could estimate how much this phase can deviate from the optimal value for a given PF interaction strength, coupling to the external lead and temperature. We proposed also a Coulomb-blockaded PF device that could provide complementary signatures of PFs – also through transport measurements. As a function of the induced charge in the superconducting island the zero-bias conductance displays patterns that depend on the induced pairing between the edge modes of the FQH system. For low temperatures we expect that this conductance will display six peaks repeating every $2e$ of the induced charge, and with stronger pairing of the edge modes this will evolve into an $e/3$-periodic pattern that reflects the non-trivial topology of the system. Both the grounded and floating PF devices rely on the ability to couple up to two metallic leads to the PFs while limiting the coupling to the SC by an insulating barrier, which could be challenging to construct.

After this we studied the grounded PF device in greater detail by characterising its dynamics. By the stochastic quantum jump method and the introduction of jump operators, we were able to numerically calculate trajectories of the state evolution as well as the current through the external lead. We saw how a current measurement becomes a projective measurement of the fractional part of the $\mathbb{Z}_6$ PFs and were able to estimate the projection time into the charge sectors. We found that this time was very sensitive to the initial state of the system. We included noise in both numerical and analytical calculations which indicated that the three fractional sectors can be distinguished by current measurements. One could use the same stochastic method to study more general noise effects such as drifting of the physical parameters.

We then extended the formalism to include also jump operators describing a coupling to a bath of fractional quasiparticles. That way we were able to quantify the effect of poisoning, and we considered the external edges of the FQH system to be the source of $-e/3$ charges changing the otherwise protected charge of the PFs. For a weak poisoning rate with respect to the current measurement rate, we found that the jumps of fractional charges in and out of the PF system would show themselves in a three-level telegraph noise in the current. Furthermore, by tuning the voltage bias of the external lead, it is possible to shift the telegraph noise between being three- or two-level.

In order to examine also coherent poisoning sources we modelled an antidot in the bulk of the FQH liquid. We considered the antidot to be small and thus effectively described as a two-level system which would give rise to a two-level telegraph noise in a current readout when coupled weakly to the PFs. We argued that additional signatures of PFs could be obtained by deliberately creating a tunable antidot near the PFs and use this as a manipulation tool to have controlled transitions between the three fractional charge states of the PFs. Furthermore, by tuning the size of the antidot, this type of poisoning as well could lead to both a two-level and three-level current telegraph noise. For both types of poisoning sources we identified conditions on the couplings to the external lead and the poisoning sources as well as on the temperature for the observation of the discussed phenomena. A more rigorous statistical analysis could provide better quantitative
limits on the noise that can be tolerated to still distinguish the three sectors and on the maximum strength of poisoning rates to see the current jumps. One would then also find the time required to say with confidence that the system is in a certain charge sector.

Finally, we enlarged the system and considered four $Z_6$ PFs and used the developed methods to propose and examine a quench protocol to test the associativity of the PF fusion rules. We obtained statistics of the associativity matrix for the $Z_3$ degree of freedom of the PFs and proposed a physical device where PF couplings can be tuned in order to realise this protocol. The transmon construction could be challenged by the large magnetic field required for the FQH system, but with a material like niobium nitride, which according to Ref. [20] can sustain the large fields, it could possibly still be realised. Like for the two-PF device, we neglected the Lamb shift which may not be justified for the four PFs that have close-to-degenerate levels. A more rigorous analysis should include this effect.

The results of this thesis provide indications for future experiments on PFs and will hopefully contribute to the discussion and theories of PFs. Although the analyses are not straightforwardly extended to other modes such as e.g. $Z_{10}$ PFs since we relied on the 'simple' FQH state with filling factor $\nu = 1/3$, the results could be generalised for example to include additional leads or quantum dots. Additionally, one could employ the developed methods in more complex devices to test the braiding properties of PFs.
Appendix A: Details of the introduction

In this appendix we show details of the mapping (Eq. (1.18)) between parafermions (PFs) and the clock operators:

\[ \alpha_{2j-1} = \sigma_j \prod_{i<j} \tau_i, \quad \alpha_{2j} = -e^{i \frac{\pi}{N}} \tau_j \sigma_j \prod_{i<j} \tau_i. \] 

(A.1)

With the above transformation, we can reproduce the PF properties listed in Sec. 1.1. First we show Eq. (1.1), that is \( \alpha^N = 1 \), exploiting the unitarity of the clock operators (Eq. (1.14)) and their commutation relations (Eq. (1.15)):

\[ \alpha_{2j-1}^N = \sigma_j^N \prod_{i<j} \tau_i^N = 1, \quad \left( \alpha_{2j-1}^{\dagger} \right)^N = \left( \prod_{i<j} \left( \tau_i^\dagger \right)^N \right) \left( \sigma_j^\dagger \right)^N = 1. \] 

(A.2)

\[ \alpha_{2j}^N = (-1)^{N+1} \left( \tau_j \sigma_j \tau_j \sigma_j \ldots \tau_j \sigma_j \right) \prod_{i<j} \tau_i^N = (-1)^{N+1} \tau_j^N \sigma_j^N \left( e^{i \frac{2\pi}{N}} \right)^{\Sigma_{n=1}^{N-1} n} = (-1)^N \left( e^{i \frac{\pi}{N}} \right)^{N(N-1)/2} = (-1)^2 = 1. \] 

(A.3)

\[ \left( \alpha_{2j}^{\dagger} \right)^N = (-1)^{N+1} \left( \prod_{i<j} \left( \tau_i^\dagger \right)^N \right) \left( \sigma_j^{\dagger \dagger} \tau_j^{\dagger \dagger} \sigma_j^{\dagger \dagger} \ldots \sigma_j^{\dagger \dagger} \tau_j^{\dagger \dagger} \right) = (-1)^{N+1} \left( e^{-i \frac{\pi}{N}} \right)^{N(N-1)/2} = 1. \] 

(A.4)

Next, we show the unitarity (Eq. (1.2)):

\[ \alpha_{2j-1}^{\dagger} = \left( \prod_{i<j} \tau_i^{\dagger} \right) \sigma_j^{\dagger}, \]

\[ \alpha_{2j-1}^{N-1} = \sigma_j^{N-1} \prod_{i<j} \tau_i^{N-1} = \sigma_j^{\dagger} \prod_{i<j} \tau_i^{\dagger} = \alpha_{2j-1}^{\dagger}. \] 

(A.5)

\[ \alpha_{2j}^{\dagger} = -e^{-i \frac{\pi}{N}} \left( \prod_{i<j} \tau_i^{\dagger} \right) \sigma_j^{\dagger} \tau_j^{\dagger}, \]

\[ \alpha_{2j}^{N-1} = (-1)^{N-1} e^{i \pi} e^{-i \frac{\pi}{N}} \left( \tau_j \sigma_j \ldots \tau_j \sigma_j \right) \prod_{i<j} \tau_i^{N-1} = (-1)^N e^{-i \frac{\pi}{N}} \sigma_j^{N-1} \tau_j^{N-1} \left( e^{-i \frac{2\pi}{N}} \right)^{\Sigma_{n=1}^{N-1} n} \prod_{i<j} \tau_i^{\dagger} \]

\[ = (-1)^N e^{-i \frac{\pi}{N}} e^{-i \pi(N-1)} \sigma_j^{\dagger} \tau_j^{\dagger} \prod_{i<j} \tau_i^{\dagger} = -e^{-i \frac{\pi}{N}} \sigma_j^{\dagger} \tau_j^{\dagger} \prod_{i<j} \tau_i^{\dagger} = \alpha_{2j}^{\dagger}. \] 

(A.6)
And finally, we show the PF commutation relation \( \alpha_i \alpha_j = \alpha_j \alpha_i e^{i \frac{2\pi}{N} \Theta(j - i)} \) from clock operators. We check for all three combinations of even and odd site PFs (here \( \Theta(x) \) denotes the Heaviside step function):

\[
\alpha_{2j-1} \alpha_{2k-1} = \sigma_j \left( \prod_{i<j} \tau_i \right) \sigma_k \left( \prod_{l<k} \tau_l \right) = \sigma_k \sigma_j \left( \prod_{i<j} \tau_i \right) \left( \prod_{l<k} \tau_l \right) e^{-i \frac{2\pi}{N} \Theta(j-k)}
\]

\[
= \sigma_k \left( \prod_{l<k} \tau_l \right) \sigma_j \left( \prod_{i<j} \tau_i \right) e^{-i \frac{2\pi}{N} \Theta(j-k)} e^{i \frac{2\pi}{N} \Theta(k-j)} = \alpha_{2k-1} \alpha_{2j-1} e^{i \frac{2\pi}{N} \Theta(k-j)} . \tag{A.7}
\]

\[
\alpha_{2j-1} \alpha_{2k} = \sigma_j \left( \prod_{i<j} \tau_i \right) \left( -e^{i \frac{2\pi}{N}} \right) \tau_k \sigma_k \left( \prod_{l<k} \tau_l \right) = -e^{i \frac{2\pi}{N}} \tau_k \sigma_j \left( \prod_{i<j} \tau_i \right) \sigma_k \left( \prod_{l<k} \tau_l \right) e^{i \frac{2\pi}{N} \delta_{jk}}
\]

\[
= -e^{i \frac{2\pi}{N}} \tau_k \sigma_j \left( \prod_{l<k} \tau_l \right) \sigma_j \left( \prod_{i<j} \tau_i \right) e^{i \frac{2\pi}{N} \delta_{jk}} e^{-i \frac{2\pi}{N} \Theta(j-k)} e^{i \frac{2\pi}{N} \Theta(k-j)} = \alpha_{2k} \alpha_{2j-1} e^{i \frac{2\pi}{N} \delta_{jk}} e^{i \frac{2\pi}{N} \Theta(k-j)} . \tag{A.8}
\]

\[
\alpha_{2j} \alpha_{2k} = e^{i \frac{2\pi}{N}} \tau_j \sigma_j \left( \prod_{i<j} \tau_i \right) e^{i \frac{2\pi}{N}} \tau_k \sigma_k \left( \prod_{l<k} \tau_l \right) = e^{i \frac{2\pi}{N}} \tau_k \tau_j \sigma_j \left( \prod_{i<j} \tau_i \right) e^{i \frac{2\pi}{N}} \sigma_k \left( \prod_{l<k} \tau_l \right) e^{i \frac{2\pi}{N} \delta_{jk}}
\]

\[
= e^{i \frac{2\pi}{N}} \tau_k \sigma_k \tau_j \sigma_j \left( \prod_{l<k} \tau_l \right) e^{i \frac{2\pi}{N}} \left( \prod_{i<j} \tau_i \right) e^{i \frac{2\pi}{N} \delta_{jk}} e^{-i \frac{2\pi}{N} \Theta(j-k)} e^{-i \frac{2\pi}{N} \Theta(k-j)} = \alpha_{2k} \alpha_{2j} e^{i \frac{2\pi}{N} \Theta(k-j)} . \tag{A.9}
\]

The remaining properties follow from these.

With the transformation in Eq. (1.18), we show here how the quantum clock model Hamiltonian expressed in PF operators is mapped back to clock operators:

\[
H_{q, \text{clock}} = \sum_{j=1}^{L-1} \left( e^{i \frac{2\pi}{N}} \sigma_j^+ \alpha_{2j+1} + \text{H.c.} \right) + \mathcal{H} \sum_{j=1}^{L} \left( e^{i \frac{2\pi}{N}} \alpha_{2j}^+ \alpha_{2j} + \text{H.c.} \right)
\]

\[
= -J \sum_{j=1}^{L-1} \left( e^{i \frac{2\pi}{N}} e^{-i \frac{2\pi}{N}} \left( \prod_{i<j} \tau_i^+ \right) \sigma_j^+ \tau_j \sigma_{j+1} \left( \prod_{i<j+1} \tau_i \right) + \text{H.c.} \right)
\]

\[
- \mathcal{H} \sum_{j=1}^{L} \left( e^{i \frac{2\pi}{N}} \left( \prod_{i<j} \tau_i^+ \right) \sigma_j^+ e^{i \frac{2\pi}{N}} \tau_j \sigma_{j} \left( \prod_{i<j} \tau_i \right) + \text{H.c.} \right)
\]

\[
= -J \sum_{j=1}^{L-1} \left( \sigma_j^+ \sigma_{j+1} \left( \prod_{i<j+1} \tau_i^+ \right) \left( \prod_{i<j} \tau_i \right) + \text{H.c.} \right)
\]

\[
- \mathcal{H} \sum_{j=1}^{L} \left( e^{i \frac{2\pi}{N}} \sigma_j^+ \tau_j e^{-i \frac{2\pi}{N}} \left( \prod_{i<j} \tau_i^+ \right) \left( \prod_{i<j} \tau_i \right) + \text{H.c.} \right)
\]

\[
= -J \sum_{j=1}^{L-1} \left( \sigma_j^+ \sigma_{j+1} + \sigma_j^+ \sigma_{j+1} \right) - \mathcal{H} \sum_{j=1}^{L} \left( \tau_j + \tau_j^+ \right) . \tag{A.10}
\]
Appendix B: Details of the readout of parafermionic states

Here we present details of a few calculations and equations from Ch. 2. First, we show explicitly how the reduced charge number operator \( \tilde{\eta} \) can be expressed in terms of the operator \( \tilde{q} \) as stated in Eq. (2.4). Starting from Eq. (2.3) for the parafermion parity, we have

\[
e^{i\frac{\pi}{2}\tilde{q}} = -i \gamma_1 \gamma_2 e^{i\frac{\pi}{2}\tilde{q}} = -i \left( a_1^+ \right)^3 \left( a_2^+ \right)^3 e^{i\frac{\pi}{2}} a_1^+ a_2 = -i e^{-i\frac{\pi}{2}} \left( a_1^+ \right)^2 \left( a_2^+ \right)^2 e^{i\frac{\pi}{2}}.
\]

(B.1)

In the second equality we used the rewriting \( e^{-i\frac{\pi}{2}} a_1^+ a_1 = e^{-i\frac{\pi}{2}} \tilde{q} \) from Eq. (1.13) and in the third equality the commutation relation of the parafermions and their unitarity (Eqs. (1.2) and (1.5)). Exploiting the same unitarity to write \((\alpha_i^+)\) we obtain

\[
e^{i\frac{\pi}{2}\tilde{q}} = -i e^{-i\frac{\pi}{2}} \left( e^{i\frac{\pi}{2}} \right)^2 \left( a_1^+ \right)^4 e^{i\frac{\pi}{2}} = -i e^{-i\frac{\pi}{2}} \left( a_2^+ \right)^2 e^{i\frac{\pi}{2}} = -i \left( a_2^+ a_1^+ \right)^2.
\]

(B.2)

Second, we calculate the zero-temperature differential conductance in Eq. (2.14) from the scattering matrix in Eq. (2.12). As defined in Eq. (2.10), the coupling matrix is

\[
W = \frac{1}{2} \begin{pmatrix} W_{11} & W_{12} \\ W_{21} & W_{22} \end{pmatrix}, \quad W_{11} = -W_{22} = i \eta_1 - \eta_2 e^{i\tilde{k}}, \quad W_{12} = -W_{21} = i \eta_1 - \eta_2 e^{-i\tilde{k}}.
\]

(B.3)

Introducing \( M^{-1} = E - H_{2p}^{BdG}(\tilde{q}) + i \pi v_f W W^\dagger \), the scattering matrix is

\[
S(E) = \mathbb{1} - i 2 \pi v_f W^\dagger MW = \begin{pmatrix} R_{ee} & R_{eh} \\ R_{he} & R_{hh} \end{pmatrix}.
\]

(B.4)

Explicitly,

\[
M = \begin{pmatrix} E - \Delta_\epsilon(\tilde{q}) & 0 \\ 0 & -\Delta_\epsilon(\tilde{q}) \end{pmatrix} + \frac{i \pi v_f}{4} \begin{pmatrix} |W_{11}|^2 + |W_{12}|^2 & -2W_{11} W_{12} \\ -2W_{11} W_{12}^* & |W_{11}|^2 + |W_{12}|^2 \end{pmatrix}^{-1}.
\]

(B.5)

\[
= \begin{pmatrix} E - \Delta_\epsilon(\tilde{q}) & \frac{i \pi v_f}{2} \left( \eta_1^2 + \eta_2^2 \right) \\ 0 & -\Delta_\epsilon(\tilde{q}) \end{pmatrix} + \frac{i \pi v_f}{2} \begin{pmatrix} \eta_1^2 + \eta_2^2 & \eta_1^2 - \eta_2^2 + i2\eta_1 \eta_2 \cos(\tilde{\chi}) \\ \eta_1^2 - \eta_2^2 - i2\eta_1 \eta_2 \cos(\tilde{\chi}) & \eta_1^2 + \eta_2^2 \end{pmatrix}^{-1}.
\]
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The factor in front of the last matrix is \( \det(M^{-1}) \). The \( R_{he} \) element of the scattering matrix is therefore

\[
R_{he} = \frac{-i\pi v l}{2 \det(M^{-1})} \left[ -\left( i\eta_1 + \eta_2 e^{i\hat{\chi}} \right) \left( i\eta_1 - \eta_2 e^{i\hat{\chi}} \right) \left( E + \Delta_\varepsilon (\hat{q}) + \frac{i\pi v l}{2} \left( \eta_1^2 + \eta_2^2 \right) \right) \\
+ \left( i\eta_1 + \eta_2 e^{i\hat{\chi}} \right) \left( i\eta_1 + \eta_2 e^{i\hat{\chi}} \right) \frac{i\pi v l}{2} \left( \eta_1^2 - \eta_2^2 + i2\eta_1\eta_2 \cos(\hat{\chi}) \right) \\
+ \left( i\eta_1 - \eta_2 e^{i\hat{\chi}} \right) \left( i\eta_1 - \eta_2 e^{i\hat{\chi}} \right) \frac{i\pi v l}{2} \left( \eta_1^2 - \eta_2^2 - i2\eta_1\eta_2 \cos(\hat{\chi}) \right) \\
- \left( i\eta_1 - \eta_2 e^{i\hat{\chi}} \right) \left( i\eta_1 + \eta_2 e^{i\hat{\chi}} \right) \left( E - \Delta_\varepsilon (\hat{q}) + \frac{i\pi v l}{2} \left( \eta_1^2 + \eta_2^2 \right) \right) \right]
\]

\[
= \frac{-i\pi v l}{\det(M^{-1})} \left[ \left( E + \frac{i\pi v l}{2} \left( \eta_1^2 + \eta_2^2 \right) \right) \left( \eta_1^2 + \eta_2^2 e^{i2\hat{\chi}} \right) - \frac{i\pi v l}{2} \left( \left( \eta_1^2 - \eta_2^2 \right) \left( \eta_1^2 - \eta_2^2 e^{i2\hat{\chi}} \right) + 4\eta_1^2\eta_2^2 \cos(\hat{\chi}) \right) e^{i\hat{\chi}} \right] \\
+ \frac{i\pi v l}{2} e^{i\hat{\chi}} \left( \eta_1^2 + \eta_2^2 \right) \left( \eta_1^2 e^{-i\hat{\chi}} + \eta_2^2 e^{i\hat{\chi}} \right) - \left( \eta_1^2 - \eta_2^2 \right) \left( \eta_1^2 e^{-i\hat{\chi}} - \eta_2^2 e^{i\hat{\chi}} \right) - 4\eta_1^2\eta_2^2 \cos(\hat{\chi}) \right] \\
= \frac{-i\pi v l}{\det(M^{-1})} \left[ E e^{i\hat{\chi}} \left( \eta_1^2 e^{-i\hat{\chi}} + \eta_2^2 e^{i\hat{\chi}} \right) + \frac{i\pi v l}{2} e^{i\hat{\chi}} \left( \eta_1^2 \eta_2^2 \left( e^{i\hat{\chi}} + e^{-i\hat{\chi}} \right) - 4\eta_1^2\eta_2^2 \cos(\hat{\chi}) \right) \right] \\
= \frac{-i\pi v l}{\det(M^{-1})} E \left( \eta_1^2 + \eta_2^2 e^{i2\hat{\chi}} \right). \tag{B.6}
\]

This yields a conductance

\[
G_{\hat{q}}(E) = \frac{2e^2}{h} \frac{(\pi v l)^2}{\left| \det(M^{-1}) \right|^2} E^2 \left( \eta_1^4 + \eta_2^4 + 2\eta_1^2\eta_2^2 \cos(2\hat{\chi}) \right) \\
= \frac{2e^2}{h} \frac{(\pi v l)^2 \left( \eta_1^4 + \eta_2^4 + 2\eta_1^2\eta_2^2 \cos(2\hat{\chi}) \right)}{\left( E^2 - \Delta_\varepsilon^2 (\hat{q}) - (\pi v l \eta_1\eta_2 \sin(\hat{\chi}))^2 \right)^2 + (\pi v l E(\eta_1^2 + \eta_2^2))^2}. \tag{B.7}
\]

Here we show how to obtain the zero-bias conductance \( G_{\hat{q}}(N, N', q, n_L) \) due to sequential tunnelling of single electrons in the case where \( N \) is odd by considering only transitions between states \( |N, N', q\rangle \) and \( |N + 1, N', q\rangle \). We follow Ref. [70] and assume that the occupation probabilities of all other states are zero. The steady state is described by the set of rate equations:

\[
\dot{P}_{N+1} = 0 = -\sum_n \Gamma_{N+1 \rightarrow N, n} P_2 + \sum_n \Gamma_{N, n \rightarrow N+1} P_{N, n}, \tag{B.8}
\]

\[
\dot{P}_{N, n} = 0 = -\Gamma_{N, n \rightarrow N+1} P_{N, n} + \Gamma_{N+1 \rightarrow N, n} P_{N+1, n}, \tag{B.9}
\]

\[
1 = P_{N+1} + \sum_n P_{N, n}, \tag{B.10}
\]

where the rates are defined in Eq. (2.46) and the text after. \( \Gamma_{N+1 \rightarrow N, n} = \Gamma_{N+1 \rightarrow N, n}^L + \Gamma_{N+1 \rightarrow N, n}^R \) etc. Combining Eq. (B.8) and the normalisation (B.10) we obtain

\[
\sum_n \Gamma_{N+1 \rightarrow N, n} \left( 1 - \sum_{n'} P_{N, n'} \right) = \sum_n \Gamma_{N, n \rightarrow N+1} P_{N, n} \rightarrow \tag{B.11}
\]
\[
\sum_n \Gamma_{N+1 \rightarrow N,n} = \sum_n P_{N,n} \left( \Gamma_{N,n \rightarrow N+1} + \sum_{n'} \Gamma_{N+1 \rightarrow N,n'} \right) \\
= \sum_n \frac{\Gamma_{N+1 \rightarrow N,n}}{\Gamma_{N,n \rightarrow N+1}} P_{N+1} \left( \Gamma_{N,n \rightarrow N+1} + \sum_{n'} \Gamma_{N+1 \rightarrow N,n'} \right).
\] (B.12)

Here we inserted Eq. (B.9) for \( P_{N,n} \). The occupation probabilities are then
\[
P_{N+1} = \sum_n \frac{\Gamma_{N+1 \rightarrow N,n}}{\Gamma_{N,n \rightarrow N+1}} \left( \sum_{n'} \frac{\Gamma_{N+1 \rightarrow N,n'}}{\Gamma_{N,n' \rightarrow N+1}} \left( \Gamma_{N,n' \rightarrow N+1} + \sum_{n''} \Gamma_{N+1 \rightarrow N,n''} \right) \right)^{-1} = \left( 1 + \sum_n \frac{\Gamma_{N+1 \rightarrow N,n}}{\Gamma_{N,n \rightarrow N+1}} \right)^{-1},
\] (B.13)

and
\[
P_{N,n} = \frac{\Gamma_{N+1 \rightarrow N,n}}{\Gamma_{N,n \rightarrow N+1}} \left( 1 + \sum_n \frac{\Gamma_{N+1 \rightarrow N,n'}}{\Gamma_{N,n' \rightarrow N+1}} \right)^{-1}.
\] (B.14)

Indeed, the normalisation is fulfilled:
\[
P_{N+1} + \sum_n P_{N,n} = \left( 1 + \sum_n \frac{\Gamma_{N+1 \rightarrow N,n}}{\Gamma_{N,n \rightarrow N+1}} \right) \left( 1 + \sum_n \frac{\Gamma_{N+1 \rightarrow N,n'}}{\Gamma_{N,n' \rightarrow N+1}} \right)^{-1} = 1.
\] (B.15)

We can now write the current as
\[
I_{1e}^{0-e} = -e \sum_n P_{N+1} \Gamma_{N+1 \rightarrow N,n}^L + e \sum_n P_{N,n} \Gamma_{N,n \rightarrow N+1}^L \\
= -e \left( 1 + \sum_n \frac{\Gamma_{N+1 \rightarrow N,n'}}{\Gamma_{N,n' \rightarrow N+1}} \right)^{-1} \sum_n \left[ \Gamma_{N+1 \rightarrow N,n}^L - \frac{\Gamma_{N+1 \rightarrow N,n}^L}{\Gamma_{N,n \rightarrow N+1}} \right].
\] (B.16)

We insert the rate expressions from the main text; \( \Gamma_{N,n \rightarrow N+1}^a = \frac{g_0 \delta}{4\pi \hbar} n_F (\mathcal{E}_{N+1} - \epsilon_n - eV_b) \) and
\[
\Gamma_{N+1 \rightarrow N,n}^a = \frac{g_0 \delta}{4\pi \hbar} (1 - n_F (\mathcal{E}_{N+1} - \epsilon_n - eV_b)).
\]

We take the derivative of the result with respect to the voltage bias \( V_b = V_L \) and then take the limit \( V_b \to 0 \):
\[
\left. \frac{dI_{1e}^{0-e}}{dV_b} \right|_{V_b=0} = -e g_1 \delta \left( 1 + \sum_n \frac{1 - n_F (\mathcal{E}_{N+1} - \epsilon_n')}{n_F (\mathcal{E}_{N+1} - \epsilon_n')} \right)^{-1} (-e \beta) \sum_n \left( 1 - n_F (\mathcal{E}_{N+1} - \epsilon_n) \right) \frac{g_r}{g_l + g_r}.
\] (B.17)

We thereby finally obtain the expression for the current:
\[
G^{0}_{seq}(n_g) = e^2 \beta \delta \frac{g_l g_r}{2\hbar} \frac{\sum_n \left( 1 - n_F (\mathcal{E}_{N+1} - \epsilon_n) \right)}{g_l + g_r} + e^2 \beta \delta \frac{g_l g_r}{2\hbar} \frac{\sum_n \left( 1 + e^{-\beta (\mathcal{E}_{N+1} - \epsilon_n)} \right)^{-1}}{g_l + g_r}.
\] (B.18)

The expression for an even \( N \) is derived in the same way and reads the same except from \( \mathcal{E}_{N+1} \rightarrow -\mathcal{E}_{N+1} \). The total conductance contribution from sequential 1e tunnelling is thus
\[
G_{1e} = \sum_{N \text{even}} G_{1e}^e(n_g) + \sum_{N \text{odd}} G_{1e}^o(n_g).
\]

The 1e conductance \( G_{1e} \) near the crossing points can then be found by multiplying the conductance by the appropriate weights \( w(N) = Z^{-1} e^{-\beta H_{SC}(N,N',q,n_g)} ; w(N)(G_{1e}^e(N) + G_{1e}^o(N-1)) \) or equivalently \( G_{1e}(N)(w(N) + w(N+1)) \) where \( G_{1e}^{0/e} \) is inserted for \( G_{1e} \) depending on whether \( N \) is odd or even.
Figure B.1: Zero-bias differential conductance $G_{1e}(\Delta, n_g)$ of the Coulomb-blockaded device due to sequential tunnelling of single electrons. Except from the SC length $L = 10 \mu$m, all parameters are the same as in Fig. 2.10. The longer SC implies a smaller energy level spacing $\delta = \nu h/2L \ll E_C$ and the conductance no longer shows twelve irregular peaks per $2n_g$ but six peaks evenly-spaced by $1/3$. The PF+SC system thus behaves as a Coulomb-blockaded fractional quantum dot for $\delta, \Delta_e \ll T, E_C$ but with a very low conductance signal.
Appendix C: Extra figures showing the dynamics of parafermionic states

This appendix includes figures supporting statements of Ch. 3.
Figure C.1: Projection time on the nanosecond timescale for three different temperatures: (a) $T = \lambda/5$, (b) $T = \lambda/3$ and (c) $T = \lambda/2$. A red dot marks $\zeta^* = 0.8$ unless it is at the top of the figure where it indicates that this threshold is not reached within the first 10 ns.
Figure C.2: Projection time on the microsecond scale for three different temperatures: (a) $T = \lambda/5$, (b) $T = \lambda/3$ and (c) $T = \lambda/2$. A red dot marks $\zeta^* = 0.8$ unless it is at the top of the figure where it indicates that this threshold is not reached within 10 µs.

Figure C.3: Samples of numerical estimates of current $I(t)$ at $eV_b = 2.6\lambda$ when including quasiparticle poisoning with coupling strength $\eta_{\ell/3} = 3.5 \cdot 10^{-3}\lambda$ between the external edge modes of the fractional quantum Hall system and the right parafermion $\alpha_2$. The initial state is an equal superposition of all six charge eigenstates. Parameters are the same as stated in Fig. 3.13.
Figure C.4: Numerical estimates of the current evolution at $eV_B = 2.6 \lambda$ similar to Fig. 3.17, but with initial states that include a charge $e/3$ on the antidot: (a) $|\tilde{q} = 0, q_{ad} = 1 \rangle = \frac{1}{\sqrt{2}}(|0, 1 \rangle + |3, 1 \rangle)$ which couples to the states $|1, 0 \rangle$ and $|4, 0 \rangle$, (b) $|\tilde{q} = 1, q_{ad} = 1 \rangle = \frac{1}{\sqrt{2}}(|1, 1 \rangle + |4, 1 \rangle)$ and (c) $|\tilde{q} = 2, q_{ad} = 1 \rangle = \frac{1}{\sqrt{2}}(|2, 1 \rangle + |5, 1 \rangle)$. Due to the different initial charge on the antidot the current now jumps to the other level with respect to Fig. 3.17.

Figure C.5: Current of the three different initial states $|\tilde{q} = 0, q_{ad} = 0 \rangle$ (blue), $|\tilde{q} = 1, q_{ad} = 0 \rangle$ (orange) and $|\tilde{q} = 1, q_{ad} = 0 \rangle$ (green). We keep $\Gamma = 0.1 \lambda$ as usual, but increase $\eta_{ad,i}$ from 0.01$\lambda$ to 1$\lambda$, from left to right: $\eta_{ad,i}$ is 0.01$\lambda$, 0.05$\lambda$, 0.1$\lambda (= \Gamma)$, 0.5$\lambda$ and 1$\lambda$. During this change, the current signals become in practice indistinguishable whereas when $\eta_{ad,i} \gg \Gamma$, we see again three current levels, although not as clearly separated with respect to noise as for low $\eta_{ad,i} \ll \Gamma$. 
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