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A B S T R A C T

This thesis is devoted to theoretical developments in effective field theories and scattering amplitudes.

We discuss several effective field theories, ranging from the effective-field-theory extension of the

Standard Model to an effective field theory describing gravitational interactions of black holes. We

also develop modern methods for calculating scattering amplitudes, and apply them to effective field

theories.
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R E S U M É

Denne afhandling er viet til teoretiske udviklinger inden for effektive feltteorier og spredningsam-

plituder. Vi diskuterer adskillige effektive feltteorier, lige fra den effektive feltteori-udvidelse af

standardmodellen til en effektiv feltteori, der beskriver gravitationsinteraktioner mellem sorte huller.

Vi udvikler også moderne metoder til beregning af spredningsamplituder og anvender dem på effektive

feltteorier.
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P R E F A C E

This thesis contains results originating from a three-year-long research project in theoretical physics.

The main topics are effective field theory and scattering amplitudes. The thesis is divided in two parts:

Part II: Effective Field Theory

Part III: Scattering Amplitudes

The main text consists of reprints of preprints and published journal articles.
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Part I

I N T R O D U C T I O N



1

M O T I VAT I O N

Quantum field theory successfully describes many different phenomena, ranging in scale from the

shortest scales we can experimentally probe at the Large Hadron Collider, to the scales of black hole

mergers. Many of the quantum field theories which describe the observed phenomena are effective

field theories. Improving our calculational abilities of the effective field theories is of great value, both

practically and theoretically. Modern methods have been developed which enable many calculations

which were previously intractable with traditional methods. One of the main objectives of this thesis

is to apply the ever-increasing toolbox of modern methods for calculating scattering amplitudes to

effective field theories. This would simultaneously improve our ability to perform hard calculations as

well as illuminate the underlying structure of the effective field theory.
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2

T H E S I S O U T L I N E

Chapter 3 contains an introduction to effective field theory and scattering amplitudes.

The main results of the thesis are divided in two parts;

Part II: Effective Field Theory

Part III: Scattering Amplitudes

Part II: Effective Field Theory contains the following chapters:

Chapter 4 is a reprint of A. Helset and M. Trott, On interference and non-interference in the smeft,

JHEP 04 (2018) 038 [1711.07954]

Chapter 5 is a reprint of A. Helset, M. Paraskevas and M. Trott, Gauge fixing the standard model

effective field theory, Phys.Rev.Lett. 120 (2018) 251801 [1803.08001]

Chapter 6 is a reprint of T. Corbett, A. Helset and M. Trott, Ward identities for the standard model

effective field theory, Phys.Rev.D 101 (2020) 013005 [1909.08470]

Chapter 7 is a reprint of A. Helset, A. Martin and M. Trott, The Geometric Standard Model Effective

Field Theory, JHEP 03 (2020) 163 [2001.01453]

Chapter 8 is a reprint of A. Helset and A. Kobach, Baryon number, lepton number, and operator

dimension in the smeft with flavor symmetries, Phys.Lett.B 800 (2020) 135132 [1909.05853]

Chapter 9 is a reprint of A. Helset and M. Trott, Equations of motion, symmetry currents and eft

below the electroweak scale, Phys.Lett.B 795 (2019) 606 [1812.02991]

Chapter 10 is a reprint of P. H. Damgaard, K. Haddad and A. Helset, Heavy black hole effective

theory, JHEP 11 (2019) 070 [1908.10308]

Part III: Scattering Amplitudes contains the following chapters:

Chapter 11 is a reprint of K. Haddad and A. Helset, The double copy for heavy particles, 2005.13897
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2 T H E S I S O U T L I N E 4

Chapter 12 is a reprint of R. Aoude, K. Haddad and A. Helset, On-shell heavy particle effective

theories, JHEP 05 (2020) 051 [2001.09164]

Chapter 13 is a reprint of R. Aoude and A. Helset, Soft Theorems and the KLT-Relation, JHEP 04

(2020) 044 [1911.09962]

Chapter 14 is a reprint of N. Bjerrum-Bohr, H. Gomez and A. Helset, New factorization relations

for nonlinear sigma model amplitudes, Phys.Rev.D 99 (2019) 045009 [1811.06024]

Chapter 15 is a reprint of H. Gomez and A. Helset, Scattering equations and a new factorization
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Chapter 16 contains conclusions, while future work is discussed chapter 17.
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3

I N T R O D U C T I O N

The first key concept of this thesis is effective field theory (EFT).1 EFTs are consistent quantum field

theories. The power of EFTs comes from the feature that one does not need to know the full theory in

order to perform calculations; we do not need to know about the mass of the Higgs boson or quantum

gravity in order to calculate the trajectory of a baseball.

In order to mathematically implement the ideas of effective field theory, we first need to know

how to describe a physical system. A general description of a physical system might consist of the

following elements:

• Degrees of freedom

• Symmetries

• Expansion parameter

The relevant degrees of freedom for a chemist are atoms and electrons, not muons and B-mesons. The

key principle here is that in order to describe physics at one length scale, it is sufficient to know the

field content on that length scale. What happens at a much smaller length scale is irrelevant.

Once we have specified the degrees of freedom for our system, we can study how they transform

under certain symmetries. Much of the success of physics is based on the use of symmetries. Thus,

symmetries are important for effective field theories. Sometimes the effective theory will have different

symmetries than the underlying theory.

Lastly, one of the hallmarks of an effective field theory is the expansion parameter. Often can we

not calculate the full answer to the complicated interactions of sub-atomic particles. But we can get

pretty close to the full answer by organizing the calculation with an expansion parameter. We can then

obtain the leading-order description and subsequently calculate corrections to the result.

1See e.g. refs. [13–16] for reviews on effective field theories.
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3 I N T RO D U C T I O N 6

The second key concept of this thesis is scattering amplitudes. The scattering amplitude A is a key

ingredient in the differential cross-section, dσ
δΩ ∼ |A|2. The differential cross-section, and the cross-

section (which is found by integrating the differential cross-section over angles), are experimental

observables. Thus, the scattering amplitude is one connection between theoretical and experimental

particle physics. However, calculating the scattering amplitude can be a lot of work. In the traditional

formulation of quantum field theory, we start with a Lagrangian and derive Feynman rules. These

Feynman rules are used to calculate various Feynman diagrams. However, when the number of

particles involved increases, so does the number of Feynman diagrams we need to calculate. For

example, a scattering amplitude with 10 gluons2 at tree level involves more than 1 million diagrams

[17]. This becomes cumbersome very quickly, and alternative methods for performing the calculation

should be applied.

In recent years, much progress has been made to find alternatives to the Feynman-diagram expansion.

In particular, on-shell scattering amplitude methods dramatically reduce the complexity of calculating

multi-gluon scattering amplitudes. Some keywords from this toolbox are: on-shell recursion relations,

spinor-helicity formalism, generalized unitarity, the double-copy relation between gauge and gravity

amplitudes, etc. For reviews of the scattering-amplitude program, see refs. [18–21].

The synergy of effective field theory and modern methods for scattering amplitudes has currently

not been fully exploited. Effective-field-theory calculations are often performed with the use of more

traditional methods like Feynman diagrams. Many practitioners of modern methods for scattering am-

plitudes, on the other hand, have put a large focus on simpler theories as e.g. N = 4 supersymmetric

Yang-Mills theory. That leaves a vast landscape of effective field theories which could benefit from

being more interconnected to these modern methods. This thesis attempts to start bridging the gap.

2For scattering amplitudes involving gravitons the situation is even worse.



Part II

E F F E C T I V E F I E L D T H E O R Y



4

O N I N T E R F E R E N C E A N D N O N - I N T E R F E R E N C E I N T H E S M E F T

We discuss interference in the limit m̂2
W/s → 0 in the Standard Model Effective Field Theory

(SMEFT). Dimension six operators that contribute to ψ̄ψ→ ψ̄′1ψ′2ψ̄′3ψ′4 scattering events can

experience a suppression of interference effects with the Standard Model in this limit. This occurs

for subsets of phase space in some helicity configurations. We show that approximating these

scattering events by 2→ 2 on-shell scattering results for intermediate unstable gauge bosons, and

using the narrow width approximation, can miss interference terms present in the full phase space.

Such interference terms can be uncovered using off-shell calculations as we explicitly show and

calculate. We also study the commutation relation between the SMEFT expansion and the narrow

width approximation, and discuss some phenomenological implications of these results.

4.1 I N T RO D U C T I O N

When physics beyond the Standard Model (SM) is present at scales larger than the Electroweak scale,

the SM can be extended into an Effective Field Theory (EFT). This EFT can characterize the low

energy limit (also known as the infrared (IR) limit) of such physics relevant to the modification of

current experimental measurements. Assuming that there are no light hidden states in the spectrum

with appreciable couplings in the SM, and that a SUL(2) scalar doublet with hypercharge yh = 1/2

is present in the IR limit of a new physics sector, the theory that results from expanding in the Higgs

vacuum expectation value
√

2 〈H†H〉 ≡ v̄T over the scale of new physics∼ Λ is the Standard Model

Effective Field Theory (SMEFT).

When the SMEFT is formulated using standard EFT techniques, this theoretical framework is a

well defined and rigorous field theory that can consistently describe and characterize the breakdown of

the SM emerging from experimental measurements, in the presence of a mass gap (v̄T/Λ < 1). For a

8



4 I N T E R F E R E N C E A N D N O N - I N T E R F E R E N C E 9

review of such a formulation of the SMEFT see Ref. [22]. The SMEFT is as useful as it is powerful

as it can be systematically improved, irrespective of its UV completion, to ensure that its theoretical

precision can match or exceed the experimental accuracy of such measurements.

Calculating in the SMEFT to achieve this systematic improvement can be subtle. Well known

subtleties in the SM predictions of cross sections can be present, and further subtleties can be

introduced due to the presence of the EFT expansion parameter v̄T/Λ < 1. Complications due to

the combination of these issues can also be present. As the SMEFT corrections to the SM cross

sections are expected to be small . % level perturbations, it is important to overcome these issues

with precise calculations, avoiding approximations or assumptions that introduce theoretical errors

larger than the effects being searched for, to avoid incorrect conclusions. For this reason, although

somewhat counterintuitive, rigour and precise analyses on a firm field theory footing are as essential

in the SMEFT as in the SM.

In this paper we demonstrate how subtleties of this form are present when calculating the leading

interference effect of some L(6) operators as m̂2
W/Z/s→ 0. We demonstrate how this limit can be

modified from a naive expectation formed through on-shell calculations due to off-shell contributions

to the cross section. Furthermore, we show1 how to implement the narrow width approximation in a

manner consistent with the SMEFT expansion.

These subtleties are relevant to recent studies of the interference of the leading SMEFT corrections

in the m̂2
W/Z/s→ 0 limit, as they lead to a different estimate of interference effects than has appeared

in the literature when considering experimental observables.

4.2 C C 0 3 A P P ROX I M AT I O N O F ψ̄ψ→ ψ̄′1ψ′2ψ̄′3ψ′4

The Standard Model Effective Field Theory is constructed out of SUC(3)×SUL(2)×UY(1) invariant

higher dimensional operators built out of SM fields. The Lagrangian is given as

LSMEFT = LSM + L(5) + L(6) + L(7) + ..., L(d) =
nd

∑
i=1

C(d)
i

Λd−4 Q(d)
i for d > 4. (1)

We use the Warsaw basis [25] for the operators (Q(6)
i ) in L(6), that are the leading SMEFT corrections

studied in this work. We absorb factors of 1/Λ2 into the Wilson coefficients below. We use the

conventions of Refs. [22, 26] for the SMEFT; defining Lagrangian parameters in the canonically

normalized theory with a bar superscript, and Lagrangian parameters inferred from experimental

measurements at tree level with hat superscripts. These quantities differ (compared to the SM) due to

1For past discussions see Refs. [22–24].



4 I N T E R F E R E N C E A N D N O N - I N T E R F E R E N C E 10

the presence of higher dimensional operators. We use the generic notation δX = X̄ − X̂ for these

differences for a Lagrangian parameter X. See Refs. [22, 26] and the Appendix for more details on

notation.

Consider ψ̄ψ → ψ̄′1ψ′2ψ̄′3ψ′4 scattering in the SMEFT with leptonic ψ̄ψ and quark ψ̄′1ψ′2ψ̄′3ψ′4

fields. The differential cross section for this process in the SM can be approximated by the CC03 set

of Feynman diagrams,2 where the W± bosons are considered to be on-shell. This defines the related

differential cross section dσ(ψ̄ψ→ W+W−)/dΩ, which is useful to define as an approximation to

the observable, but it is formally unphysical as the W± bosons decay. The lowest order results of this

form were determined in Refs. [27–34] and the CC03 diagrams are shown in Fig. 1. The amplitude

for ψ̄ψ→W+W− → ψ̄′1ψ′2ψ̄′3ψ′4 in this approximation is defined as

∑
X={ν,A,Z}
λ±={+,−}

Mλ±
X = D̄W(s12)D̄W(s34)Mλi

XMλ12
W+Mλ34

W− , D̄W(sij) =
1

sij − m̄2
W + iΓ̄Wm̄W + iε

,

(2)

where a constant s-independent width for the W± propagators D̄W(sij) is introduced3 and

Mλi
ν =Mλ12λ34λ+λ−

ee→WW,ν δ+λ+
δ−λ− , Mλi

V =Mλ12λ34λ+λ−
ee→WW,V ,

Mλ12
W+ =Mλ12

W+→ f1 f̄2
, Mλ34

W− =Mλ34
W−→ f3 f̄4

,

where V = {A, Z}. Here λ12 and λ34 label helicities of the intermediate W± bosons with four

momenta s12, s34, and λ± label helicities of the ψ̄ψ initial state fermions. Transversely polarized

massive vector bosons are labeled as λ12/34 = ± and the remaining polarization (in the massless

fermion limit) is labeled as λ12/34 = 0. The individual sub-amplitudes are taken from Ref. [23] where

the complete SMEFT result was reported (see also Refs. [35–45]). The total spin averaged differential

cross section is defined as

d σ

dΩ ds12ds34
=

∑ |Mλ±
X |2

(2π)2 8s
, ∑ |Mλ±

X |2 = |D̄W(s12)D̄W(s34)|2 ∑
X={ν,A,Z}
λ±={+,−}

Mλ±
X (Mλ±

X )∗, (3)

where dΩ = d cos θab dφab d cos θcd dφcd d cos θ dφ, with θ, φ the angles between the W+ and `−

in the center of mass frame. The remaining angles describing the two body decays of the W±

2So named as CC indicates charged current.
3We have checked and confirmed that the novel interference effects we discuss below persist if an s dependent width is

used.
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Z/γ

W+

W−

e−

e+

νe

W−

W+

e−

e+

Figure 1: The CC03 Feynman diagrams contributing to ψ̄ψ→ ψ̄′1ψ′2ψ̄′3ψ′4 with leptonic initial states.

are in the rest frames of the respective bosons. The integration ranges for {s12, s34} are s34 ∈[
0, (
√

s−√s12)
2] , s12 ∈ [0, s]. It is instructive to consider the decomposition of the general

amplitude in terms of helicity labels of the initial state fermions, and the intermediate W± bosons in

the limit m̂2
W/Z/s→ 0 [31, 33, 40, 46–48]. Note that the results we report below are easily mapped

to other initial and finals states, so long as these states are distinct.

4.2.1 Near on-shell phase space

First, consider the near on-shell region of phase space for the W± bosons defined by

Case 1 : s12 = s1 m̄2
W , s34 = s3 m̄2

W . (4)

This expansion is limited to the near on-shell region of phase space for the intermediate W± bosons

(s1 ∼ s3 ∼ 1) by construction. Introducing x = m̂W/
√

s and y = s/Λ2 an expansion in x, y < 1

can be performed by expressing the dimensionful parameters in terms of these dimensionless variables,

times the appropriate coupling constant when required. The δX parameters were rescaled to extract

these dimensionful scales as x2y δX = X̄− X̂ where required. This gives the results shown in Table

1.

Table 1 shows an interesting pattern of suppressions to L(6) operator corrections dependent upon

the helicity configuration of the intermediate W± polarizations. This result is consistent with recent

discussions in Refs. [40, 46–48]. In the near on-shell region of phase space a relative suppression of

interference terms by x2 for amplitudes with a ± polarized W± compared to the corresponding case

with a 0 polarization is present. These results for the λ12λ34λ+λ− = ±±+− and ±±−+ helicity
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λ12λ34λ+λ− ∑X Mλ±
X /4πα̂

00−+ sin θ
2
√

s1s3

[
1
c2

θ̂

+
(
δκZα − δFZα

2
)

y
]

±±−+ − sin θ

[
x2

c2
θ̂

+ y δλZα

2 +

(
δgZα

1 − δFZα
2 − (s1 + s3)

λZα
2 + δλZ

2 c2
θ̂

)
y x2

]
±0−+ − (1±cos θ) x√

2s3

[
1
c2

θ̂

+ y
2

(
δgZα

1 − 2δFZα
2 + δκZα + s3 δλZα

)]
0±−+ (1∓cos θ) x√

2s1

[
1
c2

θ̂

+ y
2

(
δgZα

1 − 2δFZα
2 + δκZα + s1δλZα

)]
00 +− sin θ

2
√

s1s3

[
(

s2
θ̂
−c2

θ̂

2 c2
θ̂

s2
θ̂

) + s1+s3
2 s2

θ̂

+

(
δκZα − δκZ

2 s2
θ̂

+
2 δḡ`W

s2
θ̂

− δFZα
2

)
y
]

±±+− − sin θ
2

[(
1− 1

2s2
θ̂

)
δλZ − δλα

]
y

±0 +− (1∓cos θ) x
2
√

2s3

[
(

s2
θ̂
−c2

θ̂

c2
θ̂

s2
θ̂

) + s1
s2

θ̂

+ s3
s2

θ̂

1±2+3 cos θ
1+cos θ − y (

δgz
1+δκz+s3 δλz)

2s2
θ̂

−y
(

δFZα
1 −

4 δḡ`W
s2

θ̂

−
(
δgZα

1 + δκZα + s3 δλZα
))]

0±+− − (1±cos θ) x
2
√

2s1

[
(

s2
θ̂
−c2

θ̂

c2
θ̂

s2
θ̂

) + s3
s2

θ̂

+ s1
s2

θ̂

1∓2+3 cos θ
1+cos θ − y (

δgz
1+δκz+s1 δλz)

2s2
θ̂

−y
(

δFZα
1 −

4 δḡ`W
s2

θ̂

−
(
δgZα

1 + δκZα + s1 δλZα
))]

±∓+− (∓1+cos θ) sin θ

2 s2
θ̂
(1+cos θ)

Table 1: Expansion in x, y < 1 for the near on-shell region of phase space of the CC03 diagrams approximating
ψ̄ψ → ψ̄′1ψ′2ψ̄′3ψ′4. For exactly on-shell intermediate W± bosons s1 = s3 = 1. We have used
the notation δFi

Zα = (δFZ
i + δFα

i )/4πα̂, δλZα = δλZ − δλα, δκZα = δκZ − δκα and δgZα
1 =

δgZ
1 − δgα

1 .

terms (which correspond to initial state left and right handed leptons respectively) involve an intricate

cancellation of a leading SM contribution between the CC03 diagrams as

A±±−+
4 π α̂

' − sin θ
[(

1 + δλα
y
2

)
α
−
(

1 + δλZ
y
2

)
z

]
+ · · · ,

' −sin θ

2
(δλα − δλZ) y, (5)

A±±+−
4 π α̂

' − sin θ

(1 + δλα
y
2

)
α pole

−
((

1− 1
2 s2

θ̂

)(
1 + δλZ

y
2

))
z pole

−
(

1
2 s2

θ̂

)
ν

+ . . .

' sin θ

2

[(
1− 1

2s2
θ̂

)
δλZ − δλα

]
y. (6)

Here we have labeled the contributions by the internal states contributing to Mλ±
X . The {ν, α, Z}

contributions to the scattering events populate phase space in a different manner in general. These
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differences are trivialized away in the near on-shell limit, leading to the cancellation shown of the

leading SM contributions in the expansion in x, but can be uncovered by considering different limits

of s12, s34 and considering off-shell phase space.

4.2.2 Both W± bosons off-shell phase space

For example, consider the off-shell region of phase space defined through

Case 2 : s12 = s1 s, s34 = s3 s, (7)

with s1 . 1, s3 . 1. In this limit, one finds the expansions of the CC03 results

As1,s3
±±−+ ' −4 π α̂ sin θ

√
λ̃(s1, s3)

[(
1 + δλα

y
2

)
α
−
(

1 + δλZ
y
2

)
z

]
+ · · · , (8)

A±±+− ' −4 π α̂ sin θ

√
λ̃(s1, s3)

(1 + δλα
y
2

)
α pole

−
((

1− 1
2 s2

θ̂

)(
1 + δλZ

y
2

))
z pole


+

 4 π α̂ sin θ

2 s2
θ̂

√
λ̃(s1, s3)

1 +
−(s1 + s3) + (s1 − s3)(s1 − s3 ∓

√
λ̃(s1, s3))

1− s1 − s3 +
√

λ̃(s1, s3) cos θ


ν pole

.

(9)

Here we have defined
√

λ̃(s1, s3) =
√

1− 2 s1 − 2s3 − 2s1 s3 + s2
1 + s2

3. In the case of left handed

electrons, the differences in the way the various t and s channel poles populate phase space are no

longer trivialized away, and a SM contribution exists at leading order in the x expansion. This SM

term can then interfere with the contribution due to a L(6) operator correction in the SMEFT. The

complete results in this limit for the helicity eigenstates are reported in Table 2.

4.2.3 One W± boson off-shell phase space

One can define the region of phase space where one W± boson is off-shell as

Case 3a : s12 = s1 s, s34 = s3 m̄2
W ,

Case 3b : s12 = s1 m̄2
W , s34 = s3 s,
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λi ∑X Mλ±
X /4πα̂

00−+
√

λ̃ sin θ
2
√

s1s3

[
1
c2

θ̂

(1 + s1 + s3) +
(
δκZα − δFZα

2 (1 + s1 + s3) + δgZα
1 (s1 + s3)

)
y
]

x2

±±−+ − sin θ
√

λ̃

[
x2

c2
θ̂

+ y δλZα

2 +

(
δgZα

1 − δFZα
2 + δλZ

2 c2
θ̂

)
y x2

]
±0−+ − (1±cos θ)√

2s3

[
x2

c2
θ̂

+ y s3 δλZα

2 + y x2

2

(
δgZα

1 − 2δFZα
2 + δκZα + s3 δλZα

)]
0±−+ (1∓cos θ)√

2s1

[
x2

c2
θ̂

+ y s1 δλZα

2 + y x2

2

(
δgZα

1 − 2δFZα
2 + δκZα + s1δλZα

)]
00 +− − sin θ

√
λ̃

4
√

s1s3 s2
θ̂

[
1 + s1 + s3 − 1

λ̃

(
1− (s1 − s3)2 − 8 s1 s3

1−s1−s3+
√

λ̃ cos θ

)]
±±+− sin θ

√
λ̃

2 s2
θ̂

[
1− 1

λ̃

(
1 + −(s1+s3)+(s1−s3)(s1−s3∓

√
λ̃)

1−s1−s3+
√

λ̃ cos θ

)
− s2

θ̂
F3(λα, λZ)y

]
±0 +− − (1∓cos θ)

√
λ̃

2
√

2s3 s2
θ̂

[
1− 1

λ̃

(
1− s1 + s3 − 2 s3(1+s1−s3∓

√
λ̃)

1−s1−s3+
√

λ̃ cos θ

)
− s2

θ̂
s3F3(λα, λZ)y

]
0±+− (1±cos θ)

√
λ̃

2
√

2s1 s2
θ̂

[
1− 1

λ̃

(
1 + s1 − s3 − 2 s1(1−s1+s3±

√
λ̃)

1−s1−s3+
√

λ̃ cos θ

)
− s2

θ̂
s1F3(λα, λZ)y

]
±∓+− (∓1+cos θ) sin θ

2 s2
θ̂
(1−s1−s3+

√
λ̃ cos θ)

Table 2: Expansion in x, y < 1 for the off-shell region of phase space of the CC03 diagrams in when
s12 = s1 s, s34 = s3 s. Here we have used a short hand notation λ̃ = λ̃(s1, s3) and F3(λα, λZ) =((

2s2
θ̂
−1

2s2
θ̂

)
δλZ − δλα

)
to condense results.

with s1 . 1, s3 ∼ 1 for Case 3a, and s1 ∼ 1, s3 . 1 for Case 3b. In these limits, the expansions of the

CC03 results are as follows. In Case 3a one has As1,0
±±−+ and

A±±+− ' −4 π α̂ sin θ

√
λ̃(s1, 0)

(1 + δλα
y
2

)
α pole

−
((

1− 1
2 s2

θ̂

)(
1 + δλZ

y
2

))
z pole


+

 4 π α̂ sin θ

2 s2
θ̂

√
λ̃(s1, 0)

1 + s1 −
2 s1(1− s1 ±

√
λ̃(s1, 0))

1− s1 +
√

λ̃(s1, 0) cos θ


ν pole

. (10)

While in Case 3b one finds A0,s3
±±−+ and

A±±+− ' −4 π α̂ sin θ

√
λ̃(0, s3)

(1 + δλα
y
2

)
α pole

−
((

1− 1
2 s2

θ̂

)(
1 + δλZ

y
2

))
z pole


+

 4 π α̂ sin θ

2 s2
θ̂

√
λ̃(0, s3)

1 + s3 −
2 s3(1− s3 ∓

√
λ̃(0, s3))

1− s3 +
√

λ̃(0, s3) cos θ


ν pole

. (11)
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Again, the SM term for left handed initial states does not vanish and can interfere with the contribution

due to a L(6) operator correction in the SMEFT in these regions of phase space. The complete results

in this limit for the helicity eigenstates are reported in Table 3,4.

λi ∑X Mλ±
X /4πα̂

00−+
√

λ̃ sin θ
2
√

s1s3

[
1
c2

θ̂

(1 + s1) +
(
δκZα − δFZα

2 (1 + s1) + δgZα
1 s1

)
y
]

x

±±−+ − sin θ
√

λ̃

[
x2

c2
θ̂

+ y δλZα

2 +

(
δgZα

1 − δFZα
2 + δλZ

2 c2
θ̂

− δλZα(1+s1)s3
2 λ̃

)
y x2

]
±0−+ − (1±cos θ)

√
λ̃ x√

2s3

[
1
c2

θ̂

+ y
2

(
δgZα

1 − 2δFZα
2 + δκZα + s3 δλZα

)]
0±−+ (1∓cos θ)

√
λ̃√

2s1

[
x2

c2
θ̂

+ y s1 δλZα

2 + y x2

2

(
δgZα

1 − 2δFZα
2 + δκZα + s1δλZ

c2
θ̂

− s1 s3 (1+s1)
(1−s1)2 δλZα

)]
00 +− − sin θ√

s1 s3
√

λ̃ s2
θ̂

s1(s2
1−1)

4 x

±±+− sin θ
√

λ̃
2 s2

θ̂

[
1− 1

λ̃

(
1− s1(1−s1±s1

√
λ̃)

1−s1+
√

λ̃ cos θ

)
− s2

θ̂
F3(λα, λZ)y

]
±0 +− − s1(s1−1)(1∓cos θ)

2
√

2 s3 s2
θ̂

√
λ̃

1
x

0±+− (1±cos θ)
√

λ̃

2
√

2s1 s2
θ̂

[
1− 1

λ̃

(
1 + s1 − 2 s1(1−s1±

√
λ̃)

1−s1+
√

λ̃ cos θ

)
− s2

θ̂
s1F3(λα, λZ)y

]
±∓+− (∓1+cos θ) sin θ

2 s2
θ̂
(1−s1+

√
λ̃ cos θ)

Table 3: Expansion in x, y < 1 for the off-shell region of phase space of the CC03 diagrams. Here we have
used a short hand notation λ̃ = λ̃(s1, 0).

These results make clear that non-interference arguments based on on-shell simplifications of the

kinematics of decaying W± bosons get off-shell corrections for an LHC observable that includes

off-shell intermediate W± kinematics. (Admittedly a somewhat obvious result.) Such kinematics

are parametrically suppressed by the small width of the unstable gauge boson, but are generically

included in LHC observables due to realistic experimental cuts.4

4In some cases, off-shell effects are not relevant for physical conclusions. For example, Ref. [49] used helicity
arguments similar to those employed here to study the approximate holomorphy of the anomalous dimension matrix of the
SMEFT [50]. Ref. [49] was focused on the cut-constructable part of the amplitude related to logarithmic terms and the
corresponding divergences. As noted in Ref. [49] such reasoning does not apply to finite contributions, which can come
about due to off-shell effects.
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λi ∑X Mλ±
X /4πα̂

00−+ −
√

λ̃ sin θ
2
√

s1s3

[
1
c2

θ̂

(1 + s3)−
(
δκZα + δFZα

2 (1 + s3) + δgZα
1 s3

)
y
]

x

±±−+ − sin θ
√

λ̃

[
x2

c2
θ̂

+ y δλZα

2 +

(
δgZα

1 − δFZα
2 + δλZ

2 c2
θ̂

− δλZα(1+s3)s1
2 λ̃

)
y x2

]
±0−+ −(1±cos θ)

√
λ̃√

2s3

[
x2

c2
θ̂

+ y s3 δλZα

2 + y x2

2

(
δgZα

1 − 2δFZα
2 + δκZα + s3δλZ

c2
θ̂

− s1 s3 (1+s3)
(1−s3)2 δλZα

)]
0±−+ (1∓cos θ)

√
λ̃x√

2s1

[
1
c2

θ̂

+ y
2

(
δgZα

1 − 2δFZα
2 + δκZα + s1 δλZα

)]
00 +− − sin θ√

s1 s3
√

λ̃ s2
θ̂

s3(s2
3−1)

4 x

±±+− sin θ
√

λ̃
2 s2

θ̂

[
1− 1

λ̃

(
1− s3(1−s3±s3

√
λ̃)

1−s3+
√

λ̃ cos θ

)
− s2

θ̂
F3(λα, λZ)y

]
±0 +− −(1∓cos θ)

√
λ̃

2
√

2s3 s2
θ̂

[
1− 1

λ̃

(
1 + s3 − 2 s3(1−s3±

√
λ̃)

1−s3+
√

λ̃ cos θ

)
− s2

θ̂
s3F3(λα, λZ)y

]
0±+− s3(s3−1)(1±cos θ)

2
√

2 s1 s2
θ̂

√
λ̃ x

1
x

±∓+− (∓1+cos θ) sin θ

2 s2
θ̂
(1−s3+

√
λ̃ cos θ)

Table 4: Expansion in x, y < 1 for the off-shell region of phase space of the CC03 diagrams and λ̃ = λ̃(0, s3).

4.3 M A P P I N G T O PA S T R E S U LT S

The results in Table 1,2,3,4 are input parameter scheme independent, and can be applied to more than

one basis for L(6). Specializing to the Warsaw basis of operators, and the electroweak input parameter

scheme {α̂ew, m̂Z, ĜF} the (re-scaled) x2y δX parameters are given by

m̂2
W

Λ2 δgα
1 = 0,

m̂2
W

Λ2 δκα =
1√
2ĜF

cθ̂

sθ̂

CHWB,

m̂2
W

Λ2 δλα = 6sθ̂

m̂2
W√

4 π α̂
CW ,

m̂2
W

Λ2 δλZ = 6sθ̂

m̂2
W√

4 π α̂
CW ,

m̂2
W

Λ2 δFα
1,2 = 0,
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and

− m̂2
W

Λ2
δFZ

1
4πα̂

= δḡZ (g`L)
SM
ss −

1
2
√

2ĜF

(
C(1)

H`
ss

+ C(3)
H`
ss

)
− δs2

θ ,

− m̂2
W

Λ2
δFZ

2
4πα̂

= δḡZ (g`R)
SM
ss −

1
2
√

2 ĜF
CHe

ss
− δs2

θ ,

m̂2
W

Λ2 δgZ
1 =

1
2
√

2ĜF

(
sθ̂

cθ̂

+
cθ̂

sθ̂

)
CHWB +

1
2

δs2
θ

(
1
s2

θ̂

+
1
c2

θ̂

)
,

m̂2
W

Λ2 δκZ =
1

2
√

2ĜF

(
− sθ̂

cθ̂

+
cθ̂

sθ̂

)
CHWB +

1
2

δs2
θ

(
1
s2

θ̂

+
1
c2

θ̂

)
,

with δḡZ, δs2
θ defined in the Appendix. The left and right handed couplings are (g`L)

SM
ss = −1/2+ s2

θ̂
,

and (g`R)
SM
ss = s2

θ̂
. Here s = {1, 2, 3} is a flavour index labeling the initial state leptons. The results

in Table 1 can be more directly compared to Refs. [40, 46–48, 51] using this procedure, finding

agreement in the subset of terms that were reported in these works. This comparison also utilizes the

naive narrow width limit to simplify the amplitudes as follows. In the sense of a distribution over

phase space, the following replacement is made

|D̄W(s12)D̄W(s34)|2 ds12 ds34 →
π2

m̄2
W Γ̄2

W
δ(s12 − m̄2

W) δ(s34 − m̄2
W) ds12 ds34. (14)

The result of this replacement is a factorizing of the diboson production mechanism dσ(ψ̄ψ →
W+ W−)/dΩ and the branching ratios of the W± decays into specified final states as s1 = s3 = 1 is

fixed in Table 1. This approximation holds up toO(ΓW/MW) corrections to Eqn. 14. The corrections

in Tables 2,3,4 are present and should not be overlooked by the construction of a simplified high

energy expansion, that is formally unphysical. It is not advisable to extrapolate the limited phase

space results of Table 1 to the full phase space.

Another key difference between more recent studies of interference in the SMEFT in the high

energy limit, compared to the past studies of interference of higher dimensional operators in the high

energy limit for gluonic operators [52, 53], is the presence of an unstable massive gauge boson. Such

massive gauge bosons have been studied using the narrow width approximation. However, a too naive

version of the narrow width approximation does not commute with the SMEFT expansion.

This non-commutation can be seen as follows. Expanding the propagator of the intermediate W

boson in the SMEFT

1
(p2 − m̄2

W)2 + Γ̄2
Wm̄2

W
=

1
(p2 − m̂2

W)2 + Γ̂2
Wm̂2

W
(1 + δDW(p2) + δDW(p2)∗) (15)
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one has

δDW(p2) =
1

p2 − m̂2
W + iΓ̂Wm̂W

×
[(

1− iΓ̂W

2m̂W

)
δm2

W − im̂WδΓW

]
. (16)

By first doing the narrow width approximation, and then doing the SMEFT expansion, one obtains

dp2

(p2 − m̄2
W)2 + Γ̄2

Wm̄2
W
→ πdp2

Γ̄Wm̄W
δ(p2 − m̄2

W)

=
πdp2

Γ̂Wm̂W

(
1− δm2

W
2m̂2

W
− δΓW

Γ̂W

)
δ(p2 − m̄2

W). (17)

Reversing the order of operations, we square the expanded propagators and then do the narrow width

approximation. For a general function f (p2), we find that after integrating

f (p2)dp2

(p2 − m̂2
W)2 + Γ̂2

Wm̂2
W

(
1 + δDW(p2) + δDW(p2)∗

)
→ f (m̂2

W)π

Γ̂Wm̂W

(
1− δm2

W
2m̂2

W
− δΓW

Γ̂W

)
+

f ′(m̂2
W)π

Γ̂Wm̂W
δm2

W . (18)

In a naive version of the narrow width approximation, we simply replace m̄W by m̂W in Eqn. (17).

The operations of expanding in the SMEFT and doing the naive narrow width approximation don’t

commute in general. The reason is that the naive narrow width approximation assumes that the part

of the integrand that is odd in its dependence on the invariant mass cancels out in the near on-shell

region. With the SMEFT corrections, this is no longer the case, as the real part of δDW gives a finite

contribution to this part of the integrand. This difference is proportional to the shift of the mass of the

W± boson. The correct way to implement the narrow width approximantion in the SMEFT is to use

Eqn. (17) and expand the general fuction f (p2) in the SMEFT expansion after integration. We then

obtain Eqn. (18), and see that the commutation property is restored. Furthermore, we note that the x

expansion parameter itself can be chosen to be m̂W/
√

s or m̄W/
√

s when studying the high energy

limit (we choose the former expansion parameter). This is another ambiguity that can be introduced

into studies of this form, when using a {α̂, m̂Z, ĜF} scheme.

4.4 S I N G L E C H A R G E C U R R E N T R E S O N A N T C O N T R I B U T I O N S ( C C 1 1 )

It is well known in the SM literature, that the CC03 diagrams, with W± bosons fixed to be on-shell, are

an insufficient approximation to a ψ̄ψ→ ψ̄′1ψ′2ψ̄′3ψ′4 cross section to describe the full phase space of
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Figure 2: A subset of the CC11 Feynman diagrams contributing to ψ̄ψ → ψ̄′1ψ′2ψ̄′3ψ′4 with leptonic initial
states.

scattering events [54–60]. Such scattering events need not proceed through the CC03 set of diagrams,

so limiting an analysis to this set of diagrams is formally unphysical. This issue can be overcome

using the standard techniques of expanding around the poles of the process [61, 62] and including

more contributions to the physical scattering process due to single resonant or non-resonant diagrams.

Including the effect of single resonant diagrams allows one to develop gauge invariant results for such

scattering events [54–59] when considering the full phase space (so long as the initial and final states

are distinct). Including the single resonant diagrams is frequently referred to as calculating the set of

CC11 diagrams in the literature. Some of the additional diagrams required are shown in Fig. 2.5

Considering the results in the previous sections, it is of interest to check if single resonant diagrams

contribute to the physical ψ̄ψ → ψ̄′1ψ′2ψ̄′3ψ′4 observables in a manner that potentially cancels the

contributions for the off-shell phase space results in Tables 2,3,4. We find this is not the case, as can

be argued on general grounds, and demonstrated in explicit calculations which we report below.

In general, an expansion of a SM Lagrangian parameter with a SMEFT correction is generically

considered to be a correction of the form

X̄ = X̂ + x2 y δX (19)

in the high energy limit considered, and one expects the SMEFT shifts to enter at two higher orders in

the x expansion compared to a SM result. In addition the SMEFT can introduce new operator forms

that directly lead to high energy growth and scale as a y correction to the amplitude, such as the effect

of the operator QW in ψ̄ψ→ ψ̄′1ψ′2ψ̄′3ψ′4 scattering.

The CC03 diagram results are quite unusual due to the intricate cancellation present between the

leading terms in the x expansion in the SM, at least in some regions of phase space. This leads to the

5Note that the CC03 diagrams are a (gauge dependent) subset of the CC11 diagrams [34] which can be seen considering
the differences found in CC03 results comparing axial and Rξ gauges.
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SM and SMEFT terms occurring in some cases at the same order in x, contrary to the expectation

formed by Eqn. 19. Conversely, the CC11 diagram contributions6 follow the expectation in Eqn. 19.

4.4.1 Single charge current resonant contributions - the SM

We use the results of Refs. [54–59], in particular Ref. [55], for the SM results of the CC11/CC03

diagrams. We neglect contributions suppressed by light fermion masses. The generic SM amplitude is

defined to have the form

iMσa σb σc σd σe σf
V1 V2

(pa, pb, pc, pd, pe, p f ) = −4i ē4 δσa,−σb δσc,−σd δσe,−σf ḡσb
V1 f̄a fg

ḡσb
V2 f̄g fb

ḡσd
V1 f̄c fd

ḡ
σf

V2 f̄e f f

× D̄V1(pc + pd)D̄V2(pe + p f )

(pb + pe + p f )2 Aσa,σc,σe
2 (pa, pb, pc, pd, pe, p f ).

(20)

We have adopted the conventions of Ref. [55], and the initial and final states are labelled as a b →
c d e f . See the Appendix for more notational details. The functions Aσa,σc,σe

2 are given in terms of

spinor products as [55, 63],

A+++
2 (pa, pb, pc, pd, pe, p f ) = 〈pa pc〉〈pb p f 〉∗

(
〈pb pd〉∗〈pb pe〉+ 〈pd p f 〉∗〈pe p f 〉

)
,

(21)

and satisfy [55, 63]

A++−
2 (pa, pb, pc, pd, pe, p f ) = A+++

2 (pa, pb, pc, pd, p f , pe), (22)

A+−+
2 (pa, pb, pc, pd, pe, p f ) = A+++

2 (pa, pb, pd, pc, pe, p f ), (23)

A+−−
2 (pa, pb, pc, pd, pe, p f ) = A+++

2 (pa, pb, pd, pc, p f , pe), (24)

A−,σc,σd
2 (pa, pb, pc, pd, pe, p f ) =

(
A+,−σc,−σd

2 (pa, pb, pc, pd, pe, p f )
)∗

. (25)

6Modulo the CC03 diagrams which we indicate with CC11/CC03.
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The CC11/CC03 results are

Mσ+,σ−,σ1,σ2,σ3,σ4 = ∑
V=A,Z

[M−σ1,−σ2,σ+,σ−,−σ3,−σ4
VW (−k1,−k2, p+, p−,−k3,−k4)

+M−σ3,−σ4,σ+,σ−,−σ1,−σ2
VW (−k3,−k4, p+, p−,−k1,−k2)

+M−σ1,−σ2,−σ3,−σ4,σ+,σ−
WV (−k1,−k2,−k3,−k4, p+, p−)

+M−σ3,−σ4,−σ1,−σ2,σ+,σ−
WV (−k3,−k4,−k1,−k2, p+, p−) ] . (26)

As the final state fermions couple to one W± boson, and fermion masses are neglected, {σ1, σ2, σ3, σ4} =
{−+−+}. We denote the amplitude by the helicities of the incoming fermions,Mσ+,σ−,σ1,σ2,σ3,σ4 =

Mσ+,σ− and find using [55] in the x < 1 limit for Case 1 and right handed electrons

M−+ =
ê4Ql sin θ sin θ̃12 sin θ̃34

4s2
θ̂

c2
θ̂

s x2

[
Q f1 − I3

f1
−Q f2 + I3

f2

s3 − 1 + iγ̂W
+

Q f4 − I3
f4
−Q f3 + I3

f3

s1 − 1 + iγ̂W

]
, (27)

and for left handed electrons

M+− =
ê4 sin θ sin θ̃12 sin θ̃34

4s4
θ̂

c2
θ̂

s x2
×[

[Q f1 s2
θ̂
(Ql − I3

l ) + I3
f1
(I3

l −Ql s2
θ̂
)]− [Q f2 s2

θ̂
(Ql − I3

l ) + I3
f2
(I3

l −Ql s2
θ̂
)]

s3 − 1 + iγ̂W

+
[Q f4 s2

θ̂
(Ql − I3

l ) + I3
f4
(I3

l −Ql s2
θ̂
)]− [Q f3 s2

θ̂
(Ql − I3

l ) + I3
f3
(I3

l −Ql s2
θ̂
)]

s1 − 1 + iγ̂W

]
. (28)

Here γ̂W = Γ̂W/m̂W , Q fi is the electric charge and I3
fi
= ±1/2 is the isospin of the fermion fi.

Similarly for Case 2 we find using [55] the results for right handed electrons

M−+ =
4ê4Ql

s2
θ̂
c2

θ̂
s

[
I3

f1
−Q f1

s3(1− s1 + s3 − λ̃ cos θ̃12)
R1 −

I3
f2
−Q f2

s3(1− s1 + s3 + λ̃ cos θ̃12)
R2

+
I3

f3
−Q f3

s1(1 + s1 − s3 − λ̃ cos θ̃34)
R3 −

I3
f4
−Q f4

s1(1 + s1 − s3 + λ̃ cos θ̃34)
R4

]
, (29)
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and for left handed electrons

M+− =
−4ê4

s4
θ̂
c2

θ̂
s

[
Q f1 s2

θ̂
(Ql − I3

l ) + I3
f1
(I3

l −Qls2
θ̂
)

s3(1− s1 + s3 − λ̃ cos θ̃12)
L1 −

Q f2 s2
θ̂
(Ql − I3

l ) + I3
f2
(I3

l −Qls2
θ̂
)

s3(1− s1 + s3 + λ̃ cos θ̃12)
L2

+
Q f3 s2

θ̂
(Ql − I3

l ) + I3
f3
(I3

l −Qls2
θ̂
)

s1(1 + s1 − s3 − λ̃ cos θ̃34)
L3 −

Q f4 s2
θ̂
(Ql − I3

l ) + I3
f4
(I3

l −Qls2
θ̂
)

s1(1 + s1 − s3 + λ̃ cos θ̃34)
L4

]
.

(30)

The functions Ri,Li, i = 1, .., 4 are given in the Appendix, along with additional definitions. For Case

3a one finds for right handed electrons

M−+ =
ê4Ql sin θ̃34

4s2
θ̂
c2

θ̂
sx2(s3 − 1 + iγW)

[
(Q f1 − I3

f1
)− (Q f2 − I3

f2
)
]
× (31)

(
sin θ sin θ̃12(1 + s1) +

√
s1e−iφ̃12(1− cos θ)(1 + cos θ̃12) +

√
s1eiφ̃12(1 + cos θ)(1− cos θ̃12)

)
,

and for left-handed electrons

M+− =
ê4 sin θ̃34

4s4
θ̂
c2

θ̂
sx2(s3 − 1 + iγW)

× (32)

[
(Q f1 s2

θ̂
(Ql − I3

l ) + I3
f1
(I3

l −Qls2
θ̂
))− (Q f2 s2

θ̂
(Ql − I3

l ) + I3
f2
(I3

l −Qls2
θ̂
))
]
×[

sin θ sin θ̃12(1 + s1)−
√

s1e−iφ̃12(1 + cos θ)(1 + cos θ̃12)−
√

s1eiφ̃12(1− cos θ)(1− cos θ̃12)
]

,

and finally for Case 3b one finds for right-handed electrons

M−+ =
ê4Ql sin θ̃12

4s2
θ̂
c2

θ̂
sx2(s1 − 1 + iγW)

[
(Q f4 − I3

f4
)− (Q f3 − I3

f3
)
]
× (33)

(
sin θ sin θ̃34(1 + s3)−

√
s3e−iφ̃34(1− cos θ)(1− cos θ̃34)−

√
s3eiφ̃34(1 + cos θ)(1 + cos θ̃34)

)
,

and for left-handed electrons

M+− =
ê4 sin θ̃12

4s4
θ̂
c2

θ̂
sx2(s1 − 1 + iγW)

× (34)

[
(Q f4 s2

θ̂
(I3

l −Qls2
θ̂
) + I3

f4
(I3

l −Qls2
θ̂
))− (Q f3 s2

θ̂
(I3

l −Qls2
θ̂
) + I3

f3
(I3

l −Qls2
θ̂
))
]
×[

sin θ sin θ̃34(1 + s3) +
√

s3e−iφ̃34(1 + cos θ)(1− cos θ̃34) +
√

s3eiφ̃34(1− cos θ)(1 + cos θ̃34)
]

.
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Figure 3: A subset of ψ4 operator insertions contributing to ψ̄ψ→ ψ̄′1ψ′2ψ̄′3ψ′4 scattering.

4.4.2 Single resonant contributions - the SMEFT

The SMEFT corrections to the single resonant charged current contributions to ψ̄ψ→ ψ̄′1ψ′2ψ̄′3ψ′4,

follow directly from the results in the previous section. These corrections follow the scaling in x

expectation formed by Eqn. 19, and the spinor products are unaffected by these shifts. As the charges

of the initial and final states through neutral currents are fairly explicit in the previous section, it is

easy to determine the coupling shifts and the SMEFT corrections to the propagators (δDW,Z) by direct

substitution.

We find that the single resonant contributions are distinct in their kinematic dependence compared

to the novel interference results we have reported in section 4.2. The direct comparison of the results

is somewhat challenged by the lack of a meaningful decomposition of the single resonant diagrams

into helicity eigenstates of two intermediate charged currents, when only one charged current is

present. Furthermore, we also note that the angular dependence shown in the single resonant results in

Eqns. 29-34 reflects the fact that the center of mass frame relation to the final state phase space in

the case of the CC03 diagrams is distinct from the CC11/CC03 results. This is the case despite both

contributions being required for gauge independence in general [34].

To develop a complete SMEFT result including single resonant contributions, it is also required

to supplement the results in the previous section with four fermion diagrams where a near on-shell

charged current is present. For diagrams of this form see Fig. 3. These contributions introduce

dependence on L(6) operators that are not present in the CC03 diagrams, and once again the angular

dependence in the phase space is distinct from the CC03 results.

4.5 C O N C L U S I O N S

In this paper, we have shown that off-shell effects in CC03 diagrams contributing to ψ̄ψ →
ψ̄′1ψ′2ψ̄′3ψ′4 observables lead to interference between the SM and L(6) operators in the high en-
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ergy limit. These effects can be overlooked when studying a simplified limit of these scattering events,

as defined by the CC03 diagrams and the narrow width approximation. We have determined the results

of the CC03 diagrams in several novel regions of phase space, compared to recent SMEFT literature,

and have shown that single resonant diagrams do not change these conclusions when included into the

results. We have also illustrated how to make the narrow width approximation consistent with the

SMEFT expansion.

The off-shell phase space of the CC03 diagrams considered, and the phase space of the single

resonant diagrams, is parametrically suppressed in an inclusive ψ̄ψ→ ψ̄′1ψ′2ψ̄′3ψ′4 observable. The

full phase space is dominated by the near on-shell contributions of the CC03 diagrams which can be

parametrically larger by ∼ (Γ̂W m̂W/v̄2
T)
−1 or ∼ (Γ̂W m̂W/p2

i )
−1 where p2

i is a Lorentz invariant

of mass dimension two. The exact degree of suppression that the off-shell region of phase space

experiences strongly depends on the experimental cuts defining the inclusive ψ̄ψ → ψ̄′1ψ′2ψ̄′3ψ′4

observables, which should be studied in a gauge independent manner including all diagrams that

contribute to the experimental observable, i.e. including all CC11 diagrams.

In some sense, our results coincide with the overall thrust of the discussion of Ref. [46], which em-

phasizes that searching for the effects of L(6) operators interfering with the SM in tails of distributions

(i.e. in the m̂2
W/s→ 0 limit) can be challenged in some helicity configurations, by the smallness of

such interference effects. Arguably, this encourages prioritizing SMEFT studies on “pole observables”

and makes such LHC studies a higher priority compared to pursuing such suppressed “tail observ-

ables”.7 At the same time, we stress that the results of this work indicate that the strong statements

on non-interference of the SM and L(6) operators, in subsets of phase space, and for some helicity

configurations, are tempered by finite width effects, in addition to perturbative corrections [46, 53]

and finite mass suppressions [46]. Finally, our results also demonstrate that a careful examination of

historical and rigorous SM results, in the well developed SM literature, are an essential foundation to

precise and accurate SMEFT studies.

7For a recent discussion on a systematic SMEFT pole program see Ref. [26]. One of the comparative strengths of the
pole observable program is that observables can be optimized so that interference suppression effects enhance theoretical
control of a process for SMEFT studies.



A P P E N D I X

4.A C O N V E N T I O N S A N D N OTAT I O N

We use the generic notation δX = X̄− X̂ for the differences for a Lagrangian parameter X [22, 26]

due to L(6) corrections in the SMEFT and define

δGF =
1√

2 ĜF

(√
2 C(3)

Hl −
Cll√

2

)
, (35)

δm2
Z =

1
2
√

2

m̂2
Z

ĜF
CHD +

21/4
√

πα̂ m̂Z

Ĝ3/2
F

CHWB, (36)

δḡZ = −δGF√
2
− δm2

Z
2m̂2

Z
+

sθ̂ cθ̂√
2ĜF

CHWB, (37)

δg1 =
ĝ1

2c2θ̂

[
s2

θ̂

(√
2δG f +

δm2
Z

m̂2
Z

)
+ c2

θ̂
s2θ̂ v̄2

TCHWB

]
,

δg2 = − ĝ2

2c2θ̂

[
c2

θ̂

(√
2δG f +

δm2
Z

m̂2
Z

)
+ s2

θ̂
s2θ̂ v̄2

TCHWB

]
, (38)

δs2
θ = 2c2

θ̂
s2

θ̂

(
δg1

ĝ1
− δg2

ĝ2

)
+ v̄2

T
s2θ̂c2θ̂

2
CHWB, (39)

m̂2
W

Λ2 δḡ`W =
1

2
√

2ĜF

(
C(3)

H` +
1
2

cθ̂

sθ̂

CHWB

)
− 1

4
δs2

θ

s2
θ̂

. (40)

R1 =

[
−γ−12eiφ̃12 cos

θ

2
sin

θ̃12

2
− sin

θ

2
cos

θ̃12

2

] [
γ−12eiφ̃34 cos

θ̃12

2
cos

θ̃34

2
+ γ+

34eiφ̃12 sin
θ̃12

2
sin

θ̃34

2

]
{√

s1

[
e−iφ̃12 sin

θ

2
cos

θ̃12

2
+ γ+

12 cos
θ

2
sin

θ̃12

2

] [
−γ−12eiφ̃12 cos

θ̃12

2
sin

θ̃34

2
+ γ+

34eiφ̃34 sin
θ̃12

2
cos

θ̃34

2

]
−√s3

[
−eiφ̃34 cos

θ

2
cos

θ̃34

2
+ γ+

34 sin
θ

2
sin

θ̃34

2

]}
e−i(φ̃12+φ̃34)

√
s1s3γ+

12γ−34

(41)

25
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R2 =

[
γ−12 sin

θ

2
cos

θ̃12

2
+ eiφ̃12 cos

θ

2
sin

θ̃12

2

] [
−γ−12eiφ̃12 sin

θ̃12

2
sin

θ̃34

2
− γ+

34eiφ̃34 cos
θ̃12

2
cos

θ̃34

2

]
{√

s1

[
cos

θ

2
cos

θ̃12

2
− γ+

12e−iφ̃12 sin
θ

2
sin

θ̃12

2

] [
γ−12eiφ̃34 cos

θ̃12

2
cos

θ̃34

2
+ γ+

34eiφ̃12 sin
θ̃12

2
sin

θ̃34

2

]
+

[
γ+

34 sin
θ

2
sin

θ̃34

2
− eiφ̃34 cos

θ

2
cos

θ̃34

2

]}
e−i(φ̃12+φ̃34)

√
s1s3γ+

12γ−34

(42)

R3 =

[
γ+

34eiφ̃34 cos
θ

2
cos

θ̃34

2
− sin

θ

2
sin

θ̃34

2

] [
γ−12eiφ̃34 cos

θ̃12

2
cos

θ̃34

2
+ γ+

34eiφ̃12 sin
θ̃12

2
sin

θ̃34

2

]
{√

s3

[
e−iφ̃34 sin

θ

2
sin

θ̃34

2
− γ−34 cos

θ

2
cos

θ̃34

2

] [
−γ−12eiφ̃12 sin

θ̃12

2
cos

θ̃34

2
+ γ+

34eiφ̃34 cos
θ̃12

2
sin

θ̃34

2

]
+
√

s1

[
γ−12 sin

θ

2
cos

θ̃12

2
+ eiφ̃12 cos

θ

2
sin

θ̃12

2

]}
e−i(φ̃12+φ̃34)

√
s1s3γ+

12γ−34

(43)

R4 =

[
γ+

34 sin
θ

2
sin

θ̃34

2
− eiφ̃34 cos

θ

2
cos

θ̃34

2

] [
γ−12eiφ̃12 sin

θ̃12

2
sin

θ̃34

2
+ γ+

34eiφ̃34 cos
θ̃12

2
cos

θ̃34

2

]
{√

s3

[
cos

θ

2
sin

θ̃34

2
+ γ−34e−iφ̃34 sin

θ

2
cos

θ̃34

2

] [
−γ−12eiφ̃34 cos

θ̃12

2
cos

θ̃34

2
− γ+

34eiφ̃12 sin
θ̃12

2
sin

θ̃34

2

]
+

[
γ−12 sin

θ

2
cos

θ̃12

2
+ eiφ̃12 cos

θ

2
sin

θ̃12

2

]}
e−i(φ̃12+φ̃34)

√
s1s3γ+

12γ−34

(44)

L1 =

[
−γ−12eiφ̃12 sin

θ

2
sin

θ̃12

2
+ cos

θ

2
cos

θ̃12

2

] [
γ−12eiφ̃34 cos

θ̃12

2
cos

θ̃34

2
+ γ+

34eiφ̃12 sin
θ̃12

2
sin

θ̃34

2

]
{√

s1

[
e−iφ̃12 cos

θ

2
cos

θ̃12

2
− γ+

12 sin
θ

2
sin

θ̃12

2

] [
−γ−12eiφ̃12 cos

θ̃12

2
sin

θ̃34

2
+ γ+

34eiφ̃34 sin
θ̃12

2
cos

θ̃34

2

]
−√s3

[
eiφ̃34 sin

θ

2
cos

θ̃34

2
+ γ+

34 cos
θ

2
sin

θ̃34

2

]}
e−i(φ̃12+φ̃34)

√
s1s3γ+

12γ−34

(45)
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L2 =

[
−γ−12 cos

θ

2
cos

θ̃12

2
+ eiφ̃12 sin

θ

2
sin

θ̃12

2

] [
γ−12eiφ̃12 sin

θ̃12

2
sin

θ̃34

2
+ γ+

34eiφ̃34 cos
θ̃12

2
cos

θ̃34

2

]
{√

s1

[
sin

θ

2
cos

θ̃12

2
+ γ+

12e−iφ̃12 cos
θ

2
sin

θ̃12

2

] [
γ−12eiφ̃34 cos

θ̃12

2
cos

θ̃34

2
+ γ+

34eiφ̃12 sin
θ̃12

2
sin

θ̃34

2

]
−
[

γ+
34 cos

θ

2
sin

θ̃34

2
+ eiφ̃34 sin

θ

2
cos

θ̃34

2
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e−i(φ̃12+φ̃34)

√
s1s3γ+

12γ−34

(46)

L3 =

[
γ+

34eiφ̃34 sin
θ
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cos

θ̃34
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+ cos

θ

2
sin

θ̃34

2

] [
−γ−12eiφ̃34 cos

θ̃12

2
cos
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2
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34eiφ̃12 sin
θ̃12

2
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θ̃34

2

]
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−√s3

[
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θ̃34
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34eiφ̃34 cos
θ̃12

2
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2

]
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√
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[
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+ eiφ̃12 sin
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2
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12γ−34
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L4 =
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34eiφ̃12 sin
θ̃12

2
sin

θ̃34

2

]
−
[
−γ−12 cos

θ

2
cos

θ̃12

2
+ eiφ̃12 sin

θ

2
sin

θ̃12

2

]}
e−i(φ̃12+φ̃34)

√
s1s3γ+

12γ−34

(48)
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4.A.1 Phase space

The four momenta are defined as pµ
+ =

√
s

2 (1, sin θ, 0,− cos θ), pµ
− =

√
s

2 (1,− sin θ, 0, cos θ) with

s = (p+ + p−)2 and sij = (ki + k j)
2 while the final state momenta (boosted to a common center of

mass frame) are

2kµ
1√

s12
=
(
γ12,0 − γ12 cos θ̃12,− sin θ̃12 cos φ̃12,− sin θ̃12 sin φ̃12, γ12,0 cos θ̃12 + γ12

)
, (49)

2kµ
2√

s12
=
(
γ12,0 + γ12 cos θ̃12, sin θ̃12 cos φ̃12, sin θ̃12 sin φ̃12, γ12,0 cos θ̃12 + γ12

)
, (50)

2kµ
3√

s34
=
(
γ34,0 − γ34 cos θ̃34, sin θ̃34 cos φ̃34, sin θ̃34 sin φ̃34, γ34,0 cos θ̃34 − γ34

)
, (51)

2kµ
4√

s34
=
(
γ34,0 + γ34 cos θ̃34,− sin θ̃34 cos φ̃34,− sin θ̃34 sin φ̃34,−γ34,0 cos θ̃34 − γ34

)
. (52)

We use the definitions λ = s2 + s2
12 + s2

34 − 2ss12 − 2ss34 − 2s12s34

γ12 =

√
λ

2
√

ss12
, γ12,0 =

s + s12 − s34

2
√

ss12
,

γ34 =

√
λ

2
√

ss34
, γ34,0 =

s + s34 − s12

2
√

ss34
,

γ±12 = γ12,0 ± γ12, γ±34 = γ34,0 ± γ34.

Useful identities are γ2
12,0 − γ2

12 = γ+
12γ−12 = 1 and γ2

34,0 − γ2
34 = γ+

34γ−34 = 1. A phase convention

choice on φ12,34 in the spinors is required to be the same in the CC03 and CC11 results.
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G A U G E F I X I N G T H E S TA N D A R D M O D E L E F F E C T I V E F I E L D

T H E O R Y

We gauge fix the Standard Model Effective Field Theory in a manner invariant under background

field gauge transformations using a geometric description of the field connections.

5.1 I N T RO D U C T I O N

When physics beyond the Standard Model (SM) is present at scales (Λ) larger than the Electroweak

scale (
√

2 〈H†H〉 ≡ v̄T), the SM can be extended into an effective field theory (EFT). The Standard

Model Effective Field Theory (SMEFT), defined by a power counting expansion in the ratio of scales

v̄T/Λ < 1, extends the SM with higher dimensional operators Q(d)
i of mass dimension d. The

Lagrangian is

LSMEFT = LSM + L(5) + L(6) + L(7) + . . . , (53)

L(d) = ∑
i

C(d)
i

Λd−4Q
(d)
i for d > 4.

The SMEFT is a model independent and consistent low energy parameterization of heavy physics

beyond the SM, so long as its defining assumptions are satisfied: that there are no light hidden states

in the spectrum with couplings to the SM; and a SU(2)L scalar doublet with hypercharge yh = 1/2 is

present in the EFT.

The SMEFT has the same SU(3)C × SU(2)L ×U(1)Y global symmetry as the SM. The SMEFT

also has a Higgsed phase of SU(2)L×U(1)Y → U(1)em. A difference between these theories is that

additional couplings and interactions between the fields come about due to the Q(d)
i . Some of these

29
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interactions are bilinear in the SM fields in the Higgsed phase. These terms are important for gauge

fixing and the presence of these interactions introduce technical challenges to the usual gauge fixing

approach.

The bilinear field interactions in the SMEFT are usefully thought of in terms of connections in the

field space manifolds of the theory [64, 65]. The purpose of this paper is to show that gauge fixing the

SMEFT, taking into account the field space metrics, directly resolves many of the technical challenges

that have been identified to date. The approach we develop generalizes directly to higher orders in the

SMEFT power counting expansion.

The difficulties in gauge fixing the SMEFT are also present when the Background Field Method

(BFM) [66–72] is used [73]. The BFM splits the fields in the theory into quantum and classical fields

(F → F + F̂), with the latter denoted with a hat superscript. One performs a gauge fixing procedure

that preserves background field gauge invariance while breaking explicitly the quantum field gauge

invariance. This allows a gauge choice for the quantum fields to be made to one’s advantage, while

still benefiting from the simplifications that result from naive Ward identities [74] due to the preserved

background field gauge invariance.1

In this paper, we show how to perform gauge fixing with the BFM taking into account the field

space metrics that are present due to the SMEFT power counting expansion. The usual Rξ gauge

fixing approach in the BFM for the Standard Model [69–72] is a special case of this approach.2

Conceptually one can understand that this procedure is advantageous as it preserves the background

SU(3)C × SU(2)L ×U(1)Y invariance on the curved field spaces present due to the power counting

expansion. The latter is trivialized away in the Standard Model.

5.2 S C A L A R S PAC E

The operators that lead to scalar kinetic terms in the Higgsed phase of the theory up to L(6) are [25]

Lscalar,kin =
(

DµH
)†

(DµH) +
CH2

Λ2

(
H†H

)
2
(

H†H
)

+
CHD

Λ2

(
H†DµH

)∗ (
H†DµH

)
,

≡1
2

hI J(φ)
(

Dµφ
)I
(Dµφ)J . (54)

1The Ward identities result from considering BRST invariance [75] when the BFM is not used, which can be more
cumbersome when extending results to higher orders in the SMEFT power counting expansion.

2For a Rξ gauge SMEFT formulation with three distinct ξ parameters see Ref. [76].
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Our covariant derivative sign convention is given by DµH = (∂µ + i g2Wa,µ σa/2 + i g1 yhBµY)H

and (Dµφ)I = (∂µδI
J − 1

2WA,µγ̃I
A,J)φ

J , with definitions given below. Defining

H =
1√
2

φ2 + iφ1

φ4 − iφ3

 , (55)

the scalar field connections can be described by a R4 field manifold with the metric hI J(φ). Our

notation is that the latin capital letters I, J, K, L · · · run over {1, 2, 3, 4}, while lower case latin letters

i, j, k, l · · · run over {1, 2}. The metric takes the form

hI J(φ) = δI J − 2
CH2

Λ2 φIφJ +
1
2

CHD

Λ2 f I J(φ), (56)

where

f I J(φ) =



a 0 d c

0 a c −d

d c b 0

c −d 0 b


,

a = φ2
1 + φ2

2,

b = φ2
3 + φ2

4,

c = φ1φ4 + φ2φ3,

d = φ1φ3 − φ2φ4.

(57)

The Riemann curvature tensor calculated from the scalar field metric is non-vanishing [64, 65, 77].

The scalar manifold is curved due to the power counting expansion. An interesting consequence is that

there does not exist a gauge independent field redefinition which sets hI J = δI J when considering L(6)

corrections [77]. As a result, demanding that the Higgs doublet field to be canonically normalized in

the SMEFT to L(6) cannot be used as a defining condition for operator bases [22, 77–79].
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5.3 G AU G E B O S O N S PAC E

The operators that lead to CP even bilinear interactions for the SU(2)L ×U(1)Y spin one fields up to

L(6) are

LWB = −1
4

Wa
µνWa,µν − 1

4
BµνBµν +

CHB

Λ2 H†HBµνBµν

+
CHW

Λ2 H†HWa
µνWa,µν +

CHWB

Λ2 H†σaHWa
µνBµν

≡ −1
4

gAB(H)WA
µνWB,µν, (58)

where a, b · · · run over {1, 2, 3}, A, B, C · · · run over {1, 2, 3, 4}. HereW4
µν = Bµν. Analogous to

the scalar sector, we have introduced a metric gAB[H(φi)], taking the form

gab =

(
1− 4

CHW

Λ2 H†H
)

δab, g44 = 1− 4
CHB

Λ2 H†H,

ga4 = g4a = −2
CHWB

Λ2 H†σaH. (59)

The Riemann curvature tensor for the gauge fields can be calculated from gAB and is nonvanishing; the

(CP even) R4 spin one field manifold is also curved.3 A physical consequence is that, as in the case

of the scalar manifold, there does not exist a gauge independent field redefinition that sets gAB = δAB

including L(6) corrections.4,5 The power counting expansion of the SMEFT is relevant for gauge

fixing and cannot be removed with gauge independent field redefinitions, which is a novel feature

compared to more familiar EFTs without a Higgsed phase. The particular form of the field space

metrics depends on the operator basis used, but the utility of the geometric approach developed here

does not. This argues for a modified gauge fixing procedure using the BFM in the SMEFT.

3SU(2)L is self adjoint. As a result, one can define a GAB tensor of the same form as gAB through GAB(H)Wµν
A WB,µν.

This GAB is not the tensor gAB defined through the relation gABgBC = δA
C and used in the gauge fixing term.

4A rotation to the mass eigenstate basis for the field bilinear interactions can be made, and this is consistent with the
curvature of the gauge manifold.

5Field redefiniton invariant quantities are more directly connected to S-matrix elements. For a similar discussion of
how field redefintion invariant beta functions can be defined in the SMEFT, see [80].



5 G AU G E F I X I N G 33

5.4 G AU G E F I X I N G

Eliminating bilinear kinetic mixing between the gauge bosons and the Goldstone bosons in an efficient

gauge fixing procedure is advantageous. A simpler LSZ procedure [81] to construct S-matrix elements

results from this condition being imposed. Rξ gauge [82] in the SM when ξW = ξB has some further

advantages in eliminating contact operators that complicate calculations in intermediate steps. Using

the BFM combined with Rξ gauge fixing, the gauge fixing term for the SU(2)L ×U(1)Y fields in the

SM takes the form [69–72]

LGF =− 1
2ξW

∑
a

[
∂µWa,µ − g2εabcŴb,µWµ

c + ig2
ξW

2

(
Ĥ†

i (σ
a)i

jH
j − H†

i (σ
a)i

jĤ
j
)]2

− 1
2ξB

[
∂µBµ + ig1

ξB

2

(
Ĥ†

i Hi − H†
i Ĥi

)]2

, (60)

where the background fields are denoted by a hat.

The SU(2)L Pauli matrix representation in Eq. 60 is inconvenient for characterizing the gauge

fixing term as gAB is defined on R4. The Pauli matrix algebra is isomorphic to the Clifford algebra

C(0, 3), and the latter can be embedded in the R4 field space using the real representations γ1,2,3 such

that

γI
1,J =



0 0 0 −1

0 0 −1 0

0 1 0 0

1 0 0 0


, γI

2,J =



0 0 1 0

0 0 0 −1

−1 0 0 0

0 1 0 0


,

γI
3,J =



0 −1 0 0

1 0 0 0

0 0 0 −1

0 0 1 0


, γI

4,J =



0 −1 0 0

1 0 0 0

0 0 0 1

0 0 −1 0


. (61)

The γ4 generator is used for the U(1)Y embedding. As SU(2)L is self adjoint we can also define this

algebra for the adjoint fields, using the same real representations. γ1,2,3,4〈φ〉 6= 0 and the unbroken
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combination of generators (γ3 + γ4)〈φ〉 = 0 corresponds to U(1)em. We absorb the couplings into

the structure constants and gamma matrices,

ε̃A
BC = g2 εA

BC, with ε̃1
23 = +g2,

γ̃I
A,J =


g2 γI

A,J , for A = 1, 2, 3

g1γI
A,J , for A = 4.

(62)

The different couplings g1, g2 enter as the group defined on the R4 field space is not simple. The γI
a,J

matricies satisfy the algebra [γ̃a, γ̃b] = 2 ε̃c
ab γ̃c and [γ̃a, γ̃4] = 0. The structure constants vanish

when any of A, B, C = 4. Note also that Ĥ†σAH − H†σAĤ = −iφγAφ̂, with σ4 = Y = I2×2. The

gauge fixing term in the background field gauge takes the form

LGF = − ĝAB

2 ξ
GA GB, (63)

GX ≡ ∂µWX,µ − ε̃X
CDŴC

µWD,µ +
ξ

2
ĝXCφI ĥIK γ̃K

C,J φ̂
J .

The Rξ gauge fixing term follows when replacing the background fields with their vacuum expectation

values. The gauge fixing term is bilinear in the quantum fields. The field space metrics in Eq. 63 are

denoted with a hat superscript indicating they are defined to depend only on the background fields.

Contracting with the field space metrics is a basis independent feature of the gauge fixing term.
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It is useful to note the following background field gauge transformations (δF̂), with infinitesimal

local gauge parameters δα̂A(x) when verifying explicitly the background field gauge invariance of

this expression

δ φ̂I = −δα̂A γ̃I
A,J

2
φ̂J ,

δ (Dµφ̂)I = −δα̂A γ̃I
A,J

2
(Dµφ̂)J ,

δŴA,µ = −∂µ(δα̂A)− ε̃A
BC δα̂B ŴC,µ,

δĥI J = ĥKJ
δα̂A γ̃K

A,I

2
+ ĥIK

δα̂A γ̃K
A,J

2
,

δŴA
µν = −ε̃A

BC δα̂B ŴC
µν,

δĝAB = ĝCB ε̃C
DA δα̂D + ĝAC ε̃C

DB δα̂D. (64)

The background field gauge invariance is established by using these transformations in conjuction

with a linear change of variables on the quantum fields

WA,µ →WA,µ − ε̃A
BC δα̂BWC,µ,

φI → φI −
δα̂B γ̃I

B,K

2
φK. (65)

The transformation of the gauge fixing term is

δGX = −ε̃X
AB δα̂AGB. (66)

With these transformations, the background field gauge invariance of the gauge fixing term is directly

established.

The background field generating functional (Z) depends on the background fields F̂ ≡ {ŴA, φ̂I}
and the sources JF ≡ {JA, J I

φ}. The source terms transform as

δJA
µ = −ε̃A

BC δα̂B JC
µ , δJ I

φ = −
δα̂B γ̃I

B,K

2
JK
φ . (67)
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The background field generating functional dependence on the source terms is invariant under the

background field gauge transformations, as they are contracted with the field space metrics in Z[F̂, JF]

defined by

∫
DF det

[
∆GA

∆αB

]
ei(S[F+F̂]+LGF+ĝCD JC

µWD,µ+ĥI J J I
φφJ).

The integration over dx4 is implicit in this expression. Here a quantum field gauge transformation is

indicated with a ∆. The action is manifestly invariant under the gauge transformation of F + F̂. This

establishes the background field invariance of the generating functional.

The quantum fields gauge transformations are

∆WA
µ = −∂µ∆αA − ε̃A

BC ∆αB (WC
µ + ŴC

µ ),

∆φI = −∆αA γ̃I
A,J

2
(φJ + φ̂J). (68)

As the field metrics in Eq. 63 depend only on the background fields and do not transform under

quantum field gauge transformations, the Faddeev-Popov [83] ghost term still follows directly; we

find

LFP =− ĝABūB
[
−∂2δA

C −
←−
∂ µε̃A

DC(WD,µ + ŴD,µ)

+ ε̃A
DCŴD

µ

−→
∂ µ − ε̃A

DEε̃E
FCŴD

µ (W F,µ + Ŵ F,µ)

− ξ

4
ĝAD(φJ + φ̂J)γ̃I

C,J ĥIK γ̃K
D,L φ̂L)

]
uC. (69)

The form of this expression follows from the convention choice in Eq. 74, and the descendent

convention in Eq. 63. The mass eigenstate Zµ, Aµ fields are defined by

W3
µ

Bµ

 =

1 + CHW v̄2
T

Λ2 −CHWB v̄2
T

2Λ2

−CHWB v̄2
T

2Λ2 1 + CHB v̄2
T

Λ2


 cθ̄ sθ̄

−sθ̄ cθ̄


Zµ

Aµ

 ,

where the introduced rotation angles sθ̄ , cθ̄ are [84, 85]

tθ̄ ≡
sθ̄

cθ̄

=
ḡ1

ḡ2
+

v̄2
T

2
CHWB

Λ2

(
1− ḡ2

1

ḡ2
2

)
, (70)
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and ḡ2 = g2(1 + CHW v̄2
T/Λ2), ḡ1 = g1(1 + CHBv̄2

T/Λ2). This removes mixing terms as well as

making the kinetic term of the spin one electroweak fields canonically normalized. This results in a sim-

plified LSZ procedure to construct S-matrix elements. Ghost fields associated with the mass eigenstates

follow from the linear rotation to the mass eigenstate fields. Feynman rules can be extracted directly

from these expressions. Corrections from the Wilson coefficients (CH2, CHD, CHWB, CHB, CHW)

enter in ghost interactions and couple to the sources through the gauge and scalar metrics.

5.5 C O N C L U S I O N S

In this paper we have defined an approach to gauge fixing the SMEFT that preserves background field

gauge invariance. This approach directly generalizes to higher orders in the SMEFT power counting.

The key point is to gauge fix the fields on the curved field space due to the power counting expansion.



6

WA R D I D E N T I T I E S F O R T H E S TA N D A R D M O D E L E F F E C T I V E

F I E L D T H E O R Y

We derive Ward identities for the Standard Model Effective Field Theory using the background

field method. The resulting symmetry constraints on the Standard Model Effective Field Theory

are basis independent, and constrain the perturbative and power-counting expansions. A geometric

description of the field connections, and real representations for the SU(2)L ×U(1)Y generators,

underlies the derivation.

6.1 I N T RO D U C T I O N

The Standard Model (SM) is an incomplete description of observed phenomena in nature. However,

explicit evidence of new long-distance propagating states is lacking. Consequently, the SM is usefully

thought of as an Effective Field Theory (EFT) for measurements and data analysis, with characteristic

energies proximate to the Electroweak scale (
√

2 〈H†H〉 ≡ v̄T) – such as those made at the LHC or

lower energies.

The Standard Model Effective Field Theory (SMEFT) is based on assuming that physics beyond

the SM is present at scales Λ > v̄T. The SMEFT also assumes that there are no light hidden states in

the spectrum with couplings to the SM; and a SU(2)L scalar doublet (H) with hypercharge yh = 1/2

is present in the EFT.

38
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A power-counting expansion in the ratio of scales v̄T/Λ < 1 defines the SMEFT Lagrangian as

LSMEFT = LSM + L(5) + L(6) + L(7) + . . . , (71)

L(d) = ∑
i

C(d)
i

Λd−4Q
(d)
i for d > 4.

The higher-dimensional operatorsQ(d)
i are labelled with a mass dimension d superscript, and multiply

unknown, dimensionless Wilson coefficients C(d)
i . The sum over i, after non-redundant operators

are removed with field redefinitions of the SM fields, runs over the operators in a particular operator

basis. In this paper we use the Warsaw basis [25]. However, the main results are formulated in a

basis independent manner and constrain relationships between Lagragian parameters due to the linear

realization of SU(2)L ×U(1)Y in the SMEFT.

The SMEFT is a powerful practical tool, but it is also a well-defined field theory. Many formal

field-theory issues also have a new representation in the SMEFT. This can lead to interesting subtleties,

particularly when developing SMEFT analyses beyond leading order. When calculating beyond

leading order in the loop (h̄) expansion, renormalization is required. The counterterms for the SMEFT

at dimension five [86, 87], and six [85, 88–90] are known and preserve the SU(3)× SU(2)×U(1)

symmetry of the SM. Such unbroken (but non-manifest in some cases) symmetries are also represented

in the naive Ward-Takahashi identities [74, 91] when the Background Field Method (BFM) [66–70, 72]

is used to gauge fix the theory. In Ref. [2] it was shown how to gauge fix the SMEFT in the BFM in

Rξ gauges, and we use this gauge-fixing procedure in this work.

The BFM splits the fields in the theory into quantum and classical background fields (F → F + F̂),

with the latter denoted with a hat superscript. By performing a gauge-fixing procedure that preserves

the background-field gauge invariance, while breaking explicitly the quantum-field gauge invariance,

the Ward identities [74] are present in a “naive manner" – i.e. the identities are related to those that

would be directly inferred from the classical Lagrangian. This approach is advantageous, as otherwise

the gauge-fixing term, and ghost term, of the theory can make symmetry constraints non-manifest in

intermediate steps of calculations.

The BFM gauge-fixing procedure in the SMEFT relies on a geometric description of the field

connections, and real representations for the SU(2)L ×U(1)Y generators. Using this formulation of

the SMEFT allows a simple Ward-Takahashi identity to be derived, that constrains the n-point vertex

functions. The purpose of this paper is to report this result and derivation.1

1Modified Ward identities in the SMEFT have been discussed in an on-shell scheme in Ref. [92].
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6.2 PAT H I N T E G R A L F O R M U L AT I O N

The BFM generating functional of the SMEFT is given by

Z[F̂, J] =
∫
DF det

[
∆GA

∆αB

]
ei(S[F+F̂]+LGF+source terms).

The integration over d4x is implicit in LGF. The generating functional is integrated over the quantum

field configurations via DF, with F field coordinates describing all long-distance propagating states.

J stands for the dependence on the sources which only couple to the quantum fields [93]. The

background fields also effectively act as sources of the quantum fields. S is the action, initially

classical, and augmented with a renormalization prescription to define loop corrections.

The scalar Higgs doublet is decomposed into field coordinates φ1,2,3,4, defined with the normaliza-

tion

H =
1√
2

φ2 + iφ1

φ4 − iφ3

 . (72)

The scalar kinetic term is defined with a field space metric introduced as

Lscalar,kin =
1
2

hI J(φ)
(

Dµφ
)I
(Dµφ)J , (73)

where (Dµφ)I = (∂µδI
J − 1

2WA,µγ̃I
A,J)φ

J , with real generators (γ̃) and structure constants (ε̃A
BC)

defined in the Appendix. The corresponding kinetic term for the SU(2)L ×U(1)Y spin-one fields is

Lgauge,kin = −1
4

gAB(φ)WA
µνWB,µν, (74)

where A, B, C, . . . run over {1, 2, 3, 4}, (as do I, J) and W4
µν = Bµν. Extending this definition to

include the gluons is straight-forward.
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A quantum-field gauge transformation involving these fields is indicated with a ∆, with an infinites-

imal quantum gauge parameter ∆αA. Explicitly, the transformations are

∆WA
µ = −ε̃A

BC ∆αB
(
ŴC,µ +WC,µ

)
− ∂µ(∆αA),

∆φI = −∆αA γ̃I
A,J

2
(φJ + φ̂J). (75)

The BFM gauge-fixing term of the quantum fieldsWA is [2]

LGF = − ĝAB

2 ξ
GA GB, (76)

GA ≡ ∂µWA,µ − ε̃A
CDŴC

µWD,µ +
ξ

2
ĝACφI ĥIK γ̃K

C,J φ̂
J .

The introduction of field space metrics in the kinetic terms reflects the geometry of the field space

due to the power-counting expansion. These metrics are the core conceptual difference of the relation

between Lagrangian parameters, compared to the SM, in the Ward identities we derive. The field

spaces defined by these metrics are curved, see Refs. [64, 65, 77]. The background-field gauge

fixing relies on the basis independent transformation properties of gAB and hI J ,2 and the fields, under

background-field gauge transformations (δF̂) with infinitesimal local gauge parameters δα̂A(x) given

by

δ φ̂I = −δα̂A γ̃I
A,J

2
φ̂J ,

δŴA,µ = −(∂µδA
B + ε̃A

BC ŴC,µ)δα̂B,

δĥI J = ĥKJ
δα̂A γ̃K

A,I

2
+ ĥIK

δα̂A γ̃K
A,J

2
,

δĝAB = ĝCB ε̃C
DA δα̂D + ĝAC ε̃C

DB δα̂D,

δGX = −ε̃X
AB δα̂AGB,

δ fi = Λj
A,i α̂A f j,

δ f̄i = α̂A f̄ jΛ̄
j
A,i, (77)

2The explicit forms of gAB and hI J are basis dependent. The forms of the corrections for the Warsaw basis at L(6) are
given in Ref. [2].
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where we have left the form of the transformation of the fermion fields implicit. Here i, j are flavour

indicies. The background-field gauge invariance of the generating functional, i.e.

δZ[F̂, J]
δα̂A = 0, (78)

is established by using these gauge transformations in conjunction with the linear change of variables

on the quantum fields.

The generating functional of connected Green’s functions is given by

W[F̂, J] = −i log Z[F̂, J], (79)

where J = {JA
µ , J I

φ, J f , J f̄ }. As usual the effective action is the Legendre transform

Γ[F̂, F̃] = W[F̂, J]−
∫

dx4 J · F̃|F̃= δW
δJ

. (80)

Here our notation is chosen to match Ref. [94]. S-matrix elements are constructed via [94–96]

Γfull[F̂, 0] = Γ[F̂, 0] + i
∫

d4xLBF
GF. (81)

The last term in Eq. (81) is a gauge-fixing term for the background fields, formally independent from

Eq. (76), and introduced to define the propagators of the background fields.

Finally, we define a generating functional of connected Green’s functions Wc[ Ĵ] as a further

Legendre transform [96]

Wc[ Ĵ] = Γfull[F̂] + i
∫

d4x

[
∑̂
F

ĴF̂† F̂ + ∑
f
( f̄ Ĵ f̄ + Ĵ f f )

]
. (82)

with F̂ = {WA, φI} and

i ĴF̂† = −δΓfull

δF̂
, i Ĵ f = −

δΓfull

δ f̄
, i Ĵ f̄ =

δΓfull

δ f
,

F̂ =
δWc

iδ ĴF̂†

, f =
δWc

iδ Ĵ f̄
, f̄ = −δWc

iδ Ĵ f
. (83)
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6.3 W E A K E I G E N S TAT E WA R D I D E N T I T I E S

The BFM Ward identities follow from the invariance of Γ[F̂, 0] under background-field gauge trans-

formations,

δΓ[F̂, 0]
δα̂B = 0. (84)

In position space, the identities are

0 =
(

∂µδA
B − ε̃A

BC ŴC,µ
) δΓ

δŴµ
A
−

γ̃I
B,J

2
φ̂J δΓ

δφ̂I

+ ∑
j

(
f̄ jΛ̄

j
B,i

δΓ
δ f̄i
− δΓ

δ fi
Λi

B,j f j

)
. (85)

For some n-point function Ward identities, the background fields are set to their vacuum expectation

values. When this is defined through the minimum of the classical action S, where the scalar potential

is a function of H†H, which we denote as 〈 〉. For example, the scalar vev defined in this manner is

through
√

2 〈H†H〉 ≡ v̄T and explicitly 〈φJ〉 with an entry set to the numerical value of the vev does

not transform via γ̃I
A,J .

A direct relation follows between the tadpoles (i.e. the one point functions δΓ/δφ̂I) and, 〈φ̂J〉,
given by

0 = ∂µ δΓ
δŴB,µ

−
γ̃I

B,J

2
〈φ̂J〉 δΓ

δφ̂I . (86)

Requiring a Lorentz-invariant vacuum sets the tadpoles for the gauge fields to zero. Thus, for the

scalars

0 =
γ̃I

B,J

2
〈φ̂J〉 δΓ

δφ̂I . (87)

γB〈φJ〉 6= 0 and the unbroken combination (γ3 + γ4)〈φJ〉 = 0 corresponds to U(1)em. Eq. (87)

with B = 3, 4 does not given linearly independent constraints. This leads to the requirement of a

further renormalization condition to define the tadpole δΓ/δφ̂4 to vanish.
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The Ward identities for the two-point functions are

0 =∂µ δ2Γ
δŴA,νδŴB,µ

−
γ̃I

B,J

2
〈φ̂J〉 δ2Γ

δŴA,νδφ̂I
, (88)

0 =∂µ δ2Γ
δφ̂KδŴB,µ

−
γ̃I

B,J

2

(
〈φ̂J〉 δ2Γ

δφ̂Kδφ̂I + δJ
K

δΓ
δφ̂I

)
. (89)

The three-point Ward identities are

0 =∂µ δ3Γ
δ f kδ flδŴB,µ

−
γ̃I

B,J

2
〈φ̂J〉 δ3Γ

δ f kδ flδφ̂I

+ Λ
k
B,i

δ2Γ
δ f iδ fl

− δ2Γ
δ f kδ fi

Λi
B,l , (90)

0 =∂µ δ3Γ
δŴA,νδŴB,µδŴC,ρ

− ε̃D
BC

δ2Γ
δŴD,ρδŴA,ν

−
γ̃I

B,J

2
〈φ̂J〉 δ3Γ

δφ̂IδŴA,νδŴC,ρ
, (91)

0 =∂µ δ3Γ
δŴA,νδŴB,µδφ̂K

− ε̃D
BA

δ2Γ
δŴD,νδφ̂K

−
γ̃I

B,J

2

(
〈φ̂J〉 δ3Γ

δŴA,νδφ̂Iδφ̂K
+ δJ

K
δ2Γ

δŴA,νδφ̂I

)
, (92)

0 =∂µ δ3Γ
δŴB,µδφ̂Kδφ̂L

−
γ̃I

B,J

2
〈φ̂J〉 δ3Γ

δφ̂Iδφ̂Kδφ̂L

−
γ̃I

B,J

2

(
δJ

K
δ2Γ

δφ̂Iδφ̂L + δJ
L

δ2Γ
δφ̂Iδφ̂K

)
. (93)

6.4 M A S S E I G E N S TAT E WA R D I D E N T I T I E S

The mass eigenstate SM Ward identities in the BFM are summarized in Ref. [72]. The tranformation

of the gauge fields, gauge parameters and scalar fields into mass eigenstates in the SMEFT is

ŴA,ν =
√

gABUBCÂC,ν, (94)

α̂A =
√

gABUBC β̂C, (95)

φ̂J =
√

h
JK

VKLΦ̂L, (96)
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with ÂC = (Ŵ+, Ŵ−, Ẑ , Â), Φ̂L = {Φ̂+, Φ̂−, χ̂, Ĥ0}. This follows directly from the formal-

ism in Ref. [2] (see also Ref. [97]). The matrices U, V are unitary, with
√

gAB√gBC ≡ δA
C and

√
h

AB√
hBC ≡ δA

C . The square root metrics are understood to be matrix square roots and the entries

are 〈〉 of the field space metrics entries. The combinations
√

gU and
√

hV perform the mass eigenstate

rotation for the vector and scalar fields, and bring the corresponding kinetic term to canonical form,

including higher-dimensional-operator corrections. We define the mass-eigenstate transformation

matrices

U A
C =

√
gABUBC, (U−1)D

F = UDE√g EF,

VA
C =

√
h

AB
VBC, (V−1)D

F = VDE
√

h EF,

to avoid a proliferation of index contractions. The structure constants and generators, transformed to

those corresponding to the mass eigenstates, are defined as

εC
GY = (U−1)C

Aε̃A
DE UD

G U E
Y , γI

G,L =
1
2

γ̃I
A,L U A

G ,

Λi
X,j = Λi

A,j U A
X .

The background-field gauge transformations in the mass eigenstate are

δÂC,µ = −
[
∂µδC

G + εC
GYÂY,µ

]
δβ̂G,

δΦ̂K = −(V−1)K
I γI

G,L V L
NΦ̂Nδβ̂G. (97)

The Ward identities are then expressed compactly as

0 =
δΓ

δβ̂G
(98)

= ∂µ δΓ
δÂX,µ

+ ∑
j

(
f̄ jΛ

j
X,i

δΓ
δ f̄i
− δΓ

δ fi
Λi

X,j f j

)
− δΓ

δÂCµ
εC

XYÂYµ − δΓ
δΦ̂K

(V−1)K
I γI

X,LV L
NΦ̂N .

In this manner, the “naive" form of the Ward identities is maintained. The BFM Ward identities in the

SMEFT take the same form as those in the SM up to terms involving the tadpoles. This is the case

once a consistent redefinition of couplings, masses and fields is made.
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6.5 T W O - P O I N T F U N C T I O N WA R D I D E N T I T I E S

The Ward identities for the two-point functions take the form

0 = ∂µ δ2Γ
δÂXµδÂYν

− δ2Γ
δÂYνδΦ̂K

(V−1)K
I γI

X,LV L
N〈Φ̂N〉,

0 = ∂µ δ2Γ
δÂXµδΦ̂O

− δ2Γ
δΦ̂KδΦ̂O

(V−1)K
I γI

X,LV L
N〈Φ̂N〉

− δΓ
δΦ̂K

(V−1)K
I γI

X,LV L
O. (99)

6.6 P H OT O N I D E N T I T I E S

The Ward identities for the two-point functions involving the photon are given by

0 = ∂µ δ2Γ
δÂ4µδÂYν

, 0 = ∂µ δ2Γ
δÂ4µδΦ̂I

. (100)

Using the convention of Ref. [72] for the decomposition of the vertex function

−iΓV̂,V̂′
µν (k,−k) =

(
−gµνk2 + kµkν + gµν M2

V̂

)
δV̂V̂′ ,

+

(
−gµν +

kµkν

k2

)
ΣV̂,V̂′

T − kµkν

k2 ΣV̂,V̂′
L ,

an overall normalization factors out of the photon two-point Ward identities compared to the SM, and

ΣÂ,Â
L,SMEFT(k

2) = 0, ΣÂ,Â
T,SMEFT(0) = 0. (101)

The latter result follows from analyticity at k2 = 0.
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6.7 W ± , Z I D E N T I T I E S

Directly, one finds the identities

0 = ∂µ δ2Γ
δÂ3µδÂYν

− M̄Z
δ2Γ

δΦ̂3δÂYν
, (102)

0 = ∂µ δ2Γ
δÂ3µδΦ̂I

− M̄Z
δ2Γ

δΦ̂3δΦ̂I
(103)

+
ḡZ

2
δΓ

δΦ̂4

(√
h[4,4]

√
h
[3,3] −

√
h[4,3]

√
h
[4,3]
)

δ3
I

− ḡZ

2
δΓ

δΦ̂4

(√
h[4,4]

√
h
[3,4] −

√
h[4,3]

√
h
[4,4]
)

δ4
I ,

and

0 = ∂µ δ2Γ
δŴ±µδÂYν

± iM̄W
δ2Γ

δΦ̂±δÂYν
, (104)

0 = ∂µ δ2Γ
δŴ±µδΦ̂I

± iM̄W
δ2Γ

δΦ̂±δΦ̂I
(105)

∓ iḡ2

4
δΓ

δΦ̂4

(√
h[4,4] ∓ i

√
h[4,3]

)
×[

(
√

h
[1,1]

+
√

h
[2,2] ∓ i

√
h
[1,2] ± i

√
h
[2,1]

)δ∓I

− (
√

h
[1,1] −

√
h
[2,2] ± i

√
h
[1,2] ± i

√
h
[2,1]

)δ±I

]
.

These identities have the same structure as in the SM. The main differences are the factors multiplying

the tadpole terms. By definition, the vev is defined as
√

2 〈H†H〉 ≡ v̄T. The substitution of the

vev leading to the Ẑ boson mass in the SMEFT (M̄Z) absorbs a factor in the scalar mass-eigenstate

transformation matrix as
√

2 〈H†H〉 =
√

2 〈H†V−1VH〉. If a scheme is chosen so that δΓ/δφ̂4

vanishes, then rotation to the mass eigenstate basis of the one-point vector δΓ/δφ̂i are still vanishing

in each equation above. One way to tackle tadpole corrections is to use the FJ tadpole scheme, for

discussion see Ref. [98, 99].
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6.8 A , Z I D E N T I T I E S

The mapping of the SM Ward identites for ΓAZ in the background field method given in Ref. [72] to

the SMEFT is

0 = ∂µ δ2Γ
δÂνδẐµ

. (106)

As an alternative derivation, the mapping between the mass eigenstate (Z, A) fields in the SM and

the SMEFT (Z ,A) reported in Ref. [26] directly follows from Eq. (97). Input parameter scheme

dependence drops out when considering the two-point function ΓAZ in the SM mapped to the

SMEFT and a different overall normalization factors out. One still finds ΣÂ,Ẑ
L,SMEFT(k

2) = 0 and, as

a consequence of analyticity at k2 = 0, ΣÂ,Ẑ
T,SMEFT(0) = 0. This result has been used in the BFM

calculation reported in Ref. [73, 100].

6.9 C O N C L U S I O N S

We have derived Ward identities for the SMEFT, constraining both the perturbative and power-counting

expansions. The results presented already provide a clarifying explanation to some aspects of the

structure of the SMEFT that has been determined at tree level. The utility of these results is expected

to become clear as studies of the SMEFT advance to include sub-leading corrections.



A P P E N D I X

6.A N OTAT I O N

The metric forms and rotations to L(6) in the Warsaw basis are explicitly [84, 85]

√
gAB =



1 + C̃HW 0 0 0

0 1 + C̃HW 0 0

0 0 1 + C̃HW − C̃HWB
2

0 0 − C̃HWB
2 1 + C̃HB


,

√
h

I J
=



1 0 0 0

0 1 0 0

0 0 1− 1
4 C̃HD 0

0 0 0 1 + C̃H2 − 1
4 C̃HD


,

UBC =



1√
2

1√
2

0 0

i√
2

−i√
2

0 0

0 0 cθ sθ

0 0 −sθ cθ


, VJK =



−i√
2

i√
2

0 0

1√
2

1√
2

0 0

0 0 −1 0

0 0 0 1


. (107)

The notation for dimensionless Wilson coefficients is C̃i = v̄2
TCi/Λ2. The convention for sθ̄ here has

a sign consistent with Ref. [85], which has an opposite sign compared to Ref. [72]. For details and

explicit results on couplings for the SMEFT including L(6) corrections in the Warsaw basis, we note

that we are consistent in notational conventions with Ref. [85].

49
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The generators are given as

γI
1,J =



0 0 0 −1

0 0 −1 0

0 1 0 0

1 0 0 0


, γI

2,J =



0 0 1 0

0 0 0 −1

−1 0 0 0

0 1 0 0


,

γI
3,J =



0 −1 0 0

1 0 0 0

0 0 0 −1

0 0 1 0


, γI

4,J =



0 −1 0 0

1 0 0 0

0 0 0 1

0 0 −1 0


. (108)

The γ4 generator is used for the U(1)Y embedding. The couplings are absorbed into the structure

constants and generators leading to tilde superscripts,

ε̃A
BC = g2 εA

BC, with ε̃1
23 = +g2,

γ̃I
A,J =


g2 γI

A,J , for A = 1, 2, 3

g1γI
A,J , for A = 4.

(109)

In mass eigenstate basis, the transformed generators are

γI
1,J =

g2

2
√

2



0 0 i −1

0 0 −1 −i

−i 1 0 0

1 i 0 0


, γI

2,J =
g2

2
√

2



0 0 −i −1

0 0 −1 i

i 1 0 0

1 −i 0 0


,
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γI
3,J =

gZ
2



0 −(c2
θ
− s2

θ
) 0 0

(c2
θ
− s2

θ
) 0 0 0

0 0 0 −1

0 0 1 0


, γI

4,J = e



0 −1 0 0

1 0 0 0

0 0 0 0

0 0 0 0


. (110)

6.B C O N N E C T E D G R E E N ’ S F U N C T I O N S F O R M U L AT I O N

An alternative approach is to derive the Ward identities in terms of the generating functional for

connected Green’s functions – Wc. The non-invariance of LBF
GF under background-field gauge transfor-

mations leads to

δWc

δαB = i
∫

d4x
δ

δα̂BL
BF
GF. (111)

We choose the gauge-fixing term for the background fields

LBF
GF = − 1

2ξ
〈gAB〉GAGB, (112)

GX = ∂µŴX,µ +
ξ

2
〈gXC〉(φ̂I − 〈φ̂I〉)〈hIK〉γ̃K

C,J〈φ̂J〉.

The variation of the gauge-fixing term with respect to the background-gauge parameter is

δ

δα̂BL
BF
GF =

1
ξ
〈gAD〉

(
2δA

B + i∂µε̃A
BC

δWc

δJŴC,µ
(113)

+
ξ

2
〈gAE〉

γ̃I
B,J

2

(
−i

δWc

δJφ̂J

)
〈hIK〉γ̃K

E,L〈φL〉
)

GD
J ,

where

GD
J = −i∂ν δWc

δJŴD,ν
− i

ξ

2
〈gDX〉δWc

δJφ̂I
〈hIK〉γ̃K

X,J〈φJ〉.

Consider the difference between the vev defined by 〈 〉 and an alternate vev denoted by 〈φJ〉′ where

the minimum of the action still dictates the numerical value, but in addition 〈φJ〉′ transforms as
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δ〈φI〉′ = γ̃I
A,J〈φJ〉′ α̂A. Replacing all instances of 〈〉 in the above equations with this expectation

value, and related transformation properties on the modified metrics, one finds

δ

δα̂BL
BF
GF =

1
ξ
〈gBD〉′2GD

J . (114)

The two results coincide for on-shell observables, for further discussion this point, and tadpole

schemes, see Ref. [96]. We postpone a detailed discussion of these two approaches to a future

publication.



7

T H E G E O M E T R I C S TA N D A R D M O D E L E F F E C T I V E F I E L D T H E O R Y

We develop the geometric formulation of the Standard Model Effective Field Theory (SMEFT).

Using this approach we derive all-orders results in the
√

2〈H†H〉/Λ expansion relevant for

studies of Electroweak Precision and Higgs data.

7.1 I N T RO D U C T I O N

The Higgs field in the Standard Model (SM) defines a set of field connections of the SM states. The

mass scales of the SM states are dictated by the vaccum expectation value (vev) of the theory, which

is defined to be
√

2〈H†H〉 = v̄T. When the SM is generalized to the Standard Model Effective Field

Theory (SMEFT) [25, 101], the Lagrangian contains two characteristic power counting expansions.

The SMEFT is of interest when physics beyond the SM is present at scales Λ > v̄T. One of the

power counting expansions in the SMEFT is in the ratio of scales v̄T/Λ < 1. This ratio defines the

nature of the SMEFT operator expansion for measurements with phase space populations dictated by

SM resonances (i.e. near SM poles). The SMEFT is well-defined and useful when such effects are

perturbations to SM predictions.

A second power counting expansion is present in the SMEFT. This expansion is in (p2/Λ2)d−4 . 1,

with p2 a kinematic Lorentz invariant. It is linked to the novel Lorentz-invariant connections between

SM fields, due to higher-dimensional (and frequently derivative) operators. This expansion is most

relevant when studying measurements with phase space populations away from the poles of the SM

states (when p2 6= m2
SM), i.e. in tails of kinematic distributions.

For the SMEFT to be a predictive and meaningful theory, it is necessary that both of these expansions

are under control.1 In this paper, we develop the geometric approach to the SMEFT. This approach is

1For this reason, the fact that the number of parameters present in the SMEFT operator basis expansion also grows
exponentially on general grounds [102, 103] is a challenge for the SMEFT. We return to this point below.
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useful as it makes the effects of these two distinct power counting expansions more manifest. Here,

we advance this approach by systematically defining connections that depend on the scalar field

coordinates, defining a scalar field space geometry, that is factorized from composite operator forms.

These connections depend on the vev and functionally this is useful as it (largely) factorizes out the

v̄T/Λ power counting expansion from the remaining part of the composite operator, and the derivative

expansion. The propagating degrees of freedom, including the Higgs field, then interact on field

manifolds, which encode the effects of higher-dimensional operators. The scalar field space is curved,

and the degree of curvature is linked to the size of the ratio of scales v̄T/Λ [2, 8, 22, 64, 65, 77, 104].

This curved field space modifies correlation functions, and the definition of SM Lagrangian parameters

such as gauge couplings, mixing angles, and masses. The flat field space limit of the Lagrangian

parameters simplifies to the definitions in the SM as v̄T/Λ→ 0.

In this paper, we also introduce a consistent all-orders general definition of SM Lagrangian

parameters (in this expansion) embedded into the SMEFT. This is possible by taking into account the

geometry of the field space defined by the Higgs field. This definition is limited in form by consistency

of the parameter definitions in the SMEFT v̄T/Λ expansion. These constraints due to self-consistency

allow several all-orders results to be derived for critical experimental observables in Electroweak

precision and Higgs data, which we also report.

7.2 T H E G E O M E T R I C S M E F T

The SMEFT Lagrangian is defined as

LSMEFT = LSM + L(d), L(d) = ∑
i

C(d)
i

Λd−4Q
(d)
i for d > 4. (115)

The particle spectrum has masses m ∼ gSM
√
〈H†H〉, and includes a SU(2)L scalar doublet (H)

with Hypercharge yh = 1/2, distinguishing this theory from the Higgs Effective Field Theory (HEFT)

[105–108], where only a singlet scalar is in the spectrum.2

The higher-dimensional operators Q(d)
i in the SMEFT are labelled with a mass dimension d

superscript and multiply unknown Wilson coefficients C(d)
i . The sum over i, after non-redundant

operators are removed with field redefinitions of the SM fields, runs over the operators in a particular

operator basis. We use the Warsaw basis [25] in this paper for L(6). The operators defined in Ref. [111]

are frequently used for L(8) results, when basis dependent results are quoted. We frequently absorb

2The direct meaning of this assumption of including a SU(2)L scalar doublet in the theory, is that the local operators
are analytic functions of the field H. The analyticity of the operator expansion was reviewed in Ref. [22]. See also
Refs. [64, 109, 110] for some discussion on the HEFT/SMEFT distinction.
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powers of 1/Λ2 into the definition of the Wilson coefficients for brevity of presentation and use

C̃(6)
i ≡ C(6)

i v̄2
T/Λ2 as a short-hand notation at times for L(6) operators. We generalize this notation

to L(2n) operators, so that C̃(2n)
i ≡ C(2n)

i v̄2n−4
T /Λ2n−4. Our remaining notation is largely consistent

with Ref. [22].

Field space metrics have been studied and developed outside the SMEFT in many works.3 These

techniques are particularly useful in the SMEFT, due to the presence of the Higgs field which takes

on a vev. When this occurs, a tower of high-order field interactions multiplies a particular composite

operator form. For low n-point interactions, the field space metrics defined in Refs. [2, 64, 65, 77, 104]

are sufficient to describe this physics. It has been shown that this approach can be used to understand

what operator forms cannot be removed in operator bases [77], how scalar curvature invariants and

the scalar geometry is related to experiment and the distinction between SMEFT, HEFT and the

SM [64, 65, 104], and how to gauge fix the SMEFT in a manner invariant under background field

transformations [2]. (See also Ref. [97].) This approach also gives all-orders SMEFT (background

field) Ward identities [8].

The generalization of this approach to arbitrary n-point functions is via the decomposition

LSMEFT = ∑
i

fi(α · · · )Gi(I, A · · · ), (116)

where fi(α · · · ) indicates all explicit Lorentz-index-carrying building blocks of the Lagrangian, while

the Gi depend on group indicies A, I for the (non-spacetime) symmetry groups that act on the scalar

fields, and the scalar field coordinates themselves. By factorizing systematically the dependence on

the scalar field coordinates from the remaining parts of a composite operator, the expectation value

of Gi(I, A · · · ) reduces to a number, and emissions of h. This collapses a tower of higher-order

interactions into a numerical coefficient for a composite operator – when considering matrix elements

without propagating h fields. The fi are built out of the combinations of fields and derivatives that

are outputs of the Hilbert series characterizing and defining a set of higher-dimensional operators,

see Refs. [103, 111, 115–117]. This introduces a basis dependence into the results. The Hilbert

series generates operator bases with minimal sets of explicit derivatives, consistent with reductions of

operators in an operator basis by the Equation of Motion (EOM). For example, the Warsaw basis for

L(6) is consistent with the output of a Hilbert series expansion.4 The fi retain a minimal scalar field

coordinate dependence, and vev dependence, through powers of (DµH) and at higher orders through

3See for example Refs. [112, 113]. It is remarkable that the similar theoretical techniques to those we develop here also
enable studies of GR as an EFT, see Ref. [114].

4Such a basis also offers a number of other benefits when calculating in the SMEFT, that are most apparent beyond
leading order in the operator expansion; see the review [22] for more details.
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symmetric derivatives acting on H. As these operator forms depend on powers of ∂µh they do not

collapse to just a number when a scalar expectation value is taken.

7.2.1 Mass eigenstates

The field coordinates of the Higgs doublet are put into a convenient form with a common set of

generators for SU(2)L × U(1)Y, by using the real scalar field coordinates φI = {φ1, φ2, φ3, φ4}
introduced with normalization

H(φI) =
1√
2

φ2 + iφ1

φ4 − iφ3

 , H̃(φI) =
1√
2

 φ4 + iφ3

−φ2 + iφ1

 . (117)

φ4 is expanded around the vacuum expectation value with the replacement φ4 → φ4 + v̄T. The gauge

boson field coordinates are similarly unified intoWA = {W1, W2, W3, B} with A = {1, 2, 3, 4}.
The corresponding general coupling is defined as αA = {g2, g2, g2, g1}.

We define short-hand notation as in Ref. [8] for the transformation matrices that lead to the

canonically normalized mass eigenstate fields

U A
C =

√
gABUBC, V I

K =
√

h
I J

VJK.

Here
√

gAB and
√

h
I J

are square-root metrics, which are understood to be matrix square roots of the

expectation value – 〈〉 – of the field space connections for the bilinear terms in the SMEFT. These

connections are defined below in Section 7.2.3. The matrices U, V are unitary, and given by

UBC =



1√
2

1√
2

0 0

i√
2

−i√
2

0 0

0 0 cθ sθ

0 0 −sθ cθ


, VJK =



−i√
2

i√
2

0 0

1√
2

1√
2

0 0

0 0 −1 0

0 0 0 1


.

Also,
√

h
I J√

hJK ≡ δI
K and

√
gAB√gBC ≡ δA

C . The rotation angles cθ , sθ are functions of αA and

〈gAB〉 and are defined geometrically in Section 7.4.3.
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The SMEFT weak/mass eigenstate dynamical fields5 and related couplings are then given by [2]

(see also Refs. [76, 85, 92, 118])

αA = U A
C βC, WA,µ = U A

C AC,µ, φJ = V J
K ΦK (118)

where in the SM limit

αA = {g2 g2, g2, g1}, WA = {W1, W2, W3, B},

βC =

 g2 (1− i)√
2

,
g2 (1 + i)√

2
,
√

g2
1 + g2

2(c
2
θ̄ − s2

θ̄),
2 g1 g2√
g2

1 + g2
2

 , AC =
(
W+,W−,Z ,A

)
.

and φJ = {φ1, φ2, φ3, φ4}, ΦK = {Φ−, Φ+, χ, h} for the scalar fields. All-orders results in the v̄T/Λ

expansion can be derived as the relationship between the mass and weak eigenstate fields is always

given by Eqn. (118). Remarkably, the remaining field space connections for two- and three-point

functions can also be defined at all-orders in the v̄T/Λ expansion.

7.2.2 Classifying field space connections for two- and three-point functions

We first classify the operators contributing to two- and three-point functions. The arguments used here

build on those in Refs. [25, 111]. Consider a generic three-point function, including the effects of a

tower of higher-dimensional operators. We denote a SM field, defined in the weak eigenstate basis, as

F = {H, ψ,Wµν} for the discussion to follow. Recall the SM EOM for the Higgs field,

D2Hk − λv2Hk + 2λ(H†H)Hk + qj Y†
u u(iσ2)jk + d Yd qk + e Ye lk = 0 , (119)

indicating that dependence on D2Hk can be removed in a set of operator forms contributing to

three-point functions, in favour of just Hk, and higher-point functions. Further, using the Bianchi

identity

DµWαβ + DαWβµ + DβWµα = 0, (120)

5The vev v̄T is subtracted from φ4 in the equation below involving φJ .
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one can also reduce D2Wαβ to EOM-reducible terms and higher-point interactions via

D2WA
αβ = DµDνgµνWA

αβ,

= −Dµgµν
(

DαWA
βν + DβWA

να

)
,

= −1
2

D{ν,α}WA
βν −

1
2

D{ν,β}WA
να −

1
2
WA

ναWA
βν −

1
2
WA

νβWA
να,

⇒ EOM and higher-points (121)

Here D{ν,α} is the symmetric combination of covariant derivatives. An explicit appearance of D[µ,ν]F

is reduced toWA
µνF, where A is dictated by the SM charge of F.

Similarly, D2ψ can be reduced as

D2ψ = DµDνgµνψ = DµDν(γ
µγν + iσµν)ψ ⇒ EOM and higher-points, (122)

where σµν = i
2 (γµγν − γνγµ). In what follows, when D2F appears, it is replaced in terms of EOM

terms and higher-point functions for these reasons. Explicitly reducing operator forms by the EOM,

when possible, in favour of other composite operators, has a key role in these arguments.

Now consider higher-derivative contributions to three-point functions. Explicit appearances of D2F

are removed due to the proceeding argument. Further, a general combination of derivatives, acting on

three general SM fields F1,2,3,

f (H)(DµF1)(DνF2)D{µν}F3, (123)

is removable in terms of EOM terms and higher-point functions, using integration by parts:

f (H)(DµF1)(DνF2)D{µν}F3 (124)

=− f (H)
[
(D2F1)(DνF2) + (DµF1)(DµDνF2) + (DµDνF1)(DµF2) + (DνF1)(D2F2)

]
(DνF3)

−
(

Dµ f (H)
) [

(DµF1)(DνF2) + (DνF1)(DµF2)
]
(DνF3)

⇒− f (H)
[
(DµF1)(DµDνF2) + (DµDνF1)(DµF2)

]
(DνF3) + EOM and higher-points

⇒− f (H)(D[µ,ν]F1)(DµF2)(DνF3) + f (H)(DµF1)(DµF2)(D2F3) + EOM and higher-points

⇒ EOM and higher-points.
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As a result, in general, an operator with four or more derivatives acting on three (possibly different)

fields Fi can be reduced out of three-point amplitudes.

When considering field space connections that can reduce to three-point functions when a vacuum

expectation value is taken, we also use

f (φ) F1 (DµF2) (DµF3)⇒ (Dµ f (φ)) (DµF1) F2 F3 +
1
2
(D2 f (φ)) F1 F2 F3 + EOM , (125)

to conventionally move derivative terms onto scalar fields. After reducing the possible field space

connections using these arguments systematically, and integrating by parts, a minimal generalization of

field space connections for CP even electroweak bosonic two- and three-point amplitudes is composed

of

hI J(φ)(Dµφ)I(Dµφ)J , gAB(φ)WA
µνWB,µν, kA

I J(φ)(Dµφ)I(Dνφ)JWµν
A ,

fABC(φ)WA
µνWB,νρWC,µ

ρ ,

and the scalar potential V(φ).

The minimal set of field space connections involving fermionic field in two- and three-point

functions is

Y(φ)ψ̄1ψ2, LI,A(φ)ψ̄1γµσAψ2(Dµφ)I , dA(φ)ψ̄1σµνψ2WA
µν,

where flavour indicies are suppressed. Here we have defined σA = {σi, I}, and use this notation

below. The corresponding connections in the case of the gluon field are

kAB(φ)GAµνGB,µν, kABC(φ)GAνµGB,ρνGC,µρ, c(φ)ψ̄1σµνTAψ2GAµν. (126)

When considering two- or three-point functions the expectation values of the scalar field connections

are taken with 〈〉. Although we are focusing our presentation on CP even field space connections,

the case of CP odd connections is analogous and an additional connection can be defined for gAB,

fABC, kAB , and kABC . The connections hI J , gAB are symmetric and real, while fABC and kABC

are anti-symmetric. The Y(φ), dA(φ), and c(φ) connections are complex. LI,A is real for the SM

fields, and complex in general in the case of the right-handed charged current connection. kA
I J is

antisymmetric in the subscript indicies.
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7.2.3 Definition of field space connections

The scalar functions include the potential GV = V(H†H), with corresponding fV ≡ 1.

V(φ) = −LSMEFT|L(α,β···→0) (127)

Going beyond the potential, we define field space connections from the Lagrangian for a series of

composite operator forms. The field space metric for the scalar field bilinear, dependent on the SM

field coordinates, is defined via

hI J(φ) =
gµν

d
δ2LSMEFT

δ(Dµφ)I δ(Dνφ)J

∣∣∣∣
L(α,β··· )→0

. (128)

The notation L(α, β · · · ) corresponds to non-trivial Lorentz-index-carrying Lagrangian terms and

spin connections, i.e. {WA
µν, (DµΦ)K, ψ̄σµψ, ψ̄ψ · · · }. This definition reduces the connection hI J to

a function of SU(2)L ×U(1)Y generators, scalar fields coordinates φi and v̄T.

The CP even gauge field scalar manifolds, for the SU(2)L ×U(1)Y fields interacting with the

scalar fields, are defined as

gAB(φ) =
−2 gµν gσρ

d2
δ2LSMEFT

δWA
µσ δWB

νρ

∣∣∣∣∣
L(α,β··· )→0,CP-even

, (129)

and (here A,B run over 1 · · · 8)

kAB(φ) =
−2 gµν gσρ

d2
δ2LSMEFT

δGAµσ δGBνρ

∣∣∣∣∣
L(α,β··· )→0,CP-even

. (130)

We also have

kA
I J(φ) =

gµρgνσ

2d2
δ3LSMEFT

δ(Dµφ)Iδ(Dνφ)JδWA
ρσ

∣∣∣∣∣
L(α,β··· )→0

(131)
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and

fABC(φ) =
gνρgσαgβµ

3!d3
δ3LSMEFT

δWA
µνδWB

ρσδWC
αβ

∣∣∣∣∣
L(α,β··· )→0,CP-even

,

kABC(φ) =
gνρgσαgβµ

3!d3
δ3LSMEFT

δGAµνδGBρσδGCαβ

∣∣∣∣∣
L(α,β··· )→0,CP-even

. (132)

We also define the fermionic connections

Yψ1
pr (φI) =

δLSMEFT

δ(ψ̄I
2,pψ1,r)

∣∣∣∣∣
L(α,β··· )→0

, Lψ,pr
J,A =

δ2LSMEFT

δ(Dµφ)Jδ(ψ̄pγµσAψr)

∣∣∣∣
L(α,β··· )→0

, (133)

and

dψ1,pr
A (φI) =

δ2LSMEFT

δ(ψ̄I
2,pσµνψ1,r)δWA

µν

∣∣∣∣∣
L(α,β··· )→0

. (134)

7.2.4 Hilbert series counting

The Hilbert series is a compact mathematical tool that uses character orthonormality to count group

invariants. As shown in Refs. [103, 115–117], it can be adapted to count SMEFT operators up to

arbitrary mass dimension while accounting for EOM and integration by parts (IBP) redundancies.

The ingredients required are simply the SMEFT field content and each field’s representation under

the SM gauge groups and 4-d conformal symmetry. The output of the Hilbert series is the number of

SMEFT operators with a given mass dimension and field/derivative content. To convert this output

into something useful for phenomenology, one must make a choice of how to contract indices and

where to apply any derivatives. This choice introduces basis dependence.

The results from the Section 7.2.2 (combined with similar results from Ref. [97] for two-point

vertices) show that it is possible to construct a basis where the two- and three-point vertices are

particularly simple – meaning that they are impacted by a minimal set of higher-dimensional operator

effects. Following Eqns. (124) and (125), three-point (electroweak) bosonic vertices are captured

entirely by operators of the form D2(H†H)n, (H†H)nX2, D2(H†H)nX, (H†H)nX3 and (H†H)n

(n an integer), with XL/R = {Wa ± W̃a, B ± B̃, G ± G̃}. The Lorentz group representation is

SO(4) ' SU(2)L × SU(2)R, so that XL/R are in the (1, 0) and (0, 1) representations.

Studying the Hilbert series output for this restricted set, we find that the number of invariants in

each category approaches a fixed value, and then remains fixed independent of mass dimension: there
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are 2 operators of the form D2(H†H)n for all n, 2 operators (H†H)n W2, 1 operator (H†H)n WB,

etc. The fact that the number of operators relevant to the field connections for the two- and three-point

vertices saturates can be proven in each case using techniques from Ref. [111]. As one example, take

(H†H)n W2
L and suppress all indices other than Lorentz, in the form SU(2)L⊗ SU(2)R, and SU(2)w:

being bosonic, the Hn and H†,n terms must be completely symmetric and therefore in representations

(0, 0, n
2 ) of (SU(2)L, SU(2)R, SU(2)w). Their product lies in (0, 0, 0⊕ 1⊕ 2⊕ · · · n). W2

L must

also be symmetric, but it is more complicated as WL contains both Lorentz and SU(2)w indices (here

we use the notation SU(2)w to avoid a double use of SU(2)L). Keeping all symmetric combinations,

we find (0⊕ 2, 0, 0⊕ 2) + (1, 0, 1). Combining the two pieces, the product (H†H)nW2
L clearly

contains two invariants, one where the (H†H)n form a net SU(2)w singlet, and one where (H†H)n

lie in a quintuplet (spin-2).6 Since BL transforms under Lorentz symmetry alone, there is only one

operator of the form (H†H)nB2
L, and the SU(2)w triplet component of (H†H)n combines with the

Lorentz singlet piece of WL BL to form one operator of the form (H†H)nWL BL. Together, these

make up the 4 terms in the gAB(φ)WA
µνWB,µν entry of Table 7.2.1 for mass dimension ≥ 8.7 Similar

arguments can be made for the other operator categories in Table 7.2.1, which are also consistent with

the results reported in Ref. [103].

The argument can also be made using on-shell amplitude methods for counting higher-dimensional

operators, and there is clearly a profitable connection between SMEFT geometry and the recent

developments using on-shell methods to study the SMEFT to exploit. See Refs. [119–126] for recent

developments of this form.

Because the number of terms of each operator form for the field connections saturates to a fixed

value, the expressions for the connections for the two- and three-point vertices at all orders in the

v̄T/Λ expansion of the SMEFT can be written compactly and exactly. This implies that the general

exponential nature of the operator basis expansion [102, 103] is more strongly expressed in the growth

of higher-point functions and the SMEFT derivative expansion.8

6This second possibility requires at least four Higgs fields (n ≥ 2), and therefore total operator mass dimension ≥ 8.
7In addition to the X2

L operators, there are an identical number of hermitian conjugate terms involving XR. Only one
combination of the X2

L, X2
R terms are CP conserving.

8The very simple form of the resulting field space connections can clearly be examined using Borel re-summation, once
assumptions on perturbativity of the Wilson coefficients are made. This offers the potential to construct error estimates due
to the series truncation on the field space connection. We leave an exploration of this observation to a future publication.
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Mass Dimension
Field space connection 6 8 10 12 14
hI J(φ)(Dµφ)I(Dµφ)J 2 2 2 2 2

gAB(φ)WA
µνWB,µν 3 4 4 4 4

k I JA(φ)(Dµφ)I(Dνφ)JWA
µν 0 3 4 4 4

fABC(φ)WA
µνWB,νρWC,µ

ρ 1 2 2 2 2
Yu

pr(φ)Q̄u+ h.c. 2 N2
f 2 N2

f 2 N2
f 2 N2

f 2 N2
f

Yd
pr(φ)Q̄d+ h.c. 2 N2

f 2 N2
f 2 N2

f 2 N2
f 2 N2

f
Ye

pr(φ)L̄e+ h.c. 2 N2
f 2 N2

f 2 N2
f 2 N2

f 2 N2
f

de,pr
A (φ)L̄σµνeWµν

A + h.c. 4 N2
f 6 N2

f 6 N2
f 6 N2

f 6 N2
f

du,pr
A (φ)Q̄σµνuWµν

A + h.c. 4 N2
f 6 N2

f 6 N2
f 6 N2

f 6 N2
f

dd,pr
A (φ)Q̄σµνdWµν

A + h.c. 4 N2
f 6 N2

f 6 N2
f 6 N2

f 6 N2
f

LψR
pr,A(φ)(Dµφ)J(ψ̄p,RγµσAψr,R) N2

f N2
f N2

f N2
f N2

f

LψL
pr,A(φ)(Dµφ)J(ψ̄p,LγµσAψr,L) 2 N2

f 4 N2
f 4 N2

f 4 N2
f 4 N2

f

Table 7.2.1: Counting of operators contributing to two- and three-point functions from Hilbert series. These
results are consistent with Ref. [103].

7.3 F I E L D S PAC E C O N N E C T I O N S

The explicit forms of the field space connections are basis dependent. In this section we give results

in a specific operator basis set, the Warsaw basis at L(6), and some operators at L(8) defined in

Ref. [111].

The potential is defined in a power counting expansion as

V(H†H) = λ

(
H†H − v2

2

)2

− C(6)
H (H†H)3 − C(8)

H (H†H)4 · · · (135)

The minimum is redefined order by order in the power counting expansion

〈H†H〉 = v2

2

1 +
3 C(6)

H v2

4λ
+ v4

9
(

C(6)
H

)2
+ 4C(8)

H λ

8λ2 + · · ·

 ≡ v̄2
T

2
. (136)

This generalization of the expectation value simplifies at leading order in 1/Λ2 to the vev of the

SM. Including the leading 1/Λ2 correction, the result is that of Ref. [85], the 1/Λ4 correction is

as given in Ref. [111], etc. At higher orders in the polynomial expansion of H†H that results from

taking the derivative of the potential, numerical methods must be used to find a minimum due to the

Abel–Ruffini theorem. Note that this also means that expanding out the vev dependence in a formal

all-orders result to a fixed order necessarily requires numerical methods.
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The expectation values of the field space connections is also denoted by 〈〉 and a critical role is

played by
√

h
I J
= 〈hI J〉1/2, and

√
gAB = 〈gAB〉1/2. The

√
h and

√
g depend on v̄T.

7.3.1 Scalar bilinear metric: hI J(φ)

The relevant terms in L(6,8) for the scalar metric are [111]

L(6,8) ⊇ C(6)
H2(H†H)2(H†H) + C(6)

HD(H†DµH)?(H†DµH) (137)

+ C(8)
HD(H†H)2(DµH)†(DµH) + C(8)

H,D2(H†H)(H†σaH)
[
(DµH)† σa (DµH)

]
.

For the Warsaw basis [97], extended with the L(8) defined in Ref. [111], hI J is

hI J =

[
1 +

φ4

4
(C(8)

HD − C(8)
H,D2)

]
δI J − 2C(6)

H2φIφJ +
ΓI

A,JφKΓK
A,LφL

4

(
C(6)

HD + φ2C(8)
H,D2

)
. (138)

We note δI J = ΓI
A,KΓK

A,J for all A and φ2 = φ2
1 + φ2

2 + φ2
3 + (φ4 + v̄T)

2. As we define hI J as

in Eqn. (128), the choice in the Warsaw basis to integrate by parts and retain an explicit 2(H†H)

derivative form is notationally awkward. The integration by parts operator identity

QH2 = (H† i
←→
D µH)(H† i

←→
D µH)− 4(H†DµH)?(H†DµH) (139)

can be used with the results in the Appendix to write

hI J =

[
1 +

φ4

4
(C(8)

HD − C(8)
H,D2)

]
δI J +

ΓI
A,JφKΓK

A,LφL

4

(
C(6)

HD − 4C(6)
H2 + φ2C(8)

H,D2

)
− 2(φγ4)J(γ4φ)IC(6)

H2. (140)

Alternatively, one can use field redefinitions, expressed through the EOM operator identity for L(6)

for the Higgs,9 to exchange QH2 for H†H(DµH)†(DµH). This leads to a redefinition of the Wilson

coefficient dependence of the vev and

hI J =

[
1 + φ2C(6)

H2 +
φ4

4
(C(8)

HD − C(8)
H,D2)

]
δI J +

ΓI
A,JφKΓK

A,LφL

4

(
C(6)

HD + φ2C(8)
H,D2

)
. (141)

9See the Appendix and Eqn. (5.3) of Ref. [25].
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Although the dependence on C(6)
H2 coincides in 〈hI J〉 in Eqns. (138), (140) a different dependence

on C(6)
H2 is present in 〈hI J〉 in Eqn. (141). There is also a redefined vev in this case, and a further

correction to the Wilson coefficient dependence in modified Class five operators in the Warsaw basis,

etc. It is important to avoid overinterpreting the specific, operator basis, and gauge dependent, form

of an individual field space connection. Such a quantity, like a particular Wilson coefficient, in a

particular operator basis, is unphysical on its own. (See Appendix 7.B for more discussion.) Despite

this, a geometric formulation10 of the SMEFT exists in any basis, and still dictates a consistent

relationship between the mass eigenstate field and the weak eigenstate fields. This relationship also

allows all-orders results in the v̄T/Λ expansion to be derived.

The general form of the scalar metric with d = 8 + 2n dimensional two derivative operators, can

be defined as having the form

Q(8+2n)
HD = (H†H)n+2(DµH)†(DµH), (142)

Q(8+2n)
H,D2 = (H†H)n+1(H†σaH)(DµH)† σa (DµH), (143)

which leads to the result

hI J =

[
1 + φ2C(6)

H2 +
∞

∑
n=0

(
φ2

2

)n+2 (
C(8+2n)

HD − C(8+2n)
H,D2

)]
δI J

+
ΓI

A,JφKΓK
A,LφL

2

(
C(6)

HD
2

+
∞

∑
n=0

(
φ2

2

)n+1

C(8+2n)
H,D2

)
. (144)

The scalar field space metric defines a curved field space.

7.3.2 Gauge bilinear metric: gAB(φ)

The relevant L(6+2n) terms for the Gauge Higgs interactions are

Q(6+2n)
HB = (H†H)n+1Bµν Bµν, (145)

Q(6+2n)
HW = (H†H)n+1Wµν

a Wa
µν, (146)

Q(6+2n)
HWB = (H†H)n(H†σaH)Wµν

a Bµν, (147)

Q(8+2n)
HW,2 = (H†H)n(H†σaH)(H†σbH)Wµν

a Wb,µν, (148)

Q(6+2n)
HG = (H†H)n+1Gµν

A GAµν. (149)

10Christoffel symbols can be derived from the field space metrics.
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The Gauge-Higgs field space metric is given by

gAB(φI) =

[
1− 4

∞

∑
n=0

(
C(6+2n)

HW (1− δA4) + C(6+2n)
HB δA4

)(φ2

2

)n+1
]

δAB

−
∞

∑
n=0

C(8+2n)
HW,2

(
φ2

2

)n (
φIΓI

A,Jφ
J
) (

φLΓL
B,KφK

)
(1− δA4)(1− δB4)

+

[
∞

∑
n=0

C(6+2n)
HWB

(
φ2

2

)n] [
(φIΓI

A,Jφ
J) (1− δA4)δB4 + (A↔ B)

]
, (150)

and for the gluon fields GA,µ =
√

k
AB Gµ

B , where

kAB(φ) =

(
1− 4

∞

∑
n=0

C(6+2n)
HG

(
φ2

2

)n)
δAB . (151)

7.3.3 Yukawa couplings: Y(φ)

The Yukawa interactions of the Higgs field are extended in interpretation in a straightforward manner.

Here the relevant L(6+2n) operators are

Q(6+2n)
eH
pr

= (H†H)n+1( ¯̀ p er H), (152)

Q(6+2n)
uH
pr

= (H†H)n+1(q̄p ur H̃), (153)

Q(6+2n)
dH
pr

= (H†H)n+1(q̄p dr H). (154)

We define the Yukawa connection in Eqn. (133), where

Ye
pr(φI) = −H(φI)[Ye]

†
pr + H(φI)

∞

∑
n=0

C(6+2n)
eH
pr

(
φ2

2

)n+1

, (155)

Yd
pr(φI) = −H(φI)[Yd]

†
pr + H(φI)

∞

∑
n=0

C(6+2n)
dH
pr

(
φ2

2

)n+1

, (156)

Yu
pr(φI) = −H̃(φI)[Yu]

†
pr + H̃(φI)

∞

∑
n=0

C(6+2n)
uH
pr

(
φ2

2

)n+1

. (157)
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7.3.4 (Dµφ)I ψ̄ Γµψ

The class seven operators in the Warsaw basis, and extended to higher mass dimensions, are of the

form

Q1,(6+2n)
Hψ
pr

= (H†H)nH†←→iD µHψ̄pγµψr,

Q3,(6+2n)
Hψ
pr

= (H†H)n H†←→iD µ
a Hψ̄pγµσaψr,

Q2,(8+2n)
Hψ
pr

= (H†H)n(H†σaH) H†←→iD µHψ̄pγµσaψr,

Qε,(8+2n)
Hψ
pr

= εa
bc (H†H)n (H†σcH) H†←→iD µ

b Hψ̄pγµσaψr. (158)

where
←→
D µ

a = (σaDµ −←−D µ σa). Connections corresponding to these operators are defined as

Lψ,pr
J,A = −(φ γ4)JδA4

∞

∑
n=0

C1,(6+2n)
Hψ
pr

(
φ2

2

)n

− (φ γA)J(1− δA4)
∞

∑
n=0

C3,(6+2n)
HψL

pr

(
φ2

2

)n

+
1
2
(φ γ4)J(1− δA4)

(
φKΓK

A,LφL
) ∞

∑
n=0

C2,(8+2n)
HψL

pr

(
φ2

2

)n

+
εA

BC
2

(φ γB)J

(
φKΓK

C,LφL
) ∞

∑
n=0

Cε,(8+2n)
HψL

pr

(
φ2

2

)n

. (159)

Similarly one can define the right-handed charged current connection

Lud,pr
J =

δ2L
δ(Dµφ)Jδ(ūpγµdr)

=
φ̃I

2
(−ΓI

4,J + iγI
4,J)

∞

∑
n=0

C(6+2n)
Hud

pr

(
φ2

2

)n

, (160)

where Q(6+2n)
Hud

pr
= (H†H)n(H̃iDµH)ūpγµdr.
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7.3.5 Wµν
A ψ̄σµνσAψ

The class six operators in the Warsaw basis, and extended to higher mass dimensions, are of the form

Q(6+2n)
eW
pr

= (H†H)n ¯̀ pσµνσAerWµν
A H(1− δA4), Q(6+2n)

eB
pr

= (H†H)n ¯̀ pσµνσAerWµν
A H δA4,

Q(6+2n)
dW
pr

= (H†H)nq̄pσµνσAdrWµν
A H(1− δA4), Q(6+2n)

dB
pr

= (H†H)nq̄pσµνσAdrWµν
A H δA4,

Q(6+2n)
uW
pr

= (H†H)nq̄pσµνσAurWµν
A H̃ (1− δA4), Q(6+2n)

uB
pr

= (H†H)nq̄pσµνσAurW
µν
A H̃ δA4,

and

Q(8+2n)
eW
pr

= (H†H)n (H†σAH) ¯̀ pσµνerWµν
A H(1− δA4),

Q(8+2n)
dW
pr

= (H†H)n (H†σAH)q̄pσµνdrWµν
A H(1− δA4). (161)

The dipole operator connections are given by

de,pr
A =

∞

∑
n=0

(
φ2

2

)n [
δA4 C(6+2n)

eB
pr

+ σA(1− δA4)C(6+2n)
eW
pr

−
[
φKΓK

A,LφL
]
(1− δA4)C

(8+2n)
eW2

pr

]
H,

dd,pr
A =

∞

∑
n=0

(
φ2

2

)n [
δA4 C(6+2n)

dB
pr

+ σA(1− δA4)C(6+2n)
dW
pr

−
[
φKΓK

A,LφL
]
(1− δA4)C

(8+2n)
dW2

pr

]
H,

du,pr
A =

∞

∑
n=0

(
φ2

2

)n [
δA4 C(6+2n)

uB
pr

+ σA(1− δA4)C(6+2n)
uW
pr

−
[
φKΓK

A,LφL
]
(1− δA4)C

(8+2n)
uW2

pr

]
H̃.

As the Higgs does not carry colour charge, the corresponding connections to gluons are simply

cu,pr(φ) = H̃
∞

∑
n=0

C(6+2n)
uG
pr

(
φ2

2

)n

, cd,pr(φ) = H
∞

∑
n=0

C(6+2n)
dG
pr

(
φ2

2

)n

. (162)
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7.3.6 Wν
AµW

ρ
BνW

µ
Cρ, Gν

Aµ G
ρ
Bν G

µ
Cρ

The relevant operators are

Q(6+2n)
W = εabc(H†H)nWa

µνWνρ,bW µ,c
ρ , (163)

Q(8+2n)
W2 = εabc(H†H)n(H†σaH)Wb

µνWνρ,cB µ
ρ , (164)

Q(6+2n)
G = fABC(H†H)nGAµνGνρ,BG µ,C

ρ . (165)

The connection for the electroweak fields is given by

fABC(φ) = εABC

∞

∑
n=0

C(6+2n)
W

(
φ2

2

)n

− 1
2

δA4εBCD(φKΓK
D,LφL)

∞

∑
n=0

C(8+2n)
W2

(
φ2

2

)n

. (166)

While in the case of gluon fields it is

kABC(φ) = fABC
∞

∑
n=0

C(6+2n)
G

(
φ2

2

)n

. (167)

For both of these connections, there is also a corresponding CP odd connection of a similar form.

7.3.7 (Dµφ)IσA(Dνφ)JWA
µν

In the Warsaw basis operators of the form (DµH)†σA(DνH)WA
µν are removed using field redefini-

tions. This connection is however populated by operator forms that cannot be removed using field

redefinitions, and a derivative reduction algorithm leading to an operator basis, at higher dimensions.

The form of the connection is given by

kA
I J(φ) = −1

2
γI

4,JδA4

∞

∑
n=0

C(8+2n)
HDHB

(
φ2

2

)n+1

− 1
2

γI
A,J(1− δA4)

∞

∑
n=0

C(8+2n)
HDHW

(
φ2

2

)n+1

− 1
8
(1− δA4)

[
φKΓK

A,LφL
] [

φMΓM
B,LφN

]
γI

B,J

∞

∑
n=0

C(10+2n)
HDHW,3

(
φ2

2

)n

(168)

+
1
4

εABC

[
φKΓK

B,LφL
]

γI
C,J

∞

∑
n=0

C(8+2n)
HDHW,2

(
φ2

2

)n

.



7 T H E G E O M E T R I C S TA N DA R D M O D E L E F F E C T I V E F I E L D T H E O RY 70

Here, the operator forms are defined as

Q(8+2n)
HDHB = i (H†H)n+1(DµH)†(DνH)Bµν,

Q(8+2n)
HDHW = iδab(H†H)n+1(DµH)†σa(DνH)Wµν

b ,

Q(8+2n)
HDHW,2 = iεabc(H†H)n(H†σaH)(DµH)†σb(DνH)Wµν

c ,

Q(10+2n)
HDHW,3 = iδabδcd(H†H)n(H†σaH)(H†σcH)(DµH)†σb(DνH)Wµν

d . (169)

7.4 P H E N O M E N O L O G Y

7.4.1 Higgs mass, and scalar self couplings

The Higgs mass follows from the potential and is defined as

δ2V(Φ ·Φ)

(δh)2

∣∣∣∣
Φ→0

= 2(
√

h
44
)2v̄2

T

λ

2

(
3− v2

v̄2
T

)
−

∞

∑
n=3

1
2n

2n

2

 C̃(2n)
H

 . (170)

This result follows from
√

h
34

vanishing, due to the pseudo-goldstone nature of φ3. Similarly the

three-, four-, and m-point (m ≥ 5) functions are given by

−δ3V(Φ ·Φ)

(δh)3

∣∣∣∣
Φ→0

= (
√

h
44
)3 v̄T

−6 λ +
∞

∑
n=3

1
2n

2n

3

 C̃(2n)
H

 ,

−δ4V(Φ ·Φ)

(δh)4

∣∣∣∣
Φ→0

= (
√

h
44
)4

−6 λ +
∞

∑
n=3

1
2n

2n

4

 C̃(2n)
H

 ,

−δmV(Φ ·Φ)

(δh)m

∣∣∣∣
Φ→0

= (
√

h
44
)m

∞

∑
n=3

1
2n

2n

m

 C̃(2n)
H . (171)
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7.4.2 Fermion masses, and Yukawa couplings

The fermion masses characterise the intersection of the scalar coordinates with the colour singlet,

Hypercharge 1/2 fermion bilinears that can be constructed out of the SM fermions. The corresponding

mass matrices are the expectation value of these field connections

[Mψ]rp = 〈(Yψ
pr)

†〉, (172)

while the Yukawa interactions are

[Yψ]rp =
δ(Yψ

pr)
†

δh

∣∣∣∣∣
φi→0

=

√
h

44

√
2

(
[Yψ]rp −

∞

∑
n=3

2n− 3
2n−2 C̃(2n),?

ψH
pr

)
. (173)

7.4.3 Geometric definition of gauge couplings

The covariant derivative acting on the scalar fields is

(Dµφ)I =

(
∂µδI

J −
1
2
WA,µγ̃I

A,J

)
φJ , (174)

with the real generators γI
A,J given in Ref. [2], and also in the Appendix. The tilde superscript on

γ indicates that a coupling dependence has been absorbed into the definition of the generator. The

bilinear terms in the covariant derivative in coupling and field dependence g2W1,2
µ = ḡ2W±µ etc.

remain unchanged due to L(6) transforming to the mass eigenstate canonically normalized terms

[85]. This corresponds to the invariant αAWA = α · W being unchanged by these transformations.

This also holds for corresponding transformations of the QCD coupling and field g3Gµ = ḡ3Gµ.

At higher orders in the SMEFT expansion an invariant of this form is also present by construction.

The bar notation is introduced on the couplings to indicate couplings in LSMEFT that are canonically

normalized as in Ref. [85]. Here this notation also indicates the theory is canonically normalized due

to terms from L(d>6) that appear in gAB.
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The geometric definition of the canonically normalized mass eigenstate gauge couplings are

ḡ2 = g2
√

g11 = g2
√

g22, (175)

ḡZ =
g2

c2
θZ

(
cθ̄

√
g33 − sθ̄

√
g34
)
=

g1

s2
θZ

(
sθ̄

√
g44 − cθ̄

√
g34
)

, (176)

ē = g2

(
sθ̄

√
g33 + cθ̄

√
g34
)
= g1

(
cθ̄

√
g44 + sθ̄

√
g34
)

, (177)

with corresponding mass eigenstate generators listed in the Appendix. Here we have used the fact that

as
√

g11 =
√

g22 due to SU(2)L gauge invariance, it also follows that
√

g12 = 0. These definitions

are geometric and follow directly from the consistency of the SMEFT description with mass eigenstate

fields. These redefinitions hold at all orders in the SMEFT power counting expansion. Similarly,

consistency also dictates the field space geometric definitions of the mixing angles

s2
θZ

=
g1(
√

g44sθ̄ −
√

g34cθ̄)

g2(
√

g33cθ̄ −
√

g34sθ̄) + g1(
√

g44sθ̄ −
√

g34cθ̄)
, (178)

s2
θ̄ =

(g1
√

g44 − g2
√

g34)2

g2
1[(
√

g34)2 + (
√

g44)2] + g2
2[(
√

g33)2 + (
√

g34)2]− 2g1g2
√

g34(
√

g33 +
√

g44)
. (179)

The gauge boson masses are also defined in a geometric manner as

m̄2
W =

ḡ2
2

4

√
h11

2
v̄2

T, m̄2
Z =

ḡ2
Z

4

√
h33

2
v̄2

T m̄2
A = 0. (180)

To utilize these definitions, and map to a particular operator basis, one must expand out to a fixed order

in v̄2
T/Λ2. Nevertheless, such all-order definitions are of value. The relations hold in any operator

basis to define the Lagrangian parameters incorporating SMEFT corrections in v̄2
T/Λ2 and clarify the

role of these Lagrangian terms in the SMEFT expansion.

When the covariant derivative acts on fermion fields, the Pauli matrices σ1,2,3 for the SU(2)L

generators11, and the 2 × 2 identity matrix I for the U(1)Y generator are used. This is a more

convenient generator set for chiral spinors. The covariant derivative acting on the fermion fields ψ,

expressed in terms of these quantities, is

Dµψ =

[
∂µ + iḡ3 Gµ

A TA + i
ḡ2√

2

(
W+ T+ +W− T−

)
+ iḡZ

(
T3 − s2

θZ
Qψ

)
Zµ + i Qψ ēAµ

]
ψ.

(181)

11Defined in the Appendix.
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Here Qψ = σ3/2 + Yψ and the positive sign convention on the covariant derivative is present and

the convention
√

2W± = W1 ∓ iW2 and
√

2 Φ± = φ2 ∓ iφ1 is used. Here T3 = σ3/2 and

2T± = σ1 ± i σ2 and Yψ = {1/6, 2/3,−1/3,−1/2,−1} for ψ = {qL, uR, dR, `L, eR}. Note that

the SU(2)L ×U(1)Y generators of the fermion fields do not need to be the same as those for the

scalar and vector fields for the parameter redefinitions to consistently modify the covariant derivative

parameters in the SMEFT.

The covariant derivative acting on the vector fields is defined as

DµWA
ν = ∂µWA

ν − ε̃A
BCWB

µ WC
ν , (182)

where the covariant derivative sign convention is consistent with the definition, and also WA
µν =

∂µWA
ν − ∂νWA

µ − ε̃A
BCWB

µ WC
ν .

7.4.4 W ,Z couplings to ψ̄ψ

The mass eigenstate coupling of the Z andW to ψ̄ψ are obtained by summing over more than one

field space connection. For couplings to fermion fields of the same chirality, the sum is over Lψ,pr
J,A and

the modified ψ̄i /Dψ, that includes the tower of SMEFT corrections in U A
C . A compact expression for

the mass eigenstate connection is

−AA,µ(ψ̄pγµτ̄Aψr)δpr +AC,µ(ψ̄pγµσAψr)〈Lψ,pr
I,A 〉(−γI

C,4)v̄T, (183)

where the fermions are in the weak eigenstate basis. Rotating the fermions to the mass eigenstate basis

is straightforward, where the VCKM and UPMNS matrices are introduced as usual. The generators are

τ̄1,2 =
ḡ2√

2
σ1 ± iσ2

2
, τ̄3 = ḡZ(T3 − s2

θZ
Qψ), τ̄4 = ēQψ. (184)

Expanding out to make the couplings explicit, the Lagrangian effective couplings for {Z ,A,W±}
are

〈Z|ψ̄pψr〉 =
ḡZ

2
ψ̄p /εZ

[
(2s2

θZ
Qψ − σ3)δpr + σ3v̄T〈Lψ,pr

3,3 〉+ v̄T〈Lψ,pr
3,4 〉

]
ψr, (185)

〈A|ψ̄pψr〉 = −ē ψ̄p /εA Qψ δpr ψr, (186)

〈W±|ψ̄pψr〉 = − ḡ2√
2

ψ̄p(/εW±) T±
[
δpr − v̄T〈Lψ,pr

1,1 〉 ± iv̄T〈Lψ,pr
1,2 〉

]
ψr. (187)
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The last expressions simplify due to SU(2)L gauge invariance. Similarly the SMEFT has the right-

handed W± couplings to (weak eigenstate) quark fields.

〈Wµ
+|ūpdr〉 = v̄T〈Lud,pr

1 〉 ḡ2√
2

ūp /εW+dr, 〈Wµ
−|d̄rup〉 = v̄T〈Lud,pr

1 〉 ḡ2√
2

d̄r /εW−up.

7.4.5 Dipole connection ofW ,Z to ψ̄ψ

The dipole operators generate a coupling of the Z andW to ψ̄ψ that is distinct from the couplings

above, due to the fermion fields being of opposite chirality. Interference between the dipole connection

and the connections in the previous section requires a mass insertion. The dipole couplings are defined

as

〈Z|ūp
Lur

R〉 = −2ḡZūp
L/pZ/εZup

R

(
〈du,pr

3 〉
c2

θZ

g2
− 〈du,pr

4 〉
s2

θZ

g1

)
,

〈Z|d̄p
Ldp

R〉 = −2ḡZd̄p
L/pZ/εZdp

R

(
〈dd,pr

3 〉
c2

θZ

g2
− 〈dd,pr

4 〉
s2

θZ

g1

)
,

〈Z|ēp
Lep

R〉 = −2ḡZ ēp
L/pZ/εZep

R

(
〈de,pr

3 〉
c2

θZ

g2
− 〈de,pr

4 〉
s2

θZ

g1

)
, (188)

and

〈W+|q̄p dr〉 = −
√

2
ḡ2

g2

(
〈dd,pr

1 〉 + i〈dd,pr
2 〉

)
ūp

L/pW/εW dr
R,

〈W−|q̄p ur〉 = −
√

2
ḡ2

g2

(
〈du,pr

1 〉 − i〈du,pr
2 〉

)
d̄p

L/pW/εW ur
R,

〈W+| ¯̀ p er〉 = −
√

2
ḡ2

g2

(
〈de,pr

1 〉 + i〈de,pr
2 〉

)
ν̄

p
L/pW/εW er

R. (189)

Here the fermions in the dipole connections are in the weak eigenstate basis and a Hermitian conjugate

connection also exists in each case. The expectation values of dA are understood to be the upper

(lower) component of an SU(2) doublet for de
1,2, dd

1,2, and du
3,4 (du

1,2, de
3,4, and dd

3,4).
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7.4.6 hAA, hAZ couplings

The effective coupling of h-γ-γ, including the tower of v̄2
T/Λ2 corrections, is given by

〈h|A(p1)A(p2)〉 = −〈hAµν Aµν〉
√

h
44

4

[
〈δg33(φ)

δφ4
〉 e2

g2
2
+ 2〈δg34(φ)

δφ4
〉 e2

g1g2
+ 〈δg44(φ)

δφ4
〉 e2

g2
1

]
,

(190)

where Aµν = ∂µ Aν− ∂ν Aµ, and 〈hAµν Aµν〉 = −4(p1·p2ε1·ε2− p1·ε2 p2·ε1) when ε1(p1), ε2(p2)

are the polarization vectors of the external γ’s. Similarily the coupling to h-γ-Z is given by

〈h|A(p1)Z(p2)〉 (191)

= −〈hAµνZµν〉
√

h
44

2
ē ḡZ

[
〈δg33(φ)

δφ4
〉

c2
θZ

g2
2
+ 〈δg34(φ)

δφ4
〉

c2
θZ
− s2

θZ

g1g2
− 〈δg44(φ)

δφ4
〉

s2
θZ

g2
1

]
,

where 〈hAµνZµν〉 = −2(p1·p2ε1·ε2 − p1·ε2 p2·ε1).

7.4.7 hZZ , hWW couplings

The off-shell coupling of the Higgs to ZZ andWW are given by summing over multiple field space

connections. One finds

〈h|Z(p1)Z(p2)〉 =−
√

h
44

4
ḡ2

Z

[
〈δg33(φ)

δφ4
〉

c4
θZ

g2
2
− 2〈δg34(φ)

δφ4
〉

c2
θZ

s2
θZ

g1g2
+ 〈δg44(φ)

δφ4
〉

s4
θZ

g2
1

]
〈hZµνZµν〉

+
√

h
44 ḡ2

Z
2

[
〈δh33(φ)

δφ4
〉
(

v̄T

2

)2

+ 〈h33(φ)〉
v̄T

2

]
〈hZµZµ〉

+
√

h
44

ḡ2
Zv̄T

[
〈k3

34〉
c2

θZ

g2
− 〈k4

34〉
s2

θZ

g1

]
〈∂νhZµZµν〉, (192)
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and

〈h|W(p1)W(p2)〉 =−
√

h
44

2
ḡ2

2

[
〈δg11(φ)

δφ4
〉 1

g2
2

]
〈hWµνWµν〉

+
√

h
44

ḡ2
2

[
〈δh11(φ)

δφ4
〉
(

v̄T

2

)2

+ 〈h11(φ)〉
v̄T

2

]
〈hWµWµ〉

+ 2
√

h
44 ḡ2

2
g2

v̄T

4

[
i 〈k1

42〉 − 〈k2
42〉
]
〈(∂µh)(W+

µνWν
− +W−µνWν

+)〉. (193)

As these couplings are off-shell, they are not directly observable.

7.4.8 Z → ψ̄ψ,W → ψ̄ψ partial widths

A key contribution to the full width of the Z ,W bosons in the SMEFT are the two-body partial widths

that follow from the SMEFT couplings of the Z ,W to fermions of the same chirality. These results

can be defined at all orders in the v̄T/Λ expansion as

Γ̄Z→ψ̄ψ = ∑
ψ

Nψ
c

24π

√
m̄2

Z|g
Z,ψ
eff |2

(
1−

4M̄2
ψ

m̄2
Z

)3/2

(194)

where

gZ,ψ
eff =

ḡZ

2

[
(2s2

θZ
Qψ − σ3)δpr + v̄T〈Lψ,pr

3,4 〉+ σ3v̄T〈Lψ,pr
3,3 〉

]
(195)

and ψ = {qL, uR, dR, `L, eR}, while σ3 = 1 for uL, νL and σ3 = −1 for dL, eL. Similarly one can

define

Γ̄W→ψ̄ψ = ∑
ψ

Nψ
c

24π

√
m̄2

W |g
W,ψ
eff |2

(
1−

4M̄2
ψ

m̄2
W

)3/2

(196)

with

gW,qL
eff = − ḡ2√

2

[
Vpr

CKM − v̄T〈LqL,pr
1,1 〉 ± iv̄T〈LqL,pr

1,2 〉
]

,

gW,`L
eff = − ḡ2√

2

[
Upr,†

PMNS − v̄T〈L`L,pr
1,1 〉 ± iv̄T〈L`L,pr

1,2 〉
]

,
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where the VCKM and UPMNS matrices are implicitly absorbed into 〈LJ,A〉.

7.4.9 Higher-point functions

Field space connections for higher-point functions can also be defined in a straight-forward manner.

However, due to the power-counting expansion in p2/Λ2 and the less trivial kinematic configu-

rations compared to two- and three-point functions, the number of independent field space con-

nections for e.g. four-point functions is infinite. This can be seen by noting that the field space

connections can be defined as variations of the Lagrangian with respect to four fields in the set

{DµφI , D{µ,ν}φ
I , D{µ,ν,ρ}φ

I , · · · }, or analogous sets for WA
µν or the fermion fields. The higher-

derivative terms are the symmetric combinations of covariant derivatives.

For two- and three-point functions, we used the integration-by-parts relations in Eqns. (124) and

(125). This was crucial to make the number field space connections finite and small for two- and

three-point functions. These arguments fail to reduce out higher-derivative field space connections for

four-point functions and higher.

The infinite set of field space connections is related to the exponential growth of operators, and

poses a challenge for the practitioners of the SMEFT on general grounds.

7.5 C O N C L U S I O N S

In this paper we have developed the geometric formulation of the SMEFT. This approach allows all

orders results in the v̄T/Λ expansion to be determined. We have developed and reported several of

these results for Electroweak Precision and Higgs data. All-orders expressions are valuable because

one can expand directly from the complete result, and one need not — potentially laboriously —

rederive the result at each order in the v̄T/Λ. These results make manifest the power, utility and

potential of this approach to the SMEFT.



A P P E N D I X

7.A G E N E R AT O R A L G E B R A

The Pauli matrices σa, with a = {1, 2, 3}, are given by

σ1 =

0 1

1 0

 , σ2 =

0 −i

i 0

 , σ3 =

1 0

0 −1

 . (197)

The generators in the real representation are defined as

γI
1,J =



0 0 0 −1

0 0 −1 0

0 1 0 0

1 0 0 0


, γI

2,J =



0 0 1 0

0 0 0 −1

−1 0 0 0

0 1 0 0


,

γI
3,J =



0 −1 0 0

1 0 0 0

0 0 0 −1

0 0 1 0


, γI

4,J =



0 −1 0 0

1 0 0 0

0 0 0 1

0 0 −1 0


. (198)

We use tilde superscripts when couplings are absorbed in the definition of generators and structure

constants,

ε̃A
BC = g2 εA

BC, with ε̃1
23 = +g2, and ε̃4

BC = 0,

γ̃I
A,J =


g2 γI

A,J , for A = 1, 2, 3

g1γI
A,J , for A = 4.

(199)

78
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It is also useful to define a set of matrices

ΓI
A,K = γI

A,J γJ
4,K (200)

where

ΓI
1,J =



0 0 1 0

0 0 0 −1

1 0 0 0

0 −1 0 0


, ΓI

2,J =



0 0 0 1

0 0 1 0

0 1 0 0

1 0 0 0


, ΓI

3,J =



−1 0 0 0

0 −1 0 0

0 0 1 0

0 0 0 1


, ΓI

4,J = −I4×4.

(201)

These matrices have the commutation relations [γA, γB] = 2εC
AB γC, [γA, ΓB] = 2εC

AB ΓC,

[ΓA, ΓB] = 2εC
AB γC. Explicitly the mapping between the generators acting on the field coordi-

nates is H → σaH and φI → −(Γa)I
J φJ for a = {1, 2, 3}, while H → I H maps to the real field

basis transformation φI → −(Γ4)
I
J φ. The matrix γ4 is used for the Hypercharge embedding, and

also plays the role of i in the real representation of the scalar field. γ2
4 = −I while i2 = −1. Note that

consistent with this the mapping: H → i σaH is related to φI → −(γa)I
Jφ

J , and H → i IH maps to

φI → −(γ4)
I
J φJ .

An equivalent to complex conjugation is given in the real field basis by

γI
?,J =



−1 0 0 0

0 1 0 0

0 0 −1 0

0 0 0 1


, (202)
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This generator commutes with the remaining generators and Γ2
? = I. Note φ̃ = {φ3, φ4,−φ1,−φ2},

and

H†σaH = −1
2

φIΓI
a,Jφ

J , (203)

H†←→iD µH = −φI γI
4,J(Dµφ)J = (Dµφ)I γI

4,Jφ
J , (204)

H†←→iD µ
a H = −φI γI

a,J(Dµφ)J = (Dµφ)I γI
a,Jφ

J , (205)

2H̃†DµH = φ̃I(−ΓI
4,J + i γI

4,J) (Dµφ)J . (206)

Expressing H̃†DµH in terms of φ and (Dµφ) requires the introduction of a singluar matrix, so the

introduction of φ̃ is preferred. When considering possible operator forms at higher orders in the

SMEFT expansion, it is useful to note that φIΓI
A,Jφ

J 6= 0, while φIγ
I
a,Jφ

J = φIγ
I
4,Jφ

J = 0.

The transformation of the generators to the mass eigenstate basis is given by

γI
C,J =

1
2

γ̃I
A,J
√

gABUBC. (207)

Expanding the results gives the mass eigenstate generators explicitly

γI
1,J =

ḡ2

2
√

2

(
γI

1,J + iγI
2,J

)
, γI

2,J =
ḡ2

2
√

2

(
γI

1,J − iγI
2,J

)
, (208)

γI
3,J =

ḡZ

2

(
c2

θZ
γI

3,J − s2
θZ

γI
4,J

)
, γI

4,J =
ē
2

(
γI

3,J + γI
4,J

)
. (209)

7.B P H Y S I C A L E F F E C T S O F 〈hI J〉

When hI J is chosen to have the form

hI J =

[
1 +

φ4

4
(C(8)

HD − C(8)
H,D2)

]
δI J − 2C(6)

H2φIφJ +
ΓI

A,JφKΓK
A,LφL

4

(
C(6)

HD + φ2C(8)
H,D2

)
. (210)

then

〈hI J〉 =
[

1 +
v̄4

T
4
(C(8)

HD − C(8)
H,D2)

]
δI J − 2C(6)

H2v̄2
TδI,4δJ,4

+
v̄2

T
2

(δI,3δJ,3 + δI,4δJ,4)
(

C(6)
HD + v̄2

TC(8)
H,D2

)
. (211)
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While if hI J is chosen to have the form

h′I J =

[
1 + φ2C(6)

H2 +
φ4

4
(C(8)

HD − C(8)
H,D2)

]
δI J +

ΓI
A,JφKΓK

A,LφL

4

(
C(6)

HD + φ2C(8)
H,D2

)
. (212)

then

〈h′I J〉 =
[

1 + v̄2
TC(6)

H2 +
v̄4

T
4
(C(8)

HD − C(8)
H,D2)

]
δI J +

v̄2
T

2
(δI,3δJ,3 + δI,4δJ,4)

(
C(6)

HD + v̄2
TC(8)

H,D2

)
.

(213)

These two cases are related by a field redefinition, expressed through an EOM operator identity at

L(6)

H†H2H†H = 2(DµH)†(DµH)H†H − 2λv2(H†H) + 4λ(H†H)3

+ H†H
[
qj Y†

u (iσ2)jku + d Yd qk + e Ye lk + h.c.
]

. (214)

It is instructive to examine how the difference in the ∆〈hI J〉 = 〈h′I J〉 − 〈hI J〉 cancels out of quantities

closely related to S matrix elements. Explicitly

∆〈hI J〉 = C̃(6)
H2 [δI J + 2δI,4δJ,4] . (215)

The modification of 〈hI J〉 can be seen to cancel in quantites closely related to S-matrix elements, as

expected. For example, one finds

∆[Yψ]rp =

[
∆
√

h
44

√
2

[Yψ]rp −
3

2
√

2
[Yψ]rp C̃(6)

H2

]
= 0. (216)

for the Yukawa couplings, due to the correlated shift in the L(6) Yukawa couplings. For the W and Z

masses

∆m̄2
W =

ḡ2
2

4

[
∆
√

h11
2
v̄2

T +
√

h11
2
∆v̄2

T

]
= 0, (217)
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and

∆m̄2
Z =

ḡ2
Z

4

[
∆
√

h33
2
v̄2

T +
√

h33
2
∆v̄2

T

]
= 0. (218)

with ∆v̄2
T = −C̃(6)

H2 v̄2
T. Conversely, quantites (such as off-shell couplings) not closely related to

S-matrix elements, are not expected to demonstrate an equivalence under field redefinitions, or the

transformation of 〈hI J〉, and this can be observed in several off-shell couplings.



8

B A R Y O N N U M B E R , L E P T O N N U M B E R , A N D O P E R AT O R

D I M E N S I O N I N T H E S M E F T W I T H F L AV O R S Y M M E T R I E S

Using group theory techniques, we investigate the mathematical relationship between baryon

number, lepton number, and operator dimension in the Standard Model effective field theory

(SMEFT), when flavor symmetries are present. For a large set of flavor symmetries, the lowest-

dimensional baryon- or lepton-number violating operators in the SMEFT with flavor symmetry

are of mass dimension 9. As a consequence, baryon- and lepton-number violating processes are

further suppressed with the introduction of flavor symmetries, e.g., the allowed scale associated

with proton decay is typically lowered to 105 GeV, which is significantly lower than the GUT

scale. To illustrate these features, we discuss Minimal Flavor Violation for the Standard Model

augmented by sterile neutrinos.

8.1 I N T RO D U C T I O N

The Standard Model (SM) has been spectacularly successful at describing interactions among the

known elementary particles. However, it suffers from some shortcomings. An incomplete list of

phenomena not fully explained by the SM could include the experimental evidence for the existence of

dark matter [127–131], the observational fact of a global baryon asymmetry in the universe [132–137],

and evidence of non-zero mass terms for (at least two generations of) the neutrinos from observed

neutrino oscillations [138–142].

Given that the SM is incomplete, insofar as it is unable to explain the above mentioned experimental

facts, and with no conclusive hint from collider experiments of new particles beyond those in the SM

at the TeV scale, the scale of new physics could be much higher. If so, the SM can be extended in

an agnostic, model-independent approach to an effective field theory, namely the Standard Model
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Effective Field Theory (SMEFT). The SMEFT is constructed by adding a complete set of higher-

dimensional operators, which give rise to independent S-matrix elements, built out of the SM field

content, respecting the underlying local SU(3)c ⊗ SU(2)L ⊗U(1)Y gauge symmetry [25, 101].

Baryon number and lepton number are accidental symmetries of the SM. Thus, within the confines

of the SM, the baryon asymmetry in the universe could only come about through non-perturbative

processes, e.g., high-temperature sphaleron processes [143]. Baryon-number violating processes are

exponentially suppressed at low temperatures [144]. Whether lepton number is conserved or not is

intimately related to neutrino masses, and, in particular, if neutrinos are Majorana fermions, this may

point to the existence of an additional scale above the weak scale.

One new feature that occurs in the SMEFT is that baryon number and lepton number can be violated

by higher-dimensional operators. Lepton number and baryon number are always integers. For lepton

number, this follows directly from the definition, while it is a consequence of hypercharge invariance

in the case of baryon number. There is a close connection between lepton number, baryon number,

and the mass dimension of operators [145];

∆B− ∆L
2

≡ d mod 2, (219)

where ∆B is the baryon number, ∆L is the lepton number and d is the mass dimension of the operator.

Some consequences of Eq. (219), among many others, are that (∆B− ∆L)/2 must be an integer,

and no operator with odd mass dimension can preserve both baryon number and lepton number. See

Ref. [145] for more details.

Consider the lowest-dimensional operators that violate baryon number and/or lepton number. The

only effective operator at dimension 5 is the famous Weinberg operator [146]. This operator violates

lepton number by two units, |∆L| = 2, and is associated with Majorana mass terms for the neutrinos

below the electroweak scale, generated by, for example, the seesaw mechanism [147]. At dimension

6, all operators satisfy ∆B− ∆L = 0. Many of the effective operators preserve both baryon number

and lepton number, ∆B = ∆L = 0. There are also some operators consisting of four fermion fields of

the form qqql, where q is a generic quark field and l is a generic lepton field. These operators violate

baryon number and lepton number by ∆B = ∆L = ±1. As a consequence, they can mediate proton

decay, through the dominant two-body decay p→ Ml, where p is the proton and M is a meson. The

experimental null result for such decay processes has pushed the allowed scale for baryon-number

violating operators with mass dimension 6 to around 1015 GeV [148].

Eq. (219) and the results in Ref. [145] apply to the SMEFT, with one generation of fermions. They

remain true with the extension to multiple generations, and with the inclusion of flavor symmetries.
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A flavor symmetry is a global symmetry among the generations of fermions. We will consider what

happens to the general relation between baryon number, lepton number, and operator dimension when

flavor symmetries are present.

The paper is organized as follows. We start by discussing the general relation between baryon

number, lepton number and operator dimension, following from the local symmetries and field content

of the SM. Then, we discuss how this relation gets modified when certain flavor symmetries are

present, and discuss in detail an explicit example of Minimal Flavor Violation (MFV) for the SM

augmented by sterile neutrinos. We end by discussing implications for proton decay and Majorana

neutrino masses.

8.2 ∆B , ∆ L A N D O P E R AT O R D I M E N S I O N

The SM field content consists of the fermions {L, ec, Q, uc, dc} and the Hermitian conjugate fields,

the gauge bosons for the gauge groups SU(3)c ⊗ SU(2)L ⊗U(1)Y, and the Higgs boson H. The

fermions are in the respective representations of the gauge groups as

Q ∼ (3, 2)1/6, uc ∼ (3, 1)−2/3, dc ∼ (3, 1)1/3,

L ∼ (1, 2)−1/2, ec ∼ (1, 1)1, νc ∼ (1, 1)0, (220)

where we have also included a sterile neutrino νc for generality. All the fermions are the in the (2, 1)

representation of the Lorentz group SU(2)L ⊗ SU(2)R, with the Hermitian conjugate fields being in

the (1, 2) representation. The Higgs field is in the representation

H ∼ (1, 2)1/2 (221)

of the gauge groups and is a Lorentz singlet.

We will denote the number of various fermion fields and their Hermitian conjugate fields in an

operator by e.g., Ne and Ne† for the fermion fields ec and ec† etc. Baryon number and lepton number

are defined as

∆B ≡ 1
3
(NQ + Nu† + Nd†)− 1

3
(

NQ† + Nu + Nd
)

, (222)

∆L ≡ (NL + Ne† + Nν†)− (NL† + Ne + Nν) . (223)
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Figure 8.2.1: The (∆L, ∆B) values of operators with different mass dimension d without any flavor symmetry.
The numbers indicate the lowest mass dimension where the (∆L, ∆B) value is allowed. Even
(odd) dimensional operators are shown in red (blue).

Both baryon number and lepton number are integers, ∆B ∈ Z and ∆L ∈ Z. For lepton number, this

can be seen directly from Eq. (223). For baryon number, this follows from hypercharge invariance

[145]. As the fermion fields have mass dimension 3/2, it follows directly that the mass dimension of

an operator which violates baryon number and/or lepton number is bounded by

dmin ≥
9
2
|∆B|+ 3

2
|∆L|. (224)

By combining Eq. (224) with Eq. (219), we show the allowed (∆L, ∆B) values for various mass

dimensions of operators in Fig. 8.2.1, where the sterile neutrinos are excluded.

8.3 F L AVO R S Y M M E T RY

We consider the allowed baryon number and lepton number values of the higher-dimensional operators

when the fermions in the SM transform non-trivially under a continuous flavor group GF.1 As the

quarks and leptons are charged differently under the SU(3)c gauge group, we let the flavor group GF

1This requirement excludes some prominent flavor models, see e.g. Refs. [149–151].



8 B A RY O N N U M B E R , L E P T O N N U M B E R , A N D O P E R AT O R D I M E N S I O N 87

be factorized into a direct product of two distinct flavor groups, one for the quarks, Gq, and one for

the leptons, Gl ,

GF = Gq ⊗ Gl . (225)

Also, we let all the generations of the fermions be charged democratically, i.e., they form irreducible

representations of the flavor group.

The Yukawa terms will in general break the flavor symmetry [152]. The flavor symmetry can

formally be restored by promoting the Yukawa couplings to spurion fields, transforming appropri-

ately to form invariants under the flavor group.2 Spurion fields are auxiliary fields with non-trivial

transformation properties, but are not part of the Fock space, i.e., they do not contribute to the S-matrix.

In order to form operators which are singlets under the flavor group, more than one flavor multiplet

is required (or none). The constraint that a single quark field cannot appear in an operator is already

encoded in the SU(3)c invariance. The leptons, however, have no such constraint. Thus, imposing a

flavor symmetry restricts the leptons to

NL + NL† + Ne + Ne† 6= 1, (226)

where we again have excluded the sterile neutrinos. This basic fact severely restricts the allowed

values of baryon and lepton number. By combining Eqs. (224) and (226), the mass dimension of a

baryon- or lepton-number violating operator is bounded by

dmin ≥
9
2
|∆B|+ 3

2
|∆L|+ 3δ|∆L|,1, (227)

where δ|∆L|,1 is the Kronecker delta. From Eqs. (219) and (227), we find that no baryon- or lepton-

number violating operator is allowed below dimension 9, except for |∆L| = 2.

This constraint excludes the dimension-6 operators qqql. The quarks transform under the quark

flavor group and could form a singlet. However, the lepton field by itself, being in a non-trivial

representation of the lepton flavor group, cannot form a singlet under the lepton flavor group by itself.

Thus, the operators break the flavor symmetry. Implications for proton decay are discussed later.

The Weinberg operator also is forbidden, with one notable exception. The operator consists of two

lepton fields in the same representation, and the requirement that the lepton fields transform under the

2In principle, spurion fields can be introduced to render any operator invariant under the flavor group. Then there is no
relationship between flavor symmetry and baryon/lepton number. We consider the case where no additional spurions are
introduced.
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lepton flavor group as a triplet excludes this operator. The only case where two triplets could form a

singlet is the case where the symmetry group is Gl = SU(2) (not to be confused with the electroweak

gauge group SU(2)L), and the lepton fields are in the adjoint representation [153].

We now want to see which (∆L, ∆B) values are allowed with the inclusion of a flavor symmetry.

Let us start with the quarks. By letting them transform as triplets under the flavor group, a necessary

(but not sufficient) requirement of an operator being invariant under the quark flavor group and the

SU(3)c gauge group is

1
3
(NQ + Nu† + Nd†)− 1

3
(

NQ† + Nu + Nd
)
∈ Z. (228)

This is nothing but the result that baryon number takes integer values.

Consider the case where the leptons are in the fundamental representation of an SU(3) flavor group,

and not in the adjoint representation of an SU(2) flavor group. They must form invariants subject to

the constraint

1
3
(NL + Ne†)− 1

3
(NL† + Ne) ∈ Z. (229)

From the definition of lepton number, Eq. (223), and with no sterile neutrinos, we have that

1
3

∆L ∈ Z. (230)

Lepton number can only be violated in multiples of 3. From this we can immediately see that no

Majorana mass term is allowed. We show the allowed baryon number and lepton number values of the

operator basis with flavor symmetry in Fig. 8.3.1. The baryon- or lepton-number violating operators

with the lowest mass dimension have mass dimension 9. By comparing Figs. 8.2.1 and 8.3.1, we see

that the set of allowed baryon number and lepton number values has been severely restricted.
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Figure 8.3.1: The (∆L, ∆B) values of operators with different mass dimension d with flavor symmetry, where
the leptons are not in the adjoint representation of an SU(2) flavor group. The numbers indicate the
lowest mass dimension where the (∆L, ∆B) value is allowed. Even (odd) dimensional operators
are shown in red (blue).

8.4 M I N I M A L F L AVO R V I O L AT I O N

We now turn to an explicit example of a flavor symmetry, namely Minimal Flavor Violation (MFV)

[154, 155]. The flavor group is

GF =SU(3)Q ⊗ SU(3)u ⊗ SU(3)d

⊗ SU(3)L ⊗ SU(3)e ⊗ SU(3)ν, (231)

where we have allowed for the existence of three generations of sterile neutrinos. The fermions are in

the fundamental or anti-fundamental representation, as

Q ∼ (3, 1, 1, 1, 1, 1), uc ∼ (1, 3, 1, 1, 1, 1),

dc ∼ (1, 1, 3, 1, 1, 1), L ∼ (1, 1, 1, 3, 1, 1),

ec ∼ (1, 1, 1, 1, 3, 1), νc ∼ (1, 1, 1, 1, 1, 3). (232)
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The Yukawa terms and the Majorana mass term explicitly break the flavor symmetry. In order to

preserve the symmetry, the Yukawa couplings and the Majorana mass term are promoted to spurion

fields. The requirement of MFV is that all flavor breaking interactions should appear in the same

pattern as for the dimension-4 SM. The Yukawa terms and the Majorana mass term take the form

−Lspurion =YuQHuc + YdQH∗dc + YeLH∗ec

+ YνLHνc +
1
2

Mννcνc + h.c. (233)

The spurion fields transform as

Yu ∼ (3, 3, 1, 1, 1, 1), Yd ∼ (3, 1, 3, 1, 1, 1),

Ye ∼ (1, 1, 1, 3, 3, 1), Yν ∼ (1, 1, 1, 3, 1, 3),

Mν ∼ (1, 1, 1, 1, 1, 3⊗ 3). (234)

For an operator to be invariant under the MFV group, the following relations must hold,

1
3

(
NQ + NY†

u
+ NY†

d

)
− 1

3
(

NQ† + NYu + NYd

)
∈ Z, (235)

1
3
(Nu† + NYu)−

1
3

(
Nu + NY†

u

)
∈ Z, (236)

1
3
(Nd† + NYd)−

1
3

(
Nd + NY†

d

)
∈ Z, (237)

1
3

(
NL + NY†

e
+ NY†

ν

)
− 1

3
(NL† + NYe + NYν) ∈ Z, (238)

1
3
(Ne† + NYe)−

1
3

(
Ne + NY†

e

)
∈ Z, (239)

1
3
(Nν† + NYν)−

1
3

(
Nν + NY†

ν

)
+

2
3

(
NMν − NM†

ν

)
∈ Z. (240)

By summing Eqs. (235)-(237), we find that baryon number must be an integer, which already followed

from hypercharge invariance (or invariance under SU(3)c). Adding Eqs. (238)-(240), we have that

1
3
(NL + Ne† + Nν†)− 1

3
(NL† + Ne + Nν) +

2
3

(
NMν − NM†

ν

)
∈ Z. (241)
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Using the definition of lepton number, Eq. (223), we have that

1
3

∆L +
2
3

(
NMν − NM†

ν

)
∈ Z. (242)

In the case where NMν = NM†
ν
, we find agreement with Eq. (230). The difference between Eqs. (230)

and (242) is due to the inclusion of the sterile neutrinos, which explicitly break the flavor symmetry

via the Majorana mass term and Yukawa interaction. Also, the Majorana mass term violates lepton

number by two units.

8.5 P ROT O N D E C AY

The group-theoretical considerations presented above have phenomenological consequences. Experi-

mentally relevant are the implications for the search for proton decay. Cherenkov-radiation detectors

like Super-Kamiokande are used to search for certain potential decay channels of the proton [156].

Baryon number and lepton number are accidental symmetries of the SM, and are violated in many

grand unified theories [157–164] (see Ref. [165] for a discussion on MFV in grand unified theories

and Ref. [166] for a discussion on MFV and baryon-number violating operators). In many of the

beyond SM theories, the dominant decay channel of the proton is p → e+π0 (or p → µ+π0),

where the proton p decays into a charged anti-lepton and a neutral pion. The neutral pion would

decay further to two photons, which could be detected by the Cherenkov-radiation detector. From an

effective-field-theory perspective, the two-body decay of the proton could arise from a dimension-6

operator qqql [146, 167]. The null results from the Super-Kamiokande experiment have pushed

the scale of new physics associated with the dimension-6 operator qqql to Λ ∼ 1015 GeV. This

corresponds to a bound on the partial life-time of the proton of τN→Ml ≥ 1034 years [148, 168].

However, with the presence of certain flavor symmetries and with no sterile neutrinos, the dimension-

6 operators resulting in proton decay are excluded. The baryon-number violating operators with

lowest mass dimension have mass dimension 9. Thus, we need to analyze the decay channels resulting

from the new leading baryon-number violating operators.

The only dimension-9 operators with ∆B = ∆L/3 = 1 are uc†uc†uc†ec†LL and uc†uc†QLLL.

However, neither contributes to three-body nucleon decay at tree-level since both contain heavier

quarks, e.g., a charm or top quark [169]. At dimension-10, the operator dc†dc†dc†L†L†L†H†, with

∆B = −∆L/3 = 1, could contribute to nucleon decay, through a four-body decay [169]. The

lowest-dimensional operators with ∆B = ∆L/3 = 1 which contributes to three-body proton decay at

tree-level are dimension-11 operators, such as uc†dc†QLLLHH [169]. If one posits the existence of
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flavor symmetries at high scales, then it may be very likely that the dominant contribution to proton

decay would come from such higher-dimensional operators. This could result in a three-body decay,

with three leptons in the final state. The estimated decay width is

Γ ∼ 1
512π3

( 〈H〉2
Λ7

)2

Λ11
QCD, (243)

where Λ is the scale associated with the intermediate flavor interaction and 〈H〉 is the vacuum

expectation value of the Higgs field. Current experiments would be sensitive to effects from these

operators if the scale is Λ ∼ 105 GeV.

Some searches for three-lepton decays of the proton have been performed, but not exhaustively

across all possible decay channels [170, 171]. Since, on very general grounds, these three-lepton

decay channels may be a positive indication of an intermediate scale associated with flavor, further

experimental investigation would be valuable.

8.6 M A J O R A N A M A S S E S

Next we consider Majorana mass terms. By excluding the sterile neutrinos in the dimension-4 SM,

we ask whether higher-dimensional operators resulting in Majorana mass terms for the SM neutrinos

are allowed. From the discussion on MFV, by setting NMν = NM†
ν
= 0, we find that lepton number

can only be violated in multiples of 3, Eq. (230). This is an explicit example of a general result that,

excluding fermions in the adjoint representation of SU(2), no neutrino mass term is allowed. That is,

if one wants to generate Majorana neutrino mass terms, and have a certain flavor symmetry, only two

options are available. One could either have the leptons be in the adjoint representation of a flavor

SU(2) group (see e.g. Ref. [172]), or introduce some explicit violation of the flavor symmetry, e.g.,

as in Eq. (233).



9

E Q U AT I O N S O F M O T I O N , S Y M M E T R Y C U R R E N T S A N D E F T B E L O W

T H E E L E C T R O W E A K S C A L E

The low-energy effective field theory is constructed by integrating out Standard Model states with

masses proximate to the electroweak scale. We report the equations of motion for this theory,

including corrections due to higher dimensional operators up to mass dimension six. We construct

the corresponding symmetry currents, and discuss how the SU(2)L×U(1)y symmetry, and global

symmetries, are manifested when Standard Model states are integrated out. Including contributions

from higher dimensional operators to the equations of motion modifies the interpretation of

conserved currents. We discuss the corrections to the electromagnetic current as an example,

showing how modifications to the equation of motion, and corresponding surface terms, have a

direct interpretation in terms of multipole charge distributions that act to source gauge fields.

9.1 I N T RO D U C T I O N

Assuming physics beyond the Standard Model (SM) at scales Λ > v̄T =
√

2 〈H†H〉, the embedding

of the discovered “Higgs-like" scalar into an SU(2)L scalar doublet (H), and the absence of hidden

states with couplings to the SM and masses . v̄T, the SM can be extended into the Standard Model

Effective Field Theory (SMEFT). Current LHC results are consistent with interpreting data in this

framework, where an infinite tower of higher dimensional operators is added to the SM. The lack

of any direct discovery of new physics resonances indicating beyond the SM states with masses

∼ v̄T also supports the assumption that v̄T/Λ < 1. As a result, the SMEFT expansion in terms of

local contact operators is a useful and predictive formalism to employ studying measurements with

characteristic scales ∼ v̄T.

93
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The SMEFT has the same field content as the SM, and reduces to the later by taking Λ→ ∞. As

the SM is falsified due to the evidence of neutrino masses from neutrino oscillations, we assume that

neutrino masses are generated by the dimension five SMEFT operator.

The LHC is providing large amounts of data measured around the scale v̄T to search indirectly for

physics beyond the SM. These efforts are important to combine with experimental measurements

at scales � v̄T, where the Low-Energy Effective Field Theory (LEFT) is the appropriate EFT

description.1 The LEFT is built out of the field content of the SM, but as the Higgs, W±, Z, and

top have masses mW,Z,h,t ∼ v̄T, these states are integrated out in sequence. The gauged and linearly

realized symmetries of the LEFT are U(1)em and SU(3)c. To perform EFT studies that combine data

sets at scales ∼ v̄T and� v̄T, one matches the SMEFT onto the LEFT, and uses renormalization

group evolution to run between the different scales. For recent results to this end, see Refs. [173, 174].

When considering matching onto the LEFT at sub-leading order, it is usually necessary to take into

account corrections to the equations of motion (EOM) that occur due to the local contact operators

present in this theory. In Ref. [175], such corrections for the SMEFT were determined. In this paper,

we determine these corrections for the LEFT up to operators of mass dimension six.

The pattern of local operator corrections to the EOM encodes a (non-manifest) SU(2)L ×U(1)y

symmetry, when this symmetry is assumed to be present in the UV completion of the LEFT. In this

paper, we also construct the corresponding symmetry currents and explain the way that the SM gauge

symmetries, and global symmetries such as lepton number, are encoded in the LEFT.

Modifying the equations of motion of SM fields by higher dimensional operators challenges the

standard interpretation of conserved currents which is appropriate for, and limited to, renormalizable

theories. The generalized currents encode symmetry constraints that still constrain an EFT. We

also discuss how higher dimensional operator corrections to the equation of motion have a direct

interpretation in terms of multipole charge distributions that act to source the corresponding gauge

fields. We use the electromagnetic current as an example of this phenomena, and redefine the source

in Gauss’s law.

1The notation v̄T indicates that this expectation value includes the effects of possible higher dimensional operators.
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9.2 E F F E C T I V E F I E L D T H E O RY TA X O N O M Y

This paper is concerned with the connection between three effective theories: the Standard Model, the

SMEFT and the LEFT. Our SM notation is defined in Ref. [175]. The SMEFT extends the SM with

higher dimensional operators Q(d)
i of mass dimension d,

LSMEFT = LSM + L(5) + L(6) + L(7) + . . . (244)

L(d) = ∑
i

Ci

Λd−4Q
(d)
i for d > 4.

The operators are suppressed by d − 4 powers of the cut-off scale Λ and the Ci are the Wilson

coefficients. The Q(d)
i are constructed out of all of the SM fields and the mass dimension label on the

operators is suppressed. We use the non-redundant Warsaw basis [25] for L(6), which removed some

redundancies in the result reported in Ref. [101]. (See also Refs. [90, 176].)

The LEFT is given by

LLEFT = LSM
LEFT + L(5) + L(6) + L(7) + . . . (245)

L(d) = ∑
i

Ci

v̄d−4
T

P (d)
i for d > 4,

where

LSM
LEFT =− 1

4

[
FµνFµν + GA

µνGAµν
]
+

θQCD

32π2 GA
µνG̃Aµν

+
θQED

32π2 FA
µν F̃Aµν + ∑

ψ

ψi /Dψ + νLi /DνL + L(3)
LEFT. (246)

The dual fields are defined with the convention F̃µν = (1/2)εµναβFαβ with ε0123 = +1. The

dimension four mass terms are

−L(3)
LEFT = ∑

ψ

ψR
r

[
Mψ

]
rsψL

s
+ v̄T Cν

rs
ν̄c

L
r
νL

s
+ h.c. (247)

Fµν = ∂µ Aν − ∂ν Aµ is the field strength of U(1)em. Here ψ = {e, u, d} labels the fermion fields. In

the chiral basis for the γi we use, charge conjugation is given by C = −iγ2 γ0. This C is not to be
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confused with a Wilson coefficient Ci. As chiral projection and charge conjugation do not commute,

we fix notation ψc
L = C ψ̄T

L . Cν has been rescaled by v̄T and has mass dimension zero.

The P (d)
i are constructed out of the SM fields except the Higgs, W±, Z and the chiral top fields tL,R.

The dimensionfull cut off scale of the operators has been chosen to be v̄T in the LEFT. The relative

couplings required to transform this scale into the mass of a particle integrated out (or a numerical

factor in the case of Λ) are absorbed by the Wilson coefficients.

9.3 E Q UAT I O N S O F M OT I O N

The SM, the SMEFT and the LEFT are all consistent field theories defined by actions

S =
∫
L(χ, ∂χ)d4−2εx. (248)

Each theory contains field variables, here generically denoted χ. The meaning of the field variables,

even those with the same notational label, differs in these theories. A field is redefined order by order

in an EFT power counting expansion to remove redundancies of description out of the Lagrangian. As

a result, the extremum of the action under variations of field configurations,

0 = δS =
∫

d4−2εx
[

∂L
∂χ

δχ− ∂µ

(
∂L

∂(∂µχ)

)
δχ

]
, (249)

is also redefined order by order. The descendent EOM for χ then depend on the local contact operators

that are present in the EFT expansion. Asymptotic states can be considered to be free field solutions to

the modified EOM. The ∆ corrections to the EOM modify matching to sub-leading order onto an EFT

[174, 175, 177], and modify the sources of gauge fields. Obviously, one must be careful to include all

effects when dealing with higher orders in the power counting expansion.

For the LEFT the gauge fields have the expanded EOM

DνFνµ =e ∑
ψ

ψQγµψ + 4
θQED

32π2 ∂ν F̃νµ + ∑
d

∆µ,(d)
F

v̄d−4
T

, (250)

[Dν, Gνµ]A =g3 ∑ ψγµTAψ + 4
θQCD

32π2

[
Dν, G̃νµ

]A

+ ∑
d

∆Aµ,(d)
G

v̄d−4
T

. (251)
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Here we have used the adjoint derivative with definition

[Dα,Q]A = ∂αQA − g3 f BCA Gα
BQC. (252)

For the fermions, the EOM take the form

i /DψR
p
=
[
Mψ

]
pr ψL

r
−

∞

∑
d=5

∆(d)
ψR,p

v̄d−4
T

, (253)

i /DνL
p
= −

∞

∑
d=3

∆(d)
νL,p

v̄d−4
T

, (254)

i /DψL
p
=
[

M†
ψ

]
pr

ψR
r
−

∞

∑
d=5

∆(d)
ψL,p

v̄d−4
T

. (255)

Each ∆(d) up to L(6)
LEFT is given in the Appendix.

9.4 S Y M M E T RY C U R R E N T S

A continuous transformation of a field,

χ(x)→ χ′(x) = χ(x) + α∇χ(x), (256)

under a deformation ∇χ(x), with an associated infinitesimal parameter α, is a symmetry of S if

S → S′ is invariant under this transformation, up to the possible generation of a surface term.

The EOM defined by the variations of field configurations in the action –δS– is unchanged by this

transformation. The EOM are defined with surface terms neglected, and the surface terms themselves

are defined to be those of the form

∂µ

(
∂L

∂(∂µχ)
∇χ

)
, (257)

generated by δS. The Lagrangian is then invariant under S→ S′, up to a possible total derivative

L → L+ α∂µKµ, (258)
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for some Kµ. Associated with each symmetry defined in this manner is a conserved current [178].

The definition of the current is

Jµ =
∂L

∂
(
∂µχ

)∇χ−Kµ. (259)

The conservation of the current corresponds to

∂µ Jµ = 0. (260)

Due to the presence of an EFT power counting expansion, it is interesting to examine how symmetry

currents are defined when non-renormalizable operators are included, and how these currents encode

symmetry constraints.

9.5 B A S I S D E P E N D E N C E

The symmetry currents are basis dependent in an EFT, but still meaningful. They receive corrections

due to the local contact operators in a particular basis through the modification of the EOM. The basis

dependence of the symmetry currents can be made clear by considering a space-time symmetry. For

an infinitesimal translation of this form

xµ → xµ − aµ,

χ(x)→ χ(x + a) = χ(x) + aµ∂µχ(x),

L → L+ aµ∂µL = L+ aν∂µ

(
δ

µ
νL
)

, (261)

up to O(a2). Comparing to Eqn. (258) identifies K. Four separately conserved currents result,

identified as the stress-energy tensor, given by

Tµ
ν =

∂L
∂
(
∂µχ

)∂νχ−Lδ
µ
ν . (262)

The χ become basis dependent when redundant operators are removed from the EFT, leading to the

chosen basis of operators for L. The Tµ
ν constructed from {χ,L} is also basis dependent as a result

at the same order in the power counting. This should be unsurprising, as the currents are auxiliary
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operators, and sources and the related Green’s functions are not invariant under field redefinitions. For

more detailed discussion on this point, see Refs. [22, 179]. This basis dependence is similar to scheme

dependence. It vanishes in relationships between a set of physical measured quantities (i.e. S-matrix

elements constructed with an LSZ procedure) defined via the same stress-energy tensor. Symmetry

constraints between S-matrix elements are basis independent, even though the symmetry current itself

carries basis dependence.

9.6 N O N - L I N E A R G L O B A L S Y M M E T R I E S

The effect of non-linear representations of the symmetries of the LEFT is straightforward in some

cases. As a simple example, consider transforming the charged lepton fields as

eL
p
→ eiαeL

p
, eR

p
→ eiαeR

p
, (263)

by some global phase α. By inspection of the LEFT operator basis, the ∆L = 0 operators all respect

this transformation, except Oνedu. The charged lepton current is

Jµ
e
rr
≡ Jµ

e,L
rr
+ Jµ

e,R
rr
≡ eL

r
γµeL

r
+ eR

r
γµeR

r
+ . . . (264)

The kinetic terms are taken to a flavour diagonal form

ψL/R
r
→ U(ψ, L/R)rsψ

′
L/R

s
, (265)

using the flavour space rotation matrix U. In the remainder of the paper, the prime superscript is

suppressed. Je descends from the kinetic terms and is also flavour diagonal after these rotations. Je

can receive contributions from higher dimensional operators in a basis, as indicated by the ellipsis in

the above expression. The LEFT basis of Refs. [173, 174] removes derivative operators systematically

so there are no contributions of this form due to the L(6)
LEFT defined in these works. The divergence of

the current including the EOM corrections ∆(6) is

i∂µ Jµ
e,L
rr

=i
(

∂µeL
r

)
γµeL

r
+ ieL

p
γµ

(
∂µeL

p

)
(266)

=

(
−eR

p
M e

pr
+ ∆(6)

eL
r

)
eL

r
+ eL

p

(
M e

rp
eR

r
− ∆(6)

eL
p

)
,
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and similarly for i∂µ Jµ
e,R. The mass terms are invariant under Eqn. (263) and cancel when the

expressions are summed. We split the EOM correction and J into lepton number conserving and

violating parts, ∆(6) = ∆(6,L) + ∆(6,/L) and Jµ = J(L)µ + J(/L)µ. First, consider the lepton number

conserving part of Eqn. (266). A significant degree of cancellation occurs in the resulting expression.

The only Wilson coefficient remaining corresponds to Pνedu, an operator which is not individually

invariant under the charged lepton field transformation. The explicit expression is

∆(6,L)
eL

r

eL
r
− eL

p
∆(6,L)

eL
p

+ ∆(6,L)
eR

r

eR
r
− eR

p
∆(6,L)

eR
p

=

(
CV,LL

νedu
prst

Jµ
νe,L
pr

Jν
du,L

st
− CV,LL∗

νedu
rpts

Jµ
eν,L
pr

Jν
ud,L

st

)
ηµν

+

(
CV,LR

νedu
prst

Jµ
νe,L
pr

Jν
du,R

st
− CV,LR∗

νedu
rpts

Jµ
eν,L
pr

Jν
ud,R

st

)
ηµν + CS,RR

νedu
prst

Sνe,L
pr

Sdu,L
st
− CS,RR∗

νedu
rpts

Seν,R
pr

Sud,R
st

(267)

+

(
CT,RR

νedu
prst
T µν

νe,L
pr
T αβ

du,L
st
− CT,RR∗

νedu
rpts

T µν
eν,R

pr
T αβ

ud,R
st

)
ηαµηβν + CS,RL

νedu
prst

Sνe,L
pr

Sdu,R
st
− CS,RL∗

νedu
rpts

Seν,R
pr

Sud,L
st

.

Similarly, we can define a neutrino current

Jµ
ν
rr
≡ νL

r
γµνL

r
+ . . . (268)

The lepton number conserving contributions to the divergence of the neutrino current are such that

∆(6,L)
eL

r

eL
r
− eL

p
∆(6,L)

eL
p

+ ∆(6,L)
eR

r

eR
r
− eR

p
∆(6,L)

eR
p

+ ∆(6,L)
νL

r

νL
r
− νL

p
∆(6,L)

νL
p

= 0. (269)

This is as expected, and provides a cross check of the EOM corrections in the Appendix. The total

lepton field current is conserved by the subset of ∆L = 0 operators leading to

∂µ J(L)µ
` = 0, (270)

where ` is the SU(2)L doublet field. Considering the transformation of only part of the lepton

multiplet under a phase change also illustrates how a symmetry can be present in a Lagrangian, but

non-linearly realized. The symmetry constraint is only made manifest when all terms corresponding to

the linear symmetry multiplet are simultaneously included in the constructed symmetry current. This

re-emphasizes the requirement to use a consistent LEFT with all operators retained when studying the

data. Doing so ensures that the LEFT represents a consistent IR limit. Conversely, dropping operators

can forbid non-linear realizations in the LEFT of UV symmetries, which can block a consistent IR

limit of some UV completions being defined. For this reason (see also Ref. [180]), experimental
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studies of constraints on higher dimensional operators done “one at a time" can result in misleading

conclusions.

9.7 L I N E A R R E P R E S E N TAT I O N S O F G L O B A L S Y M M E T R I E S

Operator dimension in the SMEFT is even (odd) if (∆B− ∆L)/2 is even (odd) [145, 181]. Here

∆B and ∆L are respectively the baryon and lepton number violation of the operator considered. In

LSM + L(6), B− L is an accidentally conserved quantity consistent with this constraint.

In the LEFT, incomplete SU(2)L SM multiplets are used to construct operators, and operators are

not constructed to respect hypercharge. The relationship between operator dimension and global

lepton and baryon number in the LEFT is different than in the SMEFT as a result. When considering

arbitrary Wilson coefficients in the LEFT, the classes of ∆L = 2, ∆B = −∆L = 1, and ∆L = 4

defined in Refs. [173, 174] are present. These ψ4 operators are not present in L(6) in the SMEFT, and

these operators violate B− L.

The SMEFT relationship between operator dimension and these global symmetries is projected

onto the LEFT operator basis when the matching result of Ref. [173] is imposed. The corresponding

LSMEFT - LLEFT matchings that violate B− L vanish exactly.

9.8 H Y P E R C H A R G E

The fermion hypercharge current of the SM is

Jµ
Ψy,SM = ∑

Ψ=eR,uR,dR,
`L,qL

yΨΨγµΨ, (271)

where yΨ = {−1, 2/3,−1/3,−1/2, 1/6}. This current is manifestly not conserved in the LEFT

∂µ Jµ
Ψy,SM 6= 0. (272)

In the LEFT, a hypercharge current can be defined as

Jµ
Υy = ∑

Υ
yΥΥγµΥ. (273)
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Here Υ = {ψR, ψL, νL} and the hypercharges are assigned as in the SM. Part of the non-conservation

of the current stems from the fermion mass terms. In addition, the ∆ corrections also lead to the

current not being conserved when the Wilson coefficients in the LEFT take arbitrary values. When the

matching conditions on the Wilson coefficients to the SMEFT are imposed [173], many of the EOM

corrections generating a non-vanishing ∂µ Jµ
Υy are removed. The terms that remain are

i∂µ Jµ
Υy

∣∣∣
match

=
(yuR − ydR)

v̄2
T

(
CV,LR

νedu
prst

Jµ
νe,L
pr

Jν
du,R

st
− CV,LR∗

νedu
rpts

Jµ
eν,L
pr

Jν
ud,R

st
+ CV1,LR

uddu
prst

Jµ
ud,L

pr
Jν
du,R

st
− CV1,LR∗

uddu
rpts

Jµ
du,L

pr
Jν
du,R

st

)
ηµν

+ (yψR − yψL)

(
ψR

p

[
Mψ

]
prψL

r
− ψL

p

[
M†

ψ

]
pr

ψR
r

)
+ 2 v̄TyνL

[
νL

p
C?

ν
pr

νc
L
r
− νc

L
p
CT

ν
pr

νL
r

]
(274)

+
(yψL − yψR)

v̄T
∑
ψ 6=e

[
ψR

p
σαβTAψL

r
C?

ψG
rp
− ψL

p
σαβTAψR

r
CT

ψG
rp

]
Gαβ

A

+
(yψL − yψR)

v̄T

[
ψR

p
σαβψL

r
C?

ψγ
rp
− ψL

p
σαβψR

r
CT

ψγ
rp

]
Fαβ + . . .

Here we have used the fact that in whole or in part, composite operators forms with ∑Ψ yΨ = 0 have

a corresponding vanishing contribution to the current. This condition being fulfilled also provides a

cross check of the ∆(3−6) EOM corrections in the Appendix.

Enforcing matching constraints to the SMEFT is insufficient to make the hypercharge current

manifest. The reason is that SM states are integrated out in constructing the LEFT, that carry this

quantum number. Consider the definition of the full hypercharge current

Jµ
y,full = Jµ

Ψy + yH H† i
←→
D µH, (275)

where yH = 1/2 for the Higgs field. Here, and later, we are using the Hermitian derivative defined by

O† i
←→
D µO = iO†(DµO)− i(DµO)†O, (276)

O†i
←→
D I

µO = iO†τ I (DµO
)
− i
(

DµO
)†

τ IO, (277)

for a field O. To make hypercharge conservation manifest, we include the transformation properties

of the masses associated with states integrated out that depended on 〈H†H〉. This can be done in a
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spurion analysis. Rescaled Wilson coefficients and mass terms are promoted to spurion fields with

tilde superscripts

C̃V,LR
νedu
prst

= v̄TCV,LR
νedu
prst

, C̃V1,LR
uddu
prst

= v̄TCV1,LR
uddu
prst

,

C̃ ψ
pr
= M ψ

pr
, C̃ ν

pr
= 2 v̄T C?

ν
pr

,

C̃ψγ
pr

= v̄T C?
ψγ
rp

, C̃ψG
pr

= v̄T C?
ψG
rp

.

These spurion fields have the hypercharge assignments

yC̃ = ydR − yuR for C̃V,LR
νedu , C̃V1,LR

uddu ,

yC̃ = −yν for C̃ν,

yC̃ = yψR − yψL for C̃ψγ, C̃ψG,

yC̃ = yψL − yψR for C̃ψ.

As the spurions are charged under hypercharge, we need to include them in the current in the LEFT

Jµ
y,LEFT = Jµ

Υy + Jµ
y,S, (278)

where

Jµ
y,S = ∑̃

C

yC̃ C̃† i
←→
D µC̃. (279)

Here the flavour indices are suppressed. When promoting the Wilson coefficients to fields, we need to

include kinetic terms,

Lkin
S = ∑̃

C

(
DµC̃

)† (DµC̃
)

. (280)

The EOM for the spurion fields are D2C̃ = δLLEFT/δC̃?. Including these contributions, the hyper-

charge current is conserved: i∂µ Jµ
y,LEFT = 0.
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This provides a cross check of the EOM corrections in the Appendix and the results in Ref. [173,

175].

9.9 SU(2)L C U R R E N T

The SU(2)L current in the SMEFT is defined as

J I
µ =

1
2

qτ Iγµq +
1
2

lτ Iγµl +
1
2

H†i
←→
D I

µH. (281)

This definition of the current fixes the embedding of the LEFT states into SU(2)L doublets. Here

τ I are the SU(2)L generators (Pauli matrices) with normalization [τ I , τ J ] = 2 i εI JKτK for I =

{1, 2, 3}. The fields q and l are left-handed quark and lepton SU(2)L doublets, which are absent in

the LEFT as linear multiplets. To examine the SU(2)L current we need to combine terms in the LEFT

into reconstructed SU(2)L multiplets and also introduce spurions to account for the transformation

properties of v̄T. We illustrate the constraints of the SU(2)L current with an operator from the class

(LR)X + h.c. as an example,

Ceγ
pr

eL
p
σµνeR

r
Fµν + h.c.→ l

i
L
p
σµνeR

r
FµνCi

eγ
pr
+ h.c. (282)

where

Ci
eγ

pr
=

 0

Ceγ


pr

and li
L
p
=


νL

p

eL
p

 . (283)
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We have promoted the Wilson coefficient to a SU(2)L doublet field, and collected the left-handed

leptons into a doublet. Analogous promotions can be made for all the operators in this class. The

relevant terms in the equations of motion are

v̄T i /Dli
L
p
= −σµνeR

r
FµνCi

eγ
pr
+ . . . (284)

v̄T i /Dl
i
L
p
= +Ci∗

eγ
pr

FµνeR
r
σµν + . . . (285)

v̄2
T D2C̃i

eγ
pr
= FµνeR

r
σµνli

L
p
, (286)

v̄2
T D2C̃i∗

eγ
pr
= l

i
L
p
σµνeR

r
Fµν. (287)

The covariant derivative of Jµ
l gives

i
[
Dµ, Jµ

l

]I ≡ i∂µ

(
1
2

lL
p
τ IγµlL

p

)
− g2εJKIWµ,J Jµ

l,K (288)

=
1
2

(
iDµlL

p

)
τ IγµlL

p
+

1
2

lL
p
τ Iγµ

(
iDµlL

p

)

=

C∗eγ
pr

2v̄T
FµνeR

r
σµντ I lL

p
−

Ceγ
pr

2v̄T
lL

p
τ IσµνeR

r
Fµν + . . .

To recover a conserved current, we perform a spurion analysis, similar to the one for hypercharge. We

have the EOM for the spurion Ceγ, in Eqns. (286) and (287). The spurion current is

Jµ,I
S =

1
2

C̃†
eγi
←→
D µ,IC̃eγ, (289)

with flavour indices suppressed. The covariant divergence of the spurion current is

i
[
Dµ, Jµ

S

]I
=− 1

2

[
C̃eγ

pr

∗
τ I D2C̃eγ

pr
− D2C̃eγ

pr

∗
τ IC̃eγ

pr

]
(290)

=− 1
2v̄T

[
Ceγ

pr

∗τ I FµνeR
r
σµνlL

p
− lL

p
σµνeR

r
Fµντ ICeγ

pr

]
.

Combining Eqns. (288) and (290), the new current is covariantly conserved for the chosen operator

from the class (LR)X,

i
[
Dµ, Jµ

]I ≡ i
[
Dµ,

(
Jµ
l + Jµ

S

)]I
= 0. (291)
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The generalization to include quarks is straightforward.

For ψ4 operators a similar spurion analysis that also includes the promotion of all of the fermion

fields into the corresponding SU(2)L fermion multiplet of the SM is done. The procedure is straight-

forward. When imposing the LSMEFT - LLEFT matching and performing this spurion analysis, the

SU(2)L current is conserved.

9.10 C O N S T R A I N T S D U E T O N O N - M A N I F E S T C U R R E N T S

The SU(2)L and U(1)Y currents are not conserved in the LEFT when the Wilson coefficients of this

theory are treated as free parameters. Furthermore, the implication of these currents in the LEFT is

distinct than in the SM or the SMEFT, as there is no manifest field corresponding to these currents

when they are conserved. There is no direct construction of a Ward identity using a propagating gauge

field as a result.

The conserved currents do constrain the LEFT by fixing relationships between otherwise free

parameters of the theory. Matrix elements of the currents can be directly constructed, as they are

composed of the fields of the LEFT. Constructing such a matrix element from the generalized

Heisenberg current field, with a set of initial and final states denoted Ψi, f , and taking a total derivative

gives

∂µ
∫

d4xeip·x〈Ψ f |Jµ(x)|Ψi〉 = 0. (292)

A series of relationships between the Wilson coefficients then follows

∑
n

∂µ〈Ψ f |Pn|Ψi〉µ(p)Cn = 0. (293)

Formally, the measured S-matrix elements must be constructed using an LSZ reduction formula. The

constraints that follow for the Wilson coefficients are trivially satisfied only if the Wilson coefficients

are already fixed by a UV matching preserving the corresponding symmetry.
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9.11 U(1)em A N D T H E L E F T M U LT I P O L E E X PA N S I O N

The classical limit of Ld≤4
LEFT reproduces the well known physics of Maxwell’s equations, and in

particular Gauss’s law [182] (see also Ref. [183]). Gauss’s law relates the time component of the

electromagnetic current Jµ = ψeγ
µψe to

J0 =
∇ · E
−ephys

. (294)

Here ephys = 1.6021766208(98)× 10−19 C, is the electron charge in the usual SI units [184]. In the

LEFT, the electromagnetic current is also expected to be conserved

∂µ Jµ = 0, (295)

without any of the subtleties of the previous sections as the Pi are constructed to manifestly preserve

U(1)em.

The U(1)em current is subject to its own set of subtleties. First, the naive understanding that Jµ

being conserved directly leads to its non-renormalization requires some refinement. This issue was

comprehensively addressed for QED in Ref. [185], neglecting higher dimensional operators and

considering a one electron state and the corresponding electron number current. Here we review the

result of Refs. [185, 186] and then directly extend this result into the LEFT.

The definition of the electromagnetic current is affected by the presence of a surface term ∂νFνµ

[185, 187] introducing a renormalization of this current. We define the Ld≤4
LEFT CP conserving QED

Lagrangian as

L =
(
ψ [iγ · (∂ + eqA)−m]ψ

)(0) − 1
4
(F(0)

µν )2 − 1
2ξ

(∂ · A)2

= Z2ψ
[
iγ · (∂ + eqµε A)−m(0)

]
ψ− Z3

4
(Fµν)

2 − 1
2ξ

(∂ · A)2,

where all ()(0) superscripted quantities are bare parameters. µ is introduced so that the renormalized

coupling is dimensionless and q is the charge of ψ. We restrict our attention to ψ = ψe for simplicity
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(even in loops) in the discussion below. Renormalized quantities are introduced above with a

suppressed r superscript, d = 4− 2ε and we use MS as a subtraction scheme so that

A(0)
µ =

√
Z3A(r)

µ , ψ(0) =
√

Z2ψ(r),

m(0)
e = Zmm(r)

e , e(0) = Zeµ
ε e(r).

Here m2
e = [Me]11[M†

e ]11. The renormalization constants in QED are given by

Z3 = 1− e2Sε

12 π2 ε
, Z2 = 1− e2Sε

16 π2 ε
,

Zm = 1− 3e2Sε

16 π2 ε
,

and Ze = 1/
√

Z3 at one loop. Here Sε = (4πe−γE)ε, following the notation of Ref. [185]. Hereon

we define our subtractions in MS and suppress the corresponding constant terms, setting Sε = 1.

a) b)

c) d)

Figure 9.11.1: Figures a)-d) represent the renormalization of the electromagentic current in Ld≤4
LEFT. The later

two diagrams illustrate a penguin diagram c) leading to a surface counter-term in d).

Standard arguments advanced to establish the non-renormalization of Jν are concerned with

Fig. 9.11.1 a)-b). Fig. 9.11.1 a) represents wavefunction renormalization, while the insertion of

the current is represented with a circled cross in Fig. 9.11.1 b)-c). The divergence and finite terms of

diagrams a)-b) cancel at zero momentum transfer for an on-shell state. For a one electron state, the

Noether current corresponds to the electron number current, which we label as Jν
N consistent with

Ref. [185]. The usual textbook argument then concludes

µ
d

dµ
Jν
N = 0, (296)

consistent with the current being conserved. However, the penguin diagram in Fig. 9.11.1 c) is

divergent. This divergence is cancelled by a counter-term of the form ∂νFνµ shown in Fig. 9.11.1 d).
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This operator has a four divergence that identically vanishes (i.e. corresponds to a surface term). The

EOM of the Aµ field is given by

0 =
δSLEFT

δAµ(x)
= eµε Jµ

N + Z3∂νFνµ +
1
ξ

∂µ∂ · A. (297)

The EOM relates terms in a non-intuitive fashion when an extremum of the action is taken. Jµ
N receives

a multiplicative renormalization generated from the nonzero anomalous dimension of the second term

as a result. The current can be subsequently redefined to remove this effect and cancel the running, as

shown in Ref. [185].

a) �b)

Figure 9.11.2: Figure a) shows the insertion of a dipole operator in a one loop diagram (black square) with the
d ≤ 4 LEFT electromagnetic current as a circled cross. Figure b) shows the insertion of a dipole
contribution to the current as a circled cross box.

Fig. 9.11.2 shows the need to further refine this argument in the presence of higher dimensional

operators. These diagrams are the direct analogy to the arguments of Ref. [185] leading to a redefinition

of the current due to the mixing of the dipole operator with the counter-term multiplying ∂νFνµ.

Inserting the dipole operator (indicated with a black box) with the electromagnetic current, indicated

with a circled cross in Fig. 9.11.2a), gives mixing proportional to Me/vT. Including the effect of

the dipole operator in the current insertion is indicated by a “circled cross box" in Fig. 9.11.2b).

Calculating the diagrams directly for an electron in the loop gives a contribution to the photon two

point function of the form

−∆Z3 = − eqe

2 π2 ε
(Ceγ

11
[Me]11 + C?

eγ
11
[M†

e ]11). (298)

This divergence is cancelled by a counter-term [174] which leads to a modification of Z3 of the form

∆Z3. (The generalization to other charged leptons in the loop is trivial.) This is as expected as a

corresponding divergence is present in the LEFT in Fig. 9.11.3 a)-b) and the external photon does not

play a role that distinguishes the divergence obtained once the current is redefined. We have calculated

the diagrams in Fig. 9.11.3 and agree with the corresponding dipole operator results in Ref. [174].
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a) b)

c) d)

e) f)

g)

Figure 9.11.3: One loop diagrams generating the divergences of the LEFT that are removed with the renormal-
ization reported in Ref. [174].

The interpretation of this mixing effect is subtle in the LEFT. Varying SLEFT with respect to A(r)
µ

gives

0 =
δS

δAµ
= eµε Jµ

N + Z3∂νFνµ +
1
ξ

∂µ∂ · A (299)

+
√

Z3Z2∂ν

(
ZCCeγ (eLσνµeR) + Z?

CC∗eγ (eRσνµeL)
)
+ . . .

The tree level contributions to the electron number operator of terms ∝ Ceγ, C∗eγ vanish at infinity by

Stokes’ theorem.2 We define a MS-renormalized current

Jµ

MS
= Jµ

N +
Z3 − 1

eµε
∂νFνµ (300)

+

√
Z3Z2

eµε
∂ν

(
ZCCeγ (eLσνµeR) + Z∗CC∗eγ (eRσνµeL)

)
+ . . .

The MS-renormalized current expressed in terms of bare quantities is

Jµ

MS
= ψ

(0)
γµψ(0) +

1− Z−1
3

e0
∂νF(0),νµ (301)

+
1

e(0)
∂ν

(
C(0)

eγ

(
e(0)L σνµe(0)R

)
+ C∗,(0)eγ

(
e(0)R σνµe(0)L

))
+ . . .

The renormalization group flow of the current is

µ
d

dµ
Jµ

MS
= 2γA

1
e0Z3

∂νF(0),νµ. (302)

2We thank Mark Wise for discussions on this point.
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The MS-renormalized current depends on the renormalization scale µ as in the SM case. The LEFT

dipole corrections to the current fall off at infinity when considering the electron number operator.

They also vanish from Eqn. (302) as separate terms, which is consistent with this fact. The dipole

operators mix into ∂νFµν proportional to Me/v̄T, a correction with a natural interpretation of an

electron dipole charge distribution in the LEFT. In order to extract a conserved electron number which

is independent of the renormalization scale, we redefine the current, including the effect of dipole

operators in direct analogy to Ref. [185]. We define

Jµ
LEFTphys = Jµ

MS
− Π(0)

eµε
∂νFνµ, (303)

where Π(0) is the electron vacuum polarization in the LEFT, including the effects of operators of

mass dimension greater than four. The electron vacuum polarization is still defined in the standard

manner, and the current is modified by a redefinition at q2 = 0.

It follows that

Fνµ
LEFT,phys = [1 + Π(0)]1/2 Fνµ, (304)

eLEFT,phys = [1 + Π(0)]−1/2 eµε. (305)

In the MS scheme

Π(0) = − e2

12π2 log
m2

e
µ2 (306)

+
e qe

2 π2 (Ceγ
11
[Me]11 + C?

eγ
11
[M†

e ]11) log
m2

e
µ2 + . . .

From these results one directly defines the time component of the physical current as

j0LEFTphys =
∇ · ELEFT,phys

−eLEFT,phys
, (307)

which is the appropriate generalization of the source in Gauss’s law into the LEFT. This is a numerically

small effect, as the electromagentic dipole operator is constrained [188].

To summarize, higher dimensional operators in the LEFT act to change the relationship between

the Lagrangian parameter e and experimental measurements in a manner that corresponds to dipole

operators being present in the LEFT. This occurs through a modified source term in Gauss’s law that

reflects the presence of a multipole expansion in the EFT. The tree level dipole contributions to the
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electron number operator vanish at infinity by Stokes’ theorem, but quantum effects necessitates a

redefinition of the current.

9.12 C O N C L U S I O N S

We have reported the equations of motion for the LEFT including corrections due to dimension six

operators. These results are listed in the Appendix. These corrections lead directly to questions

on the meaning of conserved currents in the LEFT. We have examined how the conserved currents

of the LEFT encode symmetry constraints that are manifest or non-linearly realized. We have also

generalized and embedded the source in Gauss’s law into the LEFT, incorporating the effects of

electrically charged particles having dipole operator sources.



A P P E N D I X

Our operator label notation for the LEFT is largely consistent with Refs. [173, 174]. We use a different

sign convention on the charge conjugation operator, here C = −iγ2 γ0, where as in Refs. [173, 174]

C is defined with opposite sign. We further introduce the current notation

Sψ1ψ2,L/R
st

=

(
ψ1,L/R

s
ψ2,R/L

t

)
, SA

ψ1ψ2,L/R
st

=

(
ψ1,L/R

s
TAψ2,R/L

t

)
,

S a,b
ψ1ψ2,L/R

st
=

(
ψ

a
1,L/R

s
ψb

2,R/L
t

)
, (308)

Jα
ψ1ψ2,L/R

st
=

(
ψ1,L/R

s
γαψ2,L/R

t

)
, Jα,A

ψ1ψ2,L/R
st

=

(
ψ1,L/R

s
γαTAψ2,L/R

t

)
, (309)

T αβ
ψ1ψ2,L/R

st
=

(
ψ1,L/R

s
σαβψ2,R/L

t

)
, T αβ,A

ψ1ψ2,L/R
st

=

(
ψ1,L/R

s
σαβTAψ2,R/L

t

)
, (310)

where Jα
ψψ,R

st
≡ Jα

ψ,R
st

etc. We also define the currents where one of the fields is charge conjugated

S̃ψ1ψ2,L/R
st

=

(
ψ1,L/R

s
ψ2,L/R

t

)
, S̃ a,b

ψ1ψ2,L/R
st

=

(
ψ

a
1,L/R

s
ψb

2,L/R
t

)
,

J̃α
ψ1ψ2,L/R

st
=

(
ψ1,L/R

s
γαψ2,R/L

t

)
, T̃ αβ

ψ1ψ2,L/R
st

=

(
ψ1,L/R

s
σαβψ2,L/R

t

)
, (311)

and similarly for J̃α,A
ψ1ψ2,R

st
etc.

Using these notational conventions, the EOM for the gauge fields from L(5,6) are

113
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∆µ,(5)
F
2

= ∑
ψ 6=ν

Cψγ
pr

∂νT νµ
ψ,L
pr

+ Cνγ
pr

∂νT̃ νµ
νcν,L

pr
+ h.c., (312)

∆Aµ,(5)
G

2
=∑ CψG

pr

[
Dν, ψL

p
σνµT ψR

r

]A

+ h.c., (313)

∆Aµ,(6)
G

2
=3CG f ABC

[
∂α
(

Gµβ
B GCβα

)
+ g fDECGD

αβGEβµGα
B

]
+ CG̃ f ABC

[
∂α
(

Gµβ
C G̃Bβα

)
+ g fDEBG̃D

βαGEµβGα
C

]
+ CG̃ f ABC

[
∂α
(

G̃µβ
B GCαβ

)
+ g fDEBGD

βαG̃EµβGα
C

]
+

CG̃
2

f ABCε
γµ

αβ

[
∂γ

(
G̃αδ

B GCδβ

)
+ g fDEBG̃E

δγGDαδGβ
C

]
. (314)

The ∆L, ∆B = 0, contributions to the EOM from L(5,6) are as follows

∆(5,B,L)
eR,p =C∗eγ

rp
σαβeL

r
Fαβ, (315)

∆(5,B,L)
uR,p =C∗uγ

rp
σαβuL

r
Fαβ + C∗uG

rp
σαβTAuL

r
GA

αβ, (316)

∆(5,B,L)
dR,p =C∗dγ

rp
σαβdL

r
Fαβ + C∗dG

rp
σαβTAdL

r
GA

αβ, (317)

∆(5,B,L)
νL,p =0, (318)

∆(5,B,L)
eL,p =Ceγ

pr
σαβeR

r
Fαβ, (319)

∆(5,B,L)
uL,p =Cuγ

pr
σαβuR

r
Fαβ + CuG

pr
σαβTAuR

r
GA

αβ, (320)

∆(5,B,L)
dL,p =Cdγ

pr
σαβdR

r
Fαβ + CdG

pr
σαβTAdR

r
GA

αβ. (321)

∆(6,B,L)
eR,p =

γαeR
r

(
2 CV,RR

ee
prst

Jα
e,R
st
+ CV,RR

eu
prst

Jα
u,R
st

+ CV,RR
ed

prst
Jα
d,R
st

+ ∑
ψ,ν

CV,LR
ψe

stpr
Jα
ψ,L
st

)

+ eL
r

(
2 CS,RR∗

ee
rpts

Se,R
st
+ CS,RR∗

eu
rpts

Su,R
st

+ CS,RR∗
ed

rpts
Sd,R

st
+ CS,RL∗

eu
rpts

Su,L
st

+ CS,RL∗
ed

rpts
Sd,L

st

)
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+ σαβeL
r

(
CT,RR∗

eu
rpts

T αβ
u,R
st

+ CT,RR∗
ed

rpts
T αβ

d,R
st

)
+ νL

r

(
CS,RL∗

νedu
rpts

Sud,L
st

+ CS,RR∗
νedu
rpts

Sud,R
st

)
+ CT,RR∗

νedu
rpts

σαβνL
r
T αβ

ud,R
st

,

(322)

∆(6,B,L)
uR,p =

γαuR
r

(
2CV,RR

uu
prst

Jα
u,R
st

+ CV,RR
eu

stpr
Jα
e,R
st
+ CV1,RR

ud
prst

Jα
d,R
st

+ CV,LR
νu

stpr
Jα
ν,L
st
+ CV,LR

eu
stpr

Jα
e,L
st
+ CV1,LR

du
stpr

Jα
d,L
st
+ CV1,LR

uu
stpr

Jα
u,L
st

)

+ γαTAuR
r

(
CV8,RR

ud
prst

Jα,A
d,R
st

+ CV8,LR
uu

stpr
Jα,A
u,L
st

+ CV8,LR
du

stpr
Jα,A
d,L
st

)
+ TAuL

r

(
2CS8,RR∗

uu
rpts

SA
u,R
st

+ CS8,RR∗
ud

rpts
SA

d,R
st

)

+ uL
r

(
CS,RR∗

eu
tsrp

Se,R
st
+ 2CS1,RR∗

uu
rpts

Su,R
st

+ CS1,RR∗
ud

rpts
Sd,R

st
+ CS,RL

eu
stpr

Se,L
st

)
+ CT,RR∗

eu
tsrp

σαβuL
r
T αβ

e,R
st

+ γαdR
r

(
CV,LR∗

νedu
tsrp

Jα
eν,L

st
+ CV1,LR∗

uddu
tsrp

Jα
du,L

st

)
+ CV8,LR∗

uddu
tsrp

γαTAdR
r

Jα,A
du,L

st

+ dL
r

(
CS,RR∗

νedu
tsrp

Seν,R
st

+ CS1,RR∗
uddu
tsrp

Sdu,R
st

)
+ CS8,RR∗

uddu
tsrp

TAdL
r
SA

du,R
st

+ CT,RR∗
νedu
tsrp

σαβdL
r
T αβ

eν,R
st

, (323)

∆(6,B,L)
dR,p =

γαdR
r

(
2CV,RR

dd
prst

Jα
d,R
st

+ CV,RR
ed
stpr

Jα
e,R
st
+ CV1,RR

ud
stpr

Jα
u,R
st

+ CV,LR
νd
stpr

Jα
ν,L
st
+ CV,LR

ed
stpr

Jα
e,L
st
+ CV1,LR

ud
stpr

Jα
u,L
st

+ CV1,LR
dd
stpr

Jα
d,L
st

)

+ γαTAdR
r

(
CV8,RR

ud
stpr

Jα,A
u,R
st

+ CV8,LR
ud
stpr

Jα,A
u,L
st

+ CV8,LR
dd
stpr

Jα,A
d,L
st

)
+ TAdL

r

(
CS8,RR∗

ud
tsrp

SA
u,R
st

+ 2CS8,RR∗
dd
rpts

SA
d,R
st

)

+ dL
r

(
CS,RR∗

ed
tsrp

Se,R
st
+ CS1,RR∗

ud
tsrp

Su,R
st

+ 2CS1,RR∗
dd
rpts

Sd,R
st

+ CS,RL
ed
stpr

Se,L
st

)
+ CT,RR∗

ed
tsrp

σαβdL
r
T αβ

e,R
st

+ γαuR
r

(
CV,LR

νedu
stpr

Jα
νe,L

st
+ CV1,LR

uddu
stpr

Jα
ud,L

st

)
+ CV8,LR

uddu
stpr

γαTAuR
r

Jα,A
ud,L

st
+ uL

r

(
CS1,RR∗

uddu
rpts

Sud,R
st

+ CS,RL
νedu
stpr

Sνe,L
st

)

+ CS8,RR∗
uddu
rpts

TAuL
r
SA

ud,R
st

, (324)

∆(6,B,L)
νL,p =

γανL
r

2CV,LL
νν
prst

Jα
ν,L
st
+ ∑

ψ 6=ν

CV,LL
νψ
prst

Jα
ψ,L
st

+ ∑
ψ 6=ν

CV,LR
νψ
prst

Jα
ψ,R
st

+ γαeL
r

(
CV,LL

νedu
prst

Jα
du,L

st
+ CV,LR

νedu
prst

Jα
du,R

st

)

+ eR
r

(
CS,RR

νedu
prst

Sdu,L
st

+ CS,RL
νedu
prst

Sdu,R
st

)
+ CT,RR

νedu
prst

σαβeR
r
T αβ

du,L
st

, (325)

∆(6,B,L)
eL,p =

γαeL
r

2CV,LL
ee
prst

Jα
e,L
st
+ CV,LL

νe
stpr

Jα
ν,L
st
+ CV,LL

eu
prst

Jα
u,L
st

+ CV,LL
ed
prst

Jα
d,L
st
+ ∑

ψ

CV,LR
eψ
prst

Jα
ψ,R
st


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+ eR
r

(
2CS,RR

ee
prst

Se,L
st
+ CS,RR

eu
prst

Su,L
st

+ CS,RR
ed
prst

Sd,L
st
+ CS,RL

eu
prst

Su,R
st

+ CS,RL
ed
prst

Sd,R
st

)

+ σαβeR
r

(
CT,RR

eu
prst
T αβ

u,L
st

+ CT,RR
ed
prst
T αβ

d,L
st

)
+ γανL

r

(
CV,LL∗

νedu
rpts

Jα
ud,L

st
+ CV,LR∗

νedu
rpts

Jα
ud,R

st

)
, (326)

∆(6,B,L)
uL,p =

γαuL
r

(
2CV,LL

uu
prst

Jα
u,L
st

+ CV,LL
νu
stpr

Jα
ν,L
st
+ CV,LL

eu
stpr

Jα
e,L
st
+ CV1,LL

ud
prst

Jα
d,L
st
+ CV,LR

ue
prst

Jα
e,R
st
+ CV1,LR

uu
prst

Jα
u,R
st

+ CV1,LR
ud
prst

Jα
d,R
st

)

+ γαTAuL
r

(
CV8,LL

ud
prst

Jα,A
d,L
st

+ CV8,LR
uu
prst

Jα,A
u,R
st

+ CV8,LR
ud
prst

Jα,A
d,R
st

)
+ CT,RR

eu
stpr

σαβuR
r
T αβ

e,L
st

+ uR
r

(
CS,RR

eu
stpr

Se,L
st
+ 2CS1,RR

uu
prst

Su,L
st

+ CS1,RR
ud
prst

Sd,L
st
+ CS,RL∗

eu
tsrp

Se,R
st

)
+ TAuR

r

(
2CS8,RR

uu
prst

SA
u,L
st

+ CS8,RR
ud
prst

SA
d,L
st

)

+ γαdL
r

(
CV,LL∗

νedu
tsrp

Jα
eν,L

st
+ CV1,LR

uddu
prst

Jα
du,R

st

)
+ CV8,LR

uddu
prst

γαTAdL
r
Jα,A
du,R

st

+ dR
r

(
CS1,RR

uddu
prst

Sdu,L
st

+ CS,RL∗
νedu
tsrp

Seν,R
st

)
+ CS8,RR

uddu
prst

TAdR
r
SA

du,L
st

, (327)

∆(6,B,L)
dL,p =

γαdL
r

(
2CV,LL

dd
prst

Jα
d,L
st
+ CV,LL

νd
stpr

Jα
ν,L
st
+ CV,LL

ed
stpr

Jα
e,L
st
+ CV1,LL

ud
stpr

Jα
u,L
st

+ CV,LR
de
prst

Jα
e,R
st
+ CV1,LR

du
prst

Jα
u,R
st

+ CV1,LR
dd
prst

Jα
d,R
st

)

+ γαTAdL
r

(
CV8,LL

ud
stpr

Jα,A
u,L
st

+ CV8,LR
du
prst

Jα,A
u,R
st

+ CV8,LR
dd
prst

Jα,A
d,R
st

)
+ CT,RR

ed
stpr

σαβdR
r
T αβ

e,L
st

+ dR
r

(
CS,RR

ed
stpr

Se,L
st
+ CS1,RR

ud
stpr

Su,L
st

+ 2CS1,RR
dd
prst

Sd,L
st
+ CS,RL∗

ed
tsrp

Se,R
st

)
+ TAdR

r

(
CS8,RR

ud
stpr

SA
u,L
st

+ 2CS8,RR
dd
prst

SA
d,L
st

)

+ γαuL
r

(
CV,LL

νedu
stpr

Jα
νe,L

st
+ CV1,LR∗

uddu
rpts

Jα
ud,R

st

)
+ CV8,LR∗

uddu
rpts

γαTAuL
r
Jα,A
ud,R

st

+ uR
r

(
CS,RR

νedu
stpr

Sνe,L
st

+ CS1,RR
uddu
stpr

Sud,L
st

)
+ CT,RR

νedu
stpr

σαβuR
r
T αβ

νe,L
st

+ CS8,RR
uddu
stpr

TAuR
r
Sud,L

st
. (328)

The ∆L 6= 0, ∆B = 0 contributions to the EOM from L(6) are

∆(6,B,/L)
eR,p =

eL
r

(
CS,LL

νe
stpr

S̃νcν,L
st

+ CS,LR∗
νe

tsrp
S̃ννc,L

st

)
+ CT,LL

νe
stpr

σαβeL
r
T̃ αβ

νcν,L
st

+ γανc
L
r

(
CV,RL∗

νedu
rpts

Jα
ud,L

st
+ CV,RR∗

νedu
rpts

Jα
ud,R

st

)
,

(329)

∆(6,B,/L)
uR,p =
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uL
r

(
CS,LL

νu
stpr

S̃νcν,L
st

+ CS,LR∗
νu

tsrp
S̃ννc,L

st

)
+ CT,LL

νu
stpr

σαβuL
r
T̃ αβ

νcν,L
st

+ CS,LR∗
νedu
tsrp

dL
r
S̃eνc,L

st
+ CV,RR∗

νedu
tsrp

γαdR
r

J̃α
eνc,R

st
,

(330)

∆(6,B,/L)
dR,p =

dL
r

(
CS,LL

νd
stpr

S̃νcν,L
st

+ CS,LR∗
νd

tsrp
S̃ννc,L

st

)
+ CT,LL

νd
stpr

σαβdL
r
T̃ αβ

νcν,L
st

+ CS,LL
νedu
stpr

uL
r
S̃νce,L

st

+ CT,LL
νedu
stpr

σαβuL
r
T̃ αβ

νce,L
st

+ CV,RR
νedu
stpr

γαuR
r

J̃α
νce,L

st
, (331)

∆(6,B,/L)
νL,p =

νc
L
r

2CS,LL∗
νν
prst

S̃∗νcν,L
st

+ 2CS,LL∗
νν
rpts

S̃ννc,L
st

+ ∑
ψ

CS,LL∗
νψ
prst

S∗ψ,R
st

+ CS,LL∗
νψ
rpts

Sψ,L
st

+ CS,LR∗
νψ
prst

S∗ψ,L
st

+ CS,LR∗
νψ
rpts

Sψ,R
st


+ σαβνc

L
r

(
CT,LL∗

νe
prst
T αβ∗

e,R
st

+ CT,LL∗
νe
rpts
T αβ

e,L
st

+ CT,LL∗
νu
prst
T αβ∗

u,R
st

+ CT,LL∗
νu
rpts
T αβ

u,L
st

+ CT,LL∗
νd
prst
T αβ∗

d,R
st

+ CT,LL∗
νd
rpts
T αβ

d,L
st

)

+ ec
L
r

(
CS,LL∗

νedu
prst

S∗du,R
st

+ CS,LR∗
νedu
prst

S∗du,L
st

)
+ CT,LL∗

νedu
prst

σαβec
L
r
T αβ∗

du,R
st

+ γαec
R
r

(
CV,RL∗

νedu
prst

Jα∗
du,L

st
+ CV,RR∗

νedu
prst

Jα∗
du,R

st

)
,

(332)

∆(6,B,/L)
eL,p =

eR
r

(
CS,LL∗

νe
tsrp

S̃ννc,L
st

+ CS,LR
νe
stpr

S̃νcν,L
st

)
+ CT,LL∗

νe
tsrp

σαβeR
r
T̃ αβ

ννc,L
st

+ νc
L
r

(
CS,LL∗

νedu
rpts

Sud,L
st

+ CS,LR∗
νedu
rpts

Sud,R
st

)
+ CT,LL∗

νedu
rpts

σαβνc
L
r
T αβ

ud,L
st

, (333)

∆(6,B,/L)
uL,p =

uR
r

(
CS,LL∗

νu
tsrp

S̃ννc,L
st

+ CS,LR
νu
stpr

S̃νcν,L
st

)
+ CT,LL∗

νu
tsrp

σαβuR
r
T̃ αβ

ννc,L
st

+ CS,LL∗
νedu
tsrp

dR
r
S̃eνc,L

st

+ CT,LL∗
νedu
tsrp

σαβdR
r
T̃ αβ

eνc,L
st

+ CV,RL∗
νedu
tsrp

γαdL
r
J̃α
eνc,R

st
, (334)

∆(6,B,/L)
dL,p =

dR
r

(
CS,LL∗

νd
tsrp

S̃ννc,L
st

+ CS,LR
νd
stpr

S̃νcν,L
st

)
+ CT,LL∗

νd
tsrp

σαβdR
r
T̃ αβ

ννc,L
st

+ CS,LR
νedu
stpr

uR
r
S̃νce,L

st
+ CV,RL

νedu
stpr

γαuL
r
J̃α
νce,L

st
.

(335)

∆L, ∆B 6= 0, contributions to the EOM from L(6) are
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∆(6,/B,/L)
eR,p =

CS,LR∗
uud
tsrp

εαβγdγc
R
r
S̃β,αc

u,L
st

+ εαβγuγc
R
r

(
CS,LR∗

duu
tsrp
S̃β,αc

ud,L
st

+ CS,RR∗
duu
tsrp

S̃β,αc
ud,R

st

)
+ εαβγdγ

L
r

(
CS,LL

ddd
stpr
S̃αc,β

d,L
st

+ CS,RL
ddd
stpr
S̃αc,β

d,R
st

)
,

(336)

∆(6,/B,/L)
uR,p =

εβγαec
R
r

(
CS,LR∗

duu
stpr
S̃βc,γ∗

du,L
st

+ CS,RR∗
duu
stpr
S̃βc,γ∗

du,R
st

)
+ εαβγuβc

R
r

(
CS,RL∗

uud
prst
S̃γc, ∗

de,L
st
− CS,RL∗

uud
rpts
S̃ ,γc

ed,L
st

)

+ εβαγdβc
R
r

(
CS,RL∗

duu
rpts
S̃ ,γc

eu,L
st

+ CS,RR∗
duu
rpts
S̃ ,γc

eu,R
st

+ CS,RL∗
dud
rpts
S̃ ,γc

νd,L
st
− CS,RR∗

udd
prst
S ,γ∗

νd,L
st

)
+ CS,LR∗

ddu
tsrp

εβγανL
r
S̃γ,βc

d,L
st

,

(337)

∆(6,/B,/L)
dR,p =

εαβγdβc
R
r

(
CS,RL∗

ddu
prst
S̃γc, ∗

uν,L
st
− CS,RL∗

ddu
rpts
S̃ ,γc

νu,L
st

+ CS,RL∗
ddd
prst
S ,γ∗

ed,R
st
− CS,RL∗

ddd
rpts
Sγ,

de,L
st

+ CS,RR∗
ddd
prst
S ,γ∗

ed,L
st
− CS,RR∗

ddd
rpts
Sγ,

de,R
st

)

+ εαβγuβc
R
r

(
CS,RL∗

duu
prst
S̃γc, ∗

ue,L
st

+ CS,RR∗
duu
prst
S̃γc, ∗

ue,R
st

+ CS,RL∗
dud
prst
S̃γc, ∗

dν,L
st
− CS,RR∗

udd
rpts
Sγ,

dν,R
st

)
+ CS,LR∗

uud
stpr

εβγαec
R
r
S̃βc,γ∗

u,L
st

+ εβγαeL
r

(
CS,LR∗

ddd
tsrp
S̃γ,βc

d,L
st

+ CS,RR∗
ddd
tsrp
S̃γ,βc

d,R
st

)
+ εβγανL

r

(
CS,LR∗

udd
tsrp
S̃γ,βc

du,L
st

+ CS,RR∗
udd
tsrp
S̃γ,βc

du,R
st

)
, (338)

∆(6,/B,/L)
νL,p =

εαβγdγc
L
r

(
CS,LL∗

udd
tsrp
S̃β,αc

du,L
st

+ CS,RL∗
dud
tsrp
S̃β,αc

ud,R
st

)
+ εαβγdγ

R
r

(
CS,LR

udd
stpr
S̃αc,β

ud,L
st

+ CS,RR
udd
stpr
S̃αc,β

ud,R
st

)

+ CS,RL∗
ddu
tsrp

εαβγuγc
L
r
S̃β,αc

d,R
st

+ CS,LR
ddu
stpr

εαβγuγ
R
r
S̃αc,β

d,L
st

, (339)

∆(6,/B,/L)
eL,p =

εαβγuγc
L
r

(
CS,LL∗

duu
tsrp
S̃β,αc

ud,L
st

+ CS,RL∗
duu
tsrp
S̃β,αc

ud,R
st

)
+ CS,RL∗

uud
tsrp

εαβγdγc
L
r
S̃β,αc

u,R
st

+ εαβγdγ
R
r

(
CS,LR

ddd
stpr
S̃αc,β

d,L
st

+ CS,RR
ddd
stpr
S̃αc,β

d,R
st

)
,

(340)

∆(6,/B,/L)
uL,p =

εαβγdβc
L
r

(
CS,LL∗

udd
prst
S̃γc, ∗

dν,L
st

+ CS,LR∗
udd
prst
S ,γ∗

νd,L
st
− CS,LL∗

duu
rpts
S̃ ,γc

eu,L
st
− CS,LR∗

duu
rpts
S̃ ,γc

eu,R
st

)
+ CS,RL

ddu
stpr

εβγανc
L
r
S̃βc,γ∗

d,R
st
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+ εβαγec
L
r

(
CS,LL∗

duu
stpr
S̃βc,γ∗

du,L
st

+ CS,RL∗
duu
stpr
S̃βc,γ∗

du,R
st

)
+ εαβγuβc

L
r

(
CS,LR∗

uud
prst
S̃γc, ∗

de,R
st
− CS,LR∗

uud
rpts
S̃ ,γc

ed,R
st

)
, (341)

∆(6,/B,/L)
dL,p =

εβαγuβc
L
r

(
CS,LL∗

udd
rpts
S̃ ,γc

νd,L
st

+ CS,LR∗
udd
rpts
Sγ,

dν,R
st
− CS,LL∗

duu
prst
S̃γc, ∗

ue,L
st
− CS,LR∗

duu
prst
S̃γc, ∗

ue,R
st

)
+ CS,RL∗

uud
stpr

εβγαec
L
r
S̃βc,γ∗

u,R
st

+ εβγαeR
r

(
CS,LL∗

ddd
tsrp
S̃γ,βc

d,L
st

+ CS,RL∗
ddd
tsrp
S̃γ,βc

d,R
st

)
+ εβγανc

L
r

(
CS,LL∗

udd
stpr
S̃βc,γ∗

ud,L
st

+ CS,RL∗
dud
stpr
S̃βc,γ∗

du,R
st

)

+ εαβγdβc
L
r

(
CS,LL∗

ddd
prst
S ,γ∗

ed,R
st
− CS,LL∗

ddd
rpts
Sγ,

de,L
st

+ CS,LR∗
ddu
prst
S ,γ∗

νu,L
st
− CS,LR∗

ddu
rpts
Sγ,

uν,R
st

+ CS,LR∗
ddd
prst
S ,γ∗

ed,L
st
− CS,LR∗

ddd
rpts
Sγ,

de,R
st

)
.

(342)

Finally, the dimension 3 and 5 LEFT operators contributing to the neutrino EOM give

∆(3)
νLp

= −2C∗ν
pr

νc
L
r
, (343)

∆(5)
νLp

= 2 C∗νγ
pr

σαβνc
L
r
Fαβ. (344)
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We formulate an effective field theory describing large mass scalars and fermions minimally

coupled to gravity. The operators of this effective field theory are organized in powers of the

transfer momentum divided by the mass of the matter field, an expansion which lends itself to the

efficient extraction of classical contributions from loop amplitudes in both the post-Newtonian

and post-Minkowskian regimes. We use this effective field theory to calculate the classical and

leading quantum gravitational scattering amplitude of two heavy spin-1/2 particles at the second

post-Minkowskian order.

10.1 I N T RO D U C T I O N

The direct detection of gravitational waves (GWs) from the merging of two black holes by LIGO and

VIRGO in 2015 [189] has placed a spotlight on GW astronomy as a novel channel through which

to test general relativity (GR). As the detection rate of GWs becomes more frequent in the years

ahead, it is necessary to improve the analytical predictions on which the GW templates used in the

observations are based. To do so requires knowledge of the interaction Hamiltonian of a gravitationally

bound binary system to high accuracy. This necessarily entails the calculation of higher orders in the

post-Newtonian (PN) and post-Minkowskian (PM) expansions.

Much of the work related to GWs has been done from the relativistic approach to GR; some notable

developments are the effective-one-body approach [190–192], numerical relativity [193–195], and

effective field theoretic methods [196, 197] (see Refs. [198, 199] for comprehensive reviews summa-

rizing most of the analytical aspects of these methods). Also, there has been substantial work done

using traditional and modern scattering amplitude techniques to calculate classical gravitational quan-

tities, including the non-relativistic classical gravitational potential [200–212]. Moreover, techniques

were recently presented in Refs. [213, 214] to convert fully relativistic amplitudes for scalar-scalar

120
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scattering to the classical potential, and for obtaining the scattering angle directly from the scatter-

ing amplitude [215]. The prescription of Ref. [213] was combined there with modern methods in

amplitude computations to obtain the 2PM, and elsewhere the state-of-the-art 3PM Hamiltonian for

classical scalar-scalar gravitational scattering [210, 212]. This large body of work, facilitated by

classical effects arising at all loop orders [200, 216] (see Section 10.2), suggests that quantum field

theory methods can reliably be used instead of direct computation from GR, particularly when the

latter becomes intractable. Following in this vein, we apply here the machinery of effective field

theory (EFT) to compute classical gravitational scattering amplitudes.

Computations of classical quantities from quantum scattering amplitudes are inherently inefficient.

Entire amplitudes must first be calculated — which are comprised almost entirely of quantum

contributions — and then classical terms must be isolated in a classical limit. One of the advantages

of EFT methods is that they allow the contributions of certain effects to be targeted in amplitude

calculations, thus excluding terms that are not of interest from the outset. From the point of view of

classical gravity, it is then natural to ask whether an EFT can be formulated that isolates classical

from quantum contributions already at the operator level. Indeed, we find that a reinterpretation of the

operator expansion of the well-established Heavy Quark Effective Theory (HQET) [217, 218] (for a

review, see, e.g., Ref. [219]) leads us down the right path.

HQET has been used extensively to describe bound systems of one heavy quark — with mass M

large relative to the QCD scale ΛQCD — and one light quark — with mass m / ΛQCD. Interactions

between the light and heavy quarks are on the order of the QCD scale, q ∼ ΛQCD. Thus the

heavy quark can, to leading order, be treated as a point source of gluons, with corrections to the

motion of the heavy quark arising from higher dimensional effective operators organized in powers of

q/M ∼ ΛQCD/M.

A similar hierarchy of scales exists when considering the long-range (classical) gravitational

scattering of two heavy bodies; for long-range scattering of macroscopic objects the momentum of

an exchanged graviton q is much smaller than the mass of each object. This can be seen by noting

that, once powers of h̄ are restored, the transfer momentum is q = h̄q̄, where q̄ is the wavenumber of

the mediating boson [220]. Consequently, the expansion parameter of HQET — and its gravitational

analog, which we refer to as the Heavy Black Hole Effective Theory (HBET) — can be recast as

h̄q̄/M. The magnitude of the wavenumber is proportional to the inverse of the separation of the

scattering bodies, hence for macroscopic separations and masses, h̄q̄/M� 1. The presence of this

separation of scales in classical gravitational scattering further motivates the development of HBET.

The explicit h̄ power counting of its operators makes HBET a natural framework for the computation

of classical gravitational scattering amplitudes.



1 0 H E AV Y B L AC K H O L E E F F E C T I V E F I E L D T H E O RY 122

This work shares conceptual similarity with the Non-Relativistic General Relativity (NRGR) EFT

approach to the two-body problem introduced in Ref. [196] (extended to the case of spinning objects

in Ref. [197]). As in the case of NRGR, the interacting objects of HQET and HBET are sources

for the mediating bosons, and are not themselves dynamical; in HQET and HBET, this can be seen

from the fact that derivatives in the Lagrangians produce residual momenta (see Sec. 10.3) in the

Feynman rules, not the full momenta of the objects in the scattering. However the EFTs differ in

what they describe. NRGR is organized in powers of velocity, facilitating the computation of the

Post-Newtonian expansion. In contrast, the operator expansions of HQET and HBET are expansions

in h̄, allowing us to target terms in the amplitudes with a desired h̄ scaling. Being derived directly

from a relativistic quantum field theory, a Post-Minkowskian expansion is naturally produced by

the amplitudes of HBET. Moreover, while NRGR computes the non-relativistic interaction potential

directly, HBET is intended for the computation of the classical portions of scattering amplitudes,

which must then be converted to classical observables [213–215].

In this paper, we derive HBET in two forms, describing separately the interactions of large mass

scalars and fermions minimally coupled to gravity. By restoring h̄ we demonstrate how to determine

which operators contribute classically to 2→ 2 scattering at n loops. Using the developed EFT we

compute the 2→ 2 classical scattering amplitude for both scalars and fermions up to 2PM order. We

include in our calculations the leading quantum contributions to the amplitudes that originate from the

non-analytic structure of the loop integrals.

The structure of this paper is as follows. In section 10.2 we explain the procedure by which we

restore h̄ in the amplitudes. We give a brief review of HQET in Section 10.3, and outline the derivation

of the HQET Lagrangian. Our main results are presented in Sections 10.4 and 10.5. In the former

we derive the HBET Lagrangians for heavy scalars and heavy fermions, whereas the latter presents

the 2→ 2 scattering amplitudes for each theory up to 2PM. We conclude in Section 10.6. Technical

details of the HQET spinors are discussed in Appendix 10.A. In Appendix 10.B we include the

effective theory of a heavy scalar coupled to electromagnetism, and in Appendix 10.C we use HQET

to compute the classical and leading quantum contributions to the 2→ 2 electromagnetic amplitude

up to one-loop. Appendices 10.D and 10.E contain respectively the Feynman rules and a discussion

on the one-loop integrals needed to perform the 2PM calculations. We also discuss in Appendix 10.E

the circumvention of the so-called pinch singularity, which appears in some HQET loop integrals.
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10.2 C O U N T I N G h̄

In quantum field theory we are accustomed to working with units where both the reduced Planck

constant h̄ and the speed of light c are set to unity, thus obscuring the classical limit h̄→ 0. We must

therefore systematically restore the powers of h̄ in scattering amplitudes so that a classical limit may

be taken. We follow Ref. [220] to do so.

The first place we must restore h̄ is in the coupling constants such that their dimensions remain

unchanged: in both gravity and QED/QCD, the coupling constants are accompanied by a factor of

h̄−1/2. Second, as mentioned above, we must distinguish between the momentum of a massless

particle pµ and its wavenumber p̄µ. They are related through

pµ = h̄ p̄µ. (345)

In the classical limit, the momenta and masses of the massive particles must be kept constant, whereas

for massless particles it is the wavenumber that must be kept constant. While this result is achieved

formally through the consideration of wavefunctions in Ref. [220], an intuitive way to see this is

that massless particles are classically treated as waves whose propagation can be described by a

wavenumber, whereas massive particles are treated as point particles whose motion is described by

their momenta.

In this work, we are interested in the scattering of two massive particles, where the momentum q is

transferred via massless particles (photons or gravitons). Letting the incoming momenta be p1 and p2,

the amplitudes will thus take the form

iM(p1, p2 → p1 − h̄q̄, p2 + h̄q̄). (346)

As the momentum transfer is carried by massless particles, the wavenumber q̄ remains fixed in the

classical limit, whereas the momentum q scales with h̄, as indicated in Eq. (346). The classical limit

of the kinematics is therefore associated with the limit |q| → 0.
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10.2.1 Counting at one-loop

With these rules for restoring powers of h̄ in amplitudes, we can preemptively deduce which operators

from the EFT expansion can contribute classically at one-loop level. First we must determine the

h̄-scaling that produces classical results.

The usual Newtonian potential can be obtained from the Fourier transform of the leading order

non-relativistic contribution to the tree-level graviton exchange amplitude (see Fig. 10.5.1). Using a

non-relativistic normalization of the external states,

〈p1|p2〉 = (2π)3δ3(~p1 − ~p2), (347)

this contribution to the amplitude is

M(1) ≈ −κ2m1m2

8q2 , (348)

where κ =
√

32πG/h̄ and G is Newton’s constant. Here q is the four-momentum of the mediating

graviton. Following the discussion above, we can thus make all factors of h̄ explicit by writing q in

terms of the graviton wavenumber. We find

M(1) ≈ −4πGm1m2

h̄3q̄2
. (349)

We conclude that classical contributions to scattering amplitudes in momentum space with the current

conventions scale as h̄−3. A quantum mechanical term is thus one that scales with a more positive

power of h̄ than this, as such a term will be less significant in the h̄→ 0 limit.

Indeed, this must be the h̄-scaling of any term in the amplitude contributing classically to the

potential. At tree-level, the relation between the amplitude and the potential is simply

V = −
∫ d3q

(2π)3 e−
i
h̄~q·~rM = −h̄3

∫ d3q̄
(2π)3 e−i~̄q·~rM, (350)

where we have made factors of h̄ explicit. The scaling of classical contributions from the amplitude

must be such that they cancel the overall h̄3 in the Fourier transform.

Central to the applicability of the Feynman diagram expansion to the computation of classical

corrections to the interaction potential is the counterintuitive fact that loop diagrams can contribute
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classically to scattering amplitudes [200, 216]. Which loop diagrams may give rise to classical terms

can be determined by requiring the same h̄-scaling as in Eq. (349).

Diagrams at one-loop level have four powers of the coupling constant, which are accompanied by a

factor of h̄−2. This implies that classical contributions from one-loop need to carry exactly one more

inverse power of h̄, arising from the loop integral. The only kinematic parameter in the scattering

that can bring the needed h̄ is the transfer momentum q, and even then only in the non-analytic

form 1/
√
−q2. Non-analytic terms at one-loop arise from one-loop integrals with two massless

propagators [200, 216]. There are three topologies at one-loop that have two massless propagators per

loop, and hence three topologies from which the requisite non-analytic form can arise: the bubble,

triangle, and (crossed-)box topologies. We will determine the superficial h̄-scaling of these topologies.

First we note that the loop momentum l can always be assigned to a massless propagator, and hence

should scale with h̄. The bubble integral is thus

iM(2)
bubble ∼

G2

h̄2 h̄4
∫

d4l
1

h̄2l
2

1
h̄2(l + q)2

+O(h̄−1)

= O(h̄−2). (351)

We conclude that the bubble contains no classical pieces.

Triangle integrals must have an extra HQET/HBET matter propagator, which, as will be seen below,

is linear in the residual momentum. Therefore, triangle diagrams scale as

iM(2)
triangle ∼

G2

h̄2 h̄4
∫

d4l
1

h̄2l
2

1
h̄2(l + q)2

1
h̄v · (l + k)

+O(h̄−2)

= O(h̄−3). (352)

Here, v is the velocity of the heavy quark, and k is the residual HQET/HBET momentum. These

quantities and their h̄-scaling are discussed in Section 10.3. The scaling of the triangle integral

suggests that triangles must contain classical pieces.

Finally, box and crossed-box integrals scale as

iM(2)
(crossed−)box ∼

G2

h̄2 h̄4
∫

d4l
1

h̄2l
2

1
h̄2(l + q)2

1
h̄v · (l + k1)

1
h̄v · (l + k2)

+O(h̄−3)

= O(h̄−4). (353)
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There are potentially classical pieces in the subleading terms of the (crossed-)box – that is, in higher

rank (crossed-)box loop integrals. However, the leading terms in the box and crossed-box diagrams

look to be too classical, scaling as 1/h̄4. In order for the amplitude to have a sensible classical limit,

such contributions must cancel in physical classical quantities. Two types of cancellations occur at

one-loop level: cancellations between the box and crossed-box, and cancellations due to the Born

iteration of lower order terms when calculating the potential [203, 214, 221, 222].

In this paper we compute long-range effects arising from one-loop integrals, which are proportional

to the non-analytic factors S ≡ π2/
√
−q̄2 and L ≡ log(−q2).1 When considering only spinless

terms at one-loop order, those proportional to S are classical, and those proportional to L are quantum.

With the established h̄ counting, classical terms at one-loop can arise from operators with at most one

positive power of h̄, and quantum terms arise from operators with at most two positive powers of h̄. In

the operator expansion of HQET/HBET, powers of h̄ come from partial derivatives.

The inclusion of spin slightly complicates this counting. In order to identify spin multipoles

with those of the classical angular momentum, we must allow the spin to be arbitrarily large while

simultaneously taking the classical limit. More precisely, for a spin Si the simultaneous limits Si → ∞,

h̄→ 0 must be taken while keeping h̄Si constant [223, 224].2 When considering spin-inclusive parts

of the amplitude we must therefore neglect one positive power of h̄ for each power of spin when

identifying the classical and quantum contributions. To make the expansion in classical operators

explicit, in this paper we keep track only of the factors of h̄ that count towards the determination

of the classicality of terms in the amplitudes. Practically, this amounts to rescaling the Dirac sigma

matrices in the operators as σµν → σµν/h̄, or the spins in the amplitudes as Si → Si/h̄. At linear

order in spin, this leads again to the interpretation at 2PM order of terms proportional to S as being

classical, and those proportional to L as being quantum. At quadratic order in spin, however, terms

such as q3S and qL begin arising, which respectively have quantum and classical h̄ scaling.

Altogether, operators contributing classically contain either up to one deriative, or up to two

derivatives and a Dirac sigma matrix, which will be seen to be related to the spin vector.

10.2.2 Counting at n-loops

We can extend this analysis to determine which operators can produce classical terms at arbitrary loop

order. First we consider two-loop diagrams, contributing 3PM corrections to the classical potential.

1In contrast to Refs. [203, 221], we define S in terms of the wavenumber q̄ to make powers of h̄ explicit in the amplitude.
2The universality of the multipole expansion in gravitational interactions ensures that the expansion remains unchanged

in this limit [203, 224].
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The highest order operator needed is determined by the most classical h̄-scaling attainable at a

given loop order, i.e, by the h̄-scaling of the diagram that scales with the most inverse powers of h̄. In

Appendix 10.D we show that the leading order h̄-scaling of a graviton-matter vertex is always h̄0. The

Einstein-Hilbert action governing pure graviton vertices involves two derivatives of the graviton field,

so that pure graviton vertices always scale as h̄2. It follows that the most classical diagrams at 3PM

are the box and crossed-box with four massive and three massless propagators; we refer to these as

ladder diagrams. The overall coupling is G3/h̄3, and the two integrals over loop momenta contribute

eight positive powers of h̄. In total, the amplitude superficially scales as

M(3)
ladder ∼

1
h̄3 h̄8 1

h̄10 =
1
h̄5 . (354)

At nPM — corresponding to n− 1 loops — the dominant diagrams in the h̄→ 0 limit are still the

ladder diagrams, with n massless propagators and 2(n− 1) massive propagators. The scaling is then

M(n)
ladder ∼

1
h̄n h̄4(n−1) 1

h̄2n
1

h̄2(n−1)

∼ 1
h̄2+n . (355)

From the HBET point of view, this means that we need to include operators that scale with one

more power of h̄ whenever we go from nPM to (n + 1)PM order. Starting with the observation

from the previous section of classical operators at 2PM, we will need operators with at most n− 1

derivatives, or n derivatives and one Dirac sigma matrix, to obtain the full classical correction at nPM.

Furthermore, to have a sensible classical limit, all superclassical contributions must cancel in physical

quantities. We see that the order of cancellation scales with the number of loops.

Note that, according to this counting, starting at 3PM, spinless terms proportional to L can contribute

classically. This is consistent with the classical 3PM scalar-scalar amplitude in Refs. [210, 212].

10.3 H E AV Y Q UA R K E F F E C T I V E T H E O RY

As the concepts and methods we will use to derive HBET are based on those of HQET, we give a

brief review of the latter here.

HQET is used in calculations involving a bound state of a heavy quark Q with mass mQ � ΛQCD,

and a light quark with mass smaller than ΛQCD. The energy scale of the interactions between the light

and heavy quark is on the order of the QCD scale, and is thus small compared to the mass of the heavy
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quark. The momentum pµ of the system is therefore decomposed into a large part representing the

energy of the heavy quark, mQvµ, which is approximately conserved in interactions between the two

quarks, and a small residual momentum parameterizing the remaining momentum, kµ, which is due to

the motion of the light quark and interactions between the light and heavy quarks. Altogether,

pµ = mQvµ + kµ, |kµ| ∼ O(ΛQCD) where ΛQCD � mQ. (356)

A hierarchy of scales is present, and we can organize an effective theory which expands in this

hierarchy.

An interesting feature of HQET, as will be seen below, is that its propagating degrees of freedom are

massless. The propagating degrees of freedom carry the residual momentum kµ. Therefore, since we

are interested in classical scattering, we can rewrite the residual momentum according to Eq. (345):

pµ = mQvµ + h̄k̄µ. (357)

The procedure we will use to derive the HBET Lagrangian for spinors in the next section is

identical to that used to derive the HQET Lagrangian. As such, we outline the derivation of the HQET

Lagrangian for one quark coupled to a U(1) gauge field.3 Our starting point is the QED Lagrangian,

LQED = ψ̄ (i /D−m)ψ, where Dµψ ≡ (∂µ + ieAµ)ψ. (358)

Next, following the pedagogical derivation in Ref. [226], we introduce the projection operators

P± ≡
1± /v

2
, (359a)

and two eigenfunctions of these operators

Q ≡ eimv·xP+ψ, (359b)

Q̃ ≡ eimv·xP−ψ. (359c)

3The non-abelian case is discussed in e.g. Ref. [225].
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This allows us to decompose the spinor field as

ψ =
1 + /v

2
ψ +

1− /v
2

ψ = e−imv·x (Q + Q̃
)

. (360)

The details pertaining to the external states of the fields Q and Q̃ are explained in Appendix 10.A.

Substituting Eq. (360) into Eq. (358), using some simple gamma matrix and projection operator

identities, and integrating out Q̃ using its equation of motion, we arrive at the HQET Lagrangian,

LHQET = Q̄

(
iv · D− D2

⊥
2m
− e

4m
σµνFµν

)
Q +

1
2m

Q̄i /D
∞

∑
n=1

(
− iv · D

2m

)n

P−i /DQ. (361)

Here, σµν ≡ i
2 [γ

µ, γν] is the Dirac sigma matrix.

The redundant operators proportional to the leading order equation of motion can be removed by a

field redefinition [225] leading to the Lagrangian

LHQET = Q̄
(

iv · D− D2

2m
+

D4

8m3 −
e

4m
σµνFµν − e

8m2 vµ[DνFµν] (362)

+
ie

8m2 vρσµν{Dµ, Fρν}+ e
16m3 {D

2, σµνFµν}+ e2

16m3 FµνFµν

)
Q +O(m−4).

Square brackets enclosing a derivative denote that the derivative acts only within the brackets.

Once Fourier transformed, partial derivatives produce the momentum of the differentiated field. In

the specific case of HQET, the partial derivatives produce either a residual momentum (when acting

on the spinor field) or a photon momentum (when acting on the vector field) in the Feynman rules.

As both types of momenta correspond to massless modes, they both scale with h̄, and hence partial

derivatives always result in one positive power of h̄.

We note the appearance of the covariant derivative Dµ in Eq. (362) instead of the orthogonal

covariant derivative Dµ
⊥ ≡ Dµ − vµ(v · D) that typically appears in HQET. The two types of the

derivative can be swapped before integrating out the anti-field using

Q̄ /DQ̃ = Q̄ /D⊥Q̃, (363a)

¯̃Q /DQ = ¯̃Q /D⊥Q. (363b)

In Appendix 10.C we use the form with Dµ to more easily compare with previous calculations.
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10.4 H E AV Y B L AC K H O L E E F F E C T I V E T H E O RY

We now turn to the case of a heavy particle minimally coupled to gravity. The derivation of the

Lagrangian for a heavy scalar coupled to gravity differs from the derivation of the spinor theory,

because the scalar field whose heavy-mass limit we are interested in describing is real. The initial

Lagrangian is that of a minimally coupled scalar matter field:

Lsc-grav =
√
−g
(

1
2

gµν∂µφ∂νφ− 1
2

m2φ2
)

. (364a)

The metric is given by a small perturbation around flat space, gµν = ηµν + κhµν, where the perturba-

tion hµν is identified with the graviton.

The heavy-field limit of a real scalar field can be expressed in terms of a complex scalar field

χ by employing a suitable field-redefinition. Motivated by earlier analyses in Refs. [227–229], we

decompose

φ→ 1√
2m

(
e−imv·xχ + eimv·xχ∗

)
. (365)

Substituting this into Eq. (364a) and dropping quickly oscillating terms (those proportional to e±2imv·x)

gives the HBET Lagrangian for scalars:

Ls=0
HBET =

√
−gχ∗

[
gµνivµ∂ν +

1
2

m(gµνvµvν − 1)− 1
2m

gµν∂µ∂ν

]
χ +O(1/m2). (366)

Comparing the Feynman rules for this theory in Appendix 10.D with the Feynman rules for the full

theory in Ref. [203], we see that they are related by simply decomposing the momenta as in Eq. (356)

and dividing by 2m.

Next, we consider the case of a heavy spin-1/2 particle. We begin with the Lagrangian of a

minimally coupled Dirac field ψ

Lgrav =
√
−gψ̄

(
ieµ

aγa Dµ −m
)

ψ, (367a)
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where eµ
a is a vierbein, connecting curved space (with Greek indices) and flat space (with Latin

indices) tensors. The expansion of the vierbein in terms of the metric perturbation is given in Ref. [203].

The covariant derivative is [230]

Dµψ ≡
(

∂µ +
i
2

ωµ
abσab

)
ψ, (367b)

where the spin connection ωµ
ab is given in terms of vierbeins in Eq. (41) of Ref. [230]. To quadratic

order in the graviton field, the spin-connection is [203]

ωµ
ab = −κ

4
∂bhµ

a − κ2

16
hρb∂µha

ρ +
κ2

8
hρb∂ρhµ

a − κ2

8
hρb∂ahµ

ρ − (a↔ b). (367c)

Eq. (367c) differs from that in Ref. [203] by a factor of −1/2. The spin connection of Ref. [230]

differs from that of Ref. [203] by this same factor, and we use the connection of Ref. [230].

We make the same decomposition of the fermion field ψ as in HQET, Eq. (360), and integrate out

the anti-field by substituting its equation of motion. As in the case of HQET, this gives a non-local

form of the HBET Lagrangian, which we expand in 1/m:

Ls=1/2
HBET =

√
−gQ̄

[
ieµ

aγa Dµ + mvµva(eµ
a − δ

µ
a )
]

Q (368a)

+

√−g
2m

Q̄
[
ieµ

aγa Dµ + mvµγa(eµ
a − δ

µ
a )
]

×
∞

∑
n=0

1
[1 + 1

2 vνvb(eν
b − δν

b)]n+1

F[h]n

mn ×
[
ieρ

cγc Dρ + mvργc(eρ
c − δ

ρ
c )
]

Q,

where

F[h] ≡ i
2

eµ
a
1− vνγν

2
γa Dµ

1− vργρ

2
≡ i

2
eµ

a[γ
a Dµ]−v. (368b)

As the operator F[h] contains a covariant derivative, and the other factor in the sum in Eq. (368a) is

covariantly conserved, the placement of F[h] to the right of everything in the sum is unambiguous.
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We can recover a local form of this Lagrangian by further expanding the denominator of the sum in

κ. We will only need vertices involving two spinors and at most two gravitons, so we expand up to

O(κ2). The result is

Ls=1/2
HBET =

√
−gQ̄

[
ieµ

aγa Dµ + mvµva(eµ
a − δ

µ
a )
]

Q (369a)

+

√−g
2m

Q̄
[
ieµ

aγa Dµ + mvµγa(eµ
a − δ

µ
a )
] ∞

∑
n=0

Gn[h]
F[h]n

mn

[
ieρ

cγc Dρ + mvργc(eρ
c − δ

ρ
c )
]

Q,

where

Gn[h] ≡
{

1 + (n + 1)H1[h]κ +

[(
n2

2
+

3n
2

+ 1
)

H1[h]2 − (n + 1)H2[h]
]

κ2 + . . .
}

, (369b)

H1[h] ≡
1
4

vµvνhµν, H2[h] ≡
3
16

vµvahaρhµρ. (369c)

Though we started with massive matter fields, Eqs. (366), (368a), and (369a) contain no mass terms

for the matter fields. The propagating modes of HBET are therefore massless, so their momenta scale

with h̄ in the classical limit. As in the case of HQET, this allows us to interpret the operator expansion

of HBET as an expansion in h̄.

The Feynman rules of both theories (Appendix 10.D) are suggestive of the universality of the

multipole expansion from Ref. [203]; all terms present in the scalar Feynman rules also appear in the

spinor Feynman rules. There are, of course, extra terms in the spinor Feynman rules which encode

spin effects. Moreover, we find additional spin-independent terms in the spinor Feynman rules that do

not appear in the scalar rules. This is not necessarily inconsistent with Ref. [203]: as will be discussed

further below, we expect these additional terms to not contribute to the properly defined potential at

one-loop level.

10.5 L O N G R A N G E 2→ 2 G R AV I TAT I O N A L S C AT T E R I N G A M P L I T U D E S

We will demonstrate the utility of the above EFTs for systems of two heavy particles. We do so by

calculating the amplitudes for the scattering of scalars and fermions mediated by gravitons up to

the leading quantum order at one-loop level. To maximize the efficiency of the computation of the

following amplitudes, one could obtain them as double copies of HQET amplitudes. Focusing on the

validation of HBET, however, we compute them using standard Feynman diagram techniques applied
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p1 − q

p1
q

p2 + q

p2

Figure 10.5.1: Classical scattering of two particles at tree-level.

directly to the HBET Lagrangians in Eqs. (366) and (369a), with graviton dynamics described by the

usual Einstein-Hilbert action,

SGR =
1

16πG

∫
d4x
√
−gR. (370)

To obtain the classical portions of the amplitudes, we use only the HBET operators described in

Section 10.2. The leading quantum terms arise by also including operators that scale with one more

factor of h̄.

In what follows we make use of the reparameterization invariance of HBET [231–233] to work

in a frame in which the initial momenta are pµ
i = miv

µ
i , where vµ

i is the initial four-velocity of

particle i. We then define ω ≡ v1µvµ
2 , which, in such a frame, is related to the Mandelstam variable

s = (p1 + p2)2 via

s− s0 = 2m1m2(ω− 1), (371)

where s0 ≡ (m1 + m2)2. From Eq. (371) it is evident that the non-relativistic limit of the kinematics

of both particles, s − s0 → 0, is equivalent to the limit ω → 1. As a check on the results, we

reproduce the amplitudes in Ref. [203] in the non-relativistic limit.

Amplitudes for scalar-scalar scattering arise as a portion of the fermion-fermion scattering amplitude

[203]. For this reason we present here the amplitudes for fermion-fermion scattering.
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10.5.1 First Post-Minkowskian Order

At 1PM order, the relevant diagram is the tree-level graviton exchange diagram, shown in Fig. 10.5.1.

Using the h̄-counting in Section 10.2, we see that the coupling constants provide one inverse power of

h̄, while the graviton propagator scales as 1/h̄2. The leading tree-level amplitude becomes

M(1)
t = −4πm1m2G

h̄3q2

[
(2ω2 − 1)U1U2 +

2iω
m2

1m2
E1U2 +

2iω
m1m2

2
E2U1

− 1
m3

1m3
2
E1E2 +

ω

m2
1m2

2
Eµ

1 E2µ

]
. (372)

This is in agreement with Ref. [203] at leading order in O(|q|). We use the shorthand notation

U1 ≡ ū(p1 − q)u(p1) ≡ ū2u1, (373a)

U2 ≡ ū(p2 + q)u(p2) ≡ ū4u3, (373b)

Ei ≡ εµναβ p1µ p2νq̄αSiβ, (373c)

Eµ
i ≡ εµναβ piνq̄αSiβ, (373d)

with the relativistic normalization of the spinors, ū(p)u(p) = 2m. The Levi-Civita tensor is defined

by ε0123 = 1. The spin vector is defined as

Sµ
i ≡

1
2

ū2iγ5γµu2i−1, (373e)

where γ5 ≡ −iγ0γ1γ2γ3. The definition of the HQET spinor in Eq. (359b) automatically imposes

the orthogonality of the spin vector and the momentum of the corresponding particle, since it implies

the relation /vu = u.

10.5.2 Second Post-Minkowskian Order

At 2PM order, eleven one-loop diagrams can contribute, shown in Fig. 10.5.2. Only triangles or

box diagrams contribute to the classical amplitude, but as we also compute the leading quantum

contributions, all eleven diagrams are needed.
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Figure 10.5.2: The one-loop Feynman diagrams containing non-analytic pieces that contribute to the classical
scattering of two particles in GR. Solid lines represent fermions, wavy lines represent gravitons,
and dashed lines represent the ghost field arising from working in the harmonic gauge [203].
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For clarity, we split the 2PM amplitude into three parts: the spinless, spin-orbit, and spin-spin

contributions. These are, respectively,

M(2)
spinless =

G2

h̄3 m1m2U1U2S
3
2
(5ω2 − 1)(m1 + m2)

+
G2U1U2L

30h̄2(ω2 − 1)2

[
2m1m2(18ω6 − 67ω4 + 50ω2 − 1)

−60m1m2ω(12ω4 − 20ω2 + 7)L×(ω)
√

ω2 − 1 −15iπ(m2
1 + m2

2)(24ω4 − 37ω2 + 13)
√

ω2 − 1

− 120
h̄2q2 iπm2

1m2
2(4ω6 − 8ω4 + 5ω2 − 1)

√
ω2 − 1

]
, (374a)

M(2)
spin-orbit =

G2m1m2ω(5ω2 − 3)S
2h̄3(ω2 − 1)

[
(3m1 + 4m2)

iU1E2

m1m2
2

]

+
G2L

10h̄2(ω2 − 1)2

{
2m1m2ω(ω2 − 1)(46ω2 − 31)− 20m2

2iπω(ω2 − 2)
√

ω2 − 1

− 80
h̄2q2 iπm2

1m2
2ω(ω2 − 1)(2ω2 − 1)

√
ω2 − 1− 5m2

1iπω(12ω4 − 10ω2 − 5)
√

ω2 − 1

−5m1m2[(40ω4 − 48ω2 + 7)L×(ω)− (8ω4 − 1)(L�(ω) + iπ)]
√

ω2 − 1
} iU1E2

m1m2
2
+ (1↔ 2),

(374b)

M(2)
spin-spin =

G2(m1 + m2)
S
h̄3

[
(20ω4 − 21ω2 + 3)

2(ω2 − 1)
(q̄ · S1q̄ · S2 − q̄2S1 · S2) +

2q̄2ω3(5ω2 − 4)
m1m2(ω2 − 1)2 p2 · S1 p1 · S2

]
+

G2L
h̄3m1m2

[m1C1(m1, m2)p2 · S1q̄ · S2 −m2C1(m2, m1)q̄ · S1 p1 · S2]

+
G2L

60m1m2h̄2(ω2 − 1)2
(2C2q̄ · S1q̄ · S2 + C3q̄2S1 · S2) +

G2q̄2L
20h̄4m2

1m2
2(ω

2 − 1)5/2
C4 p2 · S1 p1 · S2,

(374c)



1 0 H E AV Y B L AC K H O L E E F F E C T I V E F I E L D T H E O RY 137

where

L�(ω) ≡ log

∣∣∣∣∣ω− 1−
√

ω2 − 1

ω− 1 +
√

ω2 − 1

∣∣∣∣∣ , (374d)

L×(ω) ≡ log

∣∣∣∣∣ω + 1 +
√

ω2 − 1

ω + 1−
√

ω2 − 1

∣∣∣∣∣ , (374e)

C1(mi, mj) ≡
(8ω4 − 8ω2 + 1)

(ω2 − 1)3/2 iπ(mi + ωmj), (374f)

C2 ≡ 60m1m2ω
(
(L�(ω) + iπ)(4ω4 − 2ω2 − 1) + L×(ω)(−8ω4 + 14ω2 − 5)

)√
ω2 − 1

− 120
h̄2q2 iπm2

1m2
2(ω

2 − 1)(1− 2ω2)2
√

ω2 − 1

− 30iπ(m2
1 + m2

2)(2ω6 − 4ω4 −ω2 + 2)
√

ω2 − 1

+ 2m1m2(ω
2 − 1)

(
258ω4 − 287ω2 + 29

)
, (374g)

C3 ≡ 60m1m2ω
(
(L�(ω) + iπ)(3− 4ω2) + 12L×(ω)(2ω4 − 3ω2 + 1)

)√
ω2 − 1

+
120
h̄2q2 iπm2

1m2
2(ω

2 − 1)(8ω4 − 8ω2 + 1)
√

ω2 − 1

+ 15iπ(m2
1 + m2

2)(8ω6 − 12ω4 − 3ω2 + 5)
√

ω2 − 1

+ 4m1m2(ω
2 − 1)

(
−258ω4 + 287ω2 − 44

)
, (374h)

C4 ≡ −
40
q̄2 iπm2

1m2
2ω
(

ω2 − 1
) (

8ω4 − 8ω2 + 1
)

. (374i)

The classical contributions are in the first lines of each of Eqs. (374a)-(374b), and in the first

and second lines of Eq. (374c). The classical spinless contribution is in agreement with Ref. [213].

The classical spin-orbit contribution is consistent with the spin holonomy map of Ref. [234]. The

classical spin-spin contribution compliments the results in Ref. [209]. In particular, we find that the

coefficient of (−q · S1q · S2) in Eq. (374c) agrees with A2 PM
1,1 in Eq. (7.18) in Ref. [209], which is

the corresponding coefficient in the Leading Singularity approach [205, 206], whereas the remainder

of the terms are not presented therein. To the best of our knowledge, this is the first presentation of

the leading quantum contributions to the spinless, spin-orbit and spin-spin amplitudes at 2PM order.

There are additional spin-spin terms at the quantum level proportional to pi · Sj for i 6= j that we have

not included in our calculation. We note that additional spin quadrupole terms are also present at the

second order in spin, which can be calculated from vector-scalar scattering.
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To obtain the results in this section we have made use of the identity

ū2iσ
µνu2i−1 = −2εµναβviαSiβ, (375)

which is valid for HQET spinors. This identity merits some discussion. Replacing the HQET spinors

by Dirac spinors (denoted with a subscript D), the identity becomes

ū2i,Dσµνu2i−1,D = −2ip[ν2i−1ū2i,Dγµ]u2i−1,D −
2
m

εµναβ p2i−1,αSi,Dβ. (376)

The second term above is the same as in Eq. (375). The first, by contrast, arises only with Dirac

spinors, and through the Gordon decomposition contains both a spinless term involving only the spinor

product Ui, and a term like that on the left hand side of the equation. Eq. (376) thereby mixes spinless

and spin-inclusive effects. This is an advantage of this EFT approach, at least at one-loop level.

Eq. (375) allows one to target spinless or spin-inclusive terms in the amplitude simply by ignoring or

including operators involving the Dirac sigma matrix. It is also consistent with the universality of the

spin-multipole expansion observed in Refs. [203, 221], where spin effects were found to not mix with,

and to be corrections to the universal spin-independent amplitude.

At face value, there is one complication to this interpretation of Eq. (375). Due to the heavy propa-

gators, terms such as uσµν(1 + /v)σαβu begin to arise at one-loop level. Through some gamma matrix

manipulations, it can be shown that these terms contain spinless (containing no sigma matrices) and

spin-inclusive (containing one sigma matrix) components. At one-loop level the spinless components

contribute to the classical and leading quantum portions of the spinless part of the amplitude only

through the term proportional to (m2
1 + m2

2)L. As this term is purely imaginary, we expect it to be

subtracted by the Born iteration when extracting the potential. Thus, if one is interested only in

non-imaginary terms at one-loop, spinless or spin-inclusive terms can be independently targeted by

exploiting the separation of spin effects at the level of the Lagrangian.

While spinless and spin-inclusive effects are cleanly separated in spinor HBET, the presence of

additional spin-independent operators in spinor HBET compared to scalar HBET makes it ostensibly

possible that the spinless parts of its amplitudes differ from the amplitudes of scalar HBET. In fact,

calculating scalar-scalar scattering explicitly with scalar HBET, we find that the term proportional to

(m2
1 + m2

2)L in Eq. (374a) does not arise. In addition to receiving contributions from the uσµν(1 +

/v)σαβu tensor structure in the loop amplitudes — a structure that certainly does not arise in scalar

HBET — it is also the only term that is affected by the spin-independent operators in spinor HBET that

are not present in scalar HBET. We therefore find that we preserve the universality of the multipole
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expansion from Ref. [203] in the one-loop relativistic regime as well, up to terms which are subtracted

by the Born iteration.

As a check on the validity of our results, we compare their non-relativistic limits with what exists in

the literature, simply by taking the limit ω− 1→ 0 in the PM amplitudes. At 1PM order we find that

our results agree with those in Ref. [203]. At 2PM the amplitudes above contain those in Ref. [203],

but there are two discrepancies:

1. We find an additional spinless term that we expect to be subtracted by Born iteration, arising

from the imaginary term proportional to (m2
1 + m2

2)L.

2. The contraction pi · Sj for i 6= j vanishes in the non-relativistic limit. However, these terms in

Eq. (374c) also have denominators that vanish in this limit. Without knowing explicitly how

pi · Sj → 0, we therefore cannot say that these terms will not remain in the limit.

We note that this limit only represents the non-relativistic limit of the kinematics; the non-relativistic

limit of the spinors must also be taken in order to obtain the fully non-relativistic amplitude.

10.6 C O N C L U S I O N

While significant progress has been made in understanding the relationship between gravitational

scattering amplitudes and classical gravitational quantities, it remains uneconomical to extract the

few classically contributing terms from the multitude of other terms that constitute the full amplitude.

With an eye to addressing this inefficiency, we have introduced HBET, an EFT which describes

the interactions of heavy scalars and heavy fermions with gravity. By restoring h̄ at the level of

the Feynman rules, we have been able to infer the h̄-scaling of HBET operators, and exploit it to

determine which operators can contribute to the classical amplitude at arbitrary loop order. One may

see the present construction as a step towards isolating just those terms of the scattering amplitude

that will contribute to the classical scattering of two massive objects, order by order in the loop

expansion. Crucially, a method does not yet exist to convert fully relativistic amplitudes including

spin to interaction potentials.

We used HBET to directly calculate the 2PM classical gravitational scattering amplitude for the

scattering of two fermions, and checked that the spinless part of the amplitude matches the amplitude

for scalar-scalar scattering, up to terms that we expect to be subtracted from the potential. To validate

the EFT, we compared the fully relativistic amplitudes and their non-relativistic limits with what has

been previously calculated, and found agreement. We presented the classical and leading quantum
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spinless, spin-orbit and spin-spin contributions at 2PM order, up to terms proportional to pi · Sj where

i 6= j for the spin-spin contribution, complementing and extending the results in the literature.

While we derived HBET only for heavy particles of spin s ≤ 1/2, we believe it is possible to also

derive an HBET for heavy higher-spin particles: as long as a Lagrangian can be written for a massive

particle of spin s, we can apply similar techniques to those herein to derive the HBET applicable for

spin s. This would allow the computation of the classical amplitude for higher order terms in the

multipole expansion.

For full efficiency, the HBET formalism should be used in combination with modern scattering

amplitude techniques. First, the Feynman rules of scalar and spinor HBET, and the property in

Eq. (375), are suggestive of the universality of the multipole expansion presented in Ref. [203]. An

interesting next step is to express the degrees of freedom of HBET in terms of massive on-shell

variables [235]. It would be interesting to study whether this universality can be made manifest in such

variables, and how the observed separation of spinless and spin-inclusive effects arises. An on-shell

formulation of HBET should also include an explicit h̄ expansion, further elucidating the classical

limit for amplitudes computed using on-shell variables. Moreover, the work in Refs. [209, 224, 235]

suggests that massive on-shell variables may facilitate the extension of HBET to higher spins. Second,

as HQET is derived from QCD, and HBET is derived from GR, we expect the double copy structure

of the scattering amplitudes to still hold as a relation between the effective theories. While certainly

not the only way to study such a relation, we expect it to be more readily apparent in on-shell versions

of HQET and HBET. We leave the on-shell formulation of HBET for future work.

By combining the power counting (which includes the h̄ counting) and multipole expansion of the

effective field theories with the on-shell formalism, unitarity methods, and the double copy, we believe

that higher order calculations are within reach.



A P P E N D I X

10.A H Q E T S P I N O R S

In this section, we make precise the external states of the HQET spinor field by expressing them in

terms of the external states of the original Dirac spinor field ψ. To do so, we begin with the mode

expansion of ψ:

ψ(x) =
∫ d3 p

(2π)3
1√
2Ep

∑
s

(
as

pus
D(p)e−ip·x + bs†

p ws
D(p)eip·x

)
, (377)

where p represents the three-momentum, Ep =
√

p2 + m2, s is a spin index, and as
p and bs†

p

are annihilation and creation operators for the particle and antiparticle respectively. We use the

unconventional notation wD for the antiparticle spinor to differentiate it from the four-velocity. The

spinors us
D(p) and ws

D(p) satisfy the Dirac equation,

(/p −m)us
D(p) = 0, (378a)

(/p + m)ws
D(p) = 0. (378b)

Recall the definition of the HQET spinor field Qv,

Qv = eimv·x 1 + /v
2

ψ, (379)

where vµ is defined by the HQET momentum decomposition in Eq. (356). The mode expansion for

Qv is then

Qv(x) =
∫ d3k

(2π)3
1√
2Ep

∑
s

(
as

p
1 + /v

2
us

D(p)e−ik·x + bs†
p

1 + /v
2

ws
D(p)ei(2mv+k)·x

)
. (380)

141
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After the decomposition in Eq. (356), the Dirac equation can be rewritten as

/vus
D(p) =

(
1− /k

m

)
us

D(p), (381a)

/vws
D(p) = −

(
1− /k

m

)
ws

D(p). (381b)

Using this in the mode expansion for Qv we find

Qv(x) =
∫ d3k

(2π)3
1√
2Ep

∑
s

(
as

pus
v(p)e−ik·x + bs†

p ws
v(p)ei(2mv+k)·x

)
. (382a)

where

us
v(p) ≡

(
1− /k

2m

)
us

D(p), (382b)

ws
v(p) ≡ /k

2m
ws

D(p). (382c)

Similarly, the mode expansion of Q̃v is

Q̃v =
∫ d3k

(2π)3
1√
2Ep

∑
s

(
as

p
/k

2m
us

D(p)e−ik·x + bs†
p

(
1− /k

2m

)
ws

D(p)ei(2mv+k)·x
)

. (383)

The mode expansion in Eq. (382a) makes it apparent that, when considering only particles and not

antiparticles, the derivative of Qv translates to a factor of the residual momentum kµ in the Feynman

rules.

10.B H E AV Y S C A L A R E F F E C T I V E T H E O RY

For completeness we include the derivation of an effective theory for Scalar Quantum Electrodynamics

(SQED). That is, we want the effective theory that arises when φ in

LSQED = (Dµφ)∗Dµφ−m2φ2, Dµφ = (∂µ + ieAµ)φ, (384)
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is very massive. To do so, we simply make the field redefinition [226]

φ→ e−imv·x
√

2m
(χ + χ̃) . (385)

The anti-field χ̃ is to be integrated out. At leading order, we can drop this term. Inserting Eq. (385)

into Eq. (384), and performing a field redefinition to eliminate redundant operators, we obtain Heavy

Scalar Effective Theory (HSET):

LHSET = χ∗
(

iv · D− D2

2m

)
χ +O(1/m3). (386)

Higher order terms can be restored by keeping contributions coming from integrating out the anti-field.

10.C L O N G R A N G E 2→ 2 E L E C T RO M AG N E T I C S C AT T E R I N G A M P L I T U D E S

In this section we demonstrate that HSET and HQET can be used to calculate the classical and leading

quantum contributions to the 2→ 2 scattering amplitudes. We present here the results up to one-loop

order. As in the gravity case, electromagnetic interactions also possess a universal spin-multipole

expansion [221], so we present this calculation using HQET.

At tree level, the diagram in Fig. 10.5.1 is once again the only one that contributes. The amplitude

is, up to leading order in |q|,

A(0) =
4πα

h̄3q2

[
ωU1U2 +

iU1E2

m1m2
2
+

iE1U2

m2
1m2

+
ω

m1m2
Eµ

1 E2µ

]
. (387)

This amplitude is in agreement with Ref. [221] in the relativistic and non-relativistic regimes.
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At one-loop level, the abelian nature of QED reduces the number of relevant diagrams compared to

the gravity case. There are only five relevant diagrams in the electromagnetic case: they are diagrams

(a) to (e) in Fig. 10.5.2. Of course, the wavy lines are reinterpreted as photons. We find the amplitude

A(1)
spinless =

α2

h̄3m1m2

[
S(m1 + m2)−

h̄L
2m1m2(ω2 − 1)2

(
2m1m2(ω

4 − 1)

+4m1m2ω(ω2 − 2)L×(ω)
√

ω2 − 1

+(m2
1 + m2

2)iπ(ω2 − 1)2
√

ω2 − 1

+
8iπ
h̄2q2 m2

1m2
2ω2(ω2 − 1)

√
ω2 − 1

)]
U1U2, (388a)

A(1)
spin-orbit =

α2

4h̄3m1m2(ω− 1)
S(2m2(ω + 1)−m1ω(ω− 3))

iU1E2

m1m2
2

+
α2L

4h̄2m2
1m2

2

[
4m2

2(iπω
√

ω2 − 1 + ω2 − 1)

+2m1m2((2ω2 + 1)(L�(ω) + iπ)− (ω2 − 2)L×(ω))
√

ω2 − 1

+m2
1ω(−2(2ω2 − 3)(L�(ω) + iπ)− (5ω2 − 7)L×(ω))

√
ω2 − 1

] iU1E2

m1m2
2

− 4iπα2Lω

h̄4q2
√

ω2 − 1

iU1E2

m1m2
2
+ (1↔ 2), (388b)

A(1)
spin-spin =

α2S(m1 + m2)

h̄3m2
1m2

2(ω
2 − 1)

[
(2ω2 − 1)(q · S1q · S2 − q2S1 · S2) +

2q2ω3

m1m2(ω2 − 1)
p2 · S1 p1 · S2

]

+
α2

h̄2m1m2
[m1C′1(m1, m2)p2 · S1q · S2 −m2C′1(m2, m1)q · S2 p1 · S2]

+
α2L

2h̄2m3
1m3

2(ω
2 − 1)2

(C′2q · S1q · S2 + 2C′3q2S1 · S2)

+
α2L

2m3
1m3

2(ω
2 − 1)5/2

C′4 p2 · S1 p1 · S2, (388c)
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where

C′1(mi, mj) ≡ −
q2S

m3
i m3

j (ω
2 − 1)2

[m2
i (3ω4 + 8ω2 − 3) + 4mimj(ω + 1)2(2ω− 1) + 2m2

j ω(5ω2 − 1)]

+
L(2ω2 − 1)

h̄m2
i m2

j
iπ(mi + ωmj), (388d)

C′2 ≡ 4m1m2ω
(

L×(ω) + L�(ω)ω2 + iπω2
)√

ω2 − 1

− iπ(m2
1 + m2

2)
(

2ω4 − 5ω2 + 1
)√

ω2 − 1

+ 6m1m2

(
ω2 − 1

)2
− 8

h̄2q̄2
iπm2

1m2
2ω2

(
ω2 − 1

)√
ω2 − 1, (388e)

C′3 ≡ 2m1m2ω
(
−L�(ω) + 2L×(ω)

(
ω2 − 1

)
− iπ

)√
ω2 − 1

+ iπ(m2
1 + m2

2)
(

2ω4 − 4ω2 + 1
)√

ω2 − 1

+ 2m1m2

(
ω2 − 1

) (
2− 3ω2

)
+

4
h̄2q̄2

iπm2
1m2

2

(
ω2 − 1

) (
2ω2 − 1

)√
ω2 − 1, (388f)

C′4 ≡ −
4

h̄2q̄2
iπm2

1m2
2ω
(

ω2 − 1
) (

2ω2 − 1
)
+ 6m1m2ω3

√
ω2 − 1

+ m1m2

(
(L�(ω) + iπ)

(
2ω4 + 5ω2 − 1

)
+ L×(ω)

(
−2ω4 + 3ω2 − 1

))
− iπω

(
2ω4 − 6ω2 + 1

) (
m2

1 + m2
2

)
. (388g)

The non-relativistic limit of this amplitude is in agreement with Ref. [221], with discrepancy number

2 from the gravitational case applying here as well.

Calculating explicitly the amplitude for scalar-scalar scattering using HSET, we find the same

amplitude as in Eq. (388a), but without the imaginary term proportional to (m2
1 + m2

2)L. This term

vanishes in the non-relativistic limit, thus preserving the non-relativistic universality of the multipole

expansion in Ref. [221]. Furthermore, we expect it to be subtracted by the Born iteration when

calculating the potential, thus extending the multipole univerality to the relativistic potential.

10.D F E Y N M A N RU L E S

We list here the Feynman rules used to perform the calculations in this paper. Below we denote the

matter wave vector entering the vertex by k1 and the matter wave vector leaving by k2. q1 and q2 are

incoming photon (graviton) wave vectors with indices µ, ν (µν, αβ), respectively.
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We use the photon propagator in the Feynman gauge. The graviton propagator, three graviton

vertex, as well as the ghost propagator and two-ghost-one-graviton vertex are given in the harmonic

gauge in Ref. [203].

10.D.1 Abelian HSET

Starting with HSET, the one- and two-photon vertex Feynman rules are

τ
µ
χχ∗γ(m, v, k1, k2) = −

ie√
h̄

[
vµ +

h̄
2m

(kµ
1 + kµ

2 ) +O
(

h̄3

m3

)]
, (389a)

τ
µν
χχ∗γγ(m, v, k1, k2) =

ie2

mh̄

[
ηµν +O

(
h̄2

m2

)]
. (389b)

10.D.2 Scalar HBET

For HSBET the one- and two-graviton vertex Feynman rules are

τ
µν
χχ∗h(m, v, k1, k2) = −

iκ
2
√

h̄

{
mvµvν − h̄

2
[ηµνvρ(k

ρ
1 + kρ

2)− vµ(kν
1 + kν

2)− vν(kµ
1 + kµ

2 )]

+
h̄2

2m
[
(kµ

1 kν
2 + kµ

2 kν
1)− ηµνk1αkα

2
]
+O

(
h̄3

m2

)}
, (390a)

τ
µν,αβ
χχ∗hh(m, v, k1, k2) =

iκ2

h̄

{
mvτvλ

[
Iµν,τγ Iγ

λ,αβ − 1
4
(ηµν Iαβ,τλ + ηαβ Iµν,τλ)

]
+

h̄
4
{−Pµν,αβvρ(k

ρ
1 + kρ

2)− (ηµν Iαβ,τλ + ηαβ Iαβ,τλ)vτ(k1λ + k2λ)

+2Iµα,τγ Iγ
λ,νβ[vτ(k1λ + k2λ) + vλ(k1τ + k2τ)]}

+
h̄2

4m
[−Pµν,ασk1ρkρ

2 − (ηµν Iαβ,τλ + ηαβ Iµν,τλ)k1τk2λ

+2Iµα,τγ Iγ
λ,νβ(k1τk2λ + k2τk1λ)] +O

(
h̄3

m2

)}
, (390b)

where

Pµν,αβ =
1
2
(ηµαηνβ + ηµβηνα − ηµνηαβ). (390c)
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The propagator in both scalar theories is

Ds=0
v (k) =

i
h̄v · k . (391)

10.D.3 Abelian HQET

The one- and two-photon Feynman rules in HQET are

τ
µ

Q̄Qγ
(m, v, k1, k2) = −

ie√
h̄

{
vµ +

i
2m

σµν(k2ν − k1ν) +
h̄

2m
(kµ

1 + kµ
2 )

+
ih̄

8m2 vρσαβ(k1 + k2)
α
[
(kρ

2 − kρ
1)η

µβ − (kβ
2 − kβ

1)η
µρ
]

+
h̄2

8m2 [v
µ(k2 − k1)

2 − vρ(k
ρ
2 − kρ

1)(k
µ
2 − kµ

1 )]

+
ih̄2

8m3 (k
2
1 + k2

2)σ
µρ(k2ρ − k1ρ) +O

(
h̄3

m3

)}
, (392a)

τ
µν

Q̄Qγγ
(m, v, k1, k2) =

ie2

mh̄

{
ηµν − i

4m
[σµρvνq1ρ + σνρvµq2ρ − σµνvρ(q

ρ
1 − qρ

2)]

− ih̄
4m2 (k2ρ + k1ρ)σαβ(η

ρµηβνqα
1 + ηρνηβµqα

2) +O
(

h̄2

m2

)}
. (392b)
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10.D.4 Spinor HBET

Finally, the one- and two-graviton Feynman rules in HBET are

τ
µν

Q̄Qh(m, v, k1, k2) =
iκ

2
√

h̄

{
−mvµvν +

i
4
(vµσρν + vνσρµ)(k2ρ − k1ρ)

+
h̄
2
[
vα(kα

1 + kα
2)η

µν − vµ(kν
1 + kν

2)− vν(kµ
1 + kµ

2 )

+3vµ(kν
2 − kν

1) + 3vν(kµ
2 − kµ

1 )− 6ηµνvρ(k
ρ
2 − kρ

1)
]

+
ih̄
4m

[
(k2ρ − k1ρ)(k

µ
1 σρν + kν

1σρµ)− vµvνσρτk2ρk1τ

−1
2

vρ(k
ρ
2k2τ − kρ

1k1τ)(vµστν + vνστµ)

+(k2ρ − k1ρ)(k
µ
2 − kµ

1 )σ
ρν + (k2ρ − k1ρ)(kν

2 − kν
1)σ

ρµ
]

+
h̄2

2m

[
−(kµ

1 kν
2 + kν

1kµ
2 ) + ηµνkρ

1k2ρ +
1
2

vµvνk1ρkρ
2

+
1
2

ηµν(k2ρ − k1ρ)(k
ρ
2 − kρ

1)−
1
2
(kµ

2 − kµ
1 )(k

ν
2 − kν

1)

+
1
4

vρvµ(kν
2kρ

2 + kν
1kρ

1) +
1
4

vρvν(kµ
2 kρ

2 + kµ
1 kρ

1)

]
+O

(
h̄2

m2

)}
, (393a)

τ
µν,αβ

Q̄Qhh(m, v, k1, k2) =
iκ2

h̄

{
mvκvλ

[
Iµν,κγ Iγ

λ,αβ − 1
4
(ηαβ Iµν,κλ + ηµν Iαβ,κλ)

]
− i

16
ελρτδγδγ5(Iµν,κ

λ Iαβ,
τκq2ρ + Iαβ,κ

λ Iµν,
τκq1ρ)

+
i

16
vκvσvρσλτ[Iµν,κλ Iαβ,στ(q2ρ + k1ρ) + Iαβ,κλ Iµν,στ(q1ρ + k1ρ)]

− i
8

vκσλτ(k1σ − k2σ)(Iµν,κλ Iαβ,στ + Iαβ,κλ Iµν,στ)

− 3i
16

vκσσρ(k
ρ
1 − kρ

2)(Iµν,κτ Iαβ,στ + Iαβ,κτ Iµν,στ)

+
i
8

vκσλρ(k
ρ
1 − kρ

2)(η
µν Iαβ,κλ + ηαβ Iµν,κλ)

+
i

16
vκσλρ(k

ρ
1 − kρ

2)(v
µvν Iαβ,κλ + vαvβ Iµν,κλ)

+
i
8

vκσλρ(η
µν Iαβ,κλqρ

1 + ηαβ Iµν,κλqρ
2)

+
i
8

vρσλτ(Iµν,κλ Iαβ,ρτq1κ + Iαβ,κλ Iµν,ρτq2κ) +O(h̄)
}

, (393b)
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where

Iµν,αβ =
1
2
(ηµαηνβ + ηµβηνα). (393c)

Based on the h̄ counting, there are additional terms that could contribute to the amplitude, but we find

that they contribute only at subleading quantum levels, and thus don’t include them.

The propagator in both spinor theories is

Ds= 1
2

v (k) =
i

h̄v · k
1 + /v

2
. (394)

10.E O N E - L O O P I N T E G R A L B A S I S

In this section, we point out some subtleties that arise from the linear matter propagators characteristic

of HQET/HBET. We first address the appearance of non-analytical contributions to loop integrals

when using linear matter propagators instead of quadratic ones. Then we discuss how we circumvent

the infamous pinch singularity of HQET.

10.E.1 Non-analytic portions of loop integrals

Consider, for example, the box integral with quadratic massive propagators:

Iquad =
∫ d4l

(2π)4
1

l2(l + q)2
[
(p1 − l − q)2 −m2

1 + iε
] [

(p2 + l + q)2 −m2
2 + iε

] . (395)

Letting the incoming momenta be pµ
1 = m1vµ

1 and pµ
2 = m2vµ

2 , and making explicit the factors of h̄

from the massless momenta,

Iquad = (396)∫ d4l
(2π)4

1

l
2
(l + q)2

[
−2m1h̄v1 · (l + q) + h̄2(l + q)2 + iε

] [
2m2h̄v2 · (l + q) + h̄2(l + q)2 + iε

] .

Note that the massive propagators remain quadratic in the loop momentum.
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The box integral with the linear massive propagators of HQET/HBET takes the form

IHQET =
∫ d4l

(2π)4
1

l2(l + q2) [−v1 · (l + q) + iε] [v2 · (l + q) + iε]
. (397)

We are concerned with addressing how the non-analytic pieces of the integrals in Eqs. (395) and (397)

are related.

We see from Eq. (397) that the HQET integral is, up to a factor of 1/4m1m2, the leading term of the

integral in Eq. (395) when it has been expanded in h̄ or 1/m — the equivalence of the two expansions

is once again manifest. However, when including subleading terms in the expansion of Eq. (395),

additional factors of (l + q)2 appear in the numerator, cancelling one of the massless propagators. We

conclude that all non-analytic contributions to Eq. (395) must be produced by the leading term of its

expansion in h̄ (1/m). The same argument holds in the cases of triangle and crossed-box integrals,

so the non-analytic pieces of integrals with quadratic massive propagators are reproduced (up to a

factor of 2m for each propagator of mass m) by the HQET integrals. Another way of seeing why this

should be the case is to invoke generalized unitarity. Upon cutting two massless propagators l2 and

(l + q)2, there is no distinction between Iquad and IHQET. Consequently, the one-loop integrals needed

to perform the calculations in this paper are those in Ref. [221] with pµ → mvµ + kµ and multiplied

by 2m for each massive propagator of mass m.4

10.E.2 Pinch singularity

HQET box integrals suffer from the so-called pinch singularity, which causes it to be ill-defined and

means that HQET cannot be used to describe a bound state of two heavy particles beyond tree level.

The cause of this issue is that, in such a scenario, the two heavy particles would have the same velocity,

vµ
1 = vµ

2 = vµ. The HQET box integral in Eq. (395) then becomes

IHQET = −
∫ d4l

(2π)4
1

l2(l + q2) [v · (l + q)− iε] [v · (l + q) + iε]
. (398)

Any contour one tries to use to evaluate this integral is then "pinched" in the ε → 0 limit by the

singularities above and below the real axis at v · (l + q) = 0 [236].

For bound systems, the resolution is to reorganize the power counting expansion in terms of v/c

instead of q/m. The resulting effective theory is non-relativistic QCD (NRQCD), which restores the

4The integrals in Ref. [221] contain only IR and UV finite terms. It was shown in Ref. [212] that the interference of
such terms does not contribute to the classical potential, so we have omitted them from our calculations.
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quadratic pieces of the propagators. In the case at hand, however, we are considering the scattering of

two unbound heavy particles, the crucial difference being that the velocities of the heavy particles are

in general distinct, (vµ
1 6= vµ

2 ). Thus, the HQET integral remains well defined.5 Note that the limit

where the HQET box integral becomes ill-defined (vµ
1 → vµ

2 ) is precisely the limit in which the box

integral with quadratic massive propagators obtains the singularity which is removed by the Born

iteration [221].

5We thank Aneesh Manohar for discussions on this point.



Part III

S C AT T E R I N G A M P L I T U D E S



11

T H E D O U B L E C O P Y F O R H E AV Y PA R T I C L E S

We show how to double-copy Heavy Quark Effective Theory (HQET) to Heavy Black

Hole Effective Theory (HBET) for spin s ≤ 1. In particular, the double copy of spin-s

HQET with scalar QCD produces spin-s HBET, while the double copy of spin-1/2 HQET

with itself gives spin-1 HBET. Finally, we present novel all-order-in-mass Lagrangians

for spin-1 heavy particles.

11.1 I N T RO D U C T I O N

An expanding family of field theories has been observed to obey double-copy1 relations [237–268].

In particular, scattering amplitudes of gravitational theories with massive matter can be calculated

from the double copy of gauge theories with massive matter [212, 269–278].

As Heavy Quark Effective Theory (HQET) [217] is derived from QCD and Heavy Black Hole

Effective Theory (HBET) [6] is derived from gravity coupled to massive particles, the amplitudes of

HBET should be obtainable as double-copies of HQET amplitudes. Indeed, this is the main result

of this paper. We show through direct computation that the three-point and Compton amplitudes of

HQET and HBET satisfy the schematic relations

(QCDs=0)× (HQETs) = HBETs, (399a)

(HQETs=1/2)× (HQETs=1/2) = HBETs=1, (399b)

for s ≤ 1, where the spin-s HQET and HBET matter states are equal in the free-field limit, and

the spin-1 heavy polarization vectors are related to the heavy spinors through eq. (427). While we

1For a review of the double-copy program, see ref. [21].

153
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only show here the double copy for three-point and Compton amplitudes, invariance of the S-matrix

under field redefinitions implies that eq. (399) holds more generally whenever QCD double-copies to

gravitationally interacting matter. Equation (399) expands the double copy in powers of h̄ since the

operator expansion for heavy particles can be interpreted as an expansion in h̄ [6]. The h̄→ 0 limit of

the double copy is currently of particular relevance [212, 271, 274].

We will begin in Section 11.2 with a brief review of the color-kinematics duality, and we will also

discuss double-copying with effective matter fields. In Sections 11.3 to 11.5 we demonstrate the

double copy at tree level for three-point and Compton amplitudes for spins 0, 1/2, and 1, respectively.

We conclude in Section 11.6. The Lagrangians used to produce the amplitudes in this paper are

presented in Section 11.A. Among them are novel all-order-in-mass Lagrangians for spin-1 HQET

and HBET given in eqs. (435) and (440).

11.2 C O L O R - K I N E M AT I C S D UA L I T Y A N D H E AV Y F I E L D S

An n-point gauge-theory amplitude, potentially with external matter, can be written as2

An = ∑
i∈Γ

cini

di
, (400)

where Γ is the set of all diagrams with only cubic vertices. Also, ci are color factors, ni encode the

kinematic information, and di are propagator denominators. A subset of the color factors satisfies the

identity

ci + cj + ck = 0. (401)

If the corresponding kinematic factors satisfy the analogous identity,

ni + nj + nk = 0, (402)

2We omit coupling constants for the sake of clarity. Reinstating them is straight-forward: after double-copying the
gauge theory coupling undergoes the replacement g→ √κ/2.
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and have the same anti-symmetry properties as the color factors, then the color and kinematic factors

are dual. In this case, the color factors in eq. (400) can be replaced by kinematic factors to form the

amplitude

Mn = ∑
i∈Γ

n′ini

di
, (403)

which is a gravity amplitude with anti-symmetric tensor and dilaton contamination.3 In general,

n′i and ni need not come from the same gauge theory, and only one of the sets must satisfy the

color-kinematics duality.

In this paper we are interested in applying the double-copy procedure to HQET. A complicating

factor to double-copying effective field theories (EFTs) is that Lagrangian descriptions of EFTs are not

unique, as the Lagrangian can be altered by redefining one or more of the fields. The LSZ procedure

[81] guarantees the invariance of the S-matrix, and in particular eqs. (400) and (403), under such field

redefinitions by accounting for wavefunction normalization factors (WNFs)R−1/2, which contribute

to the on-shell residues of two-point functions.4 Under the double copy the WNFs from each matter

copy combine in a spin-dependent manner, which complicates the matching of the double-copied

amplitude to one derived from a gravitational Lagrangian.

In order to ease the double-copying of HQET to HBET, we would like to avoid having to compensate

for the WNFs. This can be achieved by ensuring that HQET and HBET have the same WNFs – i.e.

that the asymptotic states for the spin-s particles in HQET and HBET are equal – and double-copying

HQET with QCD, which has a trivial WNF.

3For an amplitude of arbitrary multiplicity containing massive external states with an arbitrary spectrum, eq. (403) may
not represent a physical amplitude [279]. However, for the cases under consideration in this paper, the application of the
double copy will yield a well-defined gravitational amplitude.

4Note thatR−1/2 = 1 for canonically normalized fields. The WNF for an effective state ε̃ can thus be determined by
relating it to a canonically normalized state ε through

ε = R−1/2 · ε̃. (404)
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The asymptotic states – that is, the states in the free-field limit – of the canonically normalized

theories (given by complex Klein-Gordon, Dirac, and symmetry-broken Proca actions) are related to

their respective asymptotic heavy states (labelled by a velocity v) in position-space through

ϕ(x) =
e−imv·x
√

2m

1− 1

2m + iv · ∂ + ∂2
⊥

2m

∂2
⊥

2m

 φv(x), (405a)

ψ(x) = e−imv·x
[

1 +
i

2m + iv · ∂ (/∂ − v · ∂)
]

Qv(x), (405b)

Aµ(x) =
e−imv·x
√

2m

[
δ

µ
ν −

ivµ∂ν − ∂µ∂ν/2m
m + iv · ∂/2

]
Bν

v(x), (405c)

where aµ
⊥ = aµ − vµ(v · a) for a vector aµ. Here, the momentum is decomposed as pµ = mvµ + kµ

in the usual heavy-particle fashion. The Lagrangians for the heavy fields in eq. (405) are given in

Section 11.A. Converting to momentum space, eq. (405) gives the WNFs

R−1/2
s=0 (p) =

1√
2m

[
1 +

k2
⊥

4m2 + 2mv · k− k2
⊥

]
, (406a)

R−1/2
s=1/2(p) = 1 +

1
2m + v · k (/k − v · k), (406b)(

R−1/2
s=1 (p)

)ν

µ
=

1√
2m

[
δν

µ −
vµkν + kµkν/2m

m + v · k/2

]
. (406c)

We will demonstrate that spin-s HBET amplitudes can directly be obtained by double-copying

spin-s HQET amplitudes with scalar QCD for spins s ≤ 1. At s = 1 there is also the possibility to

double-copy using two spin-1/2 amplitudes. We will discuss this point further below.

11.3 S P I N - 0 G R AV I TAT I O N A L A M P L I T U D E S

We begin with the simplest case of spinless amplitudes. Consider first the three-point amplitude. For

scalar HQET we have that

AH,s=0
3 =− Ta

ijε
∗µ
q φ∗v

(
1 +

k2
1 + k2

2
4m2

)
φv ×

[
vµ +

(k1 + k2)µ

2m

]
+O

(
m−4

)
, (407)
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where k2 = k1 − q. For scalar QCD the amplitude is

As=0
3 =− Ta

ijε
∗µ
q

[
2mvµ + (k1 + k2)µ

]
. (408)

Note that we have left the external heavy scalar factor φv explicit in the HQET amplitude. This is

because, in contrast to the canonically normalized scalar fields, the heavy scalar factors are not equal

to 1 in momentum space. Indeed, for the HQET amplitude to be equal to the QCD amplitude, the

heavy scalar factor in momentum space must be equal to the inverse of eq. (406a). This will cancel

the extra factor in round brackets in eq. (407).

The double copy at three-points is simply given by a product of amplitudes:

As=0
3 AH,s=0

3 =ε
∗µ
q ε∗νq φ∗v

(
1 +

k2
1 + k2

2
4m2

)
φv × 2m

[
vµvν + vµ

k1ν + k2ν

m
+

(k1 + k2)µ(k1 + k2)ν

4m2

]
+O(m−3). (409)

As the only massless particle in this process is external, we can easily eliminate the massless non-

graviton degrees of freedom by identifying the outer product of gluon polarization vectors with the

graviton polarization tensor. After doing so, eq. (409) agrees with the three-point amplitude derived

from eq. (438).

As another example, consider the Compton amplitude. The color decomposition for Compton

scattering5 is

As
4 =

csns

ds
+

ctnt

dt
+

cunu

du
, (410a)

where

cs = Ta
ikTb

kj, ct = i f abcTc
ij, cu = Tb

ikTa
kj. (410b)

5We have computed all Compton amplitudes using NRQCD propagators. It is also possible to perform the computations
using HQET propagators: in that case, a comparison to the Compton amplitude for the emission of bi-adjoint scalars from
heavy particles (described by the Lagrangians in eqs. (430) to (432)) – analogous to the treatment in ref. [280] – is necessary
to identify kinematic numerators. Both methods produce the same results.
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The kinematic numerators for scalar HQET are

nH,s=0
s = −2mφ∗vε

∗µ
q1 ε∗νq2

vµvν

(
1 +

k2
1 + k2

2
4m2

)
φv, (411a)

nH,s=0
t = 0, (411b)

nH,s=0
u = nH,s=0

s |q1↔q2 , (411c)

where k2 = k1 − q1 − q2. Those for scalar QCD are

ns=0
s = −4m2ε

∗µ
q1 ε∗νq2

vµvν, (412a)

ns=0
t = 0, (412b)

ns=0
u = ns=0

s |q1↔q2 . (412c)

For brevity we have written the numerators under the conditions k1 = qi · εj = εi · εj = 0; the initial

residual momentum can always be set to 0 by reparameterizing v, and such a gauge exists for opposite

helicity gluons. We have checked explicitly up to and including O(m−2) that the following results

hold when relaxing all of these conditions.

Both the HQET and QCD numerators satisfy the color-kinematics duality in the form

cs − cu = ct ⇔ ns − nu = nt. (413)

We can therefore replace the color factors in the HQET amplitude with the QCD kinematic numerators,

MH,s=0
4 =

ns=0
s nH,s=0

s

ds
+

ns=0
t nH,s=0

t
dt

+
ns=0

u nH,s=0
u

du
. (414)

Identifying once again the outer products of gluon polarization vectors with graviton polarization

tensors, we find that the Compton amplitude derived from eq. (438) agrees with eq. (414).

To summarize, we have explicitly verified that

(QCDs=0)× (HQETs=0) = HBETs=0 (415)

for three-point and Compton amplitudes.
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11.4 S P I N - 1 / 2 G R AV I TAT I O N A L A M P L I T U D E S

We now move on to the double copy of spin-1/2 HQET with scalar QCD to obtain spin-1/2 HBET.

The three-point spin-1/2 HQET amplitude is

AH,s= 1
2

3 = −Ta
ijūvuvε

∗µ
q

(
vµ +

k1µ

m
+

k2
1 − k1 · q

4m2 vµ

)
−

iTa
ij

2m
ūvσαβuvε

∗µ
q

[
qαηβµ −

1
2m

qαk1βvµ

]
+O(m−3) (416)

Double-copying with scalar QCD, we find

MH,s= 1
2

3 = As=0
3 A

H,s= 1
2

3 , (417)

whereMH,s= 1
2

3 is the amplitude derived from eq. (439).

We turn now to Compton scattering. For brevity we write here the amplitudes in the case k1 =

qi · εj = εi · εj = 0. We have checked explicitly that the results hold when these conditions are

relaxed. Also, we have performed the calculation up to O(m−2) but only present the kinematic

numerators up to O(m−1). They are

nH,s= 1
2

s = −2mūv

[
v · ε∗q1

v · ε∗q2
− ivρ

2m
σµν(ε

∗µ
q1 qν

1ε
∗ρ
q2 + ε

∗µ
q2 qν

2ε
∗ρ
q1 − qρ

2ε
∗µ
q2 ε∗νq1

)

]
uv, (418a)

nH,s= 1
2

t = 0, (418b)

nH,s= 1
2

u = nH,s= 1
2

s |q1↔q2 . (418c)

In this case, the color-kinematic duality eq. (413) is violated at O(m−2). Nevertheless, since the

scalar QCD kinematic numerators satisfy the duality we can use them to double copy the spin-1/2

Compton amplitude. Doing so we find

MH,s= 1
2

4 =
ns=0

s nH,s= 1
2

s

ds
+

ns=0
t nH,s= 1

2
t

dt
+

ns=0
u nH,s= 1

2
u

du
, (419)

whereMH,s= 1
2

4 is the spin-1/2 HBET Compton amplitude derived from eq. (439).
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We have seen that

(QCDs=0)× (HQETs=1/2) = HBETs=1/2 (420)

for the three-point and Compton amplitudes.

11.5 S P I N - 1 G R AV I TAT I O N A L A M P L I T U D E S

Gravitational amplitudes with spin-1 matter can be obtained by double-copying two gauge theories

with matter in two ways: spin-0 × spin-1 or spin-1/2 × spin-1/2 [275–277]. This fact also holds for

heavy particles. We now show this in two examples by deriving the spin-1 gravitational three-point

and Compton amplitudes using both double-copy procedures.

11.5.1 0× 1 Double Copy

The three-point spin-1 HQET amplitude is

AH,s=1
3 = Ta

ijε
∗β
v εα

vε
∗µ
q

[
ηαβvµ +

1
2m

(ηαβ(k1 + k2)µ − 2qβηαµ + 2qαηβµ)

+
1

2m2 vµ(−k1βqα + qαqβ + qβk1α)

]
, (421)

where kµ
2 = kµ

1 − qµ. Double-copying with scalar QCD we find

MH,s=1
3 = As=0

3 AH,s=1
3 , (422)

whereMH,s=1
3 is the amplitude derived from eq. (440) after applying the field redefinition in eq. (441).
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Compton scattering for spin-1 HQET is given by the kinematic numerators

nH,s=1
s = 2mε

∗β
v εα

v

[
v · ε∗q1

v · ε∗q2
ηαβ +

vρ

m
(ηανηβµ − ηαµηβν)(ε

∗µ
q1 qν

1ε
∗ρ
q2 + ε

∗µ
2 qν

2ε
∗ρ
q1 )

−v · q2

2m
(ε∗q1αε∗q2β − ε∗q2αε∗q1β)

]
, (423a)

nH,s=1
t = 0, (423b)

nH,s=1
u = nH,s=1

s |q1↔q2 , (423c)

where, for brevity, we again write the numerators up to O(m−1) and in the case where k1 = εi · εj =

qi · εj = 0. We have performed the calculation up to O(m−2) and checked the general case explicitly.

The double copy becomes

MH,s=1
4 =

ns=0
s nH,s=1

s

ds
+

ns=0
t nH,s=1

t
dt

+
ns=0

u nH,s=1
u

du
, (424)

whereMH,s=1
4 is derived from eq. (440) after applying the field redefinition in eq. (441).

Thus, we find that

(QCDs=0)× (HQETs=1) = HBETs=1 (425)

for three-point and Compton amplitudes.

11.5.2 1
2 × 1

2 Double Copy

The spin-1 gravitational amplitudes can also be obtained by double-copying the spin-1/2 HQET

amplitudes. To do so, we use the on-shell heavy particle effective theory (HPET) variables of ref. [11]

to modify eq. (2.11) of ref. [277] for the case of heavy particles. Using the fact that the on-shell

HPET variables correspond to momenta pµ
v = mkvµ with mass mk = m(1− k2/4m2), following the

derivation of ref. [277] leads to

MH, 1
2× 1

2
n =

mk1 mk2

m ∑
αβ

KαβTr[AH, 1
2

n,α P+/ε vĀ
H, 1

2
n,β P−/ε ∗v], (426)
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where P± = (1± /v)/2, Kαβ is the KLT kernel, and α, β represent color orderings. Here AH and

ĀH are amplitudes with the external states stripped, and ĀH = −γ5(AH)†γ5. We have also adopted

the convention that only the initial matter momentum is incoming. Converting to the on-shell HPET

variables, it can be easily seen that

εI J
vµ(p) =

1
2
√

2mk
ūI

v(p)γ5γµuJ
v(p), (427)

with I, J being massive little group indices. Given the WNF for the heavy spinors, the WNF for the

polarization vector can easily be computed by comparing eq. (427) to its canonical polarization vector

analog. We find that it is indeed given by eq. (406c).

Applying eq. (426) to eq. (416) with the three-point KLT kernel K3 = 1, we immediately recover

the left-hand side of eq. (422). For Compton scattering the KLT kernel is

K4 =
(s−m2)(u−m2)

2q1 · q2
. (428)

Then, applying eq. (426) to the spin-1/2 HQET Compton amplitude with k1, qi · εj, εi · εj 6= 0

up to and including terms of order O(m−2), we find eq. (424) up to O(m−1). When imposing

k1 = qi · εj = εi · εj = 0, cancellations make the double copy valid up to O(m−2). The extension

to higher inverse powers of the mass amounts to simply including the contributions of higher-order

operators in the HQET and HBET amplitudes.

Therefore, by using eq. (426) to convert heavy spinors in amplitudes to heavy polarization vectors,

we have shown that

(HQETs=1/2)× (HQETs=1/2) = HBETs=1 (429)

for three-point and Compton amplitudes.

11.6 C O N C L U S I O N

We have shown that the three-point and Compton amplitudes derived from HQET can be double-

copied to those of HBET for spins s ≤ 1. As long as the matter states of HQET and HBET are

related through the double copy, in the sense described in Section 11.2, and as long as higher-point
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amplitudes obey the spectral condition of ref. [279], we see no obstacles to extending the double copy

to higher-point amplitudes.

As mentioned in the introduction, due to the operator expansion of HPETs, the double-copy relation

between HQET and HBET can be studied at each order in the h̄ expansion, with the classical limit

being of special interest. Studying the double copy of HPETs through this lens may provide some

insight into the connection between the double copy with matter at the quantum and classical levels.

We leave this study for future work.



A P P E N D I X

11.A L AG R A N G I A N S F O R H E AV Y PA RT I C L E S

We present Lagrangians for heavy particles coupled to bi-adjoint scalars, gluons, and gravitons. The

heavy-particle Lagrangians were used to derive the scattering amplitudes in the paper. For clarity, we

omit the subscript v for the heavy spin-1 fields.

Bi-adjoint scalars and heavy particles

We couple the bi-adjoint scalars Φ to heavy particles with spins s ≤ 1. The spin-0 Lagrangian is

Ls=0
bi−adjoint = φ∗v

iv · ∂− ∂2
⊥ − ysΦ

2m
+

(
∂2
⊥ − ysΦ

2m

)
1

2m + iv · ∂ + ∂2
⊥−ysΦ

2m

(
∂2
⊥ − ysΦ

2m

) φv.

(430)

The spin-1/2 Lagrangian is

Ls=1/2
bi−adjoint = Qv

[
iv · ∂ + y f Φ + (i/∂⊥)

1
2m + iv · ∂− y f Φ

(i/∂⊥)
]

Qv. (431)

The spin-1 Lagrangian is

Ls=1
bi−adjoint = −B∗µ(iv · ∂)Bµ − 1

4m
B∗µνBµν +

yv

2m
B∗µΦBµ −

(
Fλ
−B∗λ

) 2
m + 1

m ∂2
⊥

(
Fλ

+B∗λ
)

(432a)

where

Fµ
± =

(
± i

2
∂µ − 1

2m
∂µ(v · ∂) + yvΦ

2m

)
. (432b)
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The coupling constants between the bi-adjoint scalars and the heavy scalars, fermions, and vectors are

ys, y f , and yv, respectively.

Gluons and heavy particles

We couple gluons to heavy particles. The covariant derivative in this case is given by Dµ = ∂µ +

igsTa Aa
µ. The scalar Lagrangian is

Ls=0
gluon = φ∗v

iv · D− D2
⊥

2m
+

(
D2
⊥

2m

)
1

2m + iv · D +
D2
⊥

2m

(
D2
⊥

2m

) φv. (433)

The spin-1/2 Lagrangian is

Ls=1/2
gluon = Qv

[
iv · D + (i /D⊥)

1
2m + iv · D (i /D⊥)

]
Qv. (434)

The spin-1 Lagrangian [281] with gyromagnetic ratio g = 2 can be written as

Ls=1
gluon =− B∗µ(iv · D)Bµ − 1

4m
B∗µνBµν +

ig
2m

FµνB∗µBν −
(
Eλ
−B∗λ

) 2
m + 1

m D2
⊥

(
Eµ
+Bµ

)
(435a)

where

Eµ
± =

(
± i

2
Dµ − 1

2m
Dµ(v · D)± igvνFνµ

2m

)
. (435b)

The heavy spin-1 states described by this Lagrangian are related to the canonical massive spin-1 states

through

Aµ(x) =
e−imv·x
√

2m

[
δ

µ
ν −

1
1 + iv · ∂/m

ivµ∂ν

m

]
Bν(x). (436)

To obtain the desired heavy spin-1 states we apply the field redefinition

Bµ →
[

δν
µ +

1
2m2

(
−vµv · D + Dµ

)
Dν

]
Bν +O(m−3). (437)
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Gravitons and heavy particles

We couple gravitons to heavy particles. The spin-0 Lagrangian is

√
−gLs=0

graviton =
√
−gφ∗v

[
A1 + (A2−)

1
2m + i(vµ∇µ +∇µvµ)−A1

(A2+)

]
φv, (438a)

where

A1 =
1
2

igµν(vµ∇ν +∇µvν) +
1
2

m(gµν − ηµν)vµvν −
1

2m
∇µ ((gµν − ηµν)∇ν + ηµν∇⊥ν) ,

(438b)

A2± =
1

2m
(imvµ −∇µ) ((gµν − ηµν)(−imvν +∇ν))−

1
2m
∇µ(η

µν∇⊥µ)±
1
2

i
[
∇µvµ

]
,

(438c)

with vµ ≡ ηµνvν and ∇⊥µ ≡ ∇µ − vµ(vν∇ν). The spin-1/2 Lagrangian is

√
−gLs=1/2

graviton =
√
−g Qv

[
i /∇+ B + (i /∇+ B) P−

1
2m− (i /∇+ B)P−

(i /∇+ B)
]

Qv, (439a)

where /∇ ≡ δ
µ
a γa∇µ and

B = (eµ
a − δ

µ
a )(iγa∇µ + mγavµ). (439b)

The spin-1 Lagrangian can be written as

√
−gLs=1

graviton =
√
−g
[
−m

2
(vµB∗ν)(vρBσ) ((gµρ − ηµρ)gνσ − (gµσ − ηµσ)(gνρ − ηνρ))

+
i
2
[(
∇µB∗ν

)
(vρBσ)−

(
vµB∗ν

)
(∇ρBσ)

]
(gµρgνσ − gµσgνρ)

− 1
4m

B∗µνBρσgµρgνσ − (Cα
−B∗α)

1
D
(
Cβ
+Bβ

)]
, (440a)
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where

Cα
± =− m

2
(gαν − ηαν)vν ±

i
2

vν [gµρgαν − gαµgνρ]∇µ

(
vρ ±

i
m
∇ρ

)
, (440b)

D =
m
2
(vνvσgνσ) +

1
2m

vν [gµρgνσ − gµσgρν]∇µ∇ρvσ. (440c)

Note that though the velocity four-vector is constant its covariant derivative does not vanish because

of the metric connection. The heavy spin-1 states described by this Lagrangian are related to the

canonical massive spin-1 states through eq. (436). To obtain the desired heavy spin-1 states we apply

the field redefinition

Bµ →
[

δν
µ +

1
2m2

(
−gαβvαDβvµ + Dµ

)
gνλDλ

]
Bν

+O(m−3). (441)

Extending this redefinition to higher orders in 1/m is straight-forward.



12

O N - S H E L L H E AV Y PA R T I C L E E F F E C T I V E T H E O R I E S

We introduce on-shell variables for Heavy Particle Effective Theories (HPETs) with the goal of

extending Heavy Black Hole Effective Theory to higher spins and of facilitating its application

to higher post-Minkowskian orders. These variables inherit the separation of spinless and spin-

inclusive effects from the HPET fields, resulting in an explicit spin-multipole expansion of the

three-point amplitude for any spin. By matching amplitudes expressed using the on-shell HPET

variables to those derived from the one-particle effective action, we find that the spin-multipole

expansion of a heavy spin-s particle corresponds exactly to the multipole expansion (up to order

2s) of a Kerr black hole, that is, without needing to take the infinite spin limit. Finally, we show

that tree-level radiative processes with same-helicity bosons emitted from a heavy spin-s particle

exhibit a spin-multipole universality.

12.1 I N T RO D U C T I O N

The relationship between quantum scattering amplitudes and classical physics has enjoyed a surge of

attention in recent years, in large part due to the observation of gravitational waves by the LIGO and

Virgo collaborations as of 2015 [189]. Motivating studies in this direction has been the realization

that perturbative techniques from quantum field theory are well suited to the computation of the

complementary post-Newtonian (PN) and post-Minkowskian (PM) expansions of the binary inspiral

problem in General Relativity (GR). Indeed, the effective field theory (EFT) of GR [200, 201]

has been used extensively to compute classical corrections to the gravitational potential [201–206,

209, 222, 282]. Furthermore, effective-field-theoretic methods have been used to develop EFTs for

gravitationally interacting objects whose operator expansions are tailored to computing terms in the

PN approximation [196–199, 283]. In fact, using EFT methods, the entire 4PN spinless conservative

dynamics were derived in refs. [284, 285], and the computation of the 5PN spinless conservative
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dynamics was approached in refs. [286, 287]. Including spin, the current state-of-the-art computations

from the PN approach were performed in refs. [288, 289] using the EFT of ref. [283].

On the PM side, it has also recently been shown that quantum scattering amplitudes can be used to

extract fully relativistic information about the classical scattering process [208, 210–214, 220, 223,

290–293]. Moreover, a direct relationship between the scattering amplitude and the scattering angle

has been uncovered in refs. [191, 192, 215, 294].1 All of these developments suggest that the 2→ 2

gravitational scattering amplitude encodes information that is crucial for the understanding of classical

gravitational binary systems, to all loop orders [200, 216].

Various methods exist for identifying the classical component of a scattering amplitude [205,

206, 220, 223]. Towards this same end, Heavy Black Hole Effective Theory (HBET) was recently

formulated by Damgaard and two of the present authors in ref. [6] with the aim of streamlining the

extraction of classical terms from gravitational scattering amplitudes. It was shown there that the

operator expansion of HBET is equivalent to an expansion in h̄. Exploiting this fact, the authors were

able to identify which HBET operators can induce classical effects at arbitrary loop order, and the

classical portion of the 2→ 2 amplitude was computed up to one-loop order for spins s ≤ 1/2. These

results were obtained using Lagrangians and Feynman diagram techniques which, while tractable at

the perturbative orders and spins considered, become non-trivial and computationally unwieldy to

extend to higher spins or loop orders. Nevertheless, the separation of classical and quantum effects

and the observed separation of spinless and spin-inclusive effects are desirable features of the EFT

that will prove quite convenient when cast as part of a more user-friendly formalism.

We aim in this paper to present such a formalism that will allow the extension of HBET to higher

spins and to facilitate its application to higher loop orders. A means to do so comes in the formalism

presented in ref. [235]. Spinor-helicity variables were presented there that describe the scattering of

massive matter with arbitrary spin. Based solely on kinematic considerations, these variables were

used to construct the most general three-point amplitude for a massive spin-s particle emitting a

massless boson with a given helicity.2 In this most general amplitude, the term that is best behaved in

the UV limit is termed the minimal coupling amplitude. When s ≤ 1/2 it reduces to the three-point

amplitude arising from the relevant Lagrangian that is minimally coupled in the sense of covariantized

derivatives. This terminology is preserved for higher spins; the minimal coupling amplitude for a

general spin-s particle is a tensor product of 2s factors of spin-1/2 minimal coupling amplitudes.

Note that this definition of minimal coupling generally differs from the typical definition from the

1We thank Andrea Cristofoli for bringing earlier work on this relationship to our attention.
2For alternative approaches to the application of spinor-helicity variables to massive spinning particles see e.g. refs. [295,

296].
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Lagrangian perspective. Phenomenologically, these minimal coupling amplitudes are those that

produce a gyromagnetic ratio of g = 2 for all spins [209, 297, 298].

This minimal coupling amplitude has proven to be quite useful in the study of classical Kerr black

holes, which have been shown to couple minimally to gravity [206, 208, 209, 211, 224, 299]. Such a

description of Kerr black holes is in fact not immediately exact when using the variables of ref. [235]

due to the difference between the momenta of the initial and final states, leading to an ill-defined

matrix element of the spin-operator. This gap has been overcome using various methods in the above

references. However we will show that expressing the degrees of freedom of HBET in on-shell

variables reduces the discrepancy to a mere choice of the kinematics. The appropriate kinematics can

sometimes be imposed (when a process is described by diagrams with no internal matter lines), but

are always recovered in the classical limit; h̄→ 0.

In this paper, we express the asymptotic states of Heavy Particle Effective Theories (HPETs) —

the collection of effective field theories treating large mass particles — using the massive on-shell

spinor-helicity variables of ref. [235]. An explicit h̄ expansion will arise from these variables, which

makes simple the task of taking classical limits of amplitudes. Such an expression of the asymptotic

states of HPET will also lead to an explicit separation of spinning and spinless effects in the three-point

minimal coupling amplitude. From the lens of the classical gravitational scattering of two spinning

black holes, this results in the finding that the asymptotic states of HPET are naturally identified with

a Kerr black hole with truncated spin-multipole expansion.

Our construction will also allow us to gain insight into this class of effective field theories. We will

derive a conjecture for the three-point amplitude arising from an arbitrary HPET, and posit a form for

this same amplitude for heavy matter of any spin. Then, in the appendices, we comment on the link

between reparameterization invariance of a momentum and its little group, and finally compute the

operator projecting onto a heavy particle of spin s ≤ 2, the derivation of which can be extended to

general spin.

The layout of this paper is as follows. We begin with a very brief review of HPETs in Section 12.2.

Also, we introduce on-shell variables that describe the heavy field. The three-point amplitudes of

HPETs are analyzed in Section 12.3. In particular, we construct the three-point amplitude of HPET

resummed to all orders in the expansion parameter. Furthermore, the construction of ref. [235]

provides a method of extending HPET amplitudes to arbitrary spin. In Section 12.4, we interpret

the on-shell HPET variables as Kerr black holes with truncated spin-multipole expansions, and show

that heavy spin-s particles possess the same spin-multipole expansion as a Kerr black hole, up to

the 2sth multipole. This is in contrast to previous work [209, 224], which found that minimally

coupled particles possess the same spin multipoles as Kerr black holes only in the infinite spin limit.
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Section 12.5 is dedicated to the computation of on-shell amplitudes, and we show the simplicity of

taking the classical limit of an amplitude when it is expressed in on-shell HPET variables. The main

body of the paper is concluded in Section 12.6. Our conventions are summarized in Appendix 12.A.

The question of the uniqueness of the constructed variables is addressed in Appendix 12.B. We then

relate the little group of a momentum p to its invariance under the HPET reparameterization (see

Section 12.2) in Section 12.C. In Appendix 12.D we use spin-s polarization tensors for heavy particles

to explicitly construct propagators and projection operators for heavy particles with spins s ≤ 2. We

then use these results to conjecture the forms of the projection operators for arbitrary spin. Finally,

we describe in Appendix 12.E the forms of the spin-1/2 HPET Lagrangians that must be used to

match to the on-shell minimal coupling amplitudes. We also show there that the three-point amplitude

derived from a Lagrangian for a heavy spin-1 particle is reproduced by the extension of the variables

to arbitrary spin in Section 12.3.

12.2 E F F E C T I V E T H E O R I E S W I T H H E AV Y PA RT I C L E S

When describing a scattering process in which the transfer momentum, qµ, is small compared to the

mass of one of the scattered particles, m, we can exploit the separation of scales by expanding in

the small parameter |q|/m. Heavy Quark Effective Theory (HQET) [217–219] is the effective field

theory that employs this expansion in the context of QCD, with HBET being its gravitational analog.

Central to the separation of scales is the decomposition of the momentum of the heavy particle as

pµ = mvµ + kµ, (442)

where vµ is the (approximately constant) four-velocity (v2 = 1) of the heavy particle, and kµ is

a residual momentum that parameterizes the energy of the interaction; it is therefore comparable

in magnitude to the momentum transfer, |kµ| ∼ |qµ|. When decomposed in this way, the on-shell

condition, p2 = m2, is equivalent to

v · k = − k2

2m
. (443)

As was argued in ref. [6], using results from ref. [220], the residual momentum scales with h̄ in the

limit h̄→ 0. We discuss the counting of h̄ in Section 12.5.1.

With some background about the construction and motivation behind HPETs, we introduce in

this section on-shell variables that describe spin-1/2 HPET states. Then, the transformation of these
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variables under a reparameterization of the momentum eq. (442) is given. We end the section by

defining the spin operator for heavy particles.

12.2.1 On-shell HPET variables

The spinors uI
v(p) that describe the particle states of HPET are related to the Dirac spinors uI(p) via

[6]

uI
v(p) =

(
I + /v

2

)
uI(p) =

(
I− /k

2m

)
uI(p), (444)

where I is an SU(2) little group index, and vµ and kµ are defined in eq. (442). The operator P+ ≡ 1+/v
2

is the projection operator that projects on to the heavy particle states. Writing the Dirac spinor in

terms of massive on-shell spinors |p〉α and |p]α̇, we define on-shell variables for the HPET spinor

field:

|pv〉

|pv]

 =

(
I− /k

2m

)|p〉
|p]

 . (445)

The bold notation for the massive on-shell spinors was introduced in ref. [235], and represents

symmetrization over the little group indices. We refer to the on-shell variables of ref. [235] as the

traditional on-shell variables, and those introduced here as the on-shell HPET variables. The on-shell

HPET variables are labelled by their four-velocity v. We emphasize that the relation between the

traditional and HPET on-shell variables is exact in k/m. See Section 12.A for conventions.

When working with heavy particles, the Dirac equation is replaced by the relation /vuI
v = uI

v,

which can be seen by multiplying the first equation in eq. (444) by /v. This relates the on-shell HPET

variables in different bases through

vαβ̇|pv]
β̇ = |pv〉α, vα̇β|pv〉β = |pv]

α̇, (446a)

[pv|α̇vα̇β = −〈pv|β, 〈pv|αvαβ̇ = −[pv|β̇. (446b)
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We associate the momentum pµ
v with the on-shell HPET spinors, where

/pv =

 0 |pv〉I I [pv|

|pv]I
I〈pv| 0

 = mk/v, (447)

and

mk ≡
(

1− k2

4m2

)
m. (448)

We see that the momentum pµ
v is proportional to vµ, regardless of the residual momentum. The

momentum pµ
v is related to the momentum pµ through

P+/pv = P+/pP+. (449)

The on-shell HPET variables naturally describe heavy particles in a context with no anti-particles.

To see this, note that the relation between the HPET spinor and the Dirac spinor in eq. (445) can be

inverted [233]

uI(p) =
(

I− /k
2m

)−1

uI
v(p)

=

[
1 +

1
2m

(
1 +

k · v
2m

)−1

(/k − k · v)
]

uI
v(p). (450)

In the free theory, this corresponds to the relation between the fields in the full and effective theories

once the heavy anti-field has been integrated out by means of its equation of motion. Thus, eq. (444)

is equivalent to integrating out heavy anti-particle states.

12.2.2 Reparameterization

There is an ambiguity in the choice of v and k in the decompositon of the momentum in eq. (442).

The momentum is invariant under reparameterizations of v and k of the forms

(v, k)→ (w, k′) ≡
(

v +
δk
m

, k− δk
)

, (451)
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where |δk|/m � 1 and (v + δk/m)2 = 1. Given that observables can only depend on the total

momentum, observables computed in heavy particle effective theories must be invariant under this

reparameterization [231–233]. In particular, the S-matrix is reparameterization invariant.

The on-shell HPET variables transform under the reparameterization of the momentum in eq. (451).

The HPET spinors uI
v(p) and uI

w(p) are related through

uI
v(p) =

1 + /v
2

uI(p)

=
1 + /v

2

[
1 +

1
2m

(
1 +

k′ · w
2m

)−1

(/k ′ − k′ · w)

]
uI

w(p), (452)

where the second line is simply eq. (450) with (v, k)→ (w, k′). Rewriting this in terms of the on-shell

HPET variables, we find

|pv〉 =
(

1− k′2

4m2

)−1 [(
1− k2

4m2 +
/kδ/k
4m2

)
|pw〉 −

δ/k
2m
|pw]

]
, (453a)

|pv] =

(
1− k′2

4m2

)−1 [(
1− k2

4m2 +
/kδ/k
4m2

)
|pw]−

δ/k
2m
|pw〉

]
. (453b)

Similarly,

〈pv| =
(

1− k′2

4m2

)−1 [
〈pw|

(
1− k2

4m2 +
δ/k/k
4m2

)
+ [pw|

δ/k
2m

]
, (453c)

[pv| =
(

1− k′2

4m2

)−1 [
[pw|

(
1− k2

4m2 +
δ/k/k
4m2

)
+ 〈pw|

δ/k
2m

]
. (453d)

The transformed spinors |pw〉 and |pw] are related to the traditional on-shell variables via eq. (445),

with the replacement k → k′. This transformation is singular at the point where the new residual

momentum has magnitude squared k′2 = 4m2. This pole is ubiquitous when using these variables, and

signals the point where fluctuations of the matter field are energetic enough to allow for pair-creation.

As we have integrated out the anti-particle through eq. (444), such energies are outside the region

of validity of this formalism. In fact, the working assumption of the formalism is that the residual

momentum is small compared to the mass, so one would expect the formalism to lose predictive power

well before this point.
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12.2.3 Spin operator

We identify the spin operator with the Pauli-Lubanski pseudovector,

Sµ = − 1
2m

εµναβ pν Jαβ, (454)

where Jµν is the generator of rotations, pµ is the momentum with respect to which the operator is

defined, and m2 = p2. For our purposes, it will be convenient to choose pµ = pµ
v : this ensures

that, irrespective of the value of the residual momentum, the momentum pµ
v = mkvµ will always be

orthogonal to the spin operator. Thus, Sµ is the spin vector of a particle with velocity vµ and any value

of residual momentum. With this choice for the reference momentum, the spin-operator is

Sµ = −1
2

εµναβvν Jαβ. (455)

Its action on irreducible representations of SL(2, C) is

(Sµ)α
β =

1
4

[
(σµ)αα̇vα̇β − vαα̇(σ̄

µ)α̇β
]

, (456a)

(Sµ)α̇
β̇ = −1

4

[
(σ̄µ)α̇αvαβ̇ − vα̇α(σµ)αβ̇

]
. (456b)

These two representations of the spin-vector are related via

(Sµ)α
β = vαα̇(Sµ)α̇

β̇vβ̇β, (Sµ)α̇
β̇ = vα̇α(Sµ)α

βvββ̇. (457)

On three-particle kinematics, the spin-vector can be written more compactly by introducing the x

factor for a massless momentum q [235],

mx〈q| ≡ [q|p1, (458a)

⇒ mx−1[q| = 〈q|p1. (458b)
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Using this, when the initial residual momentum is k = 0, we can re-express the contraction q · S as

(q · S)α
β =

x
2
|q〉〈q|, (459a)

(q · S)α̇
β̇ = − x−1

2
|q][q|. (459b)

For general initial residual momentum, we find an additional term:

(q · S)α
β =

1
4

(
2x|q〉〈q|+ 1

m
[k, q]α

β
)

, (460a)

(q · S)α̇
β̇ = −1

4

(
2x−1|q][q|+ 1

m
[k, q]α̇ β̇

)
. (460b)

Note that eq. (460) reduces to eq. (459) when k = 0.

When choosing the reference momentum to be pµ
v , we can identify the spin-vector with the classical

spin-vector of a Kerr black-hole with classical momentum pµ
Kerr =

m
mk

pµ
v . This is because the Lorentz

generator in eq. (454) can be replaced with the black hole spin-tensor Sµν = Jµν
⊥ which satisfies the

condition [283, 300]

pµ
KerrSµν = 0, (461)

known as the spin supplementary condition.

In ref. [6], the spin vector was defined as

Sµ
v ≡

1
2

ūv(p2)γ5γµuv(p1), (462)

and it was found that this spin vector satisfied the relation

ūv(p2)σ
µνuv(p1) = −2εµναβvαSvβ. (463)

We can therefore relate these two definitions of the spin vector:

Sµ
v = ūv(p2)Sµuv(p1) = −2〈2v|Sµ|1v〉 = 2[2v|Sµ|1v]. (464)

Thus the two definitions are consistent, with one being the one-particle matrix element of the other.
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12.3 T H R E E - P O I N T A M P L I T U D E

We study in this section the on-shell three-point amplitudes of HPET. The main goal here will be to

express the most general three-point on-shell amplitude for two massive particles (mass m, spin s)

and one massless boson (helicity h) in terms of on-shell HPET variables. Focusing on the minimal

coupling portion of such an expression, we will be left with a resummed form of the HPET three-point

amplitude, valid for any spin. Moreover, we will find that a certain choice of the residual momentum

results in the exponentiation of the minimally coupled three-point amplitude.

In the traditional on-shell variables, the most general three-point amplitude for two massive particles

of mass m and spin s, and one massless particle with momentum q and helicity h is [235]

M+|h|,s = (−1)2s+h x|h|

m2s

[
g0〈21〉2s + g1〈21〉2s−1 x〈2q〉〈q1〉

m
+ · · ·+ g2s

(x〈2q〉〈q1〉)2s

m2s

]
, (465)

M−|h|,s = (−1)h x−|h|

m2s

[
g̃0[21]2s + g̃1[21]2s−1 x−1[2q][q1]

m
+ · · ·+ g̃2s

(
x−1[2q][q1]

)2s

m2s

]
. (466)

The overall sign differs from the expression in ref. [235], due to our convention that p1 is incoming.

The positive helicity amplitude is expressed in the chiral basis, and the negative helicity amplitude in

the anti-chiral basis. The minimal coupling portion of this is the amplitude with all couplings except

g0 and g̃0 set to zero:

M+|h|,s
min = (−1)2s+h g0x+|h|

m2s 〈21〉2s, (467)

M−|h|,s
min = (−1)h g̃0x−|h|

m2s [21]2s. (468)

Thus we see that expressing this in terms of on-shell HPET variables requires that we convert the

spinor products 〈21〉, x〈2q〉〈q1〉 (and their anti-chiral basis counterparts) to the on-shell HQET

variables.

In the remainder of this section we take pµ
1 = mvµ + kµ

1 incoming, and qµ and pµ
2 = mvµ + kµ

2

outgoing. With this choice of kinematics, the initial and final residual momenta are related by

kµ
2 = kµ

1 − qµ. We can relate a spinor with incoming momentum to the spinor with outgoing

momentum using analytical continuation, eq. (551). Also, the x factor picks up a negative sign when

the directions of p1 or q are flipped, x → −x.
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12.3.1 General residual momentum

We start by converting the s = 1/2 amplitude to on-shell HPET variables. Inverting eq. (445) and

simply taking the appropriate spinor products, we can relate the traditional and HPET spinor products:

〈21〉 = m2

mk2 mk1

[
mk1

m
〈2v1v〉+

1
4m

[2vq]〈q1v〉+
x−1

4m
[2vq][q1v]

]
, (469a)

〈2q〉〈q1〉 = m2

4mk2 mk1

(
〈2vq〉〈q1v〉+ x−1〈2vq〉[q1v] + x−1[2vq]〈q1v〉+ x−2[2vq][q1v]

)
. (469b)

Similarly, the spinor products in the anti-chiral basis become

[21] =
m2

mk2 mk1

[
mk1

m
[2v1v] +

1
4m
〈2vq〉[q1v] +

x
4m
〈2vq〉〈q1v〉

]
, (470a)

[2q][q1] =
m2

4mk2 mk1

(
[2vq][q1v] + x[2vq]〈q1v〉+ x〈2vq〉[q1v] + x2〈2vq〉〈q1v〉

)
. (470b)

By substituting eqs. (469) and (470) in eqs. (467) and (468) for s = 1/2, the minimally coupled

amplitudes for positive and negative helicity become

M+|h|,s= 1
2

HPET,min = (−1)1+hg0x|h|
m

mk2 mk1

[
mk1

m
〈2v1v〉+

1
4m

[2vq]〈q1v〉+
x−1

4m
[2vq][q1v]

]
, (471a)

M−|h|,s= 1
2

HPET,min = (−1)h g̃0x−|h|
m

mk2 mk1

[
mk1

m
[2v1v] +

1
4m
〈2vq〉[q1v] +

x
4m
〈2vq〉〈q1v〉

]
, (471b)

One can expand the mki in powers of |k|/m, which is the characteristic expansion of HPETs. These

three-point amplitudes therefore provide a conjecture for the resummed spin-1/2 HPET amplitude.

Comparing the expansions of eq. (471) with that computed directly from the spin-1/2 HPET La-

grangians, we have confirmed that they agree at least up to O(m−2) for HQET, and O(m−1) for

HBET.3 Some subtleties of the matching to the Lagrangian calculation are discussed in Section 12.E.

3Note that the power counting of the HBET operators starts one power of m higher than HQET, at O(m). Thus both of
these checks account for the operators up to and including NNLO.
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The spin-dependence of these amplitudes can be made explicit by using the on-shell form of q · S
in eq. (460):

M+|h|,s= 1
2

HPET,min = (−1)1+hg0x|h|
m

mk2 mk1

〈2v|
[

1− /v/k1/k2/v
4m2 +

q · S
m

]
|1v〉, (472a)

M−|h|,s= 1
2

HPET,min = (−1)h g̃0x−|h|
m

mk2 mk1

[2v|
[

1− /v/k1/k2/v
4m2 − q · S

m

]
|1v]. (472b)

Written in this way, it is immediately apparent how the k1 = 0 parameterization can be obtained from

the general case. We turn now to this scenario.

12.3.2 Zero initial residual momentum

We now consider the parameterization where kµ
1 = 0 and kµ

2 = −qµ With zero initial residual

momentum, we can switch between the chiral and anti-chiral bases using eq. (446):

〈2v1v〉 = −[2v1v], (473a)

〈2vq〉〈q1v〉 = x−2[2vq][q1v]. (473b)

Recognizing eqs. (473a) and (473b) as directly relating spinless effects and the spin-vector respectively

in different bases, we see that, for this parameterization, spin effects are never obscured by working

in any particular basis. This is in contrast to the traditional on-shell variables, where the analog to

eq. (473a) includes a spin term, thus hiding or exposing spin dependence when working in a certain

basis. Thus we have gained a basis-independent interpretation of spinless and spin-inclusive terms.

Either setting k1 = 0 in eq. (472), or applying eqs. (473a) and (473b) to eqs. (469) and (470), the

minimally coupled three-point amplitude with zero residual momentum is obtained:

M+|h|,s= 1
2

HPET,min = (−1)1+h g0x|h|

m

[
〈2v1v〉+

x
2m
〈2vq〉〈q1v〉

]
, (474a)

M−|h|,s= 1
2

HPET,min = (−1)h g̃0x−|h|

m

[
[2v1v] +

x−1

2m
[2vq][q1v]

]
, (474b)

Note the negative signs which come from treating p1 as incoming.
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Three-point kinematics are restrictive enough when k1 = 0 that we can derive the three-point

amplitude in eq. (474) in an entirely different fashion. The full three-point amplitude for a heavy

spin-1/2 particle coupled to a photon can be written as4

A(−1
1
2 , 2

1
2 , qh) = f (m, v, q)evµε

h,µ
q ūv(p2)uv(p1) + g(m, v, q)eqµεh,ν

q ūv(p2)σµνuv(p1). (475)

The negative in the argument of the amplitude signifies an incoming momentum. The three-point

operators in the HQET Lagrangian, as well as any non-minimal couplings, modify the functions f and

g, but there are no other spinor structures that can arise. We therefore have two spinor contractions in

terms of which we would like to express the spinor brackets of interest. We proceed by writing the

two contractions in terms of the traditional on-shell variables, and equating this to the contractions

expressed in terms of the on-shell HPET variables. Working with, say, a positive helicity photon, this

yields

vµε
+,µ
q ūv(p2)uv(p1) = −

√
2x〈2v1v〉 = −

x√
2

(
− x

m
〈2q〉〈q1〉+ 2〈21〉

)
, (476a)

ūv(p2)σµνuv(p1)qµε+,ν
q =

√
2ix2〈2vq〉〈q1v〉 =

√
2ix2〈2q〉〈q1〉. (476b)

Solving for the traditional spinor products, we find

〈21〉 = 〈2v1v〉+
x

2m
〈2vq〉〈q1v〉, (477a)

〈2q〉〈q1〉 = 〈2vq〉〈q1v〉. (477b)

Similarly,

[21] = [2v1v] +
x−1

2m
[2vq][q1v], (478a)

[2q][q1] = [2vq][q1v]. (478b)

Note that eqs. (477) and (478) decompose the spinor brackets into spinless and spin-inclusive terms.

Applying eq. (473), it is easy to check that this separation of different spin multipoles is independent

of the basis used to express the traditional spinor brackets.

4We use A to denote a Yang-Mills amplitude.
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With eqs. (476a) and (476b), we can rewrite eq. (475) as

A(−1
1
2 , 2

1
2 , q+) =

√
2xe (− f (m, v, q)〈2v1v〉+ g(m, v, q)ix〈2vq〉〈q1v〉) . (479)

The three-point amplitude in QED — with interaction term Lint = eψ̄ /Aψ — for a positive helicity

photon is

AQED(−1
1
2 , 2

1
2 , q+) = eū(p2)γµu(p1)ε

+,µ
q

=
√

2ex〈21〉, (480)

where in the first line we use Dirac spinors instead of HQET spinors. Substituting eq. (477a) into the

above equation gives

AQED(−1
1
2 , 2

1
2 , q+) =

√
2ex

(
〈2v1v〉+

x
2m
〈2vq〉〈q1v〉

)
. (481)

As abelian HQET is an effective theory derived from QED, it must reproduce the on-shell QED

amplitudes when all operators are accounted for. This means that eqs. (479) and (481) are equal, so

we can solve for the functions f and g:

f (m, v, q) = −1, (482a)

g(m, v, q) =
i

2m
. (482b)

As a consequence of eqs. (482a) and (482b), we conclude that only the leading spin and leading

spinless three-point operators of HQET are non-vanishing on-shell when k1 = 0. Indeed, in this case

the transfer momentum qµ is the only parameter that can appear in the HQET operator expansion.

In the three-point amplitude, it can only appear in the scalar combinations q2 = 0 by on-shellness

of the photon, v · q ∼ q2 = 0 by on-shellness of the quarks, or q · ε(q) = 0 by transversality of the

polarization.
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To sum up, we list the three-point amplitude for two equal mass spin-1/2 particles and an outgoing

photon for both helicities, and in both the chiral and anti-chiral bases:5

A+1,s= 1
2 =
√

2ex
(
〈2v1v〉+

x
2m
〈2vq〉〈q1v〉

)
= −
√

2ex
(
[2v1v]−

x−1

2m
[2vq][q1v]

)
, (483a)

A−1,s= 1
2 =
√

2ex−1
(
〈2v1v〉 −

x
2m
〈2vq〉〈q1v〉

)
= −
√

2ex−1
(
[2v1v] +

x−1

2m
[2vq][q1v]

)
,

(483b)

so g0 = g̃0 =
√

2em. When a graviton is emitted instead of a photon, we simply make the replacement

e→ − κm
2
√

2
and square the overall factors of x.

We can obtain the amplitude with general initial residual momentum by reparameterizing the states

by means of eq. (453).

12.3.3 Most general three-point amplitude

Recall the most general three-point amplitude for two massive particles of spin s and mass m and a

massless boson with helicity h in the chiral basis, eq. (465):

M+|h|,s = (−1)2s+h x|h|

m2s

[
g0〈21〉2s + g1〈21〉2s−1 x〈2q〉〈q1〉

m
+ · · ·+ g2s

(x〈2q〉〈q1〉)2s

m2s

]
. (484)

When expressing eq. (465) in terms of the on-shell HPET variables, setting the initial residual

momentum to zero, and applying the binomial expansion, we find that

M+|h|,s
3 = (−1)2s+h x|h|

m2s

2s

∑
k=0

gH
s,k〈2v1v〉2s−k

( x
2m
〈2vq〉〈q1v〉

)k
, gH

s,k =
k

∑
i=0

gi

(
2s− i
2s− k

)
.

(485a)

We can express this in the anti-chiral basis using eq. (473):

M+|h|,s
3 =

x|h|

m2s

2s

∑
k=0

gH
s,k(−1)k+h[2v1v]

2s−k
(

x−1

2m
[2vq][q1v]

)k

. (485b)

5We abbreviate the arguments of the amplitude here, but still use p1 incoming.
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The kth spin-multipole can be isolated by choosing the kth term in the sum. There are 2s + 1

combinations of the spinor brackets in this sum, consistent with the fact that a spin s particle can only

probe up to the 2sth spin order term of the spin-multipole expansion. Note also that the coefficient of

the spin monopole term is always equal to its value for minimal coupling, making the monopole term

universal in any theory.6

The minimal coupling amplitudes are those in eqs. (467) and (468), which correspond to setting

gi>0 = 0. Translating to the on-shell HPET variables, minimal coupling in eqs. (485a) and (485b)

corresponds to gH
s,k = g0(

2s
k ).

We can write the analogous expressions to eqs. (485a) and (485b) for a negative helicity massless

particle. Expressing eq. (466) using eqs. (478a) and (478b),

M−|h|,s
3 = (−1)h x−|h|

m2s−1

2s

∑
k=0

g̃H
s,k[2v1v]

2s−k
(

x−1

2m
[2vq][q1v]

)k

, g̃H
s,k =

k

∑
i=0

g̃i

(
2s− i
2s− k

)
. (486a)

Converting to the chiral basis,

M−|h|,s
3 =

x−|h|

m2s

2s

∑
k=0

g̃H
s,k(−1)2s+h+k〈2v1v〉2s−k

( x
2m
〈2vq〉〈q1v〉

)k
. (486b)

Minimal coupling in this case corresponds to g̃i>0 = 0, and thus g̃H
s,k = g̃0(

2s
k ).

12.3.4 Infinite spin limit

Various methods have been used to show that the minimal coupling three-point amplitude in traditional

on-shell variables exponentiates in the infinite spin limit [208, 211, 299]. All of them require a slight

manipulation of the minimal coupling to do so, with refs. [208, 211] employing a change of basis

between the chiral and anti-chiral bases, ref. [208] applying a generalized expectation value, and

refs. [211, 299] using a Lorentz boost – analogous to the gauge-fixing of the spin operator in ref. [283]

– to rewrite the minimal coupling amplitude. As the on-shell HPET variables inherently make the

spin-dependence of the minimal coupling manifest, the exponentiation of the three-point amplitude is

immediate.

6This is consistent with the reparameterization invariance of HQET, which fixes the Wilson coefficients of the spinless
operators in the HQET Lagrangian up to order 1/m [231]. As argued above, when the initial residual momentum is set to 0,
these are the only operators contributing to the spin monopole.



1 2 O N - S H E L L H E AV Y PA RT I C L E E F F E C T I V E T H E O R I E S 184

Consider the minimal coupling three-point amplitude for two massive spin s particles and one

massless particle:

M+|h|,s = (−1)2s+h g0x|h|

m2s 〈2v|2s
2s

∑
k=0

(2s)!
(2s− k)!

( x
2m |q〉〈q|

)k

k!
|1v〉2s. (487)

The quantity in the sum is the rescaled spin-operator q · S/m for a spin s particle, raised to the power

of k and divided by k! [209],

(
q · S
m

)n

=
(2s)!

(2s− n)!

( x
2m
|q〉〈q|

)n
, (488)

where we have suppressed the spinor indices. The amplitude is therefore

M+|h|,s = (−1)2s+h g0x|h|

m2s 〈2v|2s
2s

∑
k=0

(
q·S
m

)k

k!
|1v〉2s. (489)

We identify the sum with an exponential, with the understanding that the series truncates at the 2sth

term for a spin 2s particle:

M+|h|,s = (−1)2s+h g0x|h|

m2s 〈2v|2seq·S/m|1v〉2s. (490)

Taking the infinite spin limit, the exponential is exact as its Taylor series does not truncate. We treat

the exponential as a number in this limit and remove it from between the spinors [211]:

lim
s→∞
M+|h|,s = lim

s→∞
(−1)2s+h g0x|h|

m2s eq·S/m〈2v1v〉2s. (491)

Note that since the initial residual momentum is 0, both spinors are associated with the same momen-

tum. Then, using the on-shell conditions for these variables,7

lim
s→∞
M+|h|,s = (−1)hg0x|h|eq·S/m. (492)

This amplitude immediately agrees with the three-point amplitude in refs. [208, 211]: it is the scalar

three-point amplitude multiplied by an exponential containing the classical spin-multipole moments.

7The validity of using the on-shell conditions can be checked explicitly by rewriting the bracket in terms of traditional
on-shell variables, then boosting one of the momenta into the other as in ref. [299].
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Also notable is that the generalized expectation value (GEV) of ref. [208] or the Lorentz boosts of

refs. [211, 299] are not necessary here to interpret the spin dependence classically.

For the emission of a negative helicity boson, the nth power of the spin-operator projected along the

direction of the boson’s momentum is

(
q · S
m

)n

=
(2s)!

(2s− n)!

(
− x−1

2m
|q][q|

)n

. (493)

Starting with eq. (486a), the three-point amplitude exponentiates as

M−|h|,s = (−1)h g̃0x−|h|

m2s [2v|2se−q·S/m|1v]
2s, (494)

with the exponential being truncated at the 2sth term. Taking the infinite spin limit, we find

lim
s→∞
M−|h|,s = lim

s→∞
(−1)h g̃0x−|h|

m2s e−q·S/m[2v1v]
2s. (495)

Applying the on-shell conditions for these variables, we get

lim
s→∞
M−|h|,s = (−1)h g̃0x−|h|e−q·S/m. (496)

Once again we find the scalar three-point amplitude multiplied by an exponential containing the

classical spin dependence.

That the exponentials in this section are functions of q · S instead of 2q · S, as is the case when the

traditional on-shell variables are naïvely exponentiated — that is, without normalizing by the GEV, or

Lorentz boosting one of the spinors — is significant. We discuss the implications of this in the next

section.

12.4 K E R R B L AC K H O L E S A S H E AV Y PA RT I C L E S

In this section, we apply the on-shell HPET variables to the classical gravitational scattering of two

spinning black holes. We show that, with the correct momentum parameterization, a heavy spin-s

particle minimally coupled to gravity possesses precisely the same spin-multipole expansion as a Kerr

black hole, up to the order 2s multipole. The reason for this is that on-shell HPET variables for a
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given velocity vµ, residual momentum kµ, and mass m always correspond to momenta mkvµ, where

mk is defined in eq. (448).

We begin with a brief review of the effective field theory for spinning gravitating bodies. The

action of a particle interacting with gravitational radiation of wavelength much larger than its spatial

extent (approximately a point particle) was formulated in ref. [196]. The generalization to the case

of spinning particles was first approached in ref. [197]. The effective action formulated in ref. [283]

takes the form

S =
∫

dσ

{
−m
√

u2 − 1
2

SµνΩµν + LSI[uµ, Sµν, gµν(xµ)]

}
, (497)

where σ parameterizes the wordline of the particle, uµ = dxµ

dσ is the coordinate velocity, Sµν is the

spin operator, Ωµν is the angular velocity, and LSI contains higher spin-multipoles that are dependent

on the inner structure of the particle through non-minimal couplings.

The first two terms in eq. (497) are the spin monopole and dipole terms, and are universal for

spinning bodies with any internal configuration. We assign to them respectively the coefficients

CS0 = CS1 = 1. From an amplitudes perspective, the universality of the spin-monopole coefficient

can be seen from the on-shell HPET variables since the coefficient of the spin-monopole term in

eqs. (485a) and (486a) is always equal to its minimal coupling value. The universality of the spin-

dipole coefficient was argued in refs. [209, 224] from general covariance, and by requiring the correct

factorization of the Compton scattering amplitude. Explicitly, the higher spin-multipole terms LSI are

LSI =
∞

∑
n=1

(−1)n

(2n)!
CS2n

m2n−1 Dµ2n . . . Dµ3

Eµ1µ2√
u2

Sµ1 Sµ2 . . . Sµ2n

+
∞

∑
n=1

(−1)n

(2n + 1)!
CS2n+1

m2n Dµ2n+1 . . . Dµ3

Bµ1µ2√
u2

Sµ1 Sµ2 . . . Sµ2n+1 . (498)

See ref. [283] for the derivation and formulation of this action. The Wilson coefficients CSk contain

the information about the internal structure of the object, with a Kerr black hole being described by

CKerr
Sk = 1 for all k.

The three-point amplitude derived from this action was expressed in traditional spinor-helicity

variables in refs. [209, 224], where it was shown that the spin-multipole expansion is necessarily

truncated at order 2s when the polarization tensors of spin s particles are used. By matching this

three-point amplitude with the most general form of a three-point amplitude, it was found there that in

the case of minimal coupling one obtains the Wilson coefficients of a Kerr black hole in the infinite
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spin limit. Following their derivation, but using on-shell HPET variables instead, we find (with all

momenta incoming)

M+2,s = ∑
a+b≤s

κmx2

2m2s CSa+b ns
a,b〈2−v1v〉s−a

(
−x
〈2−vq〉〈q1v〉

2m

)a

[2−v1v]
s−b
(

x−1 [2−vq][q1v]

2m

)b

,

ns
a,b ≡

(
s
a

)(
s
b

)
. (499)

As in refs. [209, 224], we refer to this representation of the amplitude in a form symmetric in the

chiral and anti-chiral bases as the polarization basis. Flipping the directions of p2 and q (to allow us

to directly compare with eq. (485a)), then converting the polarization basis to the chiral basis:

M+2,s =
x2

m2s (−1)2s ∑
a+b≤2s

κm
2

CSa+b ns
a,b〈2v1v〉2s−a−b

( x
2m
〈2vq〉〈q1v〉

)a+b
. (500)

Comparing with eq. (485a), we obtain a one-to-one relation between the coupling constants of both

expansions:

gH
s,k =

κm
2

CSk

k

∑
j=0

ns
k−j,j. (501)

Such a one-to-one relation is consistent with the interpretation of eq. (485a) as being a spin-multipole

expansion. Focusing on the minimal coupling case, we set gi>0 = 0, which means gH
s,k = g0(

2s
k ).

Normalizing g0 = κm/2, the coefficients of the one-particle effective action for finite spin take the

form

Cmin
Sk =

(
2s
k

)[ k

∑
j=0

(
s

k− j

)(
s
j

)]−1

= 1. (502)

The final equality is the Chu-Vandermonde identity, valid for all k. This suggests that the minimal

coupling expressed in the on-shell HPET variables produces precisely the multipole moments of a

Kerr black hole, even before taking the infinite spin limit.

Using the same matching technique, refs. [209, 224] showed that, when using traditional on-

shell variables, the minimal coupling three-point amplitude for finite spin s corresponded to Wilson

coefficients that deviated from those of a Kerr black hole by terms of order O(1/s). Why is it then

that the polarization tensors of finite spin HPET possess the same spin-multipole expansion as a Kerr

black hole? Analyzing the matching performed in refs. [209, 224], the s dependence there arises
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from the conversion of the polarization basis to the chiral basis. The reason for this is that new spin

contributions arise from this conversion since the chiral and anti-chiral bases are mixed by two times

the spin-operator:

〈12〉 = −[12] +
1

xm
[1q][q2], (503a)

[12] = −〈12〉+ x
m
〈1q〉〈q2〉. (503b)

The second terms on the right hand sides of these equations encode spin effects, while the first terms

were interpreted to be purely spinless. However, the left hand sides of these equations contradict the

latter interpretation; the spinor brackets 〈12〉 and [12] themselves contain spin effects. This is the

origin of the observed deviation from CKerr
Sk : eq. (503), while exposing some spin-dependence, does

not entirely separate the spinless and spin-inclusive effects encoded in the traditional minimal coupling

amplitude. The result is the matching of an exact spin-multipole expansion on the one-particle effective

action side, to a rough separation of different spin-multipoles on the amplitude side.

A similar mismatch to Kerr black holes was seen in ref. [211], where the minimal coupling

amplitude was shown to produce the spin dependence8

〈21〉 = −[2|e2q·S/m|1], (504)

where Sµ is the Pauli-Lubanski pseudovector defined with respect to p1. Expanding the exponential

and noting that the series terminates after the spin-dipole term in this case, it’s easy to see the

equivalence between this and eq. (503). The spin-dependence here differs from that of a Kerr black

hole by a factor of two in the exponential [208, 301]. Motivated by arguments in ref. [283], an exact

match to the Kerr black hole spin multipole expansion was obtained in ref. [211] by noting that

additional spin contributions are hidden in the fact that the polarization vectors [2| and |1] represent

different momenta. Writing [2| as a Lorentz boost of [1|, the true spin-dependence of the minimal

coupling bracket was manifested:

〈21〉 ∼ −[1|eq·S/m|1], (505)

up to an operator acting on the little group index of [1|. The spin-dependence here matches that of

a Kerr black hole, and also matches what has been made explicit in Section 12.3.4. Using a similar

8Ref. [211] worked exclusively with integer spin. However the only adaptation that must be made to the results therein
when working with half integer spins is the inclusion of a factor of (−1)2s = −1.
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Lorentz boost, the authors of ref. [299] also showed that the minimal coupling bracket indeed contains

the spin-dependence of a Kerr black hole. We see that in the absence of a momentum mismatch

between the polarization states used, the full spin-dependence is manifest, and the multipole expansion

of a finite spin s particle corresponds exactly to that of a Kerr black hole up to 2sth order.

This mismatch of momenta is avoided entirely when using on-shell HPET variables. Recall that in

general the momentum pv represented by on-shell HPET variables is

pµ
v = mkvµ. (506)

Working in the case where the initial residual momentum is zero, as in the rest of this section, this

reduces to simply mvαα̇ for the case of pv,1. For pv,2, where p2 = p1 − q and q is the null transfer

momentum,

pv,2 =

(
1− q2

4m2

)
mvµ = mvµ. (507)

Consequently, although the initial and final momenta of the massive particle differ by q, the degrees

of freedom are arranged in such a way that the external states |1v〉 and |2v〉 are associated with the

same momentum. This explains why we have recovered precisely the Wilson coefficients of a Kerr

black hole. We identify this common momentum with that of the Kerr black hole pµ
Kerr = mvµ.

From the point of view of spinor products, eq. (473) shows that on-shell HPET variables provide

an unambiguous and basis-independent interpretation of spinless and spin-inclusive spinor brackets.

Thus, the entire spin dependence of the minimal coupling amplitude is automatically made explicit,

and is isolated from spinless terms.

In the case of k1 6= 0, the three-term structure of the minimal coupling amplitude spoils its

exponentiation. The matching to the Kerr black hole spin-multipole moments is therefore obscured,

but is recovered in the reparameterization where k1 is set to 0. This mismatching of the spin-multipole

moments can be attributed to the fact that the polarization tensors for the initial and final states no

longer correspond to the same momentum, since generally mk1−q 6= mk1 .

A similar matching analysis has recently been performed in ref. [302] for the case of Kerr-Newman

black holes. It was also found there that minimal coupling to electromagnetism reproduces the

classical spin multipoles of a Kerr-Newman black hole in the infinite spin limit, when the matching

is performed using traditional on-shell variables. Repeating their analysis, but using on-shell HPET

variables instead, we find again that the classical multipoles are reproduced exaclty, even for finite

spin.
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12.5 O N - S H E L L A M P L I T U D E S

In this section, we compute electromagnetic and gravitational amplitudes for the scattering of mini-

mally coupled spin-s particles in on-shell HPET variables using eqs. (469), (470), (477) and (478).

Our goal in this section is two-fold: first, we will show how spin effects remain separated from

spinless effects, at the order considered in this work, when using on-shell HPET variables. Second,

we will exploit the explicit h̄ dependence of eqs. (469) and (470) to isolate the classical portions of the

computed amplitudes. Given that the momenta of the on-shell HPET variables always reduce to the

momentum of a Kerr black hole in the classical limit, we expect to recover the spin-multipoles of a

Kerr black hole in this limit. We show that, at tree-level, the spin dependence of the leading h̄ portions

factorizes into a product of the classical spin-dependence at three-points. This is simply a consequence

of factorization for boson exchange amplitudes (a result that has already been noted in ref. [211]).

For same-helicity tree-level radiation processes this results from a spin-multipole universality that

we will uncover, and for the opposite helicity Compton amplitude there will be an additional factor

accounting for its non-uniqueness at higher spins.9

12.5.1 Counting h̄

Given that we will be interested in isolating classical effects, we summarize here the rules for restoring

the h̄ dependence in the amplitude [220], and adapt these rules to the on-shell variables.

Powers of h̄ are restored in such a way so as to preserve the dimensionality of amplitudes and

coupling constants. To do so, the coupling constants of electromagnetism and gravity are rescaled

as e → e/
√

h̄ and κ → κ/
√

h̄. Furthermore, when taking the classical limit h̄ → 0 of momenta,

massive momenta and masses are to be kept constant, whereas massless momenta vanish in this limit

— for a massless momentum q, it is the associated wave number q̄ = q/h̄ that is kept constant in

the classical limit. Thus each massless momentum in amplitudes is associated with one power of h̄.

Translating this to on-shell variables, we assign a power of h̄α to each |q〉, and a power of h̄1−α to

each |q].10 Momenta that are treated with the massless h̄ scaling are

• photon and graviton momenta, whether they correspond to external or virtual particles;

• loop momenta, which can always be assigned to an internal massless boson;

9We contrast the factorization for radiation processes here with that in ref. [208] by noting that the entire quantum
amplitude was factorized there, whereas we show that the factorization holds also for the leading h̄ contribution.

10The value of α can be determined by fixing the h̄ scaling of massless polarization tensors for each helicity. Requiring
that the dimensions of polarization vectors remain unchanged when h̄ is restored results in the democratic choice α = 1/2.
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• residual momenta [6].

Finally, we come to the case of spin-inclusive terms. When taking the classical limit h̄ → 0, we

simultaneously take the limit s → ∞ where s is the magnitude of the spin. These limits are to be

taken in such a way so as to keep the combination h̄s constant. This means that for every power of

spin in a term, there is one factor of h̄ that we can neglect when taking the classical limit. Effectively,

we can simply scale all powers of spin with one inverse power of h̄, and understand that h̄ is to be

taken to 0 wherever it appears in the amplitude.

As in ref. [6], we identify the components of an amplitude contributing classically to the interaction

potential as those with the h̄ scaling

M∼ h̄−3. (508)

Terms with more positive powers of h̄ contribute quantum mechanically to the interaction potential.

Also, we useMcl. to denote the leading h̄ portion of an amplitude.

12.5.2 Boson exchange

We begin with the tree-level amplitudes for photon/graviton11 exchange between two massive spinning

particles. We consider first spin-1/2 – spin-1/2 scattering, to show that the spin-multipole expansion

remains explicit in these variables at four points. The classical part of the amplitude can be computed

by factorizing it into two three-point amplitudes. To simplify the calculation, we are free to set the

initial residual momentum of each massive leg to 0, so we will need only eqs. (477) and (478). Letting

11We will denote an amplitude involving photons by A, and one involving gravitons byM.
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particle a have mass ma and incoming/outgoing momenta p1/p2, and particle b have mass mb and

incoming/outgoing momenta p3/p4, we find for an exchanged photon

iAtree(−1
1
2
a , 2

1
2
a ,−3

1
2
b , 4

1
2
b ) = ∑

h
Atree(−1

1
2 , 2

1
2 ,−qh)

i
q2Atree(q−h,−3

1
2 , 4

1
2 )

= − ie2

q2 [4ω〈2va 1va〉〈4vb 3vb〉

− 2
mb

√
ω2 − 1 〈2va 1va〉xb〈4vb q〉〈q3vb〉

+
2

ma

√
ω2 − 1 xa〈2va q〉〈q1va〉〈4vb 3vb〉

− ω

mamb
xa〈2va q〉〈q1va〉xb〈4vb q〉〈q3vb〉

]
, (509)

where ω ≡ p1 · p3/mamb = (xax−1
b + x−1

a xb)/2, va = p1/ma, vb = p3/mb, and negative

momenta are incoming. The x variables are defined as

xa = −
[q|p1|ξ〉
ma〈qξ〉 , x−1

a = −〈q|p1|ξ]
ma[qξ]

, (510a)

xb =
[q|p3|ξ〉
mb〈qξ〉 , x−1

b =
〈q|p3|ξ]
mb[qξ]

. (510b)

The negative sign in the definitions of xa and x−1
a account for the fact that the massless boson is

incoming to particle a.

The gravitational amplitude is computed analogously:

iMtree(−1
1
2
a , 2

1
2
a ,−3

1
2
b , 4

1
2
b ) = −

imambκ2

8q2

[
4
(
2ω2 − 1

)
〈2va 1va〉〈4vb 3vb〉

−4ω

ma

√
ω2 − 1 xa〈2va q〉〈q1va〉〈4vb 3vb〉

+
4ω

mb

√
ω2 − 1 〈2va 1va〉xb〈4vb q〉〈q3vb〉

− (2ω2 − 1)
mamb

xa〈2va q〉〈q1va〉xb〈4vb q〉〈q3vb〉
]

. (511)

Both amplitudes agree with known results [6, 203, 221]. Furthermore, the amplitudes as written

are composed of terms which each individually correspond to a single order in the spin-multipole

expansion. All terms in these amplitudes scale as h̄−3, so these amplitudes are classical in the sense

mentioned in the previous section.
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Using the exponential forms of the three-point amplitudes in Section 12.3.4, we can write down

the boson-exchange amplitudes in the infinite spin case. We find the same result in the gravitational

case as ref. [211]. However we have obtained this result immediately simply by gluing together the

three-point amplitudes; we had no need to boost the external states such they represent the same

momentum. Omitting the momentum arguments, the amplitudes are

lim
sa,sb→∞

Asa,sb
tree = −2e2

q2 ∑
±
(ω±

√
ω2 − 1) exp

[
±q ·

(
Sa

ma
+

Sb

mb

)]
, (512a)

lim
sa,sb→∞

Msa,sb
tree = −κ2mamb

4q2 ∑
±
(ω±

√
ω2 − 1)2 exp

[
±q ·

(
Sa

ma
+

Sb

mb

)]
. (512b)

The gravitational result corresponds to the first post-Minkowskian (1PM) order amplitude.

12.5.3 Compton scattering

Our focus shifts now to the electromagnetic and gravitational Compton amplitudes. These com-

putations will enable the exploitation of the explicit h̄ and spin-multipole expansions to relate the

classical limit h̄→ 0 and the classical spin-multipole expansion. Concretely, we will show that the

spin-multipole expansion of the leading-in-h̄ terms factorizes into a product of factors of the classical

spin-dependence at three-points.

First, consider the spin-s electromagnetic Compton amplitude with two opposite helicity photons,

A(−1s, 2s, q−1
3 , q+1

4 ). To simplify calculations, we can set the initial residual momentum to 0,

so that pµ
1 = mvµ. Note that it is impossible to set both initial and final residual momenta to 0

simultaneously, so we will need eqs. (469) and (470). We perform the computation by means of

Britto-Cachazo-Feng-Witten (BCFW) recursion [303, 304], using the [3, 4〉-shift

|4̂〉 = |4〉 − z|3〉, |3̂] = |3] + z|4]. (513a)

Under this shift, two factorization channels contribute to this amplitude:

A(−1s, 2s, q−1
3 , q+1

4 ) =
A(−1s, q̂−1

3 , P̂s
13)A(2s, q̂+1

4 ,−P̂s
13)

〈3|p1|3]

∣∣∣∣∣
P̂2

13=m2

+
A(−1s, q̂+1

4 , P̂s
14)A(2s, q̂−1

3 ,−P̂s
14)

〈4|p1|4]

∣∣∣∣∣
P̂2

14=m2

. (514)
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This shift avoids boundary terms for s ≤ 1 as z→ ∞. When expressing the factorization channels

in terms of on-shell HPET variables, there is a question about whether new boundary terms arise

relative to the traditional on-shell variables for z→ ∞, as would generally be expected because of

higher-dimensional operators present in EFTs. This is not the case here, since eq. (450) shows that

the definition of the on-shell HPET variables accounts for the contributions from all higher order

HPET operators. Another way to see this is that, since the relation between the traditional and on-shell

HPET variables is exact, an amplitude must always have the same large z scaling for any shift when

expressed using the on-shell HPET variables as when expressed with the traditional on-shell variables.

Consider for example the spinor contraction part of the P13 factorization channel. In the traditional

variables, this is

〈2P13〉I I [P̂131], (515)

which scales as z when z→ ∞. In the on-shell HPET variables:

m
mq3+q4

(
〈2vP13v〉I +

1
4m

[2v4]〈4̂P13v〉I +
1

4mx̂4
[2v4][4P̂13v]I

)
〈P13v|I

(
I− 1

2mx̂−1
3

|3〉〈3|
)
|1v〉.

(516)

Choosing appropriate reference vectors for x̂−1
3 and x̂4 (|4] and |3〉 respectively), we recover the

unshifted x−1
3 and x4. Thus this also scales as z when z → ∞. All other factors involved in the

factorization channel are common to both sets of variables.

Adding the P13 and P14 factorization channels, we find the spin-s Compton amplitude

A(−1s, 2s, q−1
3 , q+1

4 ) = (−1)2sA(−10, 20, q−1
3 , q+1

4 )[4|p1|3〉−2s
(

1− q3 · q4

2m2

)−2s

×
(
〈31v〉[42v]− 〈32v〉[41v] +

[43]
2m
〈2v3〉〈31v〉 −

〈34〉
2m

[2v4][41v]

)2s

,

A(−10, 20, q−1
3 , q+1

4 ) = − e2[4|p1|3〉2
〈4|p1|4]〈3|p1|3]

, (517)
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which is in agreement with the result in ref. [209] for QED when the massive spinors are replaced

with on-shell HPET spinors. In the gravitational case, we find

M(−1s, 2s, q−2
3 , q+2

4 ) = (−1)2sM(−10, 20, q−2
3 , q+2

4 )[4|p1|3〉−2s
(

1− q3 · q4

2m2

)−2s

×
(
〈31v〉[42v]− 〈32v〉[41v] +

[43]
2m
〈2v3〉〈31v〉 −

〈34〉
2m

[2v4][41v]

)2s

,

M(−10, 20, q−2
3 , q+2

4 ) = − κ2[4|p1|3〉4
8q3 · q4〈4|p1|4]〈3|p1|3]

. (518)

Note the appearance of spurious poles for s > 1 in the electromagnetic case, and for s > 2 in the

gravitational case, consistent with the necessarily composite nature of higher spin particles [235].

Spin effects are isolated in the last two terms in parentheses. This can be seen in two ways. The

first is to rewrite these last two terms in the language of ref. [208]:

M(−1s, 2s, q−2
3 , q+2

4 ) =
(−1)2s

m2s M(−10, 20, q−2
3 , q+2

4 )
(

1− q3 · q4

2m2

)−2s

× 〈2v|2s

(
I +

1
2

i
q3,µε−3,ν Jµν

p1 · ε−3
+

1
2

i/v
q4,µε+4,ν Jµν

p1 · ε+4
/v

)2s

|1v〉2s. (519)

Alternatively, as is more convenient for our purposes, the factorization into classical three-point

amplitudes can be made more visible by application of the Schouten identity to these terms:

M(−1s, 2s, q−2
3 , q+2

4 ) =
(−1)2s

m2s M(−10, 20, q−2
3 , q+2

4 )(N1 +N2)
2s, (520a)

where

N1 ≡ 〈2v|
[

I +
(q4 − q3) · S

mq3+q4

]
|1v〉, (520b)

N2 ≡ 〈2v|
[

v|4]〈3| p1 · q4

mq3+q4 [4|p1|3〉
+ |3〉[4|v p1 · q3

mq3+q4 [4|p1|3〉

]
|1v〉

= 〈2v|
[

v|4]〈3| q3 · q4

mq3+q4 [4|p1|3〉
+

w · S
mq3+q4

]
|1v〉, (520c)

and

wαα̇ ≡ 2p1 · q3
|3〉α[4|α̇
[4|p1|3〉

, wα̇α = 2p1 · q3
|4]α̇〈3|α
[4|p1|3〉

. (520d)



1 2 O N - S H E L L H E AV Y PA RT I C L E E F F E C T I V E T H E O R I E S 196

N2 is the term that contributes spurious poles for high enough spins. The contraction w · S has been

defined through eq. (456a). The momentum wµ scales linearly with h̄, so the contraction w · S does

not scale with h̄. Compared to this term, the first term in N2 is subleading in h̄. Ignoring it in the

classical limit, and noting that binomial combinatoric factors must be absorbed into the spin-vector

when it is raised to some power, the remaining terms imply an exponential spin structure:

Mcl.(−1s, 2s, q−2
3 , q+2

4 ) =
(−1)2s

m2s M(−10, 20, q−2
3 , q+2

4 )〈2v|2sexp
[
(q4 − q3 + w) · S

m

]
|1v〉2s.

(521)

The same exponentiation holds in the electromagnetic case, with the spinless amplitude above replaced

by the corresponding spinless amplitude for QED.

The leading h̄ scaling for these amplitudes is h̄−1 whereas naïve counting of the vertices and

propagators says that the scaling should be h̄−2. The source of this discrepancy is interference between

the two factorization channels, yielding a factor in the numerator of p1 · (h̄q̄3 + h̄q̄4) = h̄2q̄3 · q̄4. It

is thus possible for the naïve h̄ counting to over-count inverse powers of h̄, and hence overestimate the

classicality of an amplitude. This has consequences for the extension of these results to the emission

of n bosons: factorization channels with a cut graviton line are naïvely suppressed by one factor of h̄

relative to those with cut matter lines. The interference described here means that both factorizations

may actually have the same leading h̄ behavior.

Consider now the same-helicity amplitudes. The two-negative-helicity amplitude for spin-1 has

been computed by one of the present authors in ref. [305] by shifting one massive and one massless

leg. Extending the amplitude found there to spin s,

A(−1s, 2s, q−1
3 , q−1

4 ) =
1

m2sA(−10, 20, q−1
3 , q−1

4 )[21]2s, (522a)

A(−10, 20, q−1
3 , q−1

4 ) =
e2m2〈34〉2

〈3|p1|3]〈4|p1|4]
(522b)

We have replaced the coupling in ref. [305] with e2, as is appropriate for QED. Expressing this in

terms of on-shell HPET variables, we find

A(−1s, 2s, q−1
3 , q−1

4 ) =
1

m2sA(−10, 20, q−1
3 , q−1

4 )[2v|2s
(

I− (q3 + q4) · S
mq3+q4

)2s

|1v]
2s. (523)
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The spin-dependence immediately becomes explicit after the change of variables. The exponential

spin structure is obvious:

A(−1s, 2s, q−1
3 , q−1

4 ) =
1

m2sA(−10, 20, q−1
3 , q−1

4 )[2v|2sexp
[
− (q3 + q4) · S

mq3+q4

]
|1v]

2s. (524)

When the gyromagnetic ratio g = 2, the arbitrary spin s = s1 + s2 gravitational Compton amplitude

is proportional to the product between the spin s1 and s2 electromagnetic amplitudes [275, 306, 307].

As we have constructed the electromagnetic Compton amplitude using the minimal coupling three-

point amplitude, this condition is satisfied. The same-helicity gravitational Compton amplitude is thus

M(−1s, 2s, q−2
3 , q−2

4 ) =
1

m2sM(−10, 20, q−2
3 , q−2

4 )[2v|2sexp
[
− (q3 + q4) · S

mq3+q4

]
|1v]

2s, (525a)

M(−10, 20, q−2
3 , q−2

4 ) =
κ2

8e4
〈3|p1|3]〈4|p1|4]

q3 · q4
A(−10, 20, q−1

3 , q−1
4 )2. (525b)

Analogous results hold for the emission of two positive helicity bosons:

A(−1s, 2s, q+1
3 , q+1

4 ) =
1

m2sA(−10, 20, q+1
3 , q+1

4 )〈2v|2sexp
[
(q3 + q4) · S

mq3+q4

]
|1v〉2s, (526a)

A(−10, 20, q+1
3 , q+1

4 ) =
e2[34]2

〈3|p1|3]〈4|p1|4]
, (526b)

M(−1s, 2s, q+2
3 , q+2

4 ) =
1

m2sM(−10, 20, q+2
3 , q+2

4 )〈2v|2sexp
[
(q3 + q4) · S

mq3+q4

]
|1v〉2s, (526c)

M(−10, 20, q+2
3 , q+2

4 ) =
κ2

8e4
〈3|p1|3]〈4|p1|4]

q3 · q4
A(−10, 20, q+1

3 , q+1
4 )2. (526d)

Taking the classical limit, we can simply replace mq3+q4 → m to obtain the leading h̄ behavior of

these amplitudes.

To see that the spin-dependence of the leading h̄ portions of the amplitudes in this section factorize

into a product of the three-point amplitudes, note that

[qi · S, qj · S]αβ = −
(

v · q[iqj] · S− iqµ
i qν

j Jµν

)
α

β
= O(h̄), (527)

where square brackets around indices represent normalized anti-symmeterization of the indices. We

can thus combine exponentials and split exponentials of sums only at the cost of subleading-in-h̄

corrections.
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The on-shell HPET variables have made it immediate that the spin exponentiates in the same-helicity

Compton amplitudes, and this exponentiation is preserved in the h̄→ 0 limit. In the opposite helicity

case, the composite nature of higher spin particles can be seen to influence dynamics already at the

leading h̄ level. It does so through the contraction w · S for the unphysical momentum wµ, which

appears in a spin exponential in the leading h̄ term. The focus in this section has been on the emission

of two bosons, but we will now show that the exponentiation in the same-helicity case extends to the

n bosons scenario.

12.5.4 Emission of n bosons

We can generalize the exponentiation of the spin observed in the same-helicity Compton amplitudes.

In particular, focusing on integer spins for simplicity, we show that for the tree-level emission of n

same-helicity bosons with a common helicity h from a heavy spin-s particle, the amplitude satisfies

Ms
n+2 =

(−1)nh

m2s Ms=0
n+2〈2v|2sexp

[
1

mq

h
|h|

n

∑
i=1

qi · S
]
|1v〉2s (528)

=
(−1)nh

m2s Ms=0
n+2[2v|2sexp

[
1

mq

h
|h|

n

∑
i=1

qi · S
]
|1v]

2s.

We use q ≡ ∑n
i=1 qi throughout this section. Once we have proven the first line, the second follows

from the fact that the velocity commutes with the spin-vector. The easiest way to proceed is inductively,

constructing the n + 2 point amplitude using BCFW recursion. The cases n = 1, 2 were the focus of

previous sections. Note that the result holds for n = 1 even when k1 6= 0, since a non-zero k1 results

in an additional subleading O(h̄2) term.

First, note that when expressed in terms of traditional on-shell variables, the spin dependence in

eq. (528) is simply

〈21〉2s = 〈2v|2sexp
(

q · S
mq

)
|1v〉2s = [2v|2sexp

(
q · S
mq

)
|1v]

2s, for h > 0, (529a)

[21]2s = [2v|2sexp
(
−q · S

mq

)
|1v]

2s = 〈2v|2sexp
(
−q · S

mq

)
|1v〉2s, for h < 0. (529b)

Thus the problem becomes to prove that the spin dependence is isolated in these spinor contractions.

Having already proven this for the base cases, let us now assume it holds up to the emission of
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n− 1 bosons and show that this implies the relations for the emission of n bosons. Constructing the

n + 2-point amplitude using BCFW, the amplitude takes the general form

Ms
n+2 =

n−1

∑
k=1

∑
σ(k)

[
M̂s,I

σ(k),k+2
iεI J

P2
1,σ(k)

M̂s,J
σ(n−k),n−k+2 + ∑

h=±
M̂s,h

σ(k),k+3
i

P2
0,σ(k)

M̂−h
σ(n−k),n−k+1

]
,

(530)

where P1,σ(k) ≡ p1 + ∑k
i=1 qρ(i,σ(k)) ≡ p1 + P0,σ(k). The permutations σ(k) and σ(n− k) account

for all the ways of organizing the boson legs into k + 2 and n− k + 2 point amplitudes, in which

shifted legs are never in the same sub-amplitude. ρ(i, σ(k)) denotes the ith index in the permutation

σ(k). The notation M̂ reminds us that the sub-amplitudes are functions of shifted momenta. The first

term in eq. (530) represents factorizations where a massive propagator is on-shell, whereas the second

accounts for a massless propagator going on-shell — h in this second term is the helicity of the cut

boson.

We will treat each term in eq. (530) separately. We begin with the first term, which is the only

contribution for QED. For the case of n positive-helicity bosons, we shift |1] and, say, |q1〉 as in

ref. [305]. Then, applying the induction hypothesis, this term is

(−1)nh

m4s

n−1

∑
k=1

∑
σ(k)

M̂s=0,I
σ(k),k+2

i
P2

1,σ(k)
M̂s=0,J

σ(n−k),n−k+2〈2P̂I
1,σ(k)〉2s〈P̂1,σ(k)I1〉2s

=
(−1)nh

m2s 〈21〉2s
n−1

∑
k=1

∑
σ(k)

M̂s=0,I
σ(k),k+2

i
P2

1,σ(k)
M̂s=0,J

σ(n−k),n−k+2 (531)

The case of n negative-helicity bosons can be shown similarly by shifting |1〉 and, say, |q1]. In

particular, choosing an appropriate shift of one massive and one massless leg results in no massive

shift appearing in the sub-amplitudes. Applying eq. (529) to this, the form of the first term in eq. (530)

is therefore

(−1)nh

m2s 〈2v|2sexp

[
1

mq

h
|h|

n

∑
i=1

qi · S
]
|1v〉2s

n−1

∑
k=1

∑
σ(k)

M̂s=0
σ(k),k+2

i
P2

1,σ(k)
M̂s=0

σ(n−k),n−k+2 (532)

The remaining sum here is the BCFW form of the amplitude for n-photon emission from a massive

scalar. Thus we have proven eq. (528) for the photon case.

The non-linear nature of gravity allows contributions from the second term in eq. (530). The

contribution of this term to the amplitude is predictable for unique-helicity configurations. The only

non-vanishing factorization channels will involve the product of (n− 1) + 2 point amplitudes with
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n− 1 same-helicity gravitons, and a three-graviton amplitude with one distinct helicity graviton, which

is the cut graviton. For example, consider the all-plus helicity amplitude. Applying the induction

hypothesis,

n−1

∑
k=1

∑
σ(k)

∑
h=±
M̂s,h

σ(k),k+3
i

P2
0,σ(k)

M̂−h
σ(n−k),n−k+1

∣∣∣∣∣
cl.

= ∑
σ(n−2)

M̂s,+
σ(n−2),n+1

i
P2

0,σ(n−2)

M̂−
σ(2),3

∣∣∣∣∣
cl.

=
1

m2s 〈2v|2sexp

[
1

mq

n

∑
i=1

qi · S
]
|1v〉2s ∑

σ(n−2)
M̂s=0,+

σ(n−2),n+1
i

P2
0,σ(n−2)

M̂−
σ(2),3. (533)

We have used momentum conservation to write the cut momentum in terms of the sum of the momenta

of the gravitons in the all-graviton subamplitude. The argument is identical in the all-negative case.

Adding eqs. (532) and (533) and identifying the remaining sums of sub-amplitudes as the scalar

amplitude for the emission of n + 2 gravitons, we find

Ms
n+2 =

1
m2sM

s=0
n+2〈2v|2sexp

[
1

mq

h
|h|

n

∑
i=1

qi · S
]
|1v〉2s (534)

=
1

m2sM
s=0
n+2[2v|2sexp

[
1

mq

h
|h|

n

∑
i=1

qi · S
]
|1v]

2s.

In amplitudes where this spin universality is manifest, we can eliminate the dependence on the

specific states used by taking the infinite spin and classical limits of the result,

lim
s→∞
h̄→0

Ms
n+2 = Ms=0

n+2 exp

[
1
m

h
|h|

n

∑
i=1

qi · S
]

, (535)

where we have used that limh̄→0 pµ
v,2 = limh̄→0 pµ

v,1 = mvµ to apply on-shell conditions. This

makes contact between the classical limit of the kinematics, and the classical spin limit: for tree-level

same-helicity boson emission processes, the spin dependence of the leading-in-h̄ term factorizes into

factors of the classical three-point spin-dependence.

12.6 S U M M A RY A N D O U T L O O K

We have presented an on-shell formulation of HPETs by expressing their asymptotic states as a

linear combination of the chiral and anti-chiral massive on-shell helicity variables of ref. [235]. This

expression automatically takes into account the infinite tower of higher-dimensional operators present

in HPETs, which result from the integrating out of the anti-field. The variables defined in this manner
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possess manifest spin multipole and h̄ expansions. Consequently, using the most general three-point

amplitude of ref. [235], we have been able to derive a closed form for the amplitude arising from

the sum of all three-point operators in an arbitrary spin HPET. This form of the amplitude has been

checked explicitly up to NNLO in the operator expansion of spin-1/2 HQET and HBET. We will

also show in Section 12.E that the extension to higher spins is suitable for describing the three-point

amplitude for zero initial residual momentum for a heavy spin-1 particle coupled to electromagnetism.

We have shown that the spin-multipole expansion of minimally coupled heavy particles corresponds

exactly to a truncated Kerr black hole expansion when the initial residual momentum is set to zero.

This has been done in two ways. First, we exponentiated the spin dependence of the minimally coupled

three-point amplitude in Section 12.3.4. Doing so directly produced the same spin exponential as

that in refs. [208, 301] for a Kerr black hole coupled to a graviton. Unlike previous approaches, no

further manipulation of the three-point amplitude was needed to match to refs. [208, 301]. An exact

match to all spin orders was achieved in the infinite spin limit. An alternative approach to matching

the Kerr black hole multipole moments was carried out in refs. [209, 224], by matching to the EFT of

ref. [283]. Following this matching procedure but using on-shell HPET variables, an exact match to

the Kerr black hole Wilson coefficients was achieved without the need to take an infinite spin limit.

The reason that the three-point amplitude in on-shell HPET variables immediately matches the Kerr

black hole multipole expansion is that the heavy spinors representing the initial and final states are

both associated with the same momentum, which is identified with that of the black hole.

We set out to provide a framework that would enable the extension of HPETs to higher spins, and

to enable the application of HPETs to the computation of higher order classical amplitudes. As a

step in this direction, we applied recursion relations to the minimal coupling amplitude for heavy

particles to build arbitrary-spin higher-point tree amplitudes. Doing so, we showed that the explicit h̄

and spin multipole expansions at three points remained manifest in all amplitudes considered. We

also easily constructed the tree-level boson exchange amplitude to all orders in spin for QED and

GR, without having to further manipulate the states to produce the correct classical black hole spin

multipole expansion.

Moving on to radiative processes, we showed that the same-helicity electromagnetic and gravita-

tional Compton amplitudes exhibit a spin universality: they can be written as

Ms
4 = Ms=0

4 〈2v|2sexp

[
1

mq1+q2

h
|h|

2

∑
i=1

qi · S
]
|1v〉2s. (536)

This universality extends to the emission of n same-helicity bosons (eq. (528)). In the four-point

opposite-helicity case, a similar exponential was obtained only in the classical limit. However the sum
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in the exponential also included an unphysical momentum contracted with the spin, representing the

non-uniqueness of the amplitude for large enough spins. It would be interesting to examine whether the

opposite-helicity amplitude possesses an n-boson extension analogous to eq. (528). Another natural

extension is to study how the leading h̄ behaviour changes when a second matter line is included

in radiation processes; this is relevant to the understanding of non-conservative effects in spinning

binaries. The understanding of radiative processes is paramount to the PM amplitude program, as

the construction of higher PM amplitudes using unitarity methods requires knowledge of tree-level

radiative amplitudes. Combining radiative amplitudes with the h̄ counting of the on-shell HPET

variables in a unitarity-based approach, the classical limits of amplitudes can be easily identified and

taken before integration to simplify computations of classical loop amplitudes including spin.

Because of the topicality of the subject, we have focused in the main body of this paper on the

application of these variables to their interpretation as spinning black holes and the construction of

classical tree-level amplitudes. Nevertheless, they are equally applicable to the QCD systems which

HQET was formulated to describe. Moreover an on-shell perspective is useful for the understanding of

HPETs as a whole. Indeed, we take an on-shell approach in the appendices to make further statements

about HPETs.



A P P E N D I X

12.A C O N V E N T I O N S

We list here our conventions for reference. In the Weyl basis, the Dirac gamma matrices take the

explicit form

γµ =

 0 (σµ)αα̇

(σ̄µ)α̇α 0

 , (537)

where σµ = (1, σi), σ̄µ = (1,−σi), and σi are the Pauli matrices. The gamma matrices obey

the Clifford algebra {γµ, γν} = 2ηµν. We use the mostly minus metric convention, ηµν =

diag{+,−,−,−}. The fifth gamma matrix is defined as

γ5 ≡ iγ0γ1γ2γ3 =

−I 0

0 I

 . (538)

The generator of Lorentz transforms is

Jµν =
i
4
[γµ, γν]. (539)

We express massless momenta in terms of on-shell variables:

qαα̇ ≡ qµ(σµ)αα̇ = λαλ̃α̇ ≡ |λ〉α[λ|α̇, (540a)

qα̇α ≡ qµ(σµ)
α̇α = λ̃α̇λα ≡ |λ]α̇〈λ|α. (540b)

203
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Here α, α̇ are SL(2, C) spinor indices. Spinor brackets are formed by contracting the spinor indices,

〈λ1λ2〉 ≡ 〈λ1|α|λ2〉α, (541)

[λ1λ2] ≡ [λ1|α̇|λ2]
α̇. (542)

For massive momenta, we have that

pαα̇ = λα
I λ̃α̇I ≡ |λ〉Iα[λ|α̇I , (543a)

pα̇α = λ̃α̇
I λαI ≡ |λ]α̇I 〈λ|αI , (543b)

where I is an SU(2) little group index. Spinor brackets for massive momenta are also formed by

contracting spinor indices, identically to the massless case. We also use the bold notation introduced

in ref. [235] to suppress the symmetrization over SU(2) indices in amplitudes:

〈2q1〉〈2q2〉 ≡


〈2Iq1〉〈2Jq2〉 I = J,

〈2Iq1〉〈2Jq2〉+ 〈2Jq1〉〈2Iq2〉 I 6= J.

(544)

The Levi-Civita symbol, used to raise and lower spinor and SU(2) little group indices, is defined

by

ε12 = −ε12 = 1. (545)

Spinor and SU(2) indices are raised and lowered by contracting with the second index on the

Levi-Civita symbol. For example,

λI = εI JλJ , λI = εI Jλ
J . (546)
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The on-shell conditions for the massive helicity variables are

λαIλαJ = mδI
J , λαIλα

J = −mεI J , λα
IλαJ = mεI J , (547a)

λ̃I
α̇λ̃α̇

J = −mδI
J , λ̃I

α̇λ̃α̇J = mεI J , λ̃α̇I λ̃
α̇
J = −mεI J . (547b)

Given eq. (445), we can derive the on-shell conditions of the HPET variables, analogous to eq. (547).

We find

λαI
v λvαJ = mkδI

J , λαI
v λvα

J = −mkεI J , λα
vIλvαJ = mkεI J , (548a)

λ̃I
vα̇λ̃α̇

vJ = −mkδI
J , λ̃I

vα̇λ̃α̇J
v = mkεI J , λ̃vα̇I λ̃

α̇
vJ = −mkεI J , (548b)

where

mk ≡
(

1− k2

4m2

)
m. (548c)

In Section 12.C we will decompose massive momenta into two massless momenta, as in eq. (559).

When identifying

λα
1 = |a〉α, λα

2 = |b〉α, (549a)

λ̃α̇1 = [a|α̇, λ̃α̇2 = [b|α̇, (549b)

we use 〈ba〉 = [ab] = m.

On-shell variables can be assigned to the upper and lower Weyl components of a Dirac spinor so

that the spinors satisfy the Dirac equation [209],

uI(p) =

λα
I

λ̃α̇I

 , ūI(p) =
(
−λα

I λ̃α̇I

)
, (550)

where p is expressed in terms of λ and λ̃ as in eq. (543).
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Using analytic continuation, under a sign flip of the momentum, the on-shell variables transform as

| − p〉 = −|p〉, | − p] = |p], (551a)

which means

| − pv〉 = |p−v〉 = −|pv〉, | − pv] = |p−v] = |pv]. (551b)

12.B U N I Q U E N E S S O F O N - S H E L L H P E T VA R I A B L E S

In this section, we address the question of uniqueness of the on-shell HPET variables as defined in

eq. (445). In particular, we relate the on-shell HPET variables |pv〉 and |pv] to the traditional on-shell

variables under two conditions:

1. The new variables describe a very massive spin-1/2 state that acts as a source for mediating

bosons, meaning that the velocity of the state is approximately constant. Since the motion of the

particle is always very closely approximated by its velocity, we demand that the new variables

satisfy the Dirac equation for a velocity vµ and mass v2 = 1:

/v|pv〉 = |pv], /v|pv] = |pv〉. (552)

Clearly these relations can be scaled to give the state an arbitrary mass.

2. When describing a heavy particle with mass m and velocity vµ, the new variables must reduce

to the traditional on-shell variables with pµ = mvµ when k = 0.

We express the on-shell HPET variables in the basis of traditional on-shell variables:

|pv〉 = a(k)|p〉+ /Γ1(k)|p], (553a)

|pv] = b(k)|p] + /Γ2(k)|p〉. (553b)

The fact that the functions a, b, Γ1, Γ2 can, without loss of generality, be assumed to be functions of

only kµ (and m) follows from on-shellness and the Dirac equation. Any dependence on vµ must be

either in a scalar form, v · v = 1 or v · k = −k2/2m, or in matrix form /v, which can be eliminated

for /k/m using the Dirac equation for /p. This also means that we can rewrite Γµ
1,2 = c1,2(k)kµ, where
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the ci(k) are scalars and potentially functions of k2. Moreover, given that a and b are functions only

of k, they must also be scalars; the only possible matrix combinations they can contain to preserve the

correct spinor indices are even powers of /k , which would reduce to some power of k2. Condition 2

provides a final constraint on these four functions:

a(0) = b(0) = 1, (554a)

Γ1(0) = Γ2(0) = 0. (554b)

Since Γµ
i = ci(k)kµ, the second line imposes that the ci(k) are regular at k = 0. From now on we

drop the arguments of these functions for brevity.

Applying condition 1 to eqs. (553), we derive relations among the four functions a, b, c1, c2:

b = a, (555a)

c2 = − a
m
− c1. (555b)

The most general on-shell HPET variables are thus

|pv〉 = a|p〉+ c1/k |p], (556a)

|pv] = a|p]−
( a

m
+ c1

)
/k |p〉. (556b)

The momentum associated with these states is

/pv =

 0 |pv〉I I [pv|

|pv]I
I〈pv| 0

 = m
[

a2 + c1

( a
m

+ c1

)
k2
]

/v. (557)

The functions a and c1 cannot be constrained further by conditions 1 and 2. However we can choose

c1 = −a/2m to describe non-chiral interactions. Then, from an off-shell point of view, the function a
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simply corresponds to the (potentially non-local) field redefinition Q→ Q/a in the spin-1/2 HPET

Lagrangian. We are free to redefine our fields such that a = 1. The final result is

|pv〉 = |p〉 −
/k

2m
|p], (558a)

|pv] = |p]−
/k

2m
|p〉. (558b)

Thus we recover the on-shell HPET variables in eq. (445). We conclude that, up to scaling by an

overall function of k2, eq. (445) is the unique decomposition in terms of traditional variables of non-

chiral heavy particle states. The overall scalings correspond to field redefinitions in the Lagrangian

formulation.

12.C R E PA R A M E T E R I Z AT I O N A N D T H E L I T T L E G RO U P

As is apparent from eq. (442), reparameterization transformations leave pµ unchanged. It is therefore

reasonable to expect that there exists a relation between reparameterizations and the little group of

pµ. There is indeed a relationship between infinitesimal little group transformations of λα
I and λ̃α̇

I

and reparameterizations of the total momentum. The focus of this section is the derivation of such a

connection, which is easy to explore by employing the so-called Light Cone Decomposition (LCD)

[308, 309] of massive momenta.

The LCD allows any massive momentum to be written as a sum of two massless momenta. That is,

for a momentum pµ of mass m, there exist two massless momenta aµ and bµ such that

pµ = aµ + bµ. (559)

When pµ is real, we can assume wihtout loss of generality that aµ and bµ are real as well, since any

imaginary components must cancel anyway. The condition p2 = m2 then implies a · b = m2/2.

Expressing this in on-shell variables,

pαα̇ = λα
I λ̃α̇I = |a〉α[a|α̇ + |b〉α[b|α̇, (560a)

pα̇α = λ̃α̇
I λαI = |a]α̇〈a|α + |b]α̇〈b|α. (560b)



1 2 O N - S H E L L H E AV Y PA RT I C L E E F F E C T I V E T H E O R I E S 209

This allows us to make the identifications

λα
1 = |a〉α, λα

2 = |b〉α, λ̃α̇1 = [a|α̇, λ̃α̇2 = [b|α̇. (560c)

In the spirit of the momentum decomposition in eq. (442) we can break this up into a large and a

small part

pµ = αaµ + βbµ + (1− α)aµ + (1− β)bµ, (561)

where |α|, |β| ∼ 1. We identify

mvµ ≡ αaµ + βbµ, kµ ≡ (1− α)aµ + (1− β)bµ. (562)

Since vµ is a four-velocity, it must satify v2 = 1, which constrains α and β to obey αβ = 1. Once we

require this, the on-shell condition that 2mv · k = −k2 is automatically imposed.

Now, consider a reparameterization of the momentum as in eq. (451). We can use the LCD to

rewrite the shift momentum as

δkµ = cµ + dµ, (563)

where |c + d|/m� 1. For this to be a reparameterization, the new velocity vµ + δkµ/m must have

magnitude 1, which means cµ and dµ must be such that

(αa + βb) · (c + d) = −c · d. (564)

Contracting the shift momentum with the gamma matrices and using the Schouten identity,

δkαα̇ =
2

m2 b · (c + d)|a〉α[a|α̇ +
2

m2 a · (c + d)|b〉α[b|α̇

− [a|(/c + /d)|b〉
m2 |a〉α[b|α̇ −

[b|(/c + /d)|a〉
m2 |b〉α[a|α̇. (565)

Note that setting k = 0 is always allowed for an on-shell momentum by reparameterization: indeed,

choosing cµ = (1− α)aµ and dµ = (1− β)bµ trivially satisfies eq. (564).
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Consider an infinitesimal little group transformation of the on-shell variables W I
J where W ∈

SU(2). Then we can write

W I
J = II

J + iεjU jI
J , (566)

where εj are real and infinitesimal parameters, and U jI
J is traceless and Hermitian. We suppress the

color index j below. Under this transformation, the on-shell variables transform as [235]

λα
I →W I

Jλα
J , (567a)

λ̃α̇I → (W−1)J
I λ̃α̇J . (567b)

Up to linear order in the infinitesimal parameter, the momentum transforms as

pαα̇ = λα
I λ̃α̇I → (1 + iεU1

1)λα
1λ̃α̇1 + (1 + iεU2

2)λα
2λ̃α̇2 + iεU2

1λ1
αλ̃α̇2 + iεU1

2λ2
αλ̃α̇1

− iεU2
1λ1

αλ̃α̇2 − iεU1
2λ2

αλ̃α̇1 − iεU1
1λα

1λ̃α̇1 − iεU2
2λα

2λ̃α̇2. (568)

Comparing with eq. (565), we would like to identitfy the following map to the reparameterization in

eq. (451):

iεU I
J → RI

J ≡
1
m

 2b · δk
m −[b| δk

m |a〉

−[a| δk
m |b〉 2a · δk

m

 . (569)

The reparameterization matrix RI
J is infintesimal because of the appearance of δkµ/m in each entry.

Moreover, RI
J is traceless up to corrections of order O(δk2/m2) because of eq. (564). However, we

cannot equate it to iεU I
J because the latter is always anti-Hermitian, whereas RI

J need not be. Indeed,

when δkµ is real RI
J is Hermitian, and when δkµ is imaginary it is anti-Hermitian. It can thus be seen

that the condition for equality is that δkµ is imaginary:

δkµ ∈ iR⇒ II
J + RI

J ∈ SU(2), (570)

where II
J + RI

J induces the reparameterization in eq. (451). It is straightforward to check that this

quantity also has determinant 1, up to infinitesimal corrections of order O(δk2/m2).
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12.D P RO PAG AT O R S

In ref. [123], massive on-shell variables were used to construct propagators for massive spin-1/2 and

spin-1 states. In this section, we use the on-shell HPET variables to do the same for a spin s ≤ 2 state.

We find that the propagator for a heavy particle with spin s ≤ 2 is

Ds
v(pv) = Ps Ns(pv)

p2 −m2 Ps, (571)

where Ps is the spin-s projection operator whose eigenstate is the HPET state, and Ns(pv) is the

numerator of the propagator for a massive particle of that spin. By recognizing the form of the

numerator, this will allow us to extract the higher spin projection operators. The methods used in this

section can be applied to arbitrary spin, but become quite cumbersome as the number of little group

invariant objects that must be computed grows as s + 1/2 for half-integer spins, and as s for integer

spins. Nevertheless, we are able to use our results to conjecture projection operators for any spin.

Spin-1/2

We begin with the spin-1/2 propagator, which can be constructed as

1
p2 −m2


|pI

v〉

|pI
v]

 εI J

(
〈−pJ

v| [−pJ
v|
) = P+

2mk

p2 −m2 P+ = P+
1

/p −m
P+. (572)

We do indeed recover the projection operator for a heavy spin-1/2 field.

Spin-1

We can do the same for a massive spin-1 field. In this case, we posit that the polarization vector is

obtained by replacing p→ pv and m→ mk in the usual polarization vector:

εI J
v,µ(p) =

1
2
√

2mk
(〈pI

v|γµ|pJ
v] + 〈pJ

v|γµ|pI
v]). (573)
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It is straightforward to see that the polarization vector satisfies the requisite condition on the heavy

spin-1 particle, v · εI J
v = 0 for pµ = mvµ + kµ, as well as the orthonormality condition

εI J
v · εLK

v = −1
2
(εILεJK + εIKεJL). (574)

The heavy spin-1 propagator is

1
p2 −m2

[
εI J

v,µ(p)εIKεJLεLK
v,ν(−p)

]
= (gµ

λ − vµvλ)
−gλσ + vλvσ

p2 −m2 (gσ
ν − vσvν) . (575)

From this we can read off that the operator projecting onto the heavy spin-1 particle is Pµν
− in

Section 12.E.

Spin-3/2

The spin-3/2 polarization tensor is

εI JK
v,µ (p) = ε

(I J
v,µuK)

v =
1√
2mk
〈p(I

v |γµ|pJ
v]

|p
K)
v 〉

|pK)
v ]

 , (576)

where the round brackets around sets of indices denote normalized symmetrization over the indices.

Using the symmetry of the spin-1 polarization vector in its little group indices, we have that

εI JK
v,µ (p) =

1
3

(
εI J

v,µuK
v + εJK

v,µuI
v + εIK

v,µuJ
v

)
. (577)

The propagator is

1
p2 −m2

[
εI JK

v,µ (p)εIAεJBεKCεABC
v,ν (−p)

]
=

1
p2 −m2

1
3

(
εI J

v,µεv,νI JuK
v ūv,K + 2εI J

v,µεv,νIKuK
v ūv,J

)
= −P+P−,µα

2mk

p2 −m2

[
gαβ − 1

3
γαγβ − 1

3
(/vγαvβ + vαγβ/v)

]
P−,βνP+. (578)
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We recognize the quantity between the projection operators as the propagator for a massive spin-

3/2 particle with momentum mkvµ [310, 311]. The heavy spin-3/2 projection operator can thus be

identified as

Pµν
1
2 ,− ≡ P+Pµν

− . (579)

Spin-2

The spin-2 polarization tensor is

εI1 J1 I2 J2
v,µ1µ2 (p) = ε

(I1 J1
v,µ1 ε

I2 J2)
v,µ2 =

1
2m2

k
〈p(I1

v |γµ1 |pJ1
v ]〈pI2

v |γµ2 |p
J2)
v ]. (580)

Using the symmetry of each spin-1 polarization vector in its little group indices, we find that

εI1 J1 I2 J2
v,µ1µ2 (p) =

1
3

(
εI1 J1

v,(µ1
εI2 J2

v,µ2)
+ εI1 I2

v,(µ1
εJ1 J2

v,µ2)
+ εI1 J2

v,(µ1
εI2 J1

v,µ2)

)
. (581)

The propagator is

1
p2 −m2

[
εI1 J1 I2 J2

v,µν (p)εI1K1 εJ1L1 εI2K2 εJ2L2 εK1L1K2L2
v,αβ (−p)

]
=

1
p2 −m2

1
3

(
εI1 J1

v,(µεI2 J2
v,ν)εv,αI1 J1 εv,βI2 J2 + 2εI1 J1

v,(µεI2 J2
v,ν)εv,αI1 J2 εv,βI2 J1

)
=

1
p2 −m2 P−,µµ′P−,νν′

[
−1

2
(Pµ′α′
− Pν′β′

− + Pµ′β′
− Pν′α′

− ) +
1
3

Pµ′ν′
− Pα′β′

−

]
P−,α′αP−,β′β.

(582)

The quantity in square brackets is the numerator of the massive spin-2 propagator with momentum

mkvµ [312]. We therefore identify the heavy spin-2 projection operator:

Pµν,αβ
− ≡ Pµν

− Pαβ
− . (583)
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12.D.1 Spin-s Projection Operator

Based on the above discussion, as well as the properties of a general spin heavy field, we conjecture

the projection operator for a spin-s field. An integer spin-s field Zµ1...µs must be symmetric and

traceless [313]. When the mass of the particle is very large, the particle component Z must satisfy

[314]

vµ1Zµ1...µs = 0. (584)

By symmetry, this condition holds regardless of the index with which the velocity is contracted. The

general spin-s projection operator for a field satisfying eq. (584), and which reduces to the above

cases for s = 1 and s = 2 is

Pµ1ν1,...,µsνs
− =

s

∏
i=1

Pµiνi
− . (585)

The integer spin projection operator is simply a product of spin-1 projection operators.

A half-integer spin-(s + 1/2) field Ψµ1 ...µs must be symmetric and γ-traceless [315],

γµ1 Ψµ1...µs = 0. (586)

Symmetry ensures that the condition holds for any index the γ matrix is contracted with. When the

mass of the field becomes very large, its particle component Q must satisfy [314]

/vQµ1 ...µs = Qµ1...µs . (587)

These constraints also imply, among other things, the v-tracelessness of the heavy field. The general

spin-(s + 1/2) projection operator that results in a field satisfying these conditions, and that reduces

to the above cases for spin-1/2 and spin-3/2, is

Pµ1ν1,...,µsνs
1
2 ,− ≡ P+Pµ1ν1,...,µsνs

− . (588)
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From this we see that knowledge of the spin-1/2 heavy particle states is enough to construct the

polarization tensors and projection operators for higher spin states. In this sense, HPETs are unified in

terms of the basic building blocks in eq. (445).

12.E M AT C H I N G T O H P E T L AG R A N G I A N S

In this section, we address the matching of on-shell amplitudes to those derived from HPET La-

grangians. First, there is a subtlety that must be accounted for when matching the minimal coupling in

eqs. (469) and (470) to an HPET Lagrangian. We focus the discussion of this to the case of spin-1/2

HPET. Next, we confirm explicitly that the general spin three-point amplitude derived from the

Zeeman coupling in ref. [209] reproduces the amplitude derived from spin-1 abelian HQET when

expressed using on-shell HPET variables.

12.E.1 Matching spin-1/2 minimal coupling

For any quantum field theory, the form of the Lagrangian that produces a given S-matrix is not unique:

indeed the S-matrix is invariant under appropriate redefinitions of the fields composing the Lagrangian

[16]. Generally, a field redefinition will alter the Green’s function for a given process. To relate the

Green’s functions of two forms of a Lagrangian, the relation between both sets of external states must

be specified. The same holds for HQET, which has been presented in various forms in the literature.

Fortunately, the definition of the heavy spinors in eq. (444) specifies for us the form of the spin-1/2

HPET Lagrangian whose external spinors are expressible as such. By inverting eq. (444), we see that

the field redefinition converting the full theory to its HPET form must reduce to

ψ(x) = e−imv·x
[

1 + /v
2

+
1− /v

2
1

iv · ∂ + 2m
i/∂
]

Qv(x). (589)

in the free-field limit. For spin-1/2 HQET, this means we must match the minimal coupling to the

Lagrangian in the form

Ls= 1
2

HQET = Q̄iv · DQ + Q̄i /DP−
1

2m + iv · D i /DQ. (590)

This form of the Lagrangian appears in e.g. ref. [232], and differs from the forms in refs. [6, 316] by

the presence of a projection operator in the non-local term. The Lagrangian of HBET presented in
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ref. [6] must similarly be modified to compare to the minimal coupling amplitude. The suitable form

for spin-1/2 HBET is

Ls= 1
2

HBET =
√
−gQ̄iDQ +

√−g
2m

Q̄iDP−
∞

∑
n=0

Gn[h]
F[h]n

mn iDQ, (591a)

where

iD ≡ ieµ
aγa Dµ + mvµγa(eµ

a − δ
µ
a ), (591b)

and all other notation is described in ref. [6].

12.E.2 Matching spin-1 Zeeman coupling

We demonstrate explicitly the applicability of the on-shell HPET variables to spin-1 heavy particle

systems. To do so, we will show that the same variables are suitable for describing the three-point

amplitude arising from the Proca action. First, we note that a massive spin-1 particle described by

the Proca action has a gyromagnetic ratio g = 1 [297]. As such, it should not be expected that the

corresponding three-point amplitude matches with the minimal coupling amplitude for s = 1. To

understand which three-point amplitude we should match with, we recast the three-point amplitude

derived from the Zeeman coupling in ref. [209] into on-shell HPET variables (with k1 = 0):

A+,s =
g0x
m2s

[
〈2v1v〉2s + x

sg
2m
〈2v1v〉2s−1〈2v3〉〈31v〉+ . . .

]
, (592)

where the dots represent higher spin multipoles. When g = 2 we recover the spin-dipole term from

2s factors of the spin-1/2 minimal coupling amplitude. Setting s = g = 1 for the Proca action,

A+,1 =
g0x
m2

[
〈2v1v〉2 +

x
2m
〈2v1v〉〈2v3〉〈31v〉+ . . .

]
. (593)

This is the three-point amplitude that we expect from a very heavy spin-1 Proca particle.

Consider now the Proca Lagrangian for a massive vector field Bµ coupled to electromagnetism:

L = −1
4

F∗µνFµν +
1
2

m2B∗µBµ, (594a)
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where

Fµν = DµBν − DνBµ, DµBν = (∂µ + ieAµ)Bν, (594b)

and Aµ is the U(1) gauge field. We now need a condition that splits the light component Bµ from the

heavy (anti-field) component B̃µ. Furthermore, the light component has to satisfy vµBµ = 0 [314].

The appropriate decomposition of the massive vector field is

Bµ = eimv·xPµν
− Bν, (595a)

B̃µ = eimv·xPµν
+ Bν, (595b)

where Pµν
− ≡ gµν − vµvν — this is the projection operator that has been derived explicitly in

Appendix 12.D — and Pµν
+ ≡ vµvν. Next, we substitute eq. (595) into the Proca Lagrangian, and

integrate out B̃µ using its equation of motion to find

Ls=1
HQET = −mB∗µ(iv · D)Bµ − 1

4
B∗µνBµν +

1
2
B∗ν DνDµBµ +O(m−1), (596)

where Bµν = DµBν − DνBµ. Computing the three-point amplitude with this Lagrangian for k1 = 0

and expressing it using on-shell HPET variables, we find agreement with eq. (593) for g0 = −em/
√

2.

This supports the hypothesis that the on-shell information of spin-1/2 HPET is sufficient to extend

HPETs to higher spins.



13

S O F T T H E O R E M S A N D T H E K LT- R E L AT I O N

We find new relations for the non-universal part of the Yang-Mills amplitudes by combining the

KLT-relation and the soft behavior of gauge and gravity amplitudes. We also extend the relations

to include contributions from effective operators.

13.1 I N T RO D U C T I O N

The study of scattering amplitudes when the momentum of one or more particles becomes soft has a

long history [317–328]. Weinberg showed that the scattering amplitudes factorize when a photon or

graviton becomes soft, and that this factorization is universal [325, 326]. The universality of the soft

photon theorem is due to charge conservation, while for a soft graviton it follows from the equivalence

principle. A subleading soft theorem for photons at tree-level was proven by Low [321]. Similar

subleading soft theorems for gravitons and gluons have more recently been discussed using eikonal

methods [329–331]. Also, Cachazo and Strominger showed that the sub-subleading soft graviton

correction at tree-level is also universal [332].

The soft graviton theorem was shown to be connected to the Bondi, van der Burg, Metzner and

Sachs (BMS) symmetry [333, 334], as a Ward identity [335–337]. This has sparked an interest in the

connection between asymptotic symmetries and soft theorems (see Ref. [338] for a list of references).

The subleading soft theorem is known to be related to the supertranslations and superrotations for

asymptotic symmetries and the sub-subleading soft theorem related symmetries was recently analysed

in Ref. [339, 340]. The authors found a new class of vector fields, which hints in the direction of a

BMS algebra extension.

218
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At loop level, the leading soft theorems for photons and gravitons remain unchanged. However,

the loop corrections to the subleading soft theorems for gluons and gravitons were discussed in

Refs. [341, 342].

The soft behavior of scattering amplitudes when more than one particle is taken soft has also been

studied (see e.g. Ref. [343] and references therein). The soft theorems have also been discussed

outside four dimensions [344–347] using the scattering equation framework by Cachazo, He, and

Yuan (CHY) [348–350].

Much of the recent progress in calculating gravitational scattering amplitudes relies the connection

between gauge amplitudes and gravity amplitudes [21, 239]. One manifestation of this connection is

the Kawai-Lewellen-Tye (KLT) relations [237], which relates open and closed string amplitudes at

tree level. In the field theory limit, the KLT-relation states that a sum of products of two color-ordered

Yang-Mills amplitudes is a gravity amplitude.

In this paper, we study the connection between gravity and gauge soft theorems via the KLT-

relations. We compare both sides of the formula at sub-subleading order in the soft-momentum

expansion and obtain relations for the non-universal part of the Yang-Mills amplitude. To the best

of our knowledge, no other relations have been obtained for the non-universal piece of the Yang-

Mills amplitudes. We further study the insertion of effective operators, which start contributing at

sub-leading order. We also obtain relations for the non-universal effective amplitude at sub- and

sub-subleading order.

The paper is organized as follows: Section 13.2 reviews the derivation of the soft theorems using

Britto-Cachazo-Feng-Witten (BCFW) recursion relations. Section 13.3 presents the soft theorems

of Yang-Mills and gravity amplitudes, while section 13.4 introduces the KLT-relations. Two of the

new results of the paper are presented in section 13.5, where the soft limit of the amplitudes and the

KLT-relation are used to find non-trivial relations which the Yang-Mills amplitudes must satisfy. An

extension of these results is presented in section 13.6, when effective operators are included. We

conclude in section 13.7.

13.2 B F C W

We will review the derivation of the soft theorems for Yang-Mills and gravity amplitudes using the

BCFW recursion relations [303, 304]. This follows closely the derivation of the new soft theorems

by Cachazo and Strominger [332]. We use the spinor-helicity formalism, with the convension
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sab = 〈a, b〉[b, a]. For an (n + 1)-point amplitude with a soft particle s with positive helicity,1

An+1(s, 1, . . . , n), we perform the BCFW shift

λs(z) = λs + zλn, λ̃n(z) = λ̃n − zλ̃s. (597)

The original amplitude can be recovered from the complex deformed amplitude as the residue at

z = 0,

An+1 =
1

2πi

∫ dz
z
An+1(z). (598)

Using Cauchy’s residue theorem, we find the following relation

An+1 = ∑
diagrams I

AL(zI)
1

P2
I
AR(zI), (599)

where the amplitude factorizes into a sum of two lower-point amplitudes, assuming the contribution

from |z| → ∞ vanishes. The product of the two amplitudes is the residue in Cauchy’s theorem,

therefore they are evaluated at the pole zI . The pole is found for each diagram by solving the equation

P2
I (zI) = 0. From this relation we can build up higher-point amplitudes recursively.

The sum in eq. (599) can be split into two parts as

An+1 = A3(s(zI), 1, I)
1

P2
I
An(−I, 2, . . . , n(zI)) +Rn+1. (600)

The remainder term is written as

Rn+1 = ∑
diagrams I

AL(s(zI), 1, 2, . . . , j)
1

P2
I
AR(j + 1, . . . , n(zI)) (601)

1The negative helicity case can be derived analogously.
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where AL in eq. (601) is a four- or higher-point amplitude. Under the holomorphic scaling λs → ελs,

λ̃s → λ̃s, the amplitude2 for a soft gluon takes the form

An+1 =
1
ε2
〈n1〉
〈ns〉〈s1〉An

(
{λ1, λ̃1 + ε

〈ns〉
〈n1〉 λ̃s}, . . . , {λn, λ̃s + ε

〈s1〉
〈n1〉 λ̃s}

)
+Rn+1

=
1
ε2
〈n1〉
〈ns〉〈s1〉 e

ε
(
〈ns〉
〈n1〉 λ̃s

d
dλ̃1

+ 〈s1〉
〈n1〉 λ̃s

d
dλ̃n

)
An +Rn+1. (602)

This form was written down in Ref. [351]. Also, the authors of Ref. [332] showed that Rn+1 is

of order O(ε0). A similar expression can be written down for gravity, with the leading pole being

O(ε−3). By expanding the exponential we can find the universal leading and (at tree-level) subleading

soft factors, S(0)
YM and S(1)

YM. The exponential contains derivative terms, for which we use the notation

∇̃a,b = λ̃α̇
a

d
dλ̃α̇

b
. The soft factors can be written as

S(k)
YM =

〈n1〉
〈ns〉〈s1〉

1
k!

( 〈ns〉
〈n1〉 ∇̃s,1 +

〈s1〉
〈n1〉 ∇̃s,n

)k

, (603)

where the soft factors with k ≥ 2 give only a part of the amplitude. Again, a similar partial infinite

soft factor for gravity can be found analogously.

A partial infinite soft theorem for effective operators can also be found using the same method. For

Yang-Mills, we find that

S(k+1)
YM = −

(
[ns]
〈ns〉 +

[1s]
〈1s〉

)
1
k!

( 〈ns〉
〈n1〉 ∇̃s,1 +

〈s1〉
〈n1〉 ∇̃s,n

)k

. (604)

The k = 0 term reproduces the leading soft theorem for effective operators with a spin-1 particle

discussed in Ref. [352]. The first contribution from effective operators for a Yang-Mills amplitude

appears at subleading order. For gravity, the first contribution from effective operators only enters at

sub-subleading order.

13.3 S O F T T H E O R E M

We will show the connection between the soft factors of gauge theory and gravity using the KLT-

formula. In particular, at sub-subleading order in the soft expansion we find new relations between

2We will denote a Yang-Mills amplitude by A, and a gravity amplitude byM.
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tree-level amplitudes. We start with an amplitude with one external soft particle. The soft limits of an

amplitude with an external soft spin-1/spin-2 particle are

An+1 =

(
S(0)

YM
ε2 +

S(1)
YM
ε

+ S(2)
YM

)
An +Rn+1 +O(ε1), (605)

Mn+1 =

(
S(0)

GR
ε3 +

S(1)
GR
ε2 +

S(2)
GR
ε

)
Mn +O(ε0), (606)

respectively. The S(i)
YM is the ith subleading soft factor of an amplitude with a soft spin-1 particle, and

similarly for gravity. The non-universal part of the Yang-Mills amplitude enters at sub-subleading

order. In the KLT-formula, two Yang-Mills amplitudes with different color-ordering are required:

An(t, σ, n − 1, n) and Ãn(n − 1, ρ, n, t). From now on we assume that whenever An and Ãn is

written, we have this particular ordering. The same holds for the (n + 1)-point amplitudes; the

relevant color-orderings are An+1(t, σ, n− 1, n, n + 1), Ãn+1(n− 1, ρ, n, t, n + 1),Rn+1(t, σ, n−
1, n, n + 1) and R̃n+1(n− 1, ρ, n, t, n + 1). We leave the ordering implicit from now on.

The soft limit of the Yang-Mills amplitude is given by the soft factors in eq. (603). The soft limit of

the gravity amplitude is

Mn+1(1, 2, . . . , n + 1) = − 1
ε3

n

∑
k=1

[n + 1, k]
〈n + 1, k〉 (607)

[ 〈x, k〉〈y, k〉
〈x, n + 1〉〈y, n + 1〉

ε

2

( 〈x, k〉
〈x, n + 1〉 +

〈y, k〉
〈y, n + 1〉

)
∇̃n+1,k +

ε2

2
(
∇̃n+1,k

)2
]
Mn(1, 2, . . . , n),

where x, y are reference spinors which specifies a gauge. The amplitudes are independent of the choice

of x, y. Some care is needed when implementing the momentum conservation. We use (n + 1)-point

and n-point momentum conservation, given by

λ̃i = −
n

∑
k=1
k 6=i,j

〈j, k〉
〈j, i〉 λ̃k − ε

〈j, n + 1〉
〈j, i〉 λ̃n+1, λ̃j = −

n

∑
k=1
k 6=i,j

〈i, k〉
〈i, j〉 λ̃k − ε

〈i, n + 1〉
〈i, j〉 λ̃n+1. (608)

and

λ̃i = −
n

∑
k=1
k 6=i,j

〈j, k〉
〈j, i〉 λ̃k, λ̃j = −

n

∑
k=1
k 6=i,j

〈i, k〉
〈i, j〉 λ̃k. (609)
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We use eq. (608) for all (n + 1)-point amplitudes An+1 andMn+1, and eq. (609) for all n-point

amplitudes An andMn, with i, j = n− 1, n. Also, the total derivatives in the soft factors are

∇̃s,k = λ̃α̇
s

d
dλ̃α̇

k
= λ̃α̇

s

[
∂

∂λ̃α̇
k
+

(
−〈j, k〉
〈j, i〉

)
∂

∂λ̃α̇
i
+

(
−〈i, k〉
〈i, j〉

)
∂

∂λ̃α̇
j

]
. (610)

When first using momentum conservation before applying the soft factors, the total derivatives reduce

to partial derivatives.

13.4 K LT- R E L AT I O N

In string theory, the KLT-relation provides a connection between open and closed string amplitudes.

In the limit of infinite string tension, field theory is recoved and a relation between gravity and gauge

amplitudes is obtained. Once all the proper permutations are taken into account, the KLT-relation gives

the gravity amplitude as the "square" of the gauge amplitudes. For low-point amplitudes, the formulas

are relatively simple, which helps streamlining gravitational scattering-amplitude calculations.

The most general form of the KLT-relation is [353, 354]

Mn(1, 2, . . . , n) =(−1)n+1 ∑
σ∈Sn−3

∑
α∈Sj−1

∑
β∈Sn−2−j

An(1, σ2,j, σj+1,n−2, n− 1, n) (611)

×S [ασ(2),σ(j)|σ2,j]p1S [σj+1,n−2|βσ(j+1),σ(n−2)]pn−1Ãn(ασ(2),σ(j), 1, n− 1, βσ(j+1),σ(n−2), n),

where α, β, σ, ρ are particular orderings of the color-ordered Yang-Mills amplitudes. The KLT-kernel

S is defined as

S [i1, . . . , ik|j1, . . . , jk]p1 =
k

∏
t=1

(sit1 +
k

∑
q>t

θ(it, iq)sitiq), (612)

where θ(ia, ib) is 0 if ia sequentially comes before ib in the set {j1, . . . , jk}, and otherwise it takes the

value 1. One of the properties of the kernel is to take into account the fact that Yang-Mills amplitudes

are color-order while gravity amplitudes are not. It was also proven in Ref. [354] that the KLT-relation,
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as written in eq. (611), is independent of the choice of j. Therefore, with j = 2, we have for an

(n + 1)-point amplitude that

Mn+1(1, 2, . . . , n, n + 1) = (−1)n
n−2

∑
t=1

∑
σ,ρ∈Sn−3

An+1(t, σ, n− 1, n, n + 1)S [t|t]pn+1S [σ|ρ]pn−1

× Ãn+1(n− 1, ρ, n, t, n + 1). (613)

In the next section, we are going to apply the soft theorems for each amplitude and collect terms at

different orders in 1/ε. Thus, we also need the soft limit of the KLT-kernel, which is [351]

S [t|t]pn+1S [σ|ρ]pn−1 → εst,n+1eε 〈n,n+1〉
〈n,t〉 ∇̃n+1,tS [σ|ρ]pn−1 . (614)

We also have the Sn−3−symmetric form of the KLT-relation for n-point amplitudes

Mn(1, 2, . . . , n) = (−1)n+1 ∑
σ,ρ∈Sn−3

An(1, σ, n− 1, n)S [σ|ρ]pn−1Ãn(1, n− 1, ρ, n). (615)

The different forms of the KLT-relation will be useful shortly.

13.5 N O N - U N I V E R S A L R E L AT I O N S

The usual procedure when using the KLT-relation is to obtain gravity amplitudes from Yang-Mills

amplitudes, since usually the Yang-Mills amplitudes are easier to calculate. Here, we go in the opposite

direction. We use information about the gravity amplitudes to obtain relations on the Yang-Mills side.

As we noted before, the non-universal part of the Yang-Mills amplitude enters at sub-subleading order

in the soft-momentum expansion. At this order, we also have a universal part which comes from an

exponential of the associated soft factor. Both terms contribute in the KLT-formula. On the other hand,

gravity contains only universal pieces at O(1/ε) . We equate the soft limit of the gravity amplitude

with the soft limit of the Yang-Mills side in the KLT-relation. This immediately gives constraints for

the non-universal part of the Yang-Mills amplitudes. We describe the procedure in the following and

give a detailed derivation in Section 13.A.
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We use the KLT-relation in eq. (613), which we write as

Mn+1 = ∑
σ,ρ
An+1(σ)Sn+1[σ|ρ]Ãn+1(ρ). (616)

For the left-hand side of eq. (616), we apply the soft-graviton theorem in eq. (607), and then apply the

KLT-relation in eq. (615) for each k in the sum for the soft factor,

Mn+1 =

(
S(0)

GR
ε3 +

S(1)
GR
ε2 +

S(2)
GR
ε

)
Mn

=

(
S(0)

GR
ε3 +

S(1)
GR
ε2 +

S(2)
GR
ε

)
∑
α,β
An(α)Sn[α|β]Ãn(β). (617)

The right-hand side of eq. (616) becomes

∑
σ,ρ
An+1Sn+1[σ|ρ]Ãn+1 = ∑

σ,ρ

[(
S(0)

YM
ε2 +

S(1)
YM
ε

+ S(2)
YM

)
An +Rn+1

]
Sn+1[σ, ρ]

×
[(

S(0)
YM
ε2 +

S(1)
YM
ε

+ S(2)
YM

)
Ãn + R̃n+1

]
, (618)

when we use the soft limit of the Yang-Mills amplitudes in eq. (603). We can match the left-hand side

and the right-hand side of eq. (616) at each order in 1/ε. A detailed analysis of the relation at order

1/ε3 and 1/ε2 was performed in Ref. [351], resulting in new relations for the KLT-kernel.

Focusing on O(1/ε), we find simple relations between the universal and non-universal piece of the

Yang-Mills amplitudes. A more detailed derivation can be found in Section 13.A. The non-universal

pieces are defined as

R1 = (−1)n+1
n−2

∑
t=1

∑
σ,ρ∈Sn−3

1
ε

[t, n + 1]〈t, n− 1〉
〈n + 1, n− 1〉 Rε→0

n+1 S [σ|ρ]pn−1 Ãn, (619)

R2 = (−1)n+1
n−2

∑
t=1

∑
σ,ρ∈Sn−3

1
ε

[t, n + 1]〈n, t〉
〈n + 1, n〉 An S [σ|ρ]pn−1 R̃ε→0

n+1 , (620)

while the universal pieces come from second derivatives,

T1 = (−1)n
n−2

∑
t=1

∑
σ,ρ∈Sn−3

1
ε

[t, n + 1]〈n, n− 1〉
〈t, n〉〈n + 1, n− 1〉

[
1
2
∇̃2

n+1,t
(
An S [σ|ρ]pn−1

)]
Ãn, (621)

T2 = (−1)n
n−2

∑
t=1

∑
σ,ρ∈Sn−3

1
ε

[t, n + 1]〈n− 1, n〉
〈t, n− 1〉〈n + 1, n〉An S [σ|ρ]pn−1

[
1
2
∇̃2

n+1,t Ãn

]
. (622)
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The relation between the universal and non-universal pieces of the Yang-Mills amplitudes is

T1 + T2 = R1 + R2. (623)

Equation (623) is a new, non-trival relation, illustrating that the non-universal part of the Yang-Mills

amplitude possesses some hidden structure. Remarkably, find that the relation simplifies into two

parts,3 given by

T1 = R1, (624)

T2 = R2. (625)

Explicitly, for e.g. eq. (625), this means that

n−2

∑
t=1

∑
σ,ρ∈Sn−3

1
ε
An S [σ|ρ]pn−1

[
[t, n + 1]〈n, n− 1〉
〈t, n〉〈n + 1, n− 1〉

[
1
2
∇̃2

n+1,t Ãn

]
+

[t, n + 1]〈n, t〉
〈n + 1, n〉 R̃

ε→0
n+1

]
= 0.

(626)

This is a non-trivial relation forRn+1, which previously have not been discussed. It relates the second

derivative of the universal part of a n-point amplitude to the non-universal piece of the (n + 1)-point

amplitude. Taking as an example the n + 1 = 6 NMHV amplitude. There are usually three BCFW-

diagrams contributing to the amplitude. One of them contains all the universal soft behavior, as in

eq. (600), while the other two diagrams belongs toRn+1 (see eq. (601)). In the soft momenta limit,

ε → 0, we have a relation between these two diagrams and the second derivative of the 5-point

amplitude An.

13.6 E F F E C T I V E O P E R AT O R S

The inclusion of effective operators in soft theorems were first studied in Ref. [355]. The authors

considered the operators F3, R3, and R2φ, and found that the soft theorems hold for the two first

operators while the soft graviton theorem receives a contribution from the last operator at sub-sub-

leading order. More general operators were considered in Ref. [352], where was shown that the soft

theorem for a Yang-Mills particle is corrected at the subleading and sub-subleading order, while

3We have explicitly verified this through seven-points.
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gravity amplitudes get corrections at the sub-subleading order. The modified soft theorems take the

form

An+1 =

(
S(0)

YM
ε2 +

S(1)
YM
ε

+ S(2)
YM

)
An +

(
S(1)

YM

ε
+ S(2)

YM

)
An +Rn+1 +O(ε), (627)

Mn+1 =

(
S(0)

GR
ε3 +

S(1)
GR
ε2 +

S(2)
GR
ε

)
Mn +

S(2)
GR

ε
Mn +O(ε). (628)

All amplitudes, including the remainder termsRn+1, can contain contributions from effective opera-

tors. The bar and superscript (k) denote that, when corrected by effective operators, the particle k

of the (n + 1)- and n-point amplitudes may be of different particle type. The soft theorems for the

effective operator corrections are

S(1)
YMAn = −∑

k

[s, k]
〈s, k〉A

(k)
n , S(2)

GRMn = −∑
k

[s, k]3

〈s, k〉M
(k)
n , (629)

where s is the soft particle and k is adjacent to the soft particle. We have absorbed the couplings into

the amplitudes. The sum in eq. (629) for a Yang-Mills particle goes over the two adjacent legs, while

for gravity it sums over all other particles. The sub-subleading soft term for Yang-Mills particles can

be found in eq. (604).

The second ingredient we need is the KLT-relation. The open-closed string KLT-relations are

similar to the field-theory KLT-relations, with a different kernel. For instance, the 4-point string

KLT-relation turns into

Mclosed
4 (1, 2, 3, 4) = Aopen

4 (1, 2, 3, 4)
[

κ2

4πα′
sin (πx)

]
Ãopen

4 (1, 2, 4, 3) (630)

where x = −α′s12 and α′ is the inverse string tension. A generalized prescription for the KLT-

relations for effective amplitudes was analysed in Refs. [356–358]. The new, generalized kernel used

in Refs. [356–358] was organized as a Taylor expansion in powers of α′s12,

sin (πx)
π

→ x(1 + c1x + c2x2 + ...) (631)

The first order in α′ recovers the usual KLT-kernel.

To consider the KLT-relation for effective amplitudes, we need to make some assumptions. First,

we assume that a general n-point KLT-relation for effective amplitudes follows the structure found in
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Refs. [356–358], i.e. the kernel is generalized, where the leading order reproduces the original kernel,

and the kernel can be expanded as a Taylor expansion in powers of sij/Λ2, where Λ is some energy

scale. In string theory, α′ takes the role of 1/Λ2, as can be seen from eq. (630). Second, we assume

that the soft limit of the kernel is similar to eq. (614), with possibly more powers of st,n+1. Therefore,

we assume that the soft limit of the kernel is

S [t|t]pn+1S [σ|ρ]pn−1 → εst,n+1

(
∞

∑
`=0

c`(εst,n+1)
`

)
eε 〈n,n+1〉

〈n,t〉 ∇̃n+1,t S [σ|ρ]pn−1 , (632)

where c0 = 1. We absorb any mass scale into the unknown coefficiencts c`, such that the mass

dimension of c` is −2`.

The left-hand side of the KLT-relation in eq. (616) now becomes

Mn+1 =

(
S(0)

GR
ε3 +

S(1)
GR
ε2 +

S(2)
GR
ε

)
Mn +

(
S(2)

GR

ε

)
Mn

=

(
S(0)

GR
ε3 +

S(1)
GR
ε2 +

S(2)
GR
ε

)
∑
α,β
An(α)Sn[α|β]Ãn(β) +

(
S(2)

GR

ε

)
Mn. (633)

Note that the only difference between eq. (617) and eq. (633) is the additional term coming from the

effective-operator extension of soft-graviton theorem. The right-hand side of eq. (616) is

∑
σ,ρ

[(
S(0)

YM
ε2 +

S(1)
YM
ε

+ S(2)
YM

)
An +

(
S(1)

YM

ε
+ S(2)

YM

)
An +Rn+1

]
Sn+1[σ, ρ]

×
[(

S(0)
YM
ε2 +

S(1)
YM
ε

+ S(2)
YM

)
Ãn +

(
S(1)

YM

ε
+ S(2)

YM

)
Ãn + R̃n+1

]
. (634)

By equating eqs. (633) and (634) and comparing order-by-order in 1/ε, we see that the first correction

from the effective operators appears at subleading order for the right-hand side and at sub-subleading

order for the left-hand side. Therefore, at order O(1/ε2), we find the relation

0 = U1 + U2 + U3 + U4, (635)
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where the first two terms are given by the modifications of the soft theorem for effective operators,

U1 =
(−1)n+1

ε2

n−2

∑
t=1

∑
σ,ρ∈Sn−3

[t, n + 1]〈n, t〉
〈n, n + 1〉 An S [σ|ρ]pn−1

[
[n + 1, n− 1]
〈n + 1, n− 1〉 Ã

(n−1)
n +

[n + 1, t]
〈n + 1, t〉 Ã

(t)
n

]
(636)

U2 =
(−1)n+1

ε2

n−2

∑
t=1

∑
σ,ρ∈Sn−3

[
[n + 1, n]
〈n + 1, n〉A

(n)
n +

[n + 1, t]
〈n + 1, t〉A

(t)
n

]
S [σ|ρ]pn−1

[t, n + 1]〈t, n− 1〉
〈n− 1, n + 1〉 Ãn.

(637)

The third term comes from the expansion of the kernel, which has an unknown parameter c1,

U3 =
(−1)n

ε2

n−2

∑
t=1

∑
σ,ρ∈Sn−3

c1
[t, n + 1]2〈t, n〉〈t, n− 1〉
〈n, n + 1〉〈n + 1, n− 1〉 An S [σ|ρ]pn−1Ãn.

The last term is

U4 =
(−1)n

ε2

n−2

∑
t=1

∑
σ,ρ∈Sn−3

[t, n + 1]〈n, n− 1〉
〈n− 1, n + 1〉〈n, n + 1〉 An S [σ|ρ]pn−1

[
∇̃n+1,t Ãn

]
.

which was also found in the analysis in Ref. [351], and was shown to vanish as long as the original

kernel, defined in eq. (612), satisfies two non-trivial identities. As we have not specified the generalized

kernel fully, we keep this term for generality.

At O(1/ε), we proceed analogously. For the left-hand side of eq. (616) we obtain the same terms

P1−6 in eqs. (639) to (644) in addition to the gravity effective operator term. For the right-hand side,

we find the same Q1−6 in eqs. (645) to (650) and R1,2 in eqs. (619) and (620) as in section 13.5. The

new contributions appear when we have used S(1)
YM, S(2)

YM, or higher terms in the expansion of the

kernel. All the new contributions are given in Section 13.B.

After some manipulations, we obtain the following relation

S(2)
GR

ε
Mn + T1 + T2 = Q + R1 + R2. (638)

where Q is defined in the appendix. As expected, when the effective operators are turned off we

recover eq. (623). Although the relation eq. (638) is more complicated than the relation for the original

amplitudes (with no effective operators), we can still systematically organize the contributions from
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the effective operators into a simple formula. We found here the most general relations for the effective

terms. However, further assumptions can be made on the type of effective operators that contribute to

the amplitude and the form of the kernel, which can further simplify the relations. We leave this for a

future investigation.

13.7 C O N C L U S I O N

Using the KLT-relation and the soft limit of Yang-Mills and gravity amplitudes, we have found new,

non-trivial relations for the sub-subleading part of the Yang-Mills amplitudes. Previous analysis

has only considered the subleading terms, and the sub-subleading part has not previously been fully

discussed. The new relations provide non-trivial constraints for the behavior of the Yang-Mills

amplitudes under the soft limit. We also studied the analogous relations when contributions from

effective operators are included.

The new relations give information about the non-universal part of the Yang-Mills amplitude.

In obtaining the relations, we went in the oppositve direction of most of uses of the KLT-formula,

where we made use of the behavior of the gravity amplitude to extract information for the Yang-Mills

amplitude.

As we have used the spinor-helicity formalism, our results are restricted to four dimensions.

Extending the analysis to arbitrary dimensions would provide insight into the generality of the result.

A natural framework for studying the relations in arbitrary dimensions is the CHY-formalism.

Recently, infinite partial soft theorems were discussed in Refs. [359, 360]. Understanding the

connection between our results and the infinite partial soft theorems would be illuminating. Also,

non-linear relations for Yang-Mills amplitudes were presented in Refs. [361, 362]. We leave the study

of the connection between these non-linear relations and the relations presented in this paper as a

future project.



A P P E N D I X

13.A S U B - S U B L E A D I N G T E R M S

We outline the derivation of the relation for the non-universal terms at O(1/ε). Recall that the

color-ordered amplitudes are given by An ≡ An(t, σ, n− 1, n) and Ãn ≡ Ãn+1(n− 1, ρ, n, t) and

the definition of the derivative operator is ∇̃a,b = λ̃α̇
a

d
dλ̃α̇

b
. The left-hand side of eq. (616), after

applying the soft-graviton theorem and the KLT-relation, is given in eq. (617). At O(1/ε), the terms

in eq. (617) are given by P1−6, where

P1 = (−1)n
n−2

∑
t=1

∑
σ,ρ∈Sn−3

1
ε

[t, n + 1]
〈t, n + 1〉An

[
1
2
∇̃2

n+1,t S [σ|ρ]pn−1

]
Ãn, (639)

P2 = (−1)n
n−2

∑
t=1

∑
σ,ρ∈Sn−3

1
ε

[t, n + 1]
〈t, n + 1〉

[
1
2
∇̃2

n+1,tAn

]
S [σ|ρ]pn−1Ãn, (640)

P3 = (−1)n
n−2

∑
t=1

∑
σ,ρ∈Sn−3

1
ε

[t, n + 1]
〈t, n + 1〉AnS [σ|ρ]pn−1

[
1
2
∇̃2

n+1,t Ãn

]
, (641)

P4 = (−1)n
n−2

∑
t=1

∑
σ,ρ∈Sn−3

1
ε

[t, n + 1]
〈t, n + 1〉

[
∇̃n+1,tAn

] [
∇̃n+1,t S [σ|ρ]pn−1

]
Ãn, (642)

P5 = (−1)n
n−2

∑
t=1

∑
σ,ρ∈Sn−3

1
ε

[t, n + 1]
〈t, n + 1〉

[
∇̃n+1,tAn

]
S [σ|ρ]pn−1

[
∇̃n+1,t Ãn

]
, (643)

231
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P6 = (−1)n
n−2

∑
t=1

∑
σ,ρ∈Sn−3

1
ε

[t, n + 1]
〈t, n + 1〉An

[
∇̃n+1,t S [σ|ρ]pn−1

] [
∇̃n+1,t Ãn

]
. (644)

Similarly, the right-hand side of eq. (616) is given in eq. (618), consisting of Q1−6 and R1,2. The

non-universal terms R1,2 are given in eqs. (619) and (620), with the residual terms being

Q1 = (−1)n
n−2

∑
t=1

∑
σ,ρ∈Sn−3

1
ε

[t, n + 1]〈t, n− 1〉〈n, n + 1〉
〈t, n + 1〉〈n + 1, n− 1〉〈n, t〉An

[
1
2
∇̃2

n+1,t S [σ|ρ]pn−1

]
Ãn, (645)

Q2 = (−1)n
n−2

∑
t=1

∑
σ,ρ∈Sn−3

1
ε

[t, n + 1]〈t, n− 1〉〈n, n + 1〉
〈t, n + 1〉〈n + 1, n− 1〉〈n, t〉

[
1
2
∇̃2

n+1,tAn

]
S [σ|ρ]pn−1Ãn, (646)

Q3 = (−1)n
n−2

∑
t=1

∑
σ,ρ∈Sn−3

1
ε

[t, n + 1]〈n, t〉〈n− 1, n + 1〉
〈t, n + 1〉〈n, n + 1〉〈n− 1, t〉AnS [σ|ρ]pn−1

[
1
2
∇̃2

n+1,t Ãn

]
, (647)

Q4 = (−1)n
n−2

∑
t=1

∑
σ,ρ∈Sn−3

1
ε

[t, n + 1]〈t, n− 1〉〈n, n + 1〉
〈t, n + 1〉〈n + 1, n− 1〉〈n, t〉

[
∇̃n+1,tAn

] [
∇̃n+1,t S [σ|ρ]pn−1

]
Ãn,

(648)

Q5 = (−1)n
n−2

∑
t=1

∑
σ,ρ∈Sn−3

1
ε

[t, n + 1]
〈t, n + 1〉

[
∇̃n+1,t,An

]
S [σ|ρ]pn−1

[
∇̃n+1,t, Ãn

]
, (649)

Q6 = (−1)n
n−2

∑
t=1

∑
σ,ρ∈Sn−3

1
ε

[t, n + 1]
〈t, n + 1〉An

[
∇̃n+1,t,S [σ|ρ]pn−1

] [
∇̃n+1,t Ãn

]
. (650)

Note that

P5 = Q5, (651)

P6 = Q6, (652)
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which reduces eq. (616) to

P1 + P2 + P3 + P4 = Q1 + Q2 + Q3 + Q4 + R1 + R2. (653)

We can simplify this further by using that

T1 = P1 + P2 + P4 −Q1 −Q2 −Q4 and T2 = P3 −Q3, (654)

which are the terms used in the main text, given in eqs. (621) and (622). With these manipulations,

we find new, non-trivial relations for the non-universal part of the Yang-Mills amplitudes. The new

relations, eqs. (624) and (625), have surprisingly simple forms.

13.B S U B - S U B L E A D I N G T E R M S F RO M E F F E C T I V E O P E R AT O R

The new contributions to eq. (616) coming from the soft theorems for effective operators involve S(1)
YM

and S(2)
YM. We will denote the terms by Q2−6 as they resemble Q2−6 in eqs. (646) to (650). In general,

as S(1,2)
YM contain two different terms, we express Q2−6 as two terms, e.g. Q2 = Q(t)

2 + Q(n)
2 . Note

that Q5 is split into eight terms,

Q5 = Q(n,n−1)
5 + Q(n,t)

5 + Q(t,n−1)
5 + Q(t,t)

5 + Q(L,n)
5 + Q(L,t)

5 + Q(R,n−1)
5 + Q(R,t)

5 . (655)

The terms are

Q(t)
2 =

(−1)n+1

ε

n−2

∑
t=1

∑
σ,ρ∈Sn−3

[t, n + 1]2〈t, n− 1〉〈n, n + 1〉
〈n + 1, n− 1〉〈n + 1, t〉〈n, t〉

[
∇̃n+1,tA(t)

n

]
S [σ|ρ]pn−1 Ãn,

Q(n)
2 =

(−1)n+1

ε

n−2

∑
t=1

∑
σ,ρ∈Sn−3

[t, n + 1]〈t, n− 1〉[n + 1, n]
〈n + 1, n− 1〉〈n, t〉

[
∇̃n+1,tA(n)

n

]
S [σ|ρ]pn−1 Ãn,
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Q(t)
3 =

(−1)n+1

ε

n−2

∑
t=1

∑
σ,ρ∈Sn−3

[t, n + 1]2〈n, t〉〈n− 1, n + 1〉
〈n + 1, n〉〈n + 1, t〉〈n− 1, t〉 An S [σ|ρ]pn−1

[
∇̃n+1,tÃ

(t)
n

]
,

Q(n−1)
3 =

(−1)n+1

ε

n−2

∑
t=1

∑
σ,ρ∈Sn−3

[t, n + 1][n + 1, n− 1]〈n, t〉
〈n + 1, n〉〈n− 1, t〉 An S [σ|ρ]pn−1

[
∇̃n+1,tÃ

(n−1)
n

]
.

Q(n)
4 =

(−1)n

ε

n−2

∑
t=1

∑
σ,ρ∈Sn−3

[t, n + 1]〈t, n− 1〉〈n, n + 1〉[n + 1, n]
〈n + 1, n− 1〉〈n, t〉〈n + 1, n〉 A(n)

n
[
∇̃n+1,tS [σ|ρ]pn−1

]
Ãn,

Q(t)
4 =

(−1)n

ε

n−2

∑
t=1

∑
σ,ρ∈Sn−3

[t, n + 1]〈t, n− 1〉〈n, n + 1〉[n + 1, t]
〈n + 1, n− 1〉〈n, t〉〈n + 1, t〉 A(t)

n
[
∇̃n+1,tS [σ|ρ]pn−1

]
Ãn,

Q(n,n−1)
5 =

(−1)n

ε

n−2

∑
t=1

∑
σ,ρ∈Sn−3

[t, n + 1]〈n + 1, t〉[n + 1, n][n + 1, n− 1]
〈n + 1, n〉〈n + 1, n− 1〉 A(n)

n S [σ|ρ]pn−1 Ã
(n−1)
n ,

Q(n,t)
5 =

(−1)n+1

ε

n−2

∑
t=1

∑
σ,ρ∈Sn−3

[t, n + 1]2[n + 1, n]
〈n + 1, n〉 A(n)

n S [σ|ρ]pn−1 Ã
(t)
n ,

Q(t,n−1)
5 =

(−1)n+1

ε

n−2

∑
t=1

∑
σ,ρ∈Sn−3

[t, n + 1]2[n + 1, n− 1]
〈n + 1, n− 1〉 A(n)

n S [σ|ρ]pn−1 Ã
(n−1)
n ,

Q(t,t)
5 =

(−1)n+1

ε

n−2

∑
t=1

∑
σ,ρ∈Sn−3

[n + 1, t]3

〈n + 1, t〉 A
(t)
n S [σ|ρ]pn−1 Ã

(t)
n ,

Q(L,n)
5 =

(−1)n

ε

n−2

∑
t=1

∑
σ,ρ∈Sn−3

[t, n + 1][n + 1, n]
〈n + 1, n〉 A(n)

n S [σ|ρ]pn−1

[
∇̃n+1,tÃn

]
,
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Q(L,t)
5 =

(−1)n

ε

n−2

∑
t=1

∑
σ,ρ∈Sn−3

[t, n + 1][n + 1, t]
〈n + 1, t〉 A(t)

n S [σ|ρ]pn−1

[
∇̃n+1,tÃn

]
,

Q(R,n−1)
5 =

(−1)n+1

ε

n−2

∑
t=1

∑
σ,ρ∈Sn−3

[t, n + 1][n + 1, n− 1]
〈n + 1, n− 1〉

[
∇̃n+1,tAn

]
S [σ|ρ]pn−1 Ã

(n−1)
n ,

Q(R,t)
5 =

(−1)n+1

ε

n−2

∑
t=1

∑
σ,ρ∈Sn−3

[t, n + 1][n + 1, t]
〈n + 1, t〉

[
∇̃n+1,tAn

]
S [σ|ρ]pn−1 Ã

(t)
n .

Q(n−1)
6 =

(−1)n+1

ε

n−2

∑
t=1

∑
σ,ρ∈Sn−3

[t, n + 1][n + 1, n− 1]
〈n + 1, n− 1〉 An

[
∇̃n+1,tS [σ|ρ]pn−1

]
Ã(n−1)

n ,

Q(t)
6 =

(−1)n+1

ε

n−2

∑
t=1

∑
σ,ρ∈Sn−3

[t, n + 1][n + 1, t]
〈n + 1, t〉 An

[
∇̃n+1,tS [σ|ρ]pn−1

]
Ã(t)

n .

The strategy now is to group Q(t)
2 and Q(t)

4 with Q(L,t)
5 . Notice that each term has a derivative and

comes with the superscript (t). We apply the Schouten identity on the spinor brackets in the first two

terms to match the last one. This produces a ’total’ derivative called Q(t)
L and an extra term, which we

call Q(t1)
S . We do the same for others operators, finding the following rearragements

Q(t)
2 + Q(t)

4 + Q(L,t)
5 = Q(t)

L + Q(t1)
S , (656)

Q(n)
2 + Q(n)

4 + Q(L,n)
5 = Q(n)

L + Q(n)
S , (657)

Q(t)
3 + Q(t)

6 + Q(R,t)
5 = Q(t)

R + Q(t2)
S , (658)

Q(n−1)
3 + Q(n−1)

6 + Q(R,n−1)
5 = Q(n−1)

R + Q(n−1)
S , (659)
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where

Q(k)
L =

(−1)n+1

ε

n−2

∑
t=1

∑
σ,ρ∈Sn−3

(−1) [t, n + 1]
[n + 1, k]
〈n + 1, k〉 ∇̃n+1,t

[
A(k)

n S [σ|ρ]pn−1 Ãn

]
, (660)

Q(k)
R =

(−1)n+1

ε

n−2

∑
t=1

∑
σ,ρ∈Sn−3

(−1) [t, n + 1]
[n + 1, k]
〈n + 1, k〉 ∇̃n+1,t

[
An S [σ|ρ]pn−1 Ã

(k)
n

]
. (661)

The extra terms are

Q(t1)
S =

(−1)n+1

ε

n−2

∑
t=1

∑
σ,ρ∈Sn−3

[t, n + 1]2〈n− 1, n〉
〈n + 1, n− 1〉〈n, t〉 ∇̃n+1,t

[
A(t)

n S [σ|ρ]pn−1

]
Ãn, (662)

Q(n)
S =

(−1)n

ε

n−2

∑
t=1

∑
σ,ρ∈Sn−3

[t, n + 1][n, n− 1]〈t, n + 1〉〈n, n− 1〉
〈n + 1, n− 1〉〈n, t〉〈n + 1, n〉 ∇̃n+1,t

[
A(n)

n S [σ|ρ]pn−1

]
Ãn,

(663)

Q(t2)
S =

(−1)n+1

ε

n−2

∑
t=1

∑
σ,ρ∈Sn−3

[t, n + 1]2〈n, n− 1〉
〈n + 1, n〉〈n− 1, t〉 An S [σ|ρ]pn−1

[
∇̃n+1,tÃ

(t)
n

]
, (664)

Q(n−1)
S =

(−1)n

ε

n−2

∑
t=1

∑
σ,ρ∈Sn−3

[t, n + 1][n + 1, n− 1]〈n, n− 1〉〈t, n + 1〉
〈n + 1, n〉〈n− 1, t〉〈n + 1, n− 1〉 An S [σ|ρ]pn−1

[
∇̃n+1,tÃ

(n−1)
n

]
.

(665)

We group the terms together,

QS = Q(n)
S + Q(t1)

S + Q(t2)
S + Q(n−1)

S , (666)

Q5′ = Q(n,n−1)
5 + Q(n,t)

5 + Q(t,n−1)
5 + Q(t,t)

5 , (667)

QB = Q(t)
L + Q(n)

L + Q(t)
R + Q(n−1)

R . (668)
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We also have contributions from the higher-order terms in the expansion of the kernel. We group

them as

QK = T′1 + T′2 + T′3 + T′4 + U′1 + U′2 (669)

The two last terms are related to U1 and U2 in eqs. (636) and (637) as

U′1 = εc1st,n+1U1, (670)

U′2 = εc1st,n+1U2, (671)

where the factor st,n+1 is understood to be inside the sum over t.

The other terms are

T′1 =
(−1)n+1

ε
c1

n−2

∑
t=1

∑
σ,ρ∈Sn−3

[t, n + 1]2〈n, t〉
〈n, n + 1〉 An S [σ|ρ]pn−1

[
∇̃n+1,tÃn

]
, (672)

T′2 =
(−1)n+1

ε
c1

n−2

∑
t=1

∑
σ,ρ∈Sn−3

[t, n + 1]2〈n− 1, t〉
〈n− 1, n + 1〉

[
∇̃n+1,tAn

]
S [σ|ρ]pn−1 Ãn, (673)

T′3 =
(−1)n+1

ε
c1

n−2

∑
t=1

∑
σ,ρ∈Sn−3

[t, n + 1]2〈n− 1, t〉
〈n− 1, n + 1〉 An

[
∇̃n+1,tS [σ|ρ]pn−1

]
Ãn, (674)

T′4 =
(−1)n

ε
c2

n−2

∑
t=1

∑
σ,ρ∈Sn−3

[t, n + 1]3〈n, t〉〈t, n− 1〉〈t, n + 1〉
〈n, n + 1〉〈n + 1, n− 1〉

[
An S [σ|ρ]pn−1 Ãn

]
. (675)

We can rewrite T′1−3 using the Schouten identity to

T′1 + T′2 + T′3 = T′ + T′s , (676)
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where

T′ =
(−1)n+1

ε
c1

n−2

∑
t=1

∑
σ,ρ∈Sn−3

[t, n + 1]2〈n− 1, t〉
〈n− 1, n + 1〉 ∇̃n+1,t

[
An S [σ|ρ]pn−1 Ãn

]
, (677)

T′s =
(−1)n

ε
c1

n−2

∑
t=1

∑
σ,ρ∈Sn−3

[t, n + 1]2〈n, n− 1〉〈t, n + 1〉
〈n, n + 1〉〈n + 1, n− 1〉 An S [σ|ρ]pn−1

[
∇̃n+1,tÃn

]
. (678)

In total, we have that

Q = Q5′ + QB + QS + QK. (679)



14

N E W F A C T O R I Z AT I O N R E L AT I O N S F O R N O N - L I N E A R S I G M A

M O D E L A M P L I T U D E S

We obtain novel factorization identities for non-linear sigma model amplitudes using a new

integrand in the CHY double-cover prescription. We find that it is possible to write very compact

relations using only longitudinal degrees of freedom. We discuss implications for on-shell

recursion.

14.1 I N T RO D U C T I O N

Cachazo, He and Yuan invented in ref. [348] a new method for calculating S-matrix elements. This

formalism has numerous applications and many interesting connections, see for instance refs. [363–

365]. The CHY construction was formally proven by Dolan and Goddard in ref. [366].

The main ingredients are the n-point scattering equations

0 = Sa ≡
n

∑
b=1,b 6=a

sab

zab
, zab ≡ za − zb, sab ≡ 2ka · kb, (680)

where za are auxiliary variables on the Riemann sphere and ka are momenta. In the CHY formalism

one has to integrate over a contour containing the (n− 3)! independent solutions of the scattering

equations.

As computations in the CHY formalism grow factorially in complexity with n, integration rules have

been developed at tree [367–370] and loop level [371], so that analytical results for amplitudes can be

derived without solving the scattering equations explicitly.

Recently, the CHY formalism was reformulated by one of us in the context of a double cover [372]

239
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(called the ’Λ-formalism’ in refs. [372, 373]). Here, the basic variables are elements of CP2, and not

CP1 as in the original CHY formalism. One advantage of the extra machinery is that amplitudes in the

double-cover formulation naturally factorize into smaller CP1 pieces, and this is a useful laboratory

for deriving new amplitude identities.

We will start by reviewing the CHY formalism for the non-linear sigma model (NLSM) and provide

an alternative formulation that employs a new integrand. Next, we will show how the double-cover

formalism naturally factorizes this new CHY formulation in a surprising way.

14.2 A N E W C H Y I N T E G R A N D

As explained in ref. [246], the flavor-ordered partial U(N) non-linear sigma model amplitude in the

scattering equation framework is given by the contour integral

An(α) =
∫

dµnHn(α) , (681)

dµn ≡ (zij zjk zki)
2

n

∏
a=1

a 6={i,j,k}

dza

Sa
,

where (α) = (α(1), ..., α(n)) denotes a partial ordering. The integrand is given by

Hn(α) = PT(α)× (Pf′A)2, (682)

PT(α) ≡ 1
zα(1)α(2)zα(2)α(3) · · · zα(n)α(1)

, (683)

Pf′A ≡ (−1)i+j

zij
Pf[(A)ij

ij]. (684)

Here PT(α) and Pf′A are the Parke-Taylor (PT) factor and the reduced Pfaffian of matrix A, respec-

tively. The n× n anti-symmetric matrix, A, is defined as,

Aab ≡
sab

zab
for a 6= b, and Aab ≡ 0 for a = b. (685)
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In general, (A)
i1···ip
j1···jp

denotes the reduced matrix obtained by removing the rows, {i1, ..., ip}, and

columns, {j1, ..., jp}, from A. Note that when the number of external particles n is odd, Pf′A = 0,

and An(α) vanishes.

Using eq. (684), we have

(Pf′A)2 =
(−1)i+j+m+p

zij zmp
Pf[(A)ij

ij]× Pf[(A)mp
mp]. (686)

With the choice {i, j} = {m, p}, this product of Pfaffians becomes a determinant,

(Pf′A)2 = −PT(m, p)det[(A)mp
mp]. (687)

We will now discuss the following new matrix identities. On the support of the scattering equations

and the massless condition, {Sa = 0, k2
a = 0}, we find when m 6= p 6= q

Pf[(A)mp
mp]× Pf[(A)pq

pq] = det[(A)mp
pq ], (688)

det[(A)mp
pq ] = 0 if n odd. (689)

A proof of these identities will be provided in ref. [5]. Using the non-antisymmetric matrix, (A)ij
jk, we

define the objects (with i < j < k)

A′n(α) =
∫

dµn PT(α)
(−1)i+k

zij zjk
det[(A)ij

jk], (690)

A(ij)
n (α) =

∫
dµn PT(α)

(−1)i+j

zij
det[(A)i

j]. (691)

Note that in eqs. (690) and (691) we have reduced the A matrix with the indices {i, j, k} associated

with the Faddeev-Popov determinant. This gauge choice will be convenient later. We now have the

following equality,

A′n(α) = An(α), (692)
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when all particles are on-shell. When there are off-shell particles, the identity is true only if the

number of particles is even. When the number of particles is odd and there are off-shell particles, one

has An(α) = 0 while A′n(α) 6= 0. Since the A matrix has co-rank 2 on the support of the scattering

equations and the massless condition, {Sa = 0, k2
a = 0}, A(ij)

n (α) vanishes trivially. However, when

there are off-shell particles the amplitude A(ij)
n (α) is no longer zero.

These observations will be crucial in obtaining the new factorization relations.

14.3 T H E D O U B L E - C OV E R R E P R E S E N TAT I O N

In the double-cover version of the CHY construction, the n-point amplitude is given as a contour inte-

gral on the double-covered Riemann sphere with n punctures. The pairs (σ1, y1), (σ2, y2), . . . , (σn, yn)

provide the new set of doubled variables restricted to the curves

0 = Ca ≡ y2
a − σ2

a + Λ2 for a = 1, . . . , n. (693)

A translation table has been worked out in detail in ref. [372]. The double-cover formulation of the

NLSM is given by the integral

An(α) =
∫

Γ
dµΛ

n
(−1)∆(ijk)∆(ijk|r)

Sτ
r

× In(α),

dµΛ
n ≡

1
22

dΛ
Λ

n

∏
a=1

yadya

Ca
×

n

∏
d=1

d 6=i,j,k,r

dσd

Sτ
d

, (694)

τ(a, b)≡ 1
2 σab

(
ya + yb + σab

ya

)
, Sτ

a ≡
n

∑
b=1
b 6=a

sab τ(a, b) ,

∆(ijk) ≡
(
τ(i, j) τ(j, k) τ(k, i)

)−1 , (695)

∆(ijk|r) ≡ σi∆(jkr)− σr∆(ijk) + σk∆(rij)− σj∆(kri).

The Γ contour is defined by the 2n− 3 equations

Λ = 0, Sτ
d(σ, y) = 0, Ca = 0, (696)
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for d 6= {i, j, k, r} and a = 1, ..., n.

The integrand is given by

In(α)=−PTτ(α)
n

∏
a=1

(yσ)a

ya
PTT(m, p)det[(AΛ)

mp
mp], (697)

where (yσ)a ≡ ya + σa. To obtain the kinematic matrix and the Parke-Taylor factors we need to do

the following replacements

A→ AΛ, and PT→ PTT for zab → T−1
ab , (698)

PT→ PTτ for zab → τ(a, b)−1, (699)

with Tab ≡ 1
(yσ)a−(yσ)b

. Analogous to eq. (690), we can now write down a new form for the integrand

I ′n(α)=PTτ(α)
n

∏
a=1

(yσ)a

ya
(−1)i+kTijTjk det[(AΛ)

ij
jk], (700)

where {i, j, k} are the same labels as in ∆(ijk)∆(ijk|r). For more details on the double-cover pre-

scription, see refs. [5, 372, 374].

14.4 F AC T O R I Z AT I O N

Let us start by considering the four-point amplitude, A′4(1, 2, 3, 4), with the gauge fixing (ijk|r) =
(123|4). We will denote sums of cyclically-consecutive external momenta (modulo the total number

of external momenta) by Pi:j ≡ ki + ki+1 + . . . + k j−1 + k j,. For expressions involving only two (not

necessarily consecutive) momenta, we are using the shorthand notation Pij ≡ ki + k j. We focus on

the configuration where the sets of punctures (σ1, σ2) and (σ3, σ4) are respectably on the upper and

the lower sheet of the curves

(y1 = +
√

σ2
1 −Λ2, σ1), (y2 = +

√
σ2

2 −Λ2, σ2), (701)

(y3 = −
√

σ2
3 −Λ2, σ3), (y4 = −

√
σ2

4 −Λ2, σ4).
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Expanding all elements in A′4(1, 2, 3, 4) around Λ = 0, we obtain (to leading order)

PTτ(1, 2, 3, 4)
∣∣∣1,2

3,4
=

Λ2

22
1

(σ12σ2P34 σP341)

1
(σP123σ34σ4P12)

,

∆(123)∆(123|4)
Sτ

4

∣∣∣1,2

3,4
=

25

Λ4 (σ12 σ2P34 σP341)
2
(

1
s34

)
× (σP123 σ34 σ4P12)

2, (702)

4

∏
a=1

(yσ)a

ya
T12T23 det[(AΛ)12

23]
∣∣∣1,2

3,4
=

Λ2

22
1

σ12 σ2P34

s14

σP341

1
σP123

(−1) s34

σ34 σ4P12

, (703)

where we have introduced the new fixed punctures σP34 = σP12 = 0. Since we want to arrive at

factorization identity for non-linear sigma model amplitudes (inspired by previous work for Yang-Mills

theories, see ref. [374]) we are now going to introduce polarizations associated with the punctures,

σP34 = σP12 = 0, i.e. εM
34 and εM

12. Thus,

s14 = 2(k1 · k4) = 2 (k1 µ × ηµν × k4 ν) (704)

= ∑
M
(
√

2 k1 · εM
34)× (

√
2 k4 · εM

12),

employing,

∑
M

ε
M µ
i εM ν

j = ηµν. (705)

After separating the labels {1, 2} and {3, 4}, it is simple to rearrange the eq. (702) as a product of

two reduced determinants,

1
σ12 σ2P34

(
√

2 k1 · εM
34)

σP341
=

1
σ12 σ2P34

det

[√
2 k1 · εM

34
σP341

]
,

(−1)
σP123

s34 (
√

2 k4 · εM
12)

σ34 σ4P12

=
(−1)
σP123

det


√

2 k3·εM
12

σ3P12

s34
σ34

√
2 k4·εM

12
σ4P12

0

 ,
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therefore

4

∏
a=1

(yσ)a

ya
T12T23 det[(AΛ)12

23]
∣∣∣1,2

3,4
= −Λ2

22 ×∑
M

1
σ12 σ2P34

×

det

[√
2 k1 · εM

34
σP341

]
× (−1)

σP123
det


√

2 k3·εM
12

σ3P12

s34
σ34

√
2 k4·εM

12
σ4P12

0

 . (706)

The new matrices in eq. (706) can be obtained from the A matrix by replacing the off-shell momenta,

P34 and P12, by their corresponding off-shell polarization vectors,

det[(A)12
2P34

]→ det

[√
2 k1 · εM

34
σP341

]
for P34 →

1√
2

εM
34, (707)

det[(A)P12
3 ]→ det


√

2 k3·εM
12

σ3P12

s34
σ34

√
2 k4·εM

12
σ4P12

0

 for P12 →
1√
2

εM
12, (708)

where the A matrix in eq. (707) is the 3× 3 matrix related with the punctures (σ1, σ2, σP34), while the

matrix in eq. (708) corresponds to the punctures (σP12 , σ3, σ4).

Using the measure, dµΛ
4 = 1

22
dΛ
Λ , we now perform the Λ integral and the amplitude becomes

A′4(1, 2, 3, 4)
∣∣∣1,2

3,4
= (709)

1
2 ∑

M

A′3(1, 2, PεM

34 )× A(P123)
3 (PεM

12 , 3, 4)
s12

=
s14

2
,

where the notation, PεM

i , means one must make the replacement, Pi → 1√
2

εM
i , and use eq. (705). The

overall factor 1/2 cancels out after summing over mirrored configurations, i.e., A′4(1, 2, 3, 4)
∣∣∣1,2

3,4
+

A′4(1, 2, 3, 4)
∣∣∣3,4

1,2
= s14.
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Following the integration rules in ref. [374], we also have the contribution (up to summing over

mirrored configurations)

A′4(1, 2, 3, 4)
∣∣∣4,1

2,3
= (710)

1
2 ∑

M

A(1P23)
3 (1, PεM

23 , 4)× A′3(PεM

41 , 2, 3)
s14

=
s12

2
.

Thus, the final result is

A′4(1, 2, 3, 4) = (711)

∑
M

[
A′3(1, 2, PεM

34 )× A(P123)
3 (PεM

12 , 3, 4)
s12

+
A(1P23)

3 (1, PεM

23 , 4)× A′3(PεM

41 , 2, 3)
s14

]
= −s13.

The four-point amplitude is factorized in terms of three-point functions. The general three-point

functions where some or all particles can be off-shell, are

A′3(Pa, Pb, Pc) = sPcPa = −(P2
a − P2

b + P2
c ), (712)

A(Pa Pb)
3 (Pa, Pb, Pc) = sPbPc sPcPa (713)

= (P2
c − P2

a + P2
b )(P2

a − P2
b + P2

c ).

Since the non-linear sigma model is a scalar theory it is an interesting proposition to consider

longitudinal degrees of freedom only

∑
L

ε
L µ
i εL ν

j =
kµ

i kν
j

ki · k j
. (714)
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Doing so we arrive at the equation

A′4(1, 2, 3, 4) = (715)

2 ∑
L

[
(−1)3 A′3(1, 2, PεL

34 )× A(P123)
3 (PεL

12 , 3, 4)
s12

+(−1)3 A′3(PεL

41 , 2, 3)× A(1P23)
3 (1, PεL

23 , 4)
s14

]
= −s13.

Surprisingly, it is possible to generalize this equation to higher point amplitudes. Here the overall sign

of each contribution depends of the number of points of the sub-amplitudes. In ref. [5], we will give

more details on this phenomenon.

14.5 N E W R E L AT I O N S

As will be shown in great detail elsewhere [5], using the double-cover prescription for a partial

non-linear sigma model amplitude one is led to the following general formula where an n-point

amplitude is factorized into a product of two (single-cover) lower-point amplitudes:

A′n(1, 2, 3, 4, . . . , n) =

n

∑
i=4, M

A′n−i+3

(
1, 2, PεM

3:i , i+1, ...n
)

A(Pi+1:23)
i−1

(
PεM

i+1:2, 3, ...i
)

P2
i+1:2

+∑
M

A′3
(

PεM

4:1 , 2, 3
)
×A(1P23)

n−1

(
1, PεM

23 , 4, . . . , n
)

P2
23

. (716)

Here n is an even integer and we have used eq. (705). The above expression is valid using the Möbius

and scale-invariance gauge choice (ijk|r) = (123|4).

From the decomposition obtained by the double-cover method in eq. (716), we are able to write down

a new factorization relation, where only longitudinal degrees of freedom contribute,
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A′n(1, 2, 3, 4, . . . , n) = 2

[
n

∑
i=4, L

(−1)i−1× (717)

A′n−i+3

(
1, 2, PεL

3:i , i+1, ...n
)
× A(Pi+1:23)

i−1

(
PεL

i+1:2, 3, ...i
)

P2
i+1:2

+

∑
L
(−1)3 A′3

(
PεL

4:1, 2, 3
)
× A(1P23)

n−1

(
1, PεL

23 , 4, . . . , n
)

P2
23

]
,

where eq. (714) was used. We checked this formula up to ten points.

Since the above factorization relation includes only longitudinal contributions, we can rewrite it in

a more elegant form, involving only the A′q amplitudes. Using the definitions given in eqs. (690)

and (691) and under the gauge fixing (ijk), with i < j < k, we have the following two identities [5]

A(ij)
q (..., Pi, ...) = P2

i A′q(..., Pi, ...), q = 2m + 1

A(ij)
q (..., Pi, ...) = −P2

i A′q(..., Pi, ...), q = 2m, (718)

where P2
i 6= 0. In addition, A(ij)

q satisfies the useful identities

A(ij)
q (1, ..., i, ...Pj, ...k...q) = A(jk)

q (1, ..., i, ...Pj, ...k...q),

A(ij)
q (1..., i, ...Pj, ...k...q) = A(ij)

q (2...i...Pj...k...q, 1) =

· · · = A(jk)
q (...Pj...k...q...i) = A(ij)

q (...k...q, 1, ...i...Pj...). (719)

Applying the identities eqs. (718) and (719), it is straightforward to obtain

A′n(1, 2, 3, 4, . . . , n) = (720)

n

∑
i=4

A′n−i+3

(
1, 2, P3:i, i+1, ...n

)
×A′i−1

(
Pi+1:2, 3, ...i

)
P2

i+1:2

+
A′3
(

P4:1, 2, 3
)
× A′n−1

(
P23, 4, . . . , n, 1

)
P2

23
,

where the factorization formula has been written in terms of the generalized amplitude A′q. Other

gauge choices will naturally with lead to alternative factorization formulas.
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14.5.1 BCFW recursion

It is interesting to analyse the new factorization identities in comparison with expressions originating

from Britto-Cachazo-Feng-Witten (BCFW) recursion [304]. We introduce the momentum deformation

kµ
2 (z) = kµ

2 + z qµ, kµ
3 (z) = kµ

3 − z qµ, z ∈ C, (721)

where qµ satisfies k2 · q = k3 · q = q · q = 0. Deformed momenta are conserved and on-shell:

k1 + k2(z) + k3(z) + k4 + · · ·+ kn = 0 and k2
2(z) = k2

3(z) = 0. We consider the general amplitude,

An(1, . . . , n), where n is an even integer. From eq. (720) using Cauchy’s theorem we have

An(1, 2, ..., n) = (722)

−
n/2

∑
i=3

ResP2
2i:2(z)=0

[
A′n−2i+4

(
1, 2, P3:2i−1, 2i, ..., n

)
×

A′2i−2

(
P2i:2, 3, ..., 2i− 1

)
z P2

2i:2(z)

]
−Resz=∞

[
A′n(1, 2, ..., n)(z)

z

]
.

Only the even amplitudes, namely A′2q, contribute to the physical residues. This is simple to understand

as we have the identity, A2q(1, . . . , 2q) = A′2q(1, . . . , 2q), so only sub-amplitudes with an even

number of particles produce physical factorization channels. On the other hand, when the number

of particles is odd, the off-shell (P2
i 6= 0) amplitude, A′2q+1(..., Pi, ...), is proportional to P2

i , since it

must vanish when all particles are on-shell. So, the poles, P2
2i−1:2, i = 3, ..., n

2 + 1 and P23, are all

spurious and the sub-amplitudes with an odd number of particles only contribute the boundary term at

z = ∞.

Finally, it is important to remark that after evaluating the residues, P2
2i:2(z) = 0, in eq. (722), one

obtains extra non-physical contributions, which cancel out combining with terms associated with the
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residue at z = ∞. Therefore, the effective boundary contribution is just given by the sub-amplitudes

with an odd number of particles

Resz=∞

[
A′n(1, 2, ..., n)(z)

z

]Effective

= (723)

∂ 1
z

[
n/2+1

∑
i=3

A′n−2i+5
(
1, 2, P3:2i−2, 2i− 1, ..., n

)
× A′2i−3

(
P2i−1:2, 3, ..., 2i− 2

)
z P2

2i−1:2(z)
+

A′3
(

P4:1, 2, 3
)
× A′n−1

(
P23, 4, . . . , n, 1

)
z P2

23

]
z=∞

.

14.6 C O N C L U S I O N S

We have proposed a new CHY integrand for the U(N) non-linear sigma model. For this new inte-

grand, the kinematic matrix, (A)ij
jk, is no longer anti-symmetric. We have found two new factorization

identities, eq. (716) and eq. (717). We have written the second factorization formula in an elegant way,

which only involves the generalized amplitude, A′q. This formula turns out to be surprisingly compact

(we have checked agreement of the soft-limit of this formula with ref.[259]).

This has implications for BCFW recursion since the two new factorization formulas can be split among

even and odd sub-amplitudes, for example A′2q × A′2m and A′2q+1 × A′2m+1 respectively. Using this

we are able to give a physical meaning to the odd sub-amplitudes as boundary contributions under

such recursions.

Work in progress [5] is going to present a new recurrence relation and investigate its connec-

tion to Berends-Giele [243, 375–378] currents and Bern-Carrasco-Johansson (BCJ) numerators

[238, 379, 380]. Similar relations for others effective field theories [246, 259, 375] are expected and

will be another focus.

Despite similarities between the three-point amplitudes with the Feynman vertices obtained in ref.

[262], the construction presented here is different. For example, the numerators found in eq. (711) are

not reproduced by the Feynman rules found in ref. [262]. Understanding the relationship between the

formalisms would be interesting.



15

S C AT T E R I N G E Q U AT I O N S A N D F A C T O R I Z AT I O N O F A M P L I T U D E S

I I : E F F E C T I V E F I E L D T H E O R I E S

We continue the program of extending the scattering equation framework by Cachazo, He and

Yuan to a double-cover prescription. We discuss how to apply the double-cover formalism

to effective field theories, with a special focus on the non-linear sigma model. A defining

characteristic of the double-cover formulation is the emergence of new factorization relations. We

present several factorization relations, along with a novel recursion relation. Using the recursion

relation and a new prescription for the integrand, any non-linear sigma model amplitude can

be expressed in terms of off-shell three-point amplitudes. The resulting expression is purely

algebraic, and we do not have to solve any scattering equation. We also discuss soft limits,

boundary terms in BCFW recursion, and application of the double cover prescription to other

effective field theories, like the special Galileon theory.

15.1 I N T RO D U C T I O N

The S-matrix elements of gravity, gauge theories and various scalar theories can be calculated using

the novel scattering equation framework by Cachazo, He and Yuan (CHY) [348–350]. The n-point

scattering amplitude in the CHY-formalism is expressed as contour integrals localized to the solutions

of the scattering equations

Sa = 0, where Sa = ∑
b 6=a

sab

zab
, (724)

with zab = za − zb and za are auxiliary variables on the Riemann sphere. Unless otherwise specified,

we let a, b ∈ {1, . . . , n}. The momentum of the ath external particle is kµ
a and sab = 2ka · kb are the

251
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usual Mandelstam variables. The scattering equations are invariant under PSL(2, C) transformations

of the variables,

za → z′a =
Aza + B
Cza + D

, where AD− BC = 1, (725)

using overall momentum conservation, ∑ ka = 0, and the massless condition, k2
a = 0. This means

that if za is a solution to eq. (724), then so is z′a. Thus, only (n− 3) of the scattering equations are

independent, which can be seen from the fact that

∑
a

Sa = ∑
a

zaSa = ∑
a

z2
aSa = 0. (726)

There is a redundancy in the integration variables which needs to be fixed, similar to how gauge

redundancy is fixed. We choose three of the integration variables to be fixed, leaving (n− 3) unfixed

variables, which are integrated over. Thus, the number of integration variables and the number of

constraints from the scattering equations are equal, which fully localizes the integral to the solutions

of the scattering equations. However, the number of independent solutions to the scattering equations

is (n− 3)!, and it becomes impractical to deal with them when n is not small. The computational cost

becomes huge when the number of external particles increases. Integration rules have been developed

to circumvent this problem, both at tree [367–370, 381, 382] and loop level [371], where no scattering

equation has to be explicitly solved. A formal proof of the CHY-formalism was provided in Ref. [366].

See also Ref. [383].

Recently, one of us extended the scattering equation formalism to a double cover of the Riemann

sphere (called the Λ-algorithm in Refs. [372, 373, 384, 385]). The auxiliary double-cover variables

live in CP2, contrasted with the original auxiliary variables za, which live in CP1 in the standard

CHY formulation. More precisely, we consider curves in CP2 defined by

Ca ≡ y2
a − σ2

a + Λ2 = 0, (727)

where Λ is a non-zero constant. This curve is invariant under a simultaneous scaling of the parameters

y, σ, Λ. In the new double-cover formulation, the punctures on the Riemann sphere are given by the

pair (σa, ya). As eq. (727) is a quadratic equation, two branches develop. The value of ya specifies
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which branch the solution is on. To make sure we pick up the puncture on the correct branch, the

scattering equations have to be modified

S̃τ
a (σ, y) = ∑

b 6=a

1
2

(
yb

ya
+ 1
)

sab

σab
, (728)

where σab = σa − σb. The factor 1
2

(
yb
ya
+ 1
)

projects out the solution where yb approaches −ya, and

gives 1 when yb approaches ya. Another (equivalent) way of defining the double cover scattering

equations is to postulate the map

Sa(z) = ∑
a 6=b

sab

zab
→ Sτ

a (σ, y) = ∑
a 6=b

sabτ(a,b), where τ(a,b) =
1

2σab

(
ya + yb + σab

ya

)
.

(729)

It is easy to check that the two prescriptions for the double cover scattering equations are equivalent

by using overall momentum conservation and the on-shell condition. The map zij → τ−1
(i,j) will be

useful later when we define the double cover integrand. For a full formulation of the double-cover

prescription, see Ref. [372].

In the double cover prescription, three variables need to be fixed due to Möbius invariance. In

addition, the integrand is invariant under a scale transformation. This gives an additional redundancy

which needs to be fixed (as the integrand is PSL(2, C) and scale invariant, i.e. GL(2, C) invariant).

Using the scale symmetry, we fix an extra puncture, and promote Λ to a variable and include a scale

invariant measure dΛ
Λ . Using the global residue theorem, we can deform the integration contour to go

around Λ = 0 instead of the solution to the scattering equation for the puncture fixed by the scale

symmetry. This scattering equation is left free. Thus, in the double-cover prescription we gauge fix

four points, three from the usual gauge fixing procedure, and one from the scale transformation.

The two sheets of the Riemann sphere are separated by a branch cut, and by integrating over Λ,

lead to the factorization into two regular lower-point CHY amplitudes. This is the origin of the new

factorization relations which we will discuss in the main part of this paper. By iteratively promoting

the scattering amplitudes to the double-cover formulation, and using certain matrix identities, any

n-point scattering amplitude for the non-linear sigma model can be fully factorized into off-shell

three-point amplitudes.

This paper is organized as follows. In Section 15.2 we formulate the non-linear sigma model

amplitudes in the usual CHY formalism. In Section 15.3 we introduce the double-cover prescription

for effective field theories. In Section 15.4 we describe the graphical representations for the scattering
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amplitudes in the double-cover formalism. In Section 15.5 we list the double-cover integration

rules. In Section 15.6 we define the three-point functions which will serve as the building blocks for

higher-point amplitudes. In Sections 15.7 and 15.8 we present the new factorization formulas for the

non-linear sigma model. In Section 15.9 we present a novel recursion relation, which fully factorizes

the non-linear sigma model amplitudes in terms of off-shell three-point amplitudes. This is one of the

main results of the paper. Section 15.10 takes the soft limit of the non-linear sigma model amplitudes,

and presents a new relation for NLSM⊕ φ3 amplitudes. In Section 15.11 we apply the double-cover

prescription to the special Galileon theory. We end with conclusions and outlook in Section 15.12.

The Sections 15.A and 15.B contain matrix identities and details of the six-point calculation.

15.2 C H Y F O R M A L I S M

We briefly review the construction of non-linear sigma model (NLSM) scattering amplitudes in the

CHY formalism to fix notation. The flavor-ordered partial U(N) amplitude for the non-linear sigma

model in the scattering equation framework is defined by the integral

An(α) =
∫

dµCHY
n (zpqzqrzrp)

2Hn(α), (730)

dµCHY
n =

n

∏
a=1,a 6=p,q,r

dza

Sa
, (731)

where a partial ordering is denoted by (α) = (α1, . . . , αn). We have fixed the punctures {zp, zq, zr}.
The integrand is given by the Parke-Taylor factor PT(α) and the reduced Pfaffian of the matrix An,

Pf′An,

Hn(α) = PT(α)
(
Pf′An

)2 , (732)

PT(α) =
1

zα1α2 zα2α3 . . . zαnα1

, (733)

(
Pf′An

)2
=

(−1)i+j+l+m

zijzlm
Pf
[
(An)

ij
ij

]
× Pf

[
(An)

lm
lm

]
. (734)
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The matrix An is n× n and antisymmetric,

(An)ab =


sab
zab

for a 6= b

0 for a = b.

(735)

We will in general denote a reduced matrix by (An)
i1...ip
j1 ...jp

, where we have removed rows {i1, . . . , ip}
and columns {j1, . . . , jp} from the matrix An. As an example, we can remove rows {i, j} and columns

{j, k} from An in eq. (735), denoted by (An)
ij
jk.

With the conventional choice {l, m} = {i, j}, the product of Pfaffians turns into a determinant

(
Pf′An

)2
= −PT(i, j)det

[
(An)

ij
ij

]
. (736)

We will denote the amplitude with this choice by

An(α) = −
∫

dµCHY
n (zpqzqrzrp)

2 PT(α)PT(i, j)det
[
(An)

ij
ij

]
. (737)

We can make a different choice, specifically {l, m} = {j, k}. We will make use of the matrix identities

Pf
[
(An)

ij
ij

]
× Pf

[
(An)

jk
jk

]
= det

[
(An)

ij
jk

]
, (738)

det
[
(An)

ij
jk

]
= 0 if n is odd. (739)

Equation (739) depends on momentum conservation and the massless condition. A proof of the matrix

identities in eqs. (738) and (739) is found in section 15.A. The amplitude with this new choice is

denoted by

A′n(α) =
∫

dµCHY
n (zpqzqrzrp)

2 PT(α)
(−1)i+k

zijzjk
det

[
(An)

ij
jk

]
. (740)

This definition differs from the conventional one, and will be of great practical use in the following

[386]. It will often be useful to remove columns and rows from the set of fixed punctures. For the

objects in eqs. (737) and (740), we will encode the information of which rows and columns are

removed in the labeling of the partial ordering α. When removing columns and rows (i, j), we bold the

corresponding elements in the partial ordering, i.e. An(. . . , i, . . . , j, . . . ). For the new prescription,
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the choice (ijk) is labeled by A′n(. . . , i, . . . , j, . . . , k, . . . ), where the set is chosen to be ordered as i <

j < k. Unless otherwise specified, we assume the set of removed rows and columns are in the two or

three first positions, i.e. An = An(i, j, . . . ) and A′n = A′n(i, j, k, . . . ). In this case, we will suppress

the bold notation. For an odd number of external particles n, det
[
(An)

ij
ij

]
= det

[
(An)

ij
jk

]
= 0, and

the amplitudes vanish.

When evaluating the double cover amplitudes, it will be necessary to relax the requirement of

masslessness, as the full amplitude is splits into off-shell lower-point amplitudes. The off-shell

punctures are part of the set of fixed punctures. We will also use the object

A(ij)
n (α) =

∫
dµCHY

n (zpqzqrzrp)
2 PT(α)

(−1)i+j

zij
det

[
(An)

i
j

]
. (741)

As the matrix An has co-rank 2 on the support of the massless condition and the scattering equations,

{k2
a = 0, Sa = 0}, A(ij)

n (α) vanishes trivially. However, when some of the particles are off-shell,

A(ij)
n (α) is non-zero in general. Similarly, the object A′n(α) is non-zero for odd number of particles,

if and only if some of the particles are off-shell.

15.3 E F F E C T I V E F I E L D T H E O R I E S I N T H E D O U B L E - C OV E R P R E S C R I P T I O N

In Ref. [386], it was argued that the n-point NLSM scattering amplitude in the double-cover language

is given by the integral

ANLSM
n (α) =

∫
Γ

dµΛ
n
(−1)∆(pqr)∆(pqr|m)

Sτ
m

INLSM
n (α), (742)

dµΛ
n =

1
22

dΛ
Λ

n

∏
a=1

yadya

Ca

n

∏
d=1,d 6=p,q,r,m

dσd

Sτ
d

, (743)

∆(pqr) =
1

τ(p,q)τ(q,r)τ(r,p)
, (744)

∆(pqr|m) = σp∆(qrm)− σq∆(rmp) + σr∆(mpq)− σm∆(pqr). (745)

In this section we will include a superscript to denote the amplitudes. In the rest of the paper we keep

this superscript implicit. When not otherwise specified, an amplitude without a superscript refers to

an NLSM amplitude. The integration contour Γ is constrained by the (2n− 3) equations

Λ = 0, Sτ
d(σ, y) = 0, Ca = 0, (746)
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for d 6= {p, q, r, m} and a = 1, . . . , n.

In a similar fashion, one can obtain the expressions for the NLSM⊕ φ3 and special Galileon

amplitudes, i.e. for ANLSM⊕φ3

n (α|β) and AsGal
n , by specifying the integrand. The integrands in the

double-cover scattering equation framework for the NLSM, NLSM⊕ φ3 and special Galileon theory

are given by the expressions

INLSM
n (α) = PTτ(α)× det′AΛ

n , (747)

INLSM⊕φ3

n (α||β) = PTτ(α)

([
n

∏
a=1

(yσ)a

ya

]
PTT(β)det

[
AΛ

n

]β1...βp

β1...βp

)
, (748)

I sGal
n = det′AΛ

n × det′AΛ
n , (749)

where (yσ)a ≡ ya + σa. The bold reduced determinant is defined as

det′AΛ
n = −

[
n

∏
a=1

(yσ)a

ya

]
PT(i, j)det

[
AΛ

n

]ij

ij
(750)

=

[
n

∏
a=1

(yσ)a

ya

]
(−1)i+kTijTjkdet

[
AΛ

n

]ij

jk
, (751)

where the second equality is used to define the A′ amplitude in the double cover language, similar to

eq. (740). The Parke-Taylor factors and the kinematic matrix are defined by the following replacement

An → AΛ
n for zab → T−1

ab , (752)

PT→ PTT for zab → T−1
ab , (753)

PT→ PTτ for zab → τ−1
(a,b), (754)

where T−1
ab = (yσ)a − (yσ)b.

Notice that the generalization to theories such as sGal⊕NLSM2 ⊕ φ3 or Born-Infeld theory,

among others, is straightforward [246, 259, 375].

15.3.1 The Π Matrix

Most integrands in the CHY approach depend on the auxiliary variable zi through the combination

zij = zi − zj. As shown in eqs. (752) to (754), we can construct the double cover integrand by
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replacing zij with T−1
ij or τ−1

(i,j).
1 This makes for an easy map between the traditional CHY approach

and the new double cover method for most integrands.

However, the Π matrix, defined in Refs. [246, 259, 375], has elements such as, za ka·kb
zab

, which so

far have not been studied in the double cover framework. Explicitly, the Πβ1,β2,...,βm matrix, defined in

Ref. [375], is

Πβ1,...,βm =

j ∈ β b ∈ {β1, ..., βm} j ∈ β b′ ∈ {β1, ..., βm}



Aij Πib Aij Πib′ i ∈ β

−−−− −−−−−−−− −−−− −−−−−−−−

Πaj Πab Πaj Πab′ a ∈ {β1, ..., βm}

−−−− −−−−−−−− −−−− −−−−−−−−

Aij Πib 0 Πib′ i ∈ β

−−−− −−−−−−−− −−−− −−−−−−−−

Πa′ j Πa′b Πa′ j Πa′b′ a′ ∈ {β1, ..., βm}

.

Here, the βa’s sets are such that βa ∩ βb = ∅, a 6= b, and β is the complement, namely, β =

{1, 2, ..., n} \ β1 ∪ β2 ∪ · · · ∪ βm, where n is the total number of particles. The Π submatrices are

given by the expressions

Πib = ∑
c∈βb

ki · kc

zic
, Πib′ = ∑

c∈βb

zc ki · kc

zic
, Πab = ∑

c∈βa
d∈βb

kc · kd
zcd

,

Πab′ = ∑
c∈βa
d∈βb

zd kc · kd
zcd

, Πa′b′ = ∑
c∈βa
d∈βb

zc zd kc · kd
zcd

. (755)

As shown in Refs. [374, 386], to obtain the usual CHY matrices in the double-cover prescription

we use the identification 1
zab
→ Tab = 1

(ya+σa)−(yb+σb)
(see the above section), which gives us the

naive identification za → (ya + σa). However, we need all elements of Πβ1,...,βm to transform in

the same way under a global scaling (y1, σ1, ..., yn, σn, Λ) → ρ (y1, σ1, ..., yn, σn, Λ), ρ ∈ C∗. We

1Of course, the measure is also redefined in the double cover prescription.
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use the map2 za → (ya+σa)
Λ . Thus, the Π matrix in the double-cover representation is given by the

replacement,

ΠΛ
β1,β2,...,βm

≡ Πβ1,β2,...,βm for
1

zab
→ Tab, za →

(yσ)a

Λ
. (756)

The multi-trace amplitude for interactions among NLSM pions and bi-adjoint scalars is given by the

integrand [375]

INLSM⊕BA
n (α||β1| · · · |βm) = PTτ(α)×

([
n

∏
a=1

(yσ)a

ya

]
× PTT(β1) . . . PTT(βm)× Pf′

[
ΠΛ

β1...βp

])
.

The integrand is the defined using eqs. (753), (754) and (756). The reduced Pfaffian is defined as

Pf′
[
ΠΛ

β1...βp

]
= Pf

[
(ΠΛ

β1...βp
)ab′

ab′

]
. (757)

15.4 G R A P H I C A L R E P R E S E N TAT I O N

The graphical representation for effective field theory amplitudes in the double-cover prescription

is analogous to one presented in Ref. [374]. The only difference is that we are going to work with

determinants instead of Pfaffians. We will briefly review the graphical notation used in this paper.

First, the Parke-Taylor factor is drawn by a sequence of arrows joining vertices. The orientation of

the arrow represents the ordering,

PTτ(1, . . . , n) =
n

4

3

2

1

= (−1)n ×
n

4

3

2

1

= (−1)n × PTτ(n, . . . , 1) . (758)

To describe the half-integrand (−1)
[
∏n

a=1
(yσ)a

ya

]
(TijTji)det[(AΛ

n )
ij
ij], we recall how the Pfaffian in

Yang-Mills theory was represented [374]. In YM, the half-integrand

(−1)i+j
[
∏n

a=1
(yσ)a

ya

]
(Tij)Pf[(ΨΛ

n )
ij
ij] was represented by a red arrow from i→ j. We associate this

red arrow with the factor Tij of the reduced Pfaffian. In the case of NLSM, we draw two red arrows,

i� j, for the factor TijTji of the reduced determinant. With the new definition of the NLSM integrand,

(−1)i+k
[
∏n

a=1
(yσ)a

ya

]
TijTjk det[(AΛ

n )
ij
jk], we draw two red arrows, i→ j→ k.

2This is in agreement with the single and double-cover equivalence given in Ref. [372].
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If we choose to fix the punctures (pqr|m) = (123|4) and reduce the determinant with (i, j) =

(2, p), we can graphically represent the NLSM amplitude An(α) by an NLSM-graph,

An(1, 2, 3, 4, ..., p, ..., n) =
∫

dµΛ
n

4

3

2

1

n

p

.

Recall that the removed columns and rows (i, j) are written in bold in the partial ordering. The

notation for the fixed punctures by yellow, green and red vertices is the same as in Ref. [374]. When

all particles are on-shell, the expression is independent of the choice of fixed punctures and reduced

determinant. However, as we shall see later, when we have off-shell particles, the expression depends

on the choices.

Lastly, the following two properties

An(1, 2, 3, 4, ..., p, ..., n) = An(cyc(1, 2, 3, 4, ..., p, ..., n)),

An(1, 2, 3, 4, ..., p, ..., n) = (−1)n An(n, ..., p, ..., 4, 3, 2, 1) , (759)

are satisfied even if some of the particles are off-shell. The graphical representation for other

effective field theories are similar. Also, the double-cover representation reduces to the usual CHY

representation when the green vertex is replaced by a black vertex.

15.5 T H E D O U B L E - C OV E R I N T E G R AT I O N RU L E S

We will formulate the double-cover integration rules, applicable for the effective field theory ampli-

tudes for the NLSM and special Galileon theory (sGal). Generalizing the integration rules to other

effective field theories is straightforward. The integration rules share a strong resemblance to the

Yang-Mills integration rules given in Ref. [374].

The integration of the double-cover variables ya localizes the integrand to the curves Ca = 0, with

the solutions ya = ±
√

σ2
a −Λ2, ∀ a. The double cover splits into an upper and a lower Riemann

sheet, connected by a branch-cut, defined by the branch-points −Λ and Λ. The punctures are

distributed among the two sheets in all 2n possible combinations.3 When performing the integration of

Λ, the two sheets factorize into two single covers connected by an off-shell propagator (the scattering

equation Sτ
m in eq. (742) reduces to the off-shell propagator under the Λ integration). On each of the

two lower-point single covers three punctures need to be fixed due to the PSL(2, C) redundancy. The

3Only 2n−1 configurations are distinct, due to a Z2 symmetry.



1 5 S C AT T E R I N G E Q UAT I O N S A N D E F F E C T I V E F I E L D T H E O R I E S 261

branch-cut closes to a point when Λ→ 0, which becomes an off-shell particle. The corresponding

puncture is fixed. In addition, two more punctures need to be fixed on each of the sheets. These fixed

punctures must come from the fixed punctures in the original double cover (graphically represented

by colored vertices, yellow or green). If there is not exactly two colored vertices on each of the new

single covers, the configuration vanishes. We summarize this in the first integration rule [372, 374];

• Rule-I. All configurations (or cuts) with fewer (or more) than two colored vertices (yellow or

green) vanish trivially.

The first integration rule, Rule-I, is general for any theory formulated in a double-cover language.

In addition, we need to formulate supplementary integration rules specific to the NLSM and special

Galileon amplitudes.

We start by determining how different parts of the integrand (and the measure) scale with Λ.

Without loss of generality, consider a configuration where the punctures {σp+1, . . . , σn, σ1, σ2} are

located on the upper sheet, and the punctures {σ3, σ4, . . . , σp} are located on the lower sheet. This

configuration (or cut) will be graphically represented by a dashed red line, which separates the two

sets. Rule-I forces two of the fixed punctures to be on the upper sheet, and the other two to be on the

lower sheet. By expanding around Λ = 0, the measure and the Faddeev-Popov determinants become

dµΛ
n

∣∣∣p+1,...,1,2

3, 4,...,p
=

dΛ
Λ
×
[

dσp+1

Sp+1
· · · dσn

Sn

]
×
[

dσ5

S5
· · · dσp

Sp

]
+O(Λ)

=
dΛ
Λ
× dµCHY

n−(p−2)+1 × dµCHY
(p−2)+1 +O(Λ), (760)

∆(123)∆(123|4)
Sτ

4

∣∣∣p+1,...,1,2

3, 4,...,p
=

25

Λ4 (σ12 σ2P3:p σP3:p1)
2

[
1

s34...p

]
(σPp+1:23 σ34 σ4Pp+1:2)

2 +O
(

Λ−2
)

, (761)

where P3:p and Pp+1:2 denote the momentum of the off-shell punctures on the upper and lower sheets,

respectively. Here, P3:p = k3 + · · ·+ kp, Pp+1:2 = kp+1 + · · ·+ k2 and s34...p = 2 ∑
p
i<j=3 ki · k j.

For concreteness, we have fixed the punctures (pqr|m) = (123|4). Graphically, this configuration is

represented by

An(1, 2, 3, 4, ..., p, ..., n)
∣∣∣p+1,...,1,2

3, 4,...,p
=

4

3

2

1

n

p

. (762)
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Notice how the measure and the Faddeev-Popov determinants scale with Λ at leading order,

dµΛ
n ∼

dΛ
Λ

, (763)

∆(123)∆(123|4)
Sτ

4
∼ 1

Λ4 . (764)

We also need to know how the Parke-Taylor factor and the reduced determinant scale with Λ.

Table 15.5.1 shows how the integrand factors depend on Λ when expanded around Λ = 0. We see

Factor
N

o.
of

cu
ta

rr
ow

s

PTτ(α) det′(AΛ
n )

0 Λ0 Λ0

1 - Λ2

2 Λ2 Λ2

3 - -

4 Λ4 -

Table 15.5.1: The table displays the dependence of Λ in the integrand factors when expanding around Λ = 0.
Some entries are empty, meaning that they are impossible to achieve. E.g. the Parke-Taylor factor
only appears when an even number of arrows are cut. This is because the PT factor forms a closed
ring. Similarly, the reduced determinant enters with two arrows, so at most two arrows can be cut.

that how the integrand scales with Λ is very dependent on the number of cut arrows. For an NLSM

amplitude, for each possible non-zero cut, we find that

PTτ(1, . . . , n)× det′AΛ
n ∼ O(Λ6), The dashed red line cuts more than four arrows.

PTτ(1, . . . , n)× det′AΛ
n ∼ Λ4 +O(Λ2), The dashed red line cuts three or four arrows.

PTτ(1, . . . , n)× det′AΛ
n ∼ Λ2 +O(Λ0), The dashed red line cuts two arrows (singular cut).



1 5 S C AT T E R I N G E Q UAT I O N S A N D E F F E C T I V E F I E L D T H E O R I E S 263

Similarly, for an sGal-graph, we find that

det′AΛ
n × det′AΛ

n ∼ Λ4 +O(Λ2), The dashed red line cuts one or two arrows

from each of the determinants.

det′AΛ
n × det′AΛ

n ∼ Λ2 +O(Λ2), The dashed red line cuts one or two arrows

from a single the determinant (singular cut).

det′AΛ
n × det′AΛ

n ∼ Λ0 +O(Λ2), The dashed red line cuts no arrows (singular cut).

We combine this with eqs. (763) and (764). For an NLSM-graph, there is no residue when more than

four arrows are cut, and the configuration vanishes. When three or four arrows are cut, the factor of

1/Λ4 from the Faddeev-Popov determinants is canceled by the integrand, and we have a simple pole

in Λ. We can evaulate the contribution directly. However, when only two arrows are cut, we do not

have a simple pole, and we need to expand beyond leading order. We call this configuration a singular

cut. We summarize this in the second integration rule for an NLSM-graph;

• Rule-II (NLSM-graph). If the dashed red line cuts fewer than three arrows over the NLSM-

graph, the integrand must be expanded to next to leading order (singular cut). If the dashed red

line cuts three or four arrows, the leading order expansion is sufficient. Otherwise, the cut is

zero.

We can perform a similar analysis for an sGal-graph. If one or two arrows from each of the determi-

nants are cut, we have a simple pole and the contribution can be evaluated directly. Otherwise, the cut

is singular and we need to expand beyond leading order. This produces the second integraion rule for

an sGal-graph;

• Rule-II (sGal-graph). If the dashed red line cuts at least one arrow from each of the determi-

nants, the leading order expansion is sufficient. Otherwise, the integrand must be expanded to

next to leading order.

In Ref. [372], this rule was called the Λ-theorem. In general, we want to avoid singular cuts. If the

graph in question is regular (not singular), the following rule apply

• Rule-IIIa (NLSM- and sGal-graphs). When the dashed red line cuts four arrows, the graph

breaks into two smaller graphs (times a propagator). The off-shell puncture corresponds to a

scalar particle.
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• Rule-IIIb (NLSM- and sGal-graphs). If the dashed red line cuts three arrows in a graph,

there is an off-shell vector field (gluon) propagating among the two resulting graphs. The two

resulting graphs must be glued by the identity, ∑M εM µ εM ν = ηµν.

• Rule-IIIc (sGal-graph). If the dashed red line cuts two arrows, there is an off-shell spin-2 field

(graviton) propagating between the two resulting smaller graphs. The two sub-graphs are glued

together by the identity ∑M εM µαεM νβ = ηµνηαβ.

When there are off-shell gluons or gravitons connecting the sub-graphs, we must replace the cor-

responding off-shell momentum by a polarization vector, Pµ
i → PM µ

i = 1√
2
ε

M µ
i , in the reduced

determinants [3].

Finally, we note that the integration rules are independent of the embedding,

• Rule-IV. The number of intersection points among the dashed red-line and the arrows is given

mod 2.

We can always find an embedding where the dashed red line cuts any arrow zero or one time.

15.6 T H R E E - P O I N T F U N C T I O N S

Before we look at examples, it is useful to compute the three-point amplitudes that will work as

building blocks for higher-point amplitudes.

We are using the objects defined in eqs. (740) and (741). For the non-linear sigma model, the

fundamental three-point functions are given by the expressions



1 5 S C AT T E R I N G E Q UAT I O N S A N D E F F E C T I V E F I E L D T H E O R I E S 265

Aφ3
(Pa, Pb, Pc) =

Pa

PbPc

=
∫

dµCHY
3 (σPaPb σPbPc σPcPa)

2 PT(Pa, Pb, Pc)
2 = 1 , (765)

A′3(Pa, Pb, Pc) =

Pa

PbPc

=
∫

dµCHY
3 (σPaPb σPbPc σPcPa)

2 PT(Pa, Pb, Pc)
1

σPaPb σPbPc

sPcPa

σPcPa

= sPcPa , (766)

A(PaPb)
3 (Pa, Pb, Pc) =

Pa

PbPc

=
∫

dµCHY
3 (σPaPb σPbPc σPcPa)

2 PT(Pa, Pb, Pc)

× (−1)
σPaPb

det


sPb Pa
σPb Pa

sPb Pc
σPb Pc

sPc Pa
σPc Pa

0

 = sPbPc sPcPa , (767)

where Pµ
a + Pµ

b + Pµ
c = 0 and all particles could be off-shell, i.e. P2

i 6= 0. Using momentum

conservation, we reformulate the expressions as

A′3(Pa, Pb, Pc) = sPcPa = −(P2
a − P2

b + P2
c ), (768)

A(PaPb)
3 (Pa, Pb, Pc) = sPbPc sPcPa = (P2

c − P2
a + P2

b )× (P2
a − P2

b + P2
c )

= A′3(Pc, Pa, Pb)× A′3(Pa, Pb, Pc). (769)

We see that the three-point functions in eqs. (768) and (769) vanish when the particles are on-shell.

15.7 F AC T O R I Z AT I O N R E L AT I O N S

We will presents three different prescriptions for computing NLSM amplitudes. As we will see, they

lead to three different factorization relations.
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First, we start with the conventional NLSM prescription given in eq. (737) (in the double-cover

language). It is useful to remember that for an odd number of external particles, the amplitude

vanishes,

A2n+1(1, . . . , Pi, . . . , Pj, . . . , n) = 0. (770)

This relation holds even when the particles removed from the determinant by the choice (i, j) are

off-shell, i.e. when P2
i 6= 0 and/or P2

j 6= 0.

Secondly, we will use the alternative prescription given in eq. (740) with two different gauge fixing

choices, resulting in two new factorization formulas. Parts of the results were reported by us in

Ref. [3].

In general, we denote the sum of cyclically-consecutive external momenta (modulo the total

number of particles) by Pi:j ≡ ki + · · ·+ k j. We also use the shorthand notation Pi,j ≡ ki + k j for

two (not necessarily consecutive) momenta. We also define the generalized Mandelstam variables

si:i+j ≡ sii+1...i+j and si:i+j,L ≡ sii+1...i+jL, with si1...ip ≡ ∑
p
a 6=b,a,b=1 kia · kib .

15.7.1 Four-Point

The Usual Integrand Prescription

Let us start by considering the four-point amplitude, A4(1, 2, 3, 4). Without loss of generality, we

choose the gauge fixing (pqr|m) = (123|4). In order to avoid singular cuts (see Section 15.5), we

remove the columns and rows (i, j) = (1, 3) for the determinant in eq. (737). For notational simplicity,

we define In = (1, . . . , n), I
(ij)
n = (1, . . . , i, . . . , j, . . . , n), and I

(ijk)
n = (1, . . . , i, . . . , j, . . . , k, . . . , n).

Graphically, the amplitude factorizes into

A4(I
(13)
4 ) =

∫
dµΛ

4

4 3

21

=

4 3

cut-1

21

+

4
3

2
1

cut-2

+

4 3

21

cut-3

. (771)

By applying rule-III, we can evaluate cut-1, finding
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4 3

cut-1

21

=

2

P34P34

1

×
(

1
s34

)
×

34

P12

=
A3(P34, 1, 2)× A3(P12, 3, 4)

s34
= 0, (772)

where we have used eq. (770). Cut-2 can be evaluated in a similar manner. Finally, it is straightforward

to see that the last cut (cut-3) is broken into

4 3

21

cut-3

=

P24

13

×
(

1
s24

)
×

P13

24

. (773)

From the normalization of the three-point function in eq. (765), the first graph evaluates to (−1),

while the second is (using rule-III)

P13

24

=
(σP132 σ24 σ4P13)

2

(σP132 σ2P13)× (σP134σ4P13)
× det

 0
s24

σ24
s24

σ42
0

 = s2
24 . (774)

We can also rewrite the cut using matrix relations defined in section 15.A.2,

cut-3 = −A′3(P13, 2, 4)A′3(1, 3, P24)

s24
. (775)

By evaluating the cuts, we have that

A4(I
(13)
4 ) =

A3(P34, 1, 2)A3(P12, 3, 4)
s34

+
A3(P23, 1, 4)A3(3, P14, 2)

s23

− A′3(P13, 2, 4)A′3(1, 3, P24)

s24

=− A′3(P13, 2, 4)A′3(1, 3, P24)

s24
= − (−s13) (−s24)

s24
= −s13. (776)

Here we have used eqs. (768) and (770) when evaluating the amplitude. Notice that the factorization

channels with poles s34 and s23 vanish because they factorize into an odd NLSM amplitude, see

eq. (770). The last contribution does not vanish, as it is not the usual NLSM prescription, but rather an
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off-shell amplitude with the new prescription given in eq. (740). Of course, the subamplitudes would

vanish if all particles, including intermediate particles, were on-shell. In particular if P24 was on-shell

(collinear limit). We can see this reflected by the answer, which would vanish in that case.

The New Integrand Prescription

In the previous section, we expressed the factorized non-linear sigma model amplitude with the usual

prescription in terms of lower-point amplitudes with the new prescription. In this section we are going

to do the calculations using the new prescription.

Let us consider the four-point amplitude, with gauge fixing (pqr|m) = (123|4). In order to get a

better understanding of the method, we are going to choose two different reduced determinants, i.e. we

consider removing columns and rows such that (ijk) = (123) in the first example, and (ijk) = (134)

in the second example. In the first example, we have the graphical representation

A′4(I4) =
∫

dµΛ
4

4 3

21

=

4 3

21

cut - 1

+

4
3

2
1

cut - 2

. (777)

The graphs can be evaluated as

A′4 (I4) = ∑
M

[
A′3(1, 2, PM

34 )A(P123)
3 (PM

12 , 3, 4)
s34

+
A(1P23)

3 (1, PM
23 , 4)A′3(PM

41 , 2, 3)
s41

]
. (778)

We see that all factorization contributions are glued together by an off-shell vector field (off-shell

gluon). The notation PM
i means the replacement Pµ

i → 1√
2
ε

M µ
i in the An matrix. Also, the gluing

relation is

∑
M

ε
M µ
i εM ν

j = ηµν. (779)

Explicitly, the two factorization contributions become

∑
M

A′3(1, 2, PM
34 )A(P123)

3 (PM
12 , 3, 4)

s34
= ∑

M

(√
2εM

34 · k1

)
× s34

(√
2εM

12 · k4

)
s34

=
s14s34

s34
= s14,

(780)
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and

∑
M

A(1P23)
3 (1, PM

23 , 4)A′3(PM
41 , 2, 3)

s23
= ∑

M

(√
2εM

23 · k4

)
s41 ×

(√
2εM

41 · k3

)
s23

=
s14s34

s23
= s12.

(781)

As a second example, consider

A′4(I
(134)
4 ) =

∫
dµΛ

4

4 3

21

=

4 3

21

cut - 1

+

4
3

2
1

cut - 2

. (782)

The graphs evaluate to

A′4(I
(134)
4 ) = ∑

M

A(1P34)
3 (1, 2, PM

34 )A′3(PM
12 , 3, 4)

s34
+

A′3(1, P23, 4)A3(3, P41, 2)
s23

(783)

Notice that only one of the factorization contributions (cut-1) is glued together by an off-shell gluon,

while the second contribution (cut-2) is a purely scalar contribution. Evaluating the contributions, we

find that

∑
M

A(1P34)
3 (1, 2, PM

34 )A′3(PM
12 , 3, 4)

s34
= ∑

M

−
(√

2εM
34 · k2

)
s12 ×

(√
2εM

12 · k4

)
s34

= − s12s24

s34
= −s13,

(784)

and

A′3(1, P23, 4)A3(3, P41, 2)
s23

=
P2

23 × 0
s23

= 0. (785)

The scalar contribution vanishes, as an odd amplitude in the usual prescription vanishes, see eq. (770).

Summing the contributions, we obtain

A′4(I
(123)
4 ) = s14 + s12 = −s13, (786)

A′4(I
(134)
4 ) = −s13 + 0 = −s13. (787)
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This agrees with eq. (776).

15.7.2 Six-Point

Next, we compute the six-point amplitude using the double-cover formalism. We stick to the gauge

fixing (pqr|m) = (123|4), and to removing the columns and rows (i, j) = (1, 3). Graphically, the

amplitude factorizes into

A6(I
(13)
6 ) =

∫
dµΛ

6

6

5

4

3

2

1

=
6

5

4

3

2

1

cut-1

+
6

5

4

3

2

1

cut - 2

+

6

5

4

3

2

1

cut - 3

. (788)

We have omitted some factorizations, which evaluate to zero by analogy to the four-point case. The

full calculation is presented in section 15.B.3. Cut-1 is straightforward to evaluate, as it factorizes into

lower-point NLSM amplitudes. However, cut-2 and cut-3 do not have straightforward interpretations

yet (which is why they sometimes are referred to as strange-cuts). Take cut-2 as an example, it

graphically takes the form

6

5

4

3

2

1

cut - 2

=
∫

dµCHY
5

P13
6

5

4
2

×
(

1
s4:6,2

)
×

P4:6,2

13

. (789)

The first graph looks non-simple to be computed since there is no way to avoid the singular cuts.

Nevertheless, such as in Yang-Mills theory, Ref. [374], this strange-cut can be rewritten in the

following way

∫
dµCHY

5

P13
6

5

4
2

×

P4:6,2

13

= (−1) A′5(P13, 2, 4, 5, 6)× A′3(1, 3, P4:6,2), (790)
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which comes from the matrix identities given in section 15.A.2. We can do a similar rewriting for

cut-3. Putting it all together, the six-point amplitude factorizes as

A6(I
(13)
6 ) =

A4(1, 2, P3:5, 6)A4(P6:2, 3, 4, 5)
s3:5

− A′5(P13, 2, 4, 5, 6)A′3(1, 3, P4:6,2)

s13

− A′3(P5:1,3, 2, 4)A′5(1, 3, P24, 5, 6)
s24

=
s26s35

s3:5
+ s13

[
s46

s4:6
+

s26 + s46

s56P13

]
+ s24

[
s26 + s46

s56P24

+
s26 + s36 + s46

s5:1

]
. (791)

By using momentum conservation, all unphysical poles cancel, and we match with the known result

A6 (I6) =
(s12 + s23)(s45 + s56)

s123
+

(s23 + s34)(s56 + s61)

s234
+

(s34 + s45)(s56 + s61)

s345

− (s12 + s23 + s34 + s45 + s56 + s61). (792)

The six-point amplitude can also be computed using the new prescription. The first example with

the choice (ijk) = (123) gives, graphically,

A′6(I
(123)
6 ) = 6

5 4

3

21

cut - 1

+ 6

5 4

3

21

cut - 2

+ 6

5 4

3

21

cut - 3

+ 6

5 4

3

21

cut - 4

. (793)

The full calculation is found in section 15.B.1. The contributions unambiguously evaluate to

A′6(I
(123)
6 ) = (794)

∑
M

[
A′3
(
1, 2, PM

3:6

)
A(P123)

5 (PM
12 , 3, 4, 5, 6)

s3:6
+

A′5(1, 2, PM
34 , 5, 6)A(P5:23)

3 (PM
5:2, 3, 4)

s34

+
A′3
(

PM
4:1, 2, 3

)
A(1P23)

5 (1, PM
23 , 4, 5, 6)

s4:1
+

A′4
(
1, 2, PM

3:5, 6
)

A(P6:23)
4

(
PM

6:2, 3, 4, 5
)

s3:5

]
.

Graphically, the second example, with the choice (ijk) = (134), is

A′6(I
(134)
6 ) = 6

5 4

3

21

cut - 1

+ 6

5 4

3

21

cut - 2

+ 6

5 4

3

21

cut - 3

+ 6

5 4

3

21

cut - 4

, (795)
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which becomes (see section 15.B.2)

A′6(I
(134)
6 ) = (796)

∑
M

[
A(1P3:6)

3

(
1, 2, PM

3:6

)
A′5(PM

12 , 3, 4, 5, 6)
s3:6

+
A(1P34)

5 (1, 2, PM
34 , 5, 6)A′3(PM

5:2, 3, 4)
s34

+
A(1P3:5)

4

(
1, 2, PM

3:5, 6
)

A′4
(

PM
6:2, 3, 4, 5

)
s3:5

]
+

A3 (3, P4:1, 2) A′5(1, P23, 4, 5, 6)
s4:1

.

Notice that the last contribution (cut-3) evaluates to zero. We can check that both examples with

the new integrand prescription reproduce the correct result. The full six-point calculation for both

choices of gauge fixing is presented in section 15.B. Notice that in the first example, all factorization

contributions are glued together with off-shell gluons, while in the second example, three contributions

involve off-shell gluons, and one contribution is purely in terms of scalar particles.

So far we have seen three different kinds of factorization relations. The first kind, presented in

eqs. (776) and (791), all particles were scalar. In the second case, given by eqs. (778) and (794),

the intermediate particles were vector fields (off-shell gluons). Finally, in the last case, eqs. (783)

and (796), the factorization relation involved both intermediate scalar and vector fields.4

15.7.3 Longitudinal Contribution

As the non-linear sigma model is a scalar theory, it is an interesting proposition to only consider

longitudinal contributions. An off-shell vector field can be decomposed in terms of transverse and

longitudinal degrees of freedom. Let us consider only including the longitudinal degrees of freedom.

Practically, this means that instead of using the relation in eq. (779), we keep only the longitudinal

sector,

∑
L

ε
L µ
i εL ν

j =
kµ

i kν
j

ki · k j
= k

µ
i kν

j , with, kµ
i = −kµ

j , k
µ
i = −

(
kµ

i
k2

i

)
. (797)

Here we label the polarization vectors by a superscript L instead of M when keeping only longitudinal

degrees of freedom.

4Although in this case, the factorization contribution where the propagated particle is a scalar field vanishes, it is simple
to find an example where this does not happen. For instance, let us choose the gauge, (pqr|m) = (134|6), and the reduced

An matrix with (ijk) = (146). It is not hard to check that for this gauge fixing the amplitude, A′6(I
(146)
6 ), has the two types

of factorization contributions which are non-zero.
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In the four-point example, we have that

∑
L

[
A′3(1, 2, PL

34)A(P123)
3 (PL

12, 3, 4)
s34

+
A(1P23)

3 (1, PL
23, 4)A′3(PL

41, 2, 3)
s23

]

= −1
2

[
s2

12
s12

+
s2

14
s14

]
=

s13

2
= −1

2
A4(I4) (798)

and

∑
L

A(1P34)
3 (1, 2, PL

34)A′3(PL
12, 3, 4)

s34
+

A′3(1, P23, 4)A3(3, P41, 2)
s23

=
1
2

[
s2

12
s12

+
0

s14

]
=

s12

2
6= ρA4(I4) (799)

where is ρ is a real constant. The sum of longitudinal contributions in eq. (798) is proportional to the

correct answer, while the sum of longitudinal contributions in eq. (799) is not.

Applying the same ideas to the six-point amplitude in eq. (794), we have that

∑
L

[
A′3
(
1, 2, PL

3:6
)

A(P123)
5 (PL

12, 3, 4, 5, 6)
s3:6

+
A′5(1, 2, PL

34, 5, 6)A(P5:23)
3 (PL

5:2, 3, 4)
s34

+
A′3
(

PL
4:1, 2, 3

)
A(1P23)

5 (1, PL
23, 4, 5, 6)

s4:1
+ (−1)

A′4
(
1, 2, PL

3:5, 6
)

A(P6:23)
4

(
PL

6:2, 3, 4, 5
)

s3:5

]

= −1
2

A6(I6). (800)

Notice that the relative sign of the contribution from even subamplitudes (physical pole) was flipped

in order to reproduce the correct amplitude.5 In the four-point example, all subamplitudes are odd,

and no relative sign flip is needed. All the longitudinal contributions are computed in section 15.B.4.

Now, let us focus on the factorization relation given in eq. (796) and its longitudinal contributions

∑
L

[
(−1)i1

A(1P3:6)
3

(
1, 2, PL

3:6
)

A′5(PL
12, 3, 4, 5, 6)

s3:6
+ (−1)i2 A(1P34)

5 (1, 2, PL
34, 5, 6)A′3(PL

5:2, 3, 4)
s34

+ (−1)i3 A(1P3:5)
4

(
1, 2, PL

3:5, 6
)

A′4
(

PL
6:2, 3, 4, 5

)
s3:5

]
+

A3 (3, P4:1, 2) A′5(1, P23, 4, 5, 6)
s4:1

6= ρA6(I6), (801)

5We have tested all possible sign combinations, and this is the only one which is proportional to the correct amplitude.
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where the non-equality is preserved for all 23 = 8 possible combinations of relative signs, i.e.

(i1, i2, i3) ∈ {(0, 0, 0), (1, 0, 0), (0, 1, 0), (0, 0, 1), (1, 1, 0), (1, 0, 1), (0, 1, 1), (1, 1, 1)}. Thus, like

the four-point example, the amplitude with both off-shell gluons and scalars does not reproduce the

full answer when only longitudinal contributions are kept. Again, the longitudinal contributions are

presented in section 15.B.4.

In summary, we have obtained examples of three different factorization relations, involving only

intermediate scalars, off-shell gluons, or both scalars and off-shell gluons, respectively. In the case

where we have only off-shell gluons, we are able to reproduce the full answer by only keeping

the longitudinal degrees of freedom (with a relative sign flip between even and odd factorization

contributions).

15.8 G E N E R A L F AC T O R I Z AT I O N R E L AT I O N S

The factorization relations from the previous section can be generalized. In this section, we present

three different factorization formulas. One formula is given in terms of exchange of off-shell vector

fields, while the other two formulas are given in terms of purely scalar fields.

First, let us consider the case, A2n(I
(13)
2n ). Thus, as in the section 15.7.1, we choose the gauge

fixing (pqr|m) = (123|4) and the reduced matrix with (ij) = (13), namely [A2n]13
31. Applying the

integration rules, the amplitude becomes

A2n(I
(13)
2n ) =

n

∑
i=3

A′2(n−i+2) (1, 2, P3:2i−1, 2i, ..., 2n)×A′2(i−1) (P2i:2, 3, 4, ..., 2i− 1)

s3:2i−1
+

(−1)
n+1

∑
i=3

A′2(n−i+2)+1 (1, 3, P4:2i−2,2, 2i− 1, ..., 2n)×A′2(i−1)−1 (P2i−1:1,3, 2, 4, ..., 2i− 2)

s4:2i−2,2
. (802)

This formula has been check up to ten points. In order to obtain the this relation, we used the matrix

identities formulated in section 15.A.2. In the first line, we used that

A2i
(
..., Pp, ..., Pq, ..., Pr, ...

)
= A2i

(
..., Pp, ..., Pq, ..., Pr, ...

)
= A2i

(
..., Pp, ..., Pq, ..., Pr, ...

)
= A′2i

(
..., Pp, ..., Pq, ..., Pr, ...

)
. (803)

For the second line, we used properties I and III in section 15.A.2.

Thus, as the formula obtained in eq. (802), our second factorization relation, that was already

presented in Ref. [3], is supported on the double-cover formalism. In order to generalize the eqs. (778)
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and (794), we choose the same gauge fixing, (pqr|m) = (123|4), and the reduced matrix with,

(ijk) = (123), (i.e. [A2n]12
23). By the integration rules formulated in section 15.5, it is straightforward

to see the amplitude turns into

A′2n (I2n) = ∑
M

 n

∑
i=3

A′2(n−i+2)

(
1, 2, PM

3:2i−1, 2i, ..., 2n
)
×A(P2i:23)

2(i−1)

(
PM

2i:2, 3, 4, ..., 2i− 1
)

s3:2i−1

+
n+1

∑
i=3

A′2(n−i+2)+1

(
1, 2, PM

3:2i−2, 2i− 1, ..., 2n
)
×A(P2i−1:23)

2(i−1)−1

(
PM

2i−1:2, 3, 4, ..., 2i− 2
)

s3:2i−2

+
A′3
(

PM
4:1, 2, 3

)
×A(1P23)

2n−1

(
1, PM

23 , 4, . . . , 2n
)

s4:1

]
, (804)

where we use eq. (779). This second general formula has been verified up to ten points.

On the other hand, from the results obtained in the eqs. (798) and (800) for four and six points,

respectively, we can generalize the idea presented in section 15.7.3 to higher number of points.

Therefore, by considering just the longitudinal degrees of freedom in eq. (804), we conjecture the

following factorization formula [3],

A′2n(I2n) = 2 ∑
L

 n

∑
i=3

A′2(n−i+2)

(
1, 2, PL

3:2i−1, 2i, ..., 2n
)
×A(P2i:23)

2(i−1)

(
PL

2i:2, 3, 4, ..., 2i− 1
)

s3:2i−1

+ (−1)
n+1

∑
i=3

A′2(n−i+2)+1

(
1, 2, PL

3:2i−2, 2i− 1, ..., 2n
)
×A(P2i−1:23)

2(i−1)−1

(
PL

2i−1:2, 3, 4, ..., 2i− 2
)

s3:2i−2

+ (−1)
A′3
(

PL
4:1, 2, 3

)
×A(1P23)

2n−1

(
1, PL

23, 4, . . . , 2n
)

s4:1

]
, (805)

where we use eq. (797). Finally, by applying the identities

A
(PpPq)
2i

(
..., Pp, ..., Pq, ..., Pr, ...

)
= A

(PqPr)
2i

(
..., Pp, ..., Pq, ..., Pr, ...

)
= −(P2

p + P2
q + P2

r )×A′2i
(
..., Pp, ..., Pq, ..., Pr, ...

)
,

A
(PpPq)
2i+1

(
..., Pp, ..., Pq, ..., Pr, ...

)
= A

(PqPr)
2i+1

(
..., Pp, ..., Pq, ..., Pr, ...

)
= (P2

p − P2
q − P2

r )×A′2i+1
(
..., Pp, ..., Pq, ..., Pr, ...

)
, (806)



1 5 S C AT T E R I N G E Q UAT I O N S A N D E F F E C T I V E F I E L D T H E O R I E S 276

which are a consequence from the properties in appendix 15.A.2, it is straightforward to see the

eq. (805) becomes

A2n(I2n) =
n

∑
i=3

A′2(n−i+2)

(
1, 2, P3:2i−1, 2i, ..., 2n

)
×A′2(i−1)

(
P2i:2, 3, 4, ..., 2i− 1

)
s3:2i−1

+
n+1

∑
i=3

A′2(n−i+2)+1

(
1, 2, P3:2i−2, 2i− 1, ..., 2n

)
×A′2(i−1)−1

(
P2i−1:2, 3, 4, ..., 2i− 2

)
s3:2i−2

+ (−1)
A′3
(

P4:1, 2, 3
)
×A′2n−1

(
1, P23, 4, . . . , 2n

)
s4:1

. (807)

This is our third general factorization formula.

15.8.1 A New Relationship for the Boundary Terms

As we argued in Ref. [3], the amplitudes with an odd number of particles, i.e. amplitudes of the

form A′2m+1(..., Pa, ...) (odd amplitude), are proportional to P2
a since that them must vanish when all

particles are on-shell. Thus, the poles given by the odd contributions, namely expressions of the form
A′2m+1(...,Pa,...)×A′2k+1(...,Pb,...)

2 Pa·Pb
, are spurious and, therefore, those terms are on the boundary of any usual

BCFW deformation [304]. In particular, under the BCFW deformation,

kµ
2 (z) = kµ

2 + z qµ , kµ
3 (z) = kµ

3 − z qµ , with q2 = 0, (808)

all even contributions (physical poles), which are given by the sum

n

∑
i=3

A′2(n−i+2)

(
1, 2, P3:2i−1, 2i, ..., 2n

)
×A′2(i−1)

(
P2i:2, 3, 4, ..., 2i− 1

)
P2

3:2i−1(z)
(809)

in eqs. (802) and (807), are localized over the z-plane at, P2
3:2i−1(z) = 0. Thus, by the above

discussion, all odd contributions in eqs. (802) and (807) are localized at the point z = ∞ on the

z-plane and, hence, we call those odd amplitudes the boundary terms.
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Now, clearly, by comparing the factorization relations obtained in eqs. (802) and (807), this is

straightforward to see that one arrives to the identity

n+1

∑
i=3

A′2(n−i+2)+1

(
1, 2, P3:2i−2, 2i− 1, ..., 2n

)
×A′2(i−1)−1

(
P2i−1:2, 3, 4, ..., 2i− 2

)
s3:2i−2

+ (2 ↔ 3)

=
A′3
(

P4:1, 2, 3
)
×A′2n−1

(
1, P23, 4, . . . , 2n

)
s4:1

, (810)

which lies on the boundary of any usual BCFW deformation. We have checked this identity up to

n = 10.

15.9 A N OV E L R E C U R S I O N R E L AT I O N

In this section, we are going to present a new recursion relationship, which can be used to write down

any NLSM amplitude in terms of the three-point building-block, A′3(Pa, Pb, Pc) = −(P2
a − P2

b + P3
c ),

given in eq. (766).

Previously, in eq. (805), we arrived at an unexpected factorization expansion, which, although it

emerged accidentally from the integration rules, a formal proof is yet unknown.6 Thus, since applying

the integration rules is an iterative process, we would like to know if the relationship in eq. (805)

could be extended to off-shell amplitudes (both for an even and odd number of particles). Here, we

are going to show how to do that.

First, consider the four-point computation, A′4(P1, P2, P3, 4), where the particles, {P1, P2, P3}, can

be off-shell. By the integration rules, we obtain the same decomposition as in eq. (778),

A′4 (P1, P2, P3, 4) = (811)

∑
M

[
A′3(P1, P2, PM

34 )A(P12P3)
3 (PM

12 , P3, 4)
sP3P4

+
A(P1P23)

3 (P1, PM
23 , 4)A′3(PM

41 , P2, P3)

sP4P1

]
= −s4P2 .

6It is important to remind ourselves that the longitudinal contributions give the right answer only when, after applying
the integration rules, all factorization channels are mediated by an off-shell vector field. This was exemplified in section
15.7.3.
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Now, by using the longitudinal gluing relation given in eq. (797), i.e. ∑L ε
µ L
34 εν L

12 = Pµ
34Pν

12 and

∑L ε
µ L
23 εν L

41 = Pµ
23Pν

41, over the above factorized amplitude, one arrives at

(−2) ∑
L

[
A′3(P1, P2, PL

34)A(P12P3)
3 (PL

12, P3, 4)
sP3P4

+
A(P1P23)

3 (P1, PL
23, 4)A′3(PL

41, P2, P3)

sP4P1

]

=
−(P2

1 − P2
2 + P2

34) s4P12

P2
34

+
−(P2

41 − P2
2 + P2

3 ) s4P23

P2
41

. (812)

Clearly, since {P1, P2, P3} are off-shell, the results found in eqs. (811) and (812) do not match.

However, there is a simple way to make them coincide. Instead of using the usual longitudinal identity,

we employ a generalized version where Pµ
a is redefined as

Pµ
34 =−

(
Pµ

34
P2

34

)
→ Pµ

34 =−
(

Pµ
34

P2
1 − P2

2 + P2
34

)
, Pµ

41 =−
(

Pµ
41

P2
41

)
→ Pµ

41 =−
(

Pµ
41

P2
41 − P2

2 + P2
3

)
.

It is straightforward to check that under this redefinition, the factored expression in eq. (812) reproduces

the same result as in eq. (811). The generalization to a higher number of points is straightforward,

so, when the particles {P1, P2, P3} are off-shell, the longitudinal gluing relations that must be used in

eq. (805) are given by

∑
L

A′2m+1(P
L
r , . . . , P2, . . . , P3, . . .)× A(P1Pk)

2q+1 (P1, . . . , PL
k , . . . , ) → ∑

L
ε

µ L
r εν L

k = Pµ
r Pν

k ,

∑
L

A(P1Pk)
2j (P1, . . . , PL

k , . . . , )× A′2i(P
L
r , . . . , P2, . . . , P3, . . .) → ∑

L
ε

µ L
k εν L

r = Pµ
k Pν

r ,

where, Pµ
r = −Pµ

k , and

Pµ
r = −

(
Pµ

r

P2
r − P2

2 + P2
3

)
, Pµ

k = −
(

Pµ
k

P2
1 + P2

k

)
. (813)
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Thus, by applying the identities in eq. (806), we obtain the following simple and compact expression

A′2n(P1, P2, P3, 4, ..., 2n) =

n

∑
i=3

A′2(n−i+2)

(
P1, P2, P3:2i−1, 2i, ..., 2n

)
×A′2(i−1)

(
P2i:2, P3, 4, ..., 2i− 1

)
s3:2i−1

+
n+1

∑
i=3

A′2(n−i+2)+1

(
P1, P2, P3:2i−2, 2i− 1, ..., 2n

)
×A′2(i−1)−1

(
P2i−1:2, P3, 4, ..., 2i− 2

)
P2

1 − P2
2 + P2

3:2i−2

+ (−1)
A′3
(

P4:1, P2, P3
)
×A′2n−1

(
P1, P23, 4, . . . , 2n

)
P2

4:1 − P2
2 + P2

3
. (814)

Obviously, when {P1, P2, P3} become on-shell, we rediscover eq. (807).

In order to achieve a completed recursion-relationship, it is needed to get a closed formula for the

odd amplitude, A′2n+1(P1, P2, P3, 4, ..., 2n + 1). Therefore, applying the integration rules over this

amplitude, one obtains the following two types of combinations

I. ∑
M

A′2m+1(P
M
r , . . . , P2, . . . , P3, . . .)× A(P1Pk)

2j (P1, . . . , PM
k , . . . , ),

II. ∑
M

A(P1Pk)
2q+1 (P1, . . . , PM

k , . . . , )× A′2i(P
M
r , . . . , P2, . . . , P3, . . .).

We found that, to land on the right result by using just longitudinal degrees of freedom, the combination

I must be glued by the relation

I. ∑
L

ε
µ L
r εν L

k = (−1)(P2
1 − P2

2 + P3
3 )× Pµ

r Pν
k , (815)

where Pµ
r and Pν

k are defined in eq. (813), while the combination II has to be discarded. Note that the

overall factor, (P2
1 − P2

2 + P3
3 ), implies that when the off-shell external particles become on-shell, the

amplitude A′2n+1 vanishes trivially, such as it is required.

To summarize, after applying the integration rules over an even or odd amplitude, such that the

factorized subamplitudes are glued only by virtual vector fields, then, we can compute this process

just by considering the longitudinal degrees of freedom and the rules given in the following box
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A′2m+1(P
ε
r , . . . , P2, . . . , P3, . . .)

∣∣∣
ε

µ
r→Pµ

r

Product Allowed⇐=======⇒ A(P1Pk)
2q+1 (P1, . . . , Pε

k , . . . , )
∣∣∣
ε

µ
k→Pµ

k

Product
Allowed

~www�× (−1) (P2
1 − P2

2 + P2
3 )

~www� Product
Forbidden

A(P1Pk)
2j (P1, . . . , Pε

k , . . . , )
∣∣∣
ε

µ
k→Pµ

k

Product Allowed⇐=======⇒ A′2i(P
ε
r , . . . , P2, . . . , P3, . . .)

∣∣∣
ε

µ
r→Pµ

r

where Pµ
r and Pν

k are given in eq. (813). Notice that the horizontal rules on the box work over

the even amplitudes, i.e. A′2n(P1, P2, P3, 4, ..., 2n), while the vertical rules work over the odd ones,

A′2n+1(P1, P2, P3, 4, ..., 2n + 1).

Finally, by employing the identities in eq. (806) and the above box, we are able to write down a

compact formula for A′2n+1(P1, P2, P3, 4, ..., 2n + 1),

A′2n+1(P1, P2, P3, 4, ..., 2n + 1) =
(

P2
1 − P2

2 + P2
3

)
×
[

n+1

∑
i=3

(
1

P2
1 − P2

2 + P2
3:2i−1

)

×
A′2(n−i+2)+1

(
P1, P2, P3:2i−1, 2i, ..., 2n + 1

)
×A′2(i−1)

(
P2i:2, P3, 4, ..., 2i− 1

)
s3:2i−1

+

(
1

P2
4:1 − P2

2 + P2
3

)
× A′3

(
P4:1, P2, P3

)
×A′2n

(
P1, P23, 4, . . . , 2n + 1

)
s4:1

]
. (816)

Evidently, the formulas, eqs. (814) and (816), give us a novel recursion relation, which we have

checked against known results for up to ten points. The big advantage with this relation is that it is

purely algebraic, as any non-linear sigma model amplitude can be decomposed to off-shell three-point

amplitudes (without solving any scattering equations).
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15.10 T H E S O F T L I M I T A N D A N E W R E L AT I O N F O R ANLSM⊕φ3

n

The soft limit for the U(N) non-linear sigma model in its CHY representation was already studied by

Cachazo, Cha and Mizera (CCM) in Ref. [259]. One of the main results is given by the expression (at

leading order)

An(1, . . . , n) = ε
n−2

∑
a=2

2 k̃n · ka ANLSM⊕φ3

n−1 (1, . . . , n− 1||n− 1, a, 1) +O(ε2), (817)

where kµ
n = ε k̃µ

n and ε→ 0.

In this section we carry out, in detail, the soft limit behaviour at six-point, but using the new

recursion relation proposed in section 15.9. Although the generalization to a higher number of points

is not straightforward, it is not complicated. We will not take into account the general case in this

work.

Let us consider the amplitude, A6(1, 2, 3, 4, 5, 6) = A′6(5, 6, 1, 2, 3, 4), where the soft particle is,

kµ
6 = ε k̃µ

6 , with ε→ 0. From eq. (814), we have

A′6(5, 6, 1, 2, 3, 4) =
A′3(5, 6, P1:4)× A′5(P56, 1, 2, 3, 4)

P2
56

− A′3(P2:5, 6, 1)× A′5(5, P61, 2, 3, 4)
P2

61

+
A′3(P3:6, 1, 2)× A′5(5, 6, P12, 3, 4)

P2
12

+
A′4(5, 6, P1:3, 4)× A′4(P4:6, 1, 2, 3)

P2
1:3

= −A′5(P56, 1, 2, 3, 4) + A′5(5, P61, 2, 3, 4)− A′5(5, 6, P12, 3, 4)− 2 ε k̃6 · k4 × A′4(P456, 1, 2, 3)
s45 + 2ε k̃6 · P45

,

(818)

where the three-point building-blocks in eq. (767) have been used. Applying the off-shell formula

proposed in eq. (816), it is not hard to check that, at leading order, the above five-point amplitudes

become

−A′5(P56, 1, 2, 3, 4) = (2 ε k̃6 · k5)

[
A′4(P51, 2, 3, 4)

s51
+

A′4(5, P12, 3, 4)
s12

]
, (819)

A′5(5, P61, 2, 3, 4) = (2 ε k̃6 · k1)

[
A′4(P51, 2, 3, 4)

s51
+

A′4(5, P12, 3, 4)
s12

]
, (820)

−A′5(5, 6, P12, 3, 4) = −(2 ε k̃6 · P125)×
A′4(5, P12, 3, 4)

s12
− 2 ε k̃6 · k4. (821)
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Therefore, the six-point amplitude at leading order in ε is given by

A6(1, 2, 3, 4, 5, 6) = (2 ε k̃6 · k2)

[
−A′4(P51, 2, 3, 4)

s15
− A′4(5, P12, 3, 4)

s12

]
+(2 ε k̃6 · k3)

[
−A′4(P51, 2, 3, 4)

s15

]
+(2 ε k̃6 · k4)

[
−A′4(P51, 2, 3, 4)

s15
− A′4(P45, 1, 2, 3)

s45
− 1
]

. (822)

Now, from the CCM formula in eq. (817) one has

A6(1, 2, 3, 4, 5, 6) = (2 ε k̃6 · k2)× ANLSM⊕φ3

5 (1, 2, 3, 4, 5||5, 2, 1)

+(2 ε k̃6 · k3)× ANLSM⊕φ3

5 (1, 2, 3, 4, 5||5, 3, 1)

+(2 ε k̃6 · k4)× ANLSM⊕φ3

5 (1, 2, 3, 4, 5||5, 4, 1). (823)

Although at first glance, the eqs. (822) and (823) do not seem to be the same, notice that by choosing

the gauge, (pqr|m) = (512|3), the amplitude ANLSM⊕φ3

5 (1, 2, 3, 4, 5||5, 2, 1) turns into

ANLSM⊕φ3

5 (1, 2, 3, 4, 5||5, 2, 1) =
∫

dµΛ
5
5

4 3

2

1

= 5

4 3

2

1

cut - 1

+ 5

4 3

2

1

cut - 2

= −Aφ3

3 (1, 2, P3:5)× A′4(5, P12, 3, 4)
s12

− Aφ3

3 (1, P2:4, 5)× A′4(P51, 2, 3, 4)
s15

= −A′4(5, P12, 3, 4)
s12

− A′4(P51, 2, 3, 4)
s15

, (824)

where we employed the integration rules, the building-block, Aφ3

3 (P1, P2, P3) = 1, and the second

property from the appendix 15.A.2. Following the same procedure, it is straightforward to see

ANLSM⊕φ3

5 (1, 2, 3, 4, 5||5, 3, 1) = −A′4(P51, 2, 3, 4)
s15

. (825)

Clearly, the first two lines in eqs. (822) and (823) match perfectly, however, to compare the last

lines we must take care. By direct computation, it is not hard to show that, in fact, the third lines in
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eqs. (822) and (823) produce the same result, but, we can extract more information from them. For

example, under the gauge fixing, (pqr|m) = (512|3), the amplitude ANLSM⊕φ3

5 (1, 2, 3, 4, 5||5, 4, 1)

is given by the cuts

ANLSM⊕φ3

5 (1, 2, 3, 4, 5||5, 4, 1) =
∫

dµΛ
5
5

4 3

2

1

= 5

4 3

2

1

cut - 1

+ 5

4 3

2

1

Singular - cut

= −A′4(P51, 2, 3, 4)
s15

+ Singular-cut. (826)

Clearly, by comparing the above expression with the last line in eq. (822), we arrive at

Singular-cut = −A′4(P45, 1, 2, 3)
s45

− 1, (827)

which is a simple but a strong result. As it has been argued several times [372, 374] (see section

15.5), the integration rules, which were obtained by expanding at leading order the Λ parameter of the

double cover representation, can not be applied over singular cuts. In order to achieve an extension of

these rules to singular cuts, one must expand beyond leading order the Λ parameter and find a pattern,

which is a highly non-trivial task. Nevertheless, eq. (827) tells us that the soft limit behaviour could

help us to figure out this issue. This is an interesting subject to be studied in a future project.

15.10.1 A New Relation for ANLSM⊕φ3

n

In the previous section, we observe that, using the recursion relation proposed in section 15.9, the

soft limit behaviour of the six-point amplitude, A6(1, 2, 3, 4, 5, 6), gives a factorized formula for

ANLSM⊕φ3

5 (1, 2, 3, 4, 5||5, a, 1) in terms of off-shell NLSM amplitudes. In this section, we are going

to show a new factorization formula for the general amplitude, ANLSM⊕φ3

n (1, . . . , n||n, a, 1).

First, let us consider the gauge fixing (pqr|m) = (1an|2), so, we can suppose that the set of parti-

cles, {P1, Pa, Pn}, are off-shell (here a is a label between 2 < a < n). Since the ANLSM⊕φ3

n (1, . . . , n||n, a, 1)

amplitude vanishes trivially when n is even, then, it is enough to define, n = 2m + 1. Thus, applying

the integration rules with the previous setup the amplitude is factorized into
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ANLSM⊕φ3

n (1, . . . , a− 1, a, a + 1, . . . , n||n, a, 1) = (828)

b a
2 c

∑
i=2

A′2i(P2i:n, 1, 2, . . . , 2i− 1)× ANLSM⊕φ3

2(m−i)+3 (P1:2i−1, 2i, . . . , a, . . . , n||n, a, P1:2i−1)

s1:2i−1
+

m

∑
i=d a

2 e

A′2i(P2i+1:1, 2, .., a, ..., 2i)× ANLSM⊕φ3

2(m−i)+3 (1, P2:2i, 2i + 1, . . . , n||n, P2:2i, 1)

s2:2i
,

where bxc and dxe are the Floor and Ceiling functions, respectively. Notice that when a = 3, the first

line doesn’t contribute because of the properties of the Floor function.

In the particular case when a = 2, we choose the gauge fixing (pqr|m) = (12n|3), and the

factorization relation becomes

ANLSM⊕φ3

n (1, 2, . . . , n||n, 2, 1) = (829)

A′2m(n, P12, 3, . . . , n− 1)× ANLSM⊕φ3

3 (P3:n, 1, 2||P3:n, 2, 1)
s3:n

+

m

∑
i=2

A′2i(P2i+1:1, 2, 3, . . . , 2i)× ANLSM⊕φ3

2(m−i)+3 (1, P2:2i, 2i + 1, . . . , n||n, P2:2i, 1)

s2:2i
.

Clearly, when n = 2m + 1 = 5, the relations obtained above are in agreement with the ones in

eqs. (824) and (825).

15.11 S P E C I A L G A L I L E O N T H E O RY

In Ref. [246], Cachazo, He and Yuan proposed the CHY prescription to compute the S-Matrix

of a special Galileon theory (sGal). The Galileon theories arise as effective field theories in the

decoupling limit of massive gravity [312, 387, 388]. The special Galileon theory was discovered in

Refs. [246, 389] as a special class of theory with soft limits that vanish particularly fast.

As discussed previously (for more details, see Ref. [246]), the CHY prescription of the sGal is

given by the integral

AsGal
n =

∫
dµCHY

n (zpqzqrzrp)
2 ×

[
det′An × det′An

]
. (830)



1 5 S C AT T E R I N G E Q UAT I O N S A N D E F F E C T I V E F I E L D T H E O R I E S 285

From this expression, it is straightforward to see the sGal is the square of the NLSM, where the

product is by means of the field theory Kawai-Lewellen-Tye (KLT) kernel [237]. Schematically, one

has

AsGal
n = An

KLT⊗ An, (831)

where the KLT matrix, usually denoted as S[α|β], is the inverse matrix of the double-color partial

amplitude for the bi-adjoint φ3 scalar theory [348, 350]. Notice that, from this double copy formula,

we can use whole technology developed for NLSM and apply it in sGal. Nevertheless, since our main

aim is to show how the integration rules work, we will not use eq. (831).

15.11.1 A Simple Example

In this section, we will show how the integration rules work in a theory without partial ordering. As a

simple example, we will calculate the four-point amplitude for sGal.

From eq. (749), the sGal in the double cover representation is given by the integral

AsGal
n =

∫
dµΛ

n
(−1)∆(pqr)∆(pqr|m)

Sτ
m

×
[
det′AΛ

n × det′AΛ
n

]
. (832)

where we have defined, det′AΛ
n = ∏n

a=1
(yσ)a

ya
× det′AΛ

n . After choosing a gauge fixing, by the

rule-I in section 15.5 we know that the Faddeev-Popov factor goes as, (−1)∆(pqr)∆(pqr|m)
Sτ

m
∼ Λ−4 +

O(Λ−2), (eq. (763)). Thus, in order to cancel this Λ−4 factor, at leading order, a cut-contribution

in the special Galileon theory must cut at least one arrow of each reduced determinant, this fact

comes from table 15.5.1. This is summarized in Rule-II. For example, for the four-point amplitude,

AsGal
4 (1, 2, 3, 4), let us consider the following four different setups

4 3

21

,

4 3

21

,

4 3

21

,

4 3

21

. (833)
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where the red/black arrows denote a given reduced determinant. Clearly, the first two graphs with

reduced matrices, (AΛ
4 )

12
12 × (AΛ

4 )
34
34 and (AΛ

4 )
13
34 × (AΛ

4 )
14
14, respectively, have the following singular

cuts

4 3

21

→ det′AΛ
4 × det′AΛ

4

∣∣∣12

34
∼ Λ0 ,

4 3

21

→ det′AΛ
4 × det′AΛ

4

∣∣∣41

23
∼ Λ2 .

On the other hand, the third and fourth graphs do not have any singular cuts, therefore, we can apply

the integration rules over them.

The Four-Point Computation

To carry out the four-point sGal amplitude, we choose the fourth setup in eq. (833). Thus, from the

integration rules, we have three cut contributions given by

AsGal
4 (1, 2, 3, 4) =

∫
dµΛ

4

4 3

21

=

4 3

21

cut - 1

+

4 3

21

cut - 2

+

4 3

21

cut - 3

. (834)

It is straightforward to see that the first contribution vanishes trivially,

4 3

21

cut - 1

=


2

P34

1

Pϵ M

×
(

1
s34

)
×


3

P12

4

Pϵ M

 = ∑
M

(σ12σ2P34 σP341)
2 ×

PT(1, P34)det
[
(A3)

1P34
1P34

]
× 1

σP341
det
[
(A3)

P34
1

]∣∣∣
P34→

εM
34√

2

×
(

1
s34

)
×


3

P12

4

Pϵ M

 = 0,

where we used the identity, det
[
(A3)

1P34
1P34

]
= 0. The first and second reduced determinants correspond

to the black and red arrows, respectively. In the following, we associate the first reduced determinant

with the black arrows, and the second reduced determinant with the red arrows. By a similar

computation, the cut-3 also vanishes, then, the only non-zero contribution comes from the cut-2.
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4 3

21

cut - 2

=


4

P23

1

Pϵ M,M'

×
(

1
s14

)
×


3

P14

2

Pϵ M,M'

 = ∑
M,M′

(σ41σ1P23 σP234)
2 ×

 1
σ41σ1P23

det
[
(A3)

41
1P23

]∣∣∣
P23→

εM
23√

2

× 1
σP234σ41

det
[
(A3)

P234
41

]∣∣∣
P23→

εM′
23√

2

×( 1
s14

)
×

(σ23σ3P14 σP142)
2 ×

 1
σP143

det
[
(A3)

P14
3

]∣∣∣
P14→

εM
14√

2

× 1
σ3P14

det
[
(A3)

3
P14

]∣∣∣
P14→

εM′
14√

2


= −s12 s13 s14 ,

where the completeness identities, ∑M ε
µ M
23 εν M

14 = ηµν and ∑M′ ε
µ M′
23 εν M′

14 = ηµν, have been used.

Therefore, we obtain

AsGal
4 (1, 2, 3, 4) = −s12 s13 s14, (835)

which is the right answer.

Finally, it is straightforward to generalize this simple example to a higher number of points.

Additionally, it would be interesting to understand the properties of the special Galileon theory similar

to ones obtained for NLSM in sections 15.7.3, 15.8.1 and 15.9.

15.12 C O N C L U S I O N S

The double-cover version of the CHY formalism is an intriguing extension that sheds new light on how

scattering amplitudes can emerge as factorized pieces. Focusing on the non-linear sigma model, we

have illustrated how unphysical channels appear at intermediate steps, always canceling in the end, and

thus producing the right answer. The origin of factorizations is the appearance of one ’free’ scattering

equation. By fixing four σ-variables rather than three as in the ordinary CHY formalism, there is

no longer a one-to-one match between the σ-variables and the number of independent scattering

equations. This is the origin of the off-shell channel through which the amplitudes factorize.

We have analyzed the factorizations obtained in the non-linear sigma model because they perfectly

illustrate the mechanism, and the cancellations that eventually render the full result free of unphysical

poles. For this theory, we have obtained three different factorization relationships, two of them

emerged naturally from the double-cover framework (by using the A2n and A′2n prescriptions), while

the other one was obtained fortuitously by considering the longitudinal degrees of freedom of the

cut-contributions from the new A′2n prescription. By comparing to BCFW on-shell recursion relations

we have found a perfect correspondence between the unphysical terms of the double-cover formalism
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and terms that arise from poles at infinity in the BCFW formalism. In that sense, the double-cover

version of CHY succeeds in evaluating what appears as poles at infinity in BCFW recursion as simple

CHY-type integrals of the double cover. It would be interesting if this correspondence could be made

more explicit. Certainly, it hints at the possibility that an alternative formulation of the problem of

poles at infinity in BCFW recursion exists, without recourse to the particular double-cover formalism.

Using the new prescription for the reduced determinant in the integrand, we found a factorization

relation where all the intermediate off-shell particles are spin-1 (gluons). The corresponding momenta

in the reduced determinants are replaced by polarization vectors. We would like to investigate further

the connection between this new object and the integrand for generalized Yang-Mills-Scalar theory

[246]. At first sight, we thought that this new matrix could be related to the novel model proposed by

Cheung, Remmen, Shen, and Wen in [254, 262], nevertheless, after comparing the numerators at the

four-point computation, the relation among these two approaches is unclear.

However, when we replaced the off-shell gluons with only the longitudinal degrees of freedom,

we were able to rewrite the factorized pieces in terms of lower-point NLSM amplitudes in the new

prescription, with up to three off-shell punctures. This is a very surprising result, and understanding

the origin of this connection is left for future work. The big advantage of being able to rewrite the

factorized pieces is that we can iteratively promote the lower-point NLSM amplitudes to the double

cover, which would lead to further factorization. Thus, any NLSM amplitude can be factorized entirely

in terms of off-shell three-point amplitudes. This is a novel off-shell recursion relation. The resulting

expression is algebraic, and no scattering equation needs to be solved. We have checked the validity

of the recursion relation up to ten points (17 points for odd amplitudes). We would like to find the

connection between the recursion relation and Berends-Giele currents [375, 376].

The novel recursion relation can also be used to investigate singular cuts and NLSM⊕ φ3 ampli-

tudes through the soft limit. CCM showed how the soft limit of an NLSM amplitude can be expressed

in terms of NLSM⊕ φ3 amplitudes [259]. We calculated the soft limit of a six-point NLSM amplitude

in two ways, using the CCM formula and using the novel recursion relation. This gives a relation for a

specific singular cut. Further investigations into the nature of the soft limits might reveal insight into

the singular cuts in general. Also, we were able to find a factorization relation for the NLSM⊕ φ3

amplitudes.

Lastly, we showed how the special Galileon amplitudes can be calculated in a double cover language.

One intriguing feature is that for some configurations, the off-shell particle propagating between the

lower-point pieces is spin-2 (graviton). So, we have observed that for the NLSM, off-shell gluons

appear, while for the special Galileon theory, both off-shell gluons and gravitons appear. This might

be connected to the fact that the NLSM originated as an effective theory of pion scattering, while the
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Galileon theories arise as effective field theories in the decoupling limit of massive gravity. This also

seems natural, as the special Galileon theory is the square of the NLSM, using the KLT relation.

It seems evident that there are numerous aspects of CHY on a double cover that need to be

investigated.



A P P E N D I X

15.A S O M E M AT R I X I D E N T I T I E S

In this section, we are going to provide some useful properties of the determinant of the An matrix.

Although we lack formal proofs for many of the relations, we have performed numerous checks, up to

ten points.

15.A.1 A New NLSM Prescription from CHY

In this appendix, we formulate two propositions which have been employed to redefine the n-point

NLSM amplitude from the CHY framework.

Proposition 1: Let M be a 2n× 2n antisymmetric matrix. Then M satisfy the identity

Pf
[
(M)ik

ik

]
× Pf

[
(M)

kj
kj

]
= det

[
(M)ik

kj

]
, (836)

up to an overall sign.

Proof: We start with the Desnanot-Jacobi identity [390], given by

det [M] det
[
(M)

ij
ij

]
= det

[
(M)i

i

]
det

[
(M)

j
j

]
− det

[
(M)i

j

]
det

[
(M)

j
j

]
. (837)

Now, let M be a 2n× 2n antisymmetric matrix, therefore, (M)k
k is a (2n− 1)× (2n− 1) antisym-

metric matrix. Thus, from the identity in eq. (837), it is straightforward to see that

0 = det
[
(M)ki

ki

]
det

[
(M)

kj
kj

]
− det

[
(M)ki

kj

]
det

[
(M)

kj
ki

]
, (838)

where we used the fact, det
[
(M)k

k

]
= det

[
(M)

kij
kij

]
= 0. Since, [(M)

kj
ki ] = [(M)ki

kj]
t = −[(M)ki

kj],

then {
Pf
[
(M)ik

ik

]
× Pf

[
(M)

kj
kj

]}2
=
{

det
[
(M)ik

kj

]}2
, (839)

290
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and proposition 1 has been proved.

Proposition 2: Let A be the antisymmetric matrix defined in eq. (735). When its size is (2n +

1)× (2n + 1), then

det
[
(A)ik

kj

]
= 0. (840)

Proof: Let us consider the 2n× 2n antisymmetric matrix given by (A)k
k. Thus, from the Desnanot-

Jacobi identity in eq. (837), one has

det
[
(A)k

k

]
× det

[
(A)

kij
kij

]
= −

{
det
[
(A)ik

kj

]}2
, (841)

where we used, det
[
(A)ki

ki

]
= det

[
(A)

kj
kj

]
= 0. Under the support of the scattering equations, Sa = 0,

and the on-shell conditions, k2
a = 0, it is simple to show that the A matrix has co-rank 2, therefore,

det
[
(A)k

k

]
= 0. This implies that, det

[
(A)ik

kj

]
= 0, and the proof is completed.

15.A.2 Off-shell Determinant Properties

In this appendix we give some properties of the determinant when there is an off-shell particle. These

properties involve the matrices, An and An

∣∣∣
Pi→ 1√

2
εi

.

This is very important to remark that those properties are supported on the solution of the scattering

equations, and, although we do not have a formal proof, they have been checked up to ten points.

Let us consider n-particles with momenta, (P1, P2, P3, k4, ..., kn), where the first three are off-shell,

i.e. P2
i 6= 0, and the momentum conservation condition is satisfied, P1 + P2 + P3 + k4 · · ·+ kn = 0.

Additionally, the three off-shell punctures are fixed, σP1 = c1, σP2 = c2, σP3 = c3, ci ∈ C, where

c1 6= c2 6= c3. Thus, the “n− 3" scattering equations are given by

Sa =
2 ka · P1

σaP1

+
2 ka · P2

σaP2

+
2 ka · P3

σaP3

+
n

∑
b=4
a 6=b

2 ka · kb

σab
= 0, a = 4, . . . , n. (842)

Properties:

Under the support of the scattering equations and using the above setup, we have the following

properties

I. Let n an odd number, n = 2m + 1, then

det
[
(An)

P1
P2

]
= (P2

1 − P2
2 − P2

3 )×
(−1)
σP2 P3

det
[
(An)

P1P2
P2P3

]
. (843)
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Notice that if all particles are on-shell, P2
i = 0, the right hand side vanishes trivially by the

overall factor, (P2
1 − P2

2 − P2
3 ).

When the momentum Pµ
1 is replaced by an off-shell polarization vector, Pµ

1 → 1√
2
ε

µ
1 , (ε1 · P1 6=

0), the identity keeps the same form, namely

det
[
(An)

P1
P2

]∣∣∣
Pµ

1→ 1√
2

ε
µ
1

= (P2
1 − P2

2 − P2
3 )×

(−1)
σP2P3

det
[
(An)

P1P2
P2P3

]∣∣∣
Pµ

1→ 1√
2

ε
µ
1

. (844)

This identity is no longer satisfied if there are two off-shell polarization vectors.

II. Let n an even number, n = 2m, then

(−1)
σP1P2

det
[
(An)

P1
P2

]
= −(P2

1 + P2
2 + P2

3 )×
1

σP1P2 σP2P3

det
[
(An)

P1P2
P2P3

]
= −(P2

1 + P2
2 + P2

3 )×
(−1)

σP1P2 σP2P1

det
[
(An)

P1P2
P2P1

]
. (845)

If all particles are on-shell, P2
i = 0, the right hand side vanishes trivially by the overall factor,

(P2
1 + P2

2 + P2
3 ).

When the momentum Pµ
1 is replaced by an off-shell polarization vector, Pµ

1 → 1√
2
ε

µ
1 , (ε1 · P1 6=

0), then, eq. (845) is no longer an identity. Instead, we have a new identity given by

(−1)
σP1 P2

det
[
(An)

P1
P2

]∣∣∣
Pµ

1→ 1√
2

ε
µ
1

=
1

σP1 P3

det
[
(An)

P1
P3

]∣∣∣
Pµ

1→ 1√
2

ε
µ
1

. (846)

If there are two off-shell polarization vectors, then, this equality is no longer true.

III. Let n an odd number, n = 2m + 1, and let us consider the particles P1 and P2 on-shell

(P2
1 = P2

2 = 0). Then, we have the following identities

1
σP1 P3

det
[
(An)

P1
P1

]
=

(−1)
σP2 P3

det
[
(An)

P1
P2

]
, (847)

det
[
(An)

P1
P1

]
=

[
P2

1 ×
1

σP2 P3

]2

det
[
(An)

P1P2P3
P1P3P3

]
. (848)
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15.B S I X - P O I N T C O M P U TAT I O N S

In this section we are going to explicitly calculate the six-point NLSM amplitudes A′6(I
(123)),

A′6(I
(134)) and A6(I(13)), where the two first are defined with the new integrand prescription, while

the third is defined with the standard integrand. We will calculate some of the cut-contributions in

detail, with the hope that the reader becomes more familiar with the double cover formalism. The rest

of the cut-contributions can be computed in a similar way.

15.B.1 A′6(I
(123))

Let us consider the six-point NLSM amplitude, A6(1, 2, 3, 4, 5, 6), with the gauge fixing, (pqr|m) =

(123|4), and the reduced matrix [An]12
23 (i.e. (ijk) = (123)). Applying rule-I, this amplitude has the

following contributions

A′6(I
(123)) = 6

5 4

3

21

cut - 1

+ 6

5 4

3

21

cut - 2

+ 6

5 4

3

21

cut - 3

+ 6

5 4

3

21

cut - 4

. (849)

We will compute in detail the first contribution, which we call cut-1. The other cuts can be evaluated

using the same techniques.

From the integration rules, cut-1 is evaluated as

6

5 4

3

21

cut - 1

= ∑
M

A′3(1, 2, PεM

3:6 )× A(P12 3)
5 (PεM

12 , 3, 4, 5, 6)
s3:6

. (850)

The three-point amplitude was already computed in eq. (766). We remind ourselves that the notation

PεM

3:6 means that the off-shell momentum, Pµ
3:6, must be replacement by the polarization vector,

Pµ
3:6 → 1√

2
ε

M µ
3:6 . More precisely, the three-point amplitude becomes

A′3(1, 2, PεM

3:6 ) =
√

2 (εM
3:6 · k1) . (851)
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Before computing the five-point amplitude in eq. (850), it is useful to use the identity, A(P12 3)
5 (PεM

12 , 3, 4, 5, 6) =

P2
12 × A′5(PεM

12 , 3, 4, 5, 6). Thus, by applying the integration rules for A′5(PεM

12 , 3, 4, 5, 6) one has

A′5(PεM

12 , 3, 4, 5, 6) =
∫

dµΛ
5

6

5 4

3

P12P
ϵ M

= ∑
N

{
A′3(PεM

12 , 3, PεN

4:6 )× A(P1:3 4)
4 (PεN

1:3 , 4, 5, 6)
s4:6

+

A(P12P34)
4 (PεM

12 , PεN

34 , 5, 6)× A′3(PεN

5:2 , 3, 4)
s56P12

+
A′4(PεM

12 , 3, PεN

45 , 6)× A(P6:3 4)
3 (PεN

6:3 , 4, 5)
s45

}
, (852)

with ∑N ε
N µ
i εN ν

j = ηµν. From the building blocks in eqs. (766) and (767), the above three-point

amplitudes are straightforward to compute. We find that

A′3(PεM

12 , 3, PεN

4:6 ) = εM
12 · εN

4:6, A′3(PεN

5:2 , 3, 4) =
√

2 εN
5:2 · k4, A(P6:3 4)

3 (PεN

6:3 , 4, 5) =
√

2 s45 (ε
N
6:3 · k5).

(853)

Next, using the same procedure as in eq. (777), we evaluate the four-point graph, A′4(PεM

12 , 3, PεN

45 , 6),

arriving at

A′4(PεM

12 , 3, PεN

45 , 6) = 2(εM
12 · k6) (ε

N
45 · k6)

(
1

s6P45

+
1

s6P12

)
. (854)

On the other hand, in order to avoid singular cuts when applying the integration rules over A(P1:3 4)
4 (PεN

1:3 , 4, 5, 6),

we employ the identity, A(P1:3 4)
4 (PεN

1:3 , 4, 5, 6) = A(P1:3 5)
4 (PεN

1:3 , 4, 5, 6). Thus,

A(P1:3 5)
4 (PεN

1:3 , 4, 5, 6) =
∫

dµΛ
4

P1:3 4

56

Pϵ N

=

cut - 1

P1:3 4

56

Pϵ N

+

cut - 2

P1:3
4

5
6

Pϵ N

+

cut - 3

P1:3
4

56

Pϵ N

= −
√

2 s46(ε
N
1:3 · k4)−

√
2 s46 s45 (ε

N
1:3 · k6)

s6P1:3

−
√

2 s46 (ε
N
1:3 · k5), (855)
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where we again have used the three-point building blocks in eqs. (766) and (767). Lastly, since for the

amplitude, A(P12 P34)
4 (PεM

12 , PεN

34 , 5, 6), the above identity is no longer valid, namely7

A(P12 P34)
4 (PεM

12 , PεN

34 , 5, 6) 6= A(P12 5)
4 (PεM

12 , PεN

34 , 5, 6), (856)

we make use of the BCJ relation [369, 370],

s65 PT(5, 6, P12, P34) + s6P125 PT(5, P12, 6, P34) = 0. (857)

From this we obtain the equality A(P12 P34)
4 (PεM

12 , PεN

34 , 5, 6) =
(

s6P34
s56

)
× A(P12 P34)

4 (PεM

12 , 6, PεN

34 , 5).

Now, applying the integration rules, one has

A(P12 P34)
4 (PεM

12 , PεN

34 , 5, 6) =
(

s6P34

s56

)
×
∫

dµΛ
4

P12

P34

6Pϵ M

Pϵ N5

=

P12

P34

6Pϵ M

Pϵ N5

cut - 1

+

P12

P34

6
Pϵ M

Pϵ N

5

cut - 2

+

P12

P34

6
Pϵ M

Pϵ N

5

cut - 3

= −2 s6P34 (ε
M
12 · k6) (ε

N
34 · k5)

s6P12

− 2 (εM
12 · k5) (ε

N
34 · k6)− s6P34(ε

M
12 · εN

34). (858)

Utilizing the results obtained in eqs. (853) to (855) and (858), it is straightforward to check the

five-point amplitude, A(P12 3)
5 (PεM

12 , 3, 4, 5, 6), is given by

A(P12 3)
5 (PεM

12 , 3, 4, 5, 6) = −s12
√

2

{
s46

s4:6

[
(εM

12 · k4) +
s45(ε

M
12 · k6)

s6P1:3

+ (εM
12 · k5)

]

+
s6P34

s56P12

[
s45 (ε

M
12 · k6)

s6P12

+
s46 (ε

M
12 · k5)

s6P34

+ (εM
12 · k4)

]
− s56 (ε

M
12 · k6)

[
1

s6P45

+
1

s6P12

]}
, (859)

7This is because there is more than one off-shell polarization vector.
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and therefore cut-1 in eq. (850) is given by

6

5 4

3

21

cut - 1

= ∑
M

A′3(1, 2, PεM

3:6 )× A(P12 3)
5 (PεM

12 , 3, 4, 5, 6)
s3:6

= −
{

s46

s4:6

[
s14 +

s45s16

s6P1:3

+ s15

]

+
s6P34

s56P12

[
s45 s16

s6P12

+
s46 s15

s6P34

+ s14

]
− s56 s16

[
1

s6P45

+
1

s6P12

]}
. (860)

The other contributions, cut-2,3,4, are calculated in a similar fashion. We find that

6

5 4

3

21

cut - 2

= ∑
M

A′5(1, 2, PεM

34 , 5, 6)× A(P5:2 3)
3 (PεM

5:2 , 3, 4)
s34

= −
{

s15

s5:1

[
s14 +

s45s16

s5P2:4

+ s46

]

+
s5P12

s56P34

[
s45 s16

s5P34

+
s46 s15

s5P12

+ s14

]
− s56 s45

[
1

s5P16

+
1

s5P34

]}
, (861)

6

5 4

3

21

cut - 3

= ∑
M

A′3(PεM

4:1 , 2, 3)× A(1 P23)
5 (1, PεM

23 , 4, 5, 6)
s4:1

= −
{

s46

s4:6

[
s34 +

s45s36

s6P1:3

+ s35

]

− s56 s36

s6P45

+
s6P2:4 s34

s5:1

}
, (862)

6

5 4

3

21

cut - 4

= ∑
M

A′4(1, 2, PεM

3:5 , 6)× A(P6:2 3)
4 (PεM

6:2 , 3, 4, 5)
s3:5

= − s16 s35

s3:5
×

(
1

s16
+

1
s6P3:5

)
×
(

s36 +
s34 s56

s5P6:2

+ s46

)
. (863)

15.B.2 A′6(I
(134))

In this section, we just write down the results found for the cut-contributions obtained in eq. (795).

Using the same method presented above, it is straightforward to arrive
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6

5 4

3

21

cut - 1

= ∑
M

A(1 P3:6)
3 (1, 2, PεM

3:6 )× A′5(PεM

12 , 3, 4, 5, 6)
s3:6

=
s46

s4:6

[
s24 +

s45s26

s6P1:3

+ s25

]

+
s6P34

s56P12

[
s45 s26

s6P12

+
s46 s25

s6P34

+ s24

]
− s56 s26

[
1

s6P45

+
1

s6P12

]
, (864)

6

5 4

3

21

cut - 2

= ∑
M

A(1 P34)
5 (1, 2, PεM

34 , 5, 6)× A′3(PεM

5:2 , 3, 4)
s34

= − s26 s56 s45

s5P34 s6P3:5

+
s24 s6P2:4

s5:1

+
1

sP3456

[
s25 s46 +

s26 s6P34 s45

s6P12

+ s24 s6P34

]
, (865)

6

5 4

3

21

cut - 3

=
A3(3, P4:1, 2)× A′5(1, P23, 4, 5, 6)

s4:1
= 0, (866)

6

5 4

3

21

cut - 4

= ∑
M

A(1 P3:5)
4 (1, 2, PεM

3:5 , 6)× A′4(PεM

6:2 , 3, 4, 5)
s3:5

= − s26 s45

s3:5
×

(
1

s45
+

1
s5P6:2

)
×
(

s15 +
s12 s56

s6P3:5

+ s25

)
. (867)

15.B.3 A6(I(13))

Now, we focus to apply the integration rules for A6(I(13)). We recall that this notation means that

the reduced Pfaffian is given by −PTT(1, 3) × det[(AΛ
6 )

13
13]. In addition, such as in the previous

examples, we fix the gauge by (pqr|m) = (123|4). Thus, from the eq. (788), we have that

A6(I
(13)) =

∫
dµΛ

6

6

5

4

3

2

1

=
6

5

4

3

2

1

cut-1

+
6

5

4

3

2

1

cut - 2

+

6

5

4

3

2

1

cut - 3

.

Applying the integration rules, cut-1 is split into
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6

5

4

3

2

1

cut-1

=
∫

dµCHY
4

21

P3:56

×
(

1
s345

)
×
∫

dµCHY
4

5 4

3P6:2

=
A4(1, 2, P3:5, 6)× A4(P6:2, 3, 4, 5)

s3:5
=

s26 s35

s3:5
. (868)

On the last equality we used the identity, A4(P6:2, 3, 4, 5) = A4(P6:2, 3, 4, 5) (in order to avoid

singular cuts), and the same procedure as in eq. (771). This identity is supported over the off-shell

Pfaffian properties given in appendix 15.A.2.

The following contribution is the cut-2 (strange-cut), which, by the integration rules, is broken as

6

5

4

3

2

1

cut - 2

=
∫

dµCHY
5

P13
6

5

4
2

×
(

1
s4:6,2

)
×

P4:6,2

13

. (869)

Notice that on the first graph the our method can not be employed. Nevertheless, similar to Yang-Mills

theory [374], this strange-cut can be rewritten in the following way

∫
dµCHY

5

P13
6

5

4
2

×

P4:6,2

13

= (−1)
∫

dµCHY
5

P13
6

5

4
2

×

P4:6,2

13

= (−1) A′5(P13, 2, 4, 5, 6)× A′3(1, 3, P4:6,2). (870)

where we used the identities formulated in appendix 15.A.2. Therefore, this cut turns into

6

5

4

3

2

1

cut - 2

= (−1)
A′5(P13, 2, 4, 5, 6)× A′3(1, 3, P4:6,2)

s4:6,2
= s13

[
s46

s456
+

s26 + s46

s56P13

]
, (871)

The five-point amplitude, A′5(P13, 2, 4, 5, 6), was already calculated in eq. (852) and the three-point

function is given in eq. (766).
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Lastly, the strange cut-3 is

6

5

4

3

2

1

cut - 3

= (−1)
A′3(P5:1,3, 2, 4)× A′5(1, 3, P24, 5, 6)

s24
= s24

[
s26 + s46

s56P24

+
s26 + s36 + s46

s561

]
.

(872)

15.B.4 Longitudinal Contributions

In this section, we consider just the longitudinal degrees of freedom of all cut-contributions obtained

from A′6(I
(123)) and A′6(I

(134)). Those results are used in section 15.7.3.

First, we begin with the cut-structure given in eq. (849) for A′6(I
(123)). We replace εM → εL, and

use eq. (797). The longitudinal contributions become

∑
L

A′3(1, 2, PεL

3:6)× A(P123)
5 (PεL

12 , 3, 4, 5, 6)
s3:6

=
s1P3:6

2 s12
×
{

s46

s4:6

[
sP12P45 +

s45sP126

s6P1:3

]
+

s6P34

s56P12

[
s45 sP126

s6P12

+
s46 sP125

s6P34

+ sP124

]
− s56 sP126

[
1

s6P45

+
1

s6P12

]}
. (873)

∑
L

A′5(1, 2, PεL

34 , 5, 6)× A(P5:23)
3 (PεL

5:2, 3, 4)
s34

=
s4P5:2

2 s34
×
{

s15

s5:1

[
sP34P16 +

sP345s16

s5P2:4

]
+

s5P12

s56P34

[
sP345 s16

s5P34

+
sP346 s15

s5P12

+ s1P34

]
− s56 s5P34

[
1

s5P16

+
1

s5P34

]}
, (874)

∑
L

A′3(PεL

4:1, 2, 3)× A(1P23)
5 (1, PεL

23 , 4, 5, 6)
s4:1

=
s3P4:1

2 s23
×
{

s46

s4:6

[
sP23P45 +

s45sP236

s6P1:3

]
− s56 sP236

s6P45

+
s6P2:4 sP234

s5:1

}
, (875)
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∑
L

A′4(1, 2, PεL

3:5, 6)× A(P6:23)
4 (PεL

6:2, 3, 4, 5)
s3:5

=
s16 s6P3:5

2 s3:5
×
(

1
s16

+
1

s6P3:5

)
×

s35

s3:5
×
(

sP6:2P34 +
s34 s5P6:2

s5P6:2

)
. (876)

To end, we carry out the longitudinal contributions for all cut-contributions of A′6(I
(134)),

∑
L

A(1P3:6)
3 (1, 2, PεL

3:6)× A′5(PεL

12 , 3, 4, 5, 6)
s3:6

= − s2P3:6

2 s12
×
{

s46

s4:6

[
sP12P45 +

s45sP126

s6P1:3

]
+

s6P34

s56P12

[
s45 sP126

s6P12

+
s46 sP125

s6P34

+ sP124

]
− s56 sP126

[
1

s6P45

+
1

s6P12

]}
. (877)

∑
L

A(1P34)
5 (1, 2, PεL

34 , 5, 6)× A′3(PεL

5:2, 3, 4)
s34

= − s4P5:2

2 s34
×
{

s26 s56 sP345

s5P34 s6P3:5

+
s2P34 s6P2:4

s5:1

+
1

sP3456

[
s25 sP346 +

s26 s6P34 s5P34

s6P12

+ s2P34 s6P34

]}
, (878)

∑
L

A(1P3:5)
4 (1, 2, PεL

3:5, 6)× A′4(PεL

6:2, 3, 4, 5)
s3:5

=
s5P6:2 s45

s3:5
×
(

1
s45

+
1

s5P6:2

)
×

s26

s3:5
×
(

s1P3:5 +
s12 sP3:56

s6P3:5

+ s2P3:5

)
. (879)

A3(3, P4:1, 2)× A′5(1, P23, 4, 5, 6)
s4:1

= 0, (880)
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C O N C L U S I O N

Many interesting quantum field theories relevant for describing phenomena in Nature are effective

field theories. In this thesis we have discussed several different effective field theories, ranging from

the effective-field-theory extension of the Standard Model to an effective field theory describing the

classical (and quantum) behavior of a black hole. In order to extract information from the effective

theories, we must perform calculations. Tree- and loop-level calculations are crucial in order to

connect the theories to experimentally relevant quantities. In particular, one object of great theoretical

and experimental interest is the scattering amplitude. Traditional methods for calculating scattering

amplitudes are well-established, and have their use. However, the traditional methods also have several

limitations. This is particularly true when dealing with effective field theories. Therefore, modern

methods for calculating scattering amplitudes have received a surge of interest in recent years.

One outstanding problem is to fully connect the realm of effective field theory with the modern

methods for scattering amplitudes. The work presented in this thesis connects several effective field

theories with these modern methods. In particular, we have developed the gravitational theory for

a heavy particle, both from an effective-field-theory perspective, with a Lagrangian and associated

Feynman rules, as well as from an on-shell methodology. This illustrates the interplay between the

two approaches. We believe that this connection will be a fruitful object of study in years to come.

We also presented many novel results which sit more comfortably in one of the two subjects. For

the Standard Model Effective Field Theory (SMEFT), we introduced the notion of a curved field space

for the gauge sector. Using the curved field space and the background field method, we derived a

gauge-fixing term which breaks quantum field gauge invariance while keeping background field gauge

invariance. A direct consequence of the background field gauge invariance is background field Ward

identities, which we also derived. The background field Ward identities are valid to all orders in the

perturbative expansion. Another consequence of the curved field space of the theory is a geometric
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description of the SMEFT. In particular, the canonically normalized gauge couplings, mixing angles,

and masses have geometric definitions. Since we can write down a closed form for the metric defining

the curved field space to all orders in the
√

2H†H/Λ expansion, the geometric definitions of the

couplings, masses, and mixing angles are also defined to all orders in the power-counting expansion.

Other results for the SMEFT include a detailed discussion on interference and non-interference

effects, as well as a group-theoretic discussion of operators violating baryon and/or lepton number

when flavor symmetries are imposed.

When describing phenomena below the electroweak scale, a new effective field theory can be

applied, namely the Low-Energy Effective Field Theory (LEFT). We discussed the equations of

motion and symmetry currents of the LEFT.

On the scattering-amplitudes side, we investigated several effective field theories using the scattering

equation framework extended to a double cover. The theory in focus was the non-linear sigma model,

but similar techniques were also applied to the special Galilean theory and the combination of the

non-linear sigma model and φ3 theory. We derived novel recursion relations, where any tree-level

scattering amplitude in the non-linear sigma model can be recursively calculated from (off-shell)

three-point amplitudes.

We also discussed the connection between the soft limit of gauge and gravitational amplitudes using

the KLT-relation. In particular, we derived novel relations for the gauge theory amplitudes, which

are constrained by the soft behavior of the gravitational amplitudes. These novel relations where

generalized to include contributions from effective operators.

Lastly, we developed the Heavy Black Hole Effective Theory (HBET), the gravitational analog of

Heavy Quark Effective Theory (HQET), both from a Lagrangian and an on-shell perspective. We also

demonstrated the double-copy relation between HQET and HBET.
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F U T U R E W O R K

Based on the work presented in this thesis, there are many avenues of further research to consider.

On the effective-field-theory side, the geometric framework for the Standard Model Effective Field

Theory should be developed further. In particular, applying it to phenomenological calculations would

be of great value. A separate effective field theory is also relevant for Higgs physics beyond the

Standard Model, namely Higgs Effective Field Theory (HEFT). There is a close connection between

the SMEFT and the HEFT, but also some crucial differences. In particular, in the HEFT the Higgs

field transforms non-linearly under the electroweak gauge symmetry. The geometric framework

could be applied to the HEFT. Work has been performed for the scalar sector of the theory. However,

analogous to the SMEFT, the geometric framework can be applied for the gauge sector as well. Similar

definitions of the gauge couplings, masses and mixing angles can then be defined.

The on-shell description of heavy particles deserves more investigation. The heavy limit is closely

related to the non-relativistic limit, which hints at an on-shell description of non-relativistic systems. A

non-relativistic version of the on-shell program would be useful for calculations in e.g. post-Newtonian

corrections to the binary inspiral problem, relevant for LIGO/LISA observations of gravitational waves.

One of the groundbreaking new results of the amplitude program is the double-copy relation

between gauge and gravitational theories, through the KLT-relation, color-kinematics duality, or the

scattering-equation framework. One natural extension of this is to investigate general effective field

theories in the light of the double-copy relations. This would highlight the underlying structure of the

effective theories, as well as to recast complicated calculations involving gravitational interactions in

terms of simpler gauge-theory calculations.

Hopefully, several of these research directions will be pursued in the near future.
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