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Abstract

There are now over 5600 known exoplanets, and their characterisation is of pri-
mary importance to better understand the still uncertain planet formation pro-
cesses. However, exoplanet characterisation presents some challenges. We often
encounter observational limitations or the existence of complex atmospheric pro-
cesses which limit our ability to characterise exoplanets. In this thesis, we consider
how dust condensation in distinct exoplanetary environments can help us reach
a better understanding of the composition of exoplanet’s interiors, surfaces, and
atmospheres.

In the first part of this thesis, we investigate the composition of small close-in
exoplanets via modelling catastrophically evaporating rocky planets. A catas-
trophically evaporating planet is a low-mass (similar to Mercury), evaporating,
ultra-short-period planet (orbital period of less than 1 day) with a comet-like tail
of dust. Catastrophically evaporating planets offer a unique window into con-
straining the composition of small close-in planets. The dust in the comet-like
tail originates from the planet’s molten day-side surface. The light curves of these
planets are shaped by the optical properties of the dust. It is then possible to
constrain the dust composition, and therefore the planet’s surface composition,
via comparing synthetic light curves to the observed ones.

We present a new self-consistent model of the dusty-tails: we physically model
the trajectory of the dust grains after they left the gaseous outflow including an
on-the-fly calculation of the dust cloud’s optical depth. This is the first time the
dust cloud’s optical depth is modelled self-consistently. We investigate two planets
in detail, KIC 1255 b and K2-22 b. The planet KIC 1255 b presents a trailing tail
of dust, whilst K2-22 b presents a leading tail of dust. For both planets, we find
the dust is likely composed of magnesium-iron silicates (olivine and pyroxene),
consistent with an Earth-like composition. We constrain the dust to be micron
sized (1.25 - 1.75µm) and the average planetary mass-loss rate to be approximately
∼ 3M⊕Gyr−1. We conclude the origin of the leading tail of dust of K2-22 b is likely
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a combination of the geometry of the outflow and a low radiation pressure force
to stellar gravitational force ratio. In addition to this, the optical depth of the
dust cloud is a factor of a few at the vicinity of the planet. The composition
constraint we find supports the recently suggested idea that the dusty outflows
of these planets go through a greenhouse effect–nuclear winter cycle, which gives
origin to the observed transit depth time variability. Magnesium-iron silicates
have the necessary visible-to-infrared opacity ratio to give origin to this cycle in
the high mass-loss state.

In the second part of the thesis, we explore microphysical cloud formation in
substellar atmospheres of self-luminous objects. Clouds present a challenge to
atmospheric characterisation as they can often hide spectral features of the gaseous
components of atmospheres. However, we have entered an era with JWST where
silicate clouds are detectable in the atmospheres of planetary-mass companions.
This allows for a unique opportunity to test our understanding of cloud formation,
and to help us characterise cloudy atmospheres. To date, no forward model has
been able to reproduce the ∼ 10µm silicate absorption feature detected in the
emission spectra of these objects.

We compute a new grid of self-consistent 1D cloudy radiative-convective substel-
lar atmospheres: the MSG cloudy grid. The grid accounts for both cloud micro-
physics and cloud radiative feedback (i.e., self-consistency). We use the MSG model
which couples the atmospheric model MARCS, with the equilibrium chemistry model
GGchem, and the microphysical cloud formation model DRIFT. To mitigate typi-
cal convergence problems, we apply a novel algorithm based on control theory.
The grid spans the parameter space of brown dwarfs and directly imaged plan-
ets. We investigate the impact of cloud opacities on the resulting cloud radiative
feedback on the atmosphere. We compute synthetic atmosphere spectra for each
model to explore the observable impact of the cloud microphysics. The impact of
choosing different nucleation species (TiO2 or SiO) and the effect of less efficient
atmospheric mixing on these spectra are also explored.

The new MSG cloudy grid, which utilises TiO2 nucleation, produces spectra that
appear redder in the near-infrared compared to the known substellar atmospheres.
We observe that models incorporating SiO nucleation and those with reduced
mixing efficiency exhibit less redness in the near-infrared. Additionally, we find
that detached convective zones emerge at effective temperatures of Teff ≤ 1600K
due to a backwarming effect caused by the clouds. Unfortunately, our grid fails to
replicate the silicate features observed in recent JWST data and Spitzer archival
observations. We discuss in detail further research that could more accurately
represent the effects of convection in cloud-forming regions and propose steps to
better capture the silicate cloud feature.



Resumé

Vi kender idag mere end 5600 exoplaneter, og karakterisering af dem er af vi-
tal betydning for at opnå en bedre forståelse af dannelsesprocessen for planeter.
Karakterisering af exoplaneter har imidlertid nogle udfordringer. Vi støder ofte
på begrænsninger i observationerne eller opdagelsen af komplekse atmosfæriske
processer som begrænser vores muligheder for at karakterisere exoplaneterne. I in-
deværende afhandling ser vi på hvordan støvkondensation i exoplaneternes forskel-
ligartede omgivelser kan hjælpe os til en bedre forståelse af sammensætningen af
exoplaneternes indre, overflade, og atmosfærer.

I den første del af afhandlingen, undersøger vi sammensætningen af små exo-
planeter i små baner om deres stjerne via modellering af såkaldte katastrofisk
fordampende klippeplaneter. En katastrofisk fordampende planet er en lav-masse
(fx som Merkur), fordampende, ultra-kort-periode planet (med omløbstid min-
dre en 1 dag) med en kometagtig hale af støv. Katastrofisk fordampende plan-
eter giver os et unikt vindue til at indkredse værdierne for sammensætningen af
små planeter i små baner. Støvet i den kometlignende hale har sin oprindelse i
planetens glohede flydende dag-side overflade. Lyskurven af den slags planeter
bestemmes af de optiske egenskaber af støvet. Det er derfor muligt at indkredse
støv-sammensætningen, og derfor også planetens overflade-sammensætning, ved
at sammenligne beregnede lyskurver med de observerede.

Vi præsenterer her en ny selvkonsistent model for støvhaler: vi modellerer den
fysiske bane af støvkornene efter de har dekoplet sig fra den udstrømmende gas,
inklusiv en simultan beregning af støvskyens optiske dybde. Det er første gang
en støvskys optiske dybde er beregnet selvkonsistent. Vi undersøger to plan-
eter i detaljer, KIC 1255 b og K2-22 b. Planeten KIC1255 b har en bagudrettet
(“slæbende”) støvhale i forhold til baneretningen, mens K2-22 b har en fremad
rettet (“ledende”) støvhale. For begge planeterne, finde vi at støvet sandsynligvis
består af magnesium-jern silikater (olivin og pyroxen), i lighed med Jordens sam-
mensætning. Vi estimerer støvkornene til at være af mikrometer størrelse (1.25
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til 1.75 µm) og middel massetabet fra planeterne til at være ca 3M⊕Gyr−1. Vi
konkluderer at oprindelsen af af den fremadrettede støvhale fra K2-22 b sandsyn-
ligvis er en kombination af geometrien af udstrømningen og et lavt strålingstryk
i forhold til tyngdekraftens træk. Derudover er den optiske dybde af støvskyen
nogle størrelsesordner mindre end i nærheden af planeten. De afgrænsninger vi
finder i værdien af sammensætningen understøtter den ide som er fremsat for
nyligt, at støv udstrømningerne gennemgår en drivhus-drevet nuklear-vinter cyk-
lus, som giver anledning til den observerede variabilitet i dybden af formørkelses
lyskurven. Magnesium-jern silikater har det nødvendige forhold mellem synlig og
infrarød opacitet til at forårsage cyklusen i høj-masse-tabs tilstanden.

I den anden del af afhandlingen, undersøger vi mikrofysiken i skydannelsen i at-
mosfæreren af sub-stellare selvlysende objekter. Skyer repræsenterer en udfordring
i karakteriseringen af atmosfæren, eftersom de ofte skygger for de spektrale træk
af gaskomponenten af atmosfæren. Ikke destomindre er vi nu i en tid hvor JWST
gør det muligt at detektere silikat-skyer i atmosfæren af planet-masse objekter.
Det åbner en unik mulighed for at teste vores forståelse af skydannelses processen,
og for at hjælpe os i at karakterisere skyrige atmosfærer. Indtil idag har ingen
selvkonsistent model været istand til at reproducere det ∼ 10µm absorptions træk
man ser i emissionen fra den slags objekter.

Vi har beregnet et netværk af selvkonsistente 1D skyrige strålings-konventions
sub-stellare atmosfæremodeller: MSG sky netværket. Modellerne tager hensyn til
både mikrofysikken i skydannelsen og strålings feed-back fra skyerne (dvs selvkon-
sistens). Vi tager udgangspunkt i MSG modellerne, som sammenkobler MARCS at-
mosfære modeller med GGchem modeller for kemisk ligevægt og DRIFT modellerin-
gen af mikrofysikken i skydannelse. For at afbøde typiske konvergensproblemer
anvender vi en ny algoritme baseret på kontrol-teori. Netværket strækker sig fra
brune dværge til direkt-observerbare exoplaneter. Vi undersøger inflydelsen af sky
opaciteter på skyernes strålings feed-back på atmosfæren. Vi regner syntetiske at-
mosfære spektra for hver model for at undersøge den observerbare indflydelse af
skyernes mikrofysik. Betydningen af at vælge forskellige nukleerings kerner (TiO2

eller SiO) og den spektrale effekt af en formindsket effektiv atmosfærisk opblending
undersøges også.

Det nye MSG sky-netværk, som anvender sig af TiO2 nuklering, producerer spek-
tra der fremtræder mere røde i det nær-infrarøde sammenlignet med kendte sub-
stellare atmosfærer. Vi bemærker at modeller som inkorporerer SiO nukleer-
ing, og dem med reducerede opblandings effektivitet, udviser mindre rødlighed
i det nær-infrarøde. Derudover finder vi at separate konvektionszoner opstår ved
effektive temperaturer på Teff ≤ 1600K pga effekter af bagudrettet opvarmning
(“backwarming-effekter”) som skyldes skyerne. Desværre kan vores net af mod-
eller ikke reproducere de silikat træk som er observeret i de nyeste JWST data og
i Spitzer’s arkiv data. Vi diskuterer i detaljer fremtidige undersøgelser som kunne
give en mere præcis beskrivelse af konvektionen i skydannelses områderne, og vi
foreslår skridt som bedre kunne reproducere de spektrale træk af silikat skyer.



Abstrakt

Es gibt inzwischen über 5600 bekannte Exoplaneten. Ihre Charakterisierung ist
von größter Bedeutung, um die noch immer unsicheren Prozesse der Planete-
nentstehung besser zu verstehen. Jedoch bringt diese Charakterisierung einige
Herausforderungen mit sich. So stoßen wir häufig an die Grenzen der Beobacht-
barkeit. Gleichzeitig beschränkt die Existenz komplexer Prozesse in den Atmo-
sphären von Exoplaneten unsere Fähigkeit der Charakterisierung dieser Planeten.
In dieser Arbeit untersuchen wir, wie die Kondensation von Staub in verschiede-
nen Exoplanetenumgebungen uns helfen kann, die Zusammensetzung des Inneren,
der Oberflächen und der Atmosphären von Exoplaneten besser zu verstehen. Im
ersten Teil der Arbeit untersuchen wir die Zusammensetzung kleiner Exoplaneten
mit kurzen Umlaufzeiten, indem wir katastrophal verdampfende Gesteinsplan-
eten modellieren. Unter katastrophal verdampfenden Gesteinsplaneten versteht
man verdampfende Planeten mit Massen ähnlich zu Merkur und ultrakurzer Um-
laufzeiten von weniger als einem Tag, die einen kometenartigen Staubschweif be-
sitzen. Diese Planeten bieten einen einzigartigen Einblick in die Zusammensetzung
kleiner Planeten mit kurzen Umlaufzeiten. Der Staub, aus dem der kometenar-
tigen Schweif besteht, stammt von der geschmolzenen Oberfläche der Tageseite
des Planeten. Die Lichtkurven dieser Planeten werden durch die optischen Eigen-
schaften des Staubs beeinflusst. Es ist daher möglich, die Staubzusammensetzung
und damit die Zusammensetzung der Planetenoberfläche einzugrenzen, indem die
beobachteten Lichtkurven mit synthetische Lichtkurven verglichen werden. Wir
präsentieren ein neues selbstkonsistentes Modell der Staubschweife. Wir model-
lieren die physikalische Flugbahn der Staubkörner nachdem sie den Gasausfluss des
Planeten verlassen haben und die optischen Tiefe der Staubwolke. Dieses Mod-
ell ist das erste Modell, in dem die optische Tiefe der Staubwolke selbstkonsistent
berechnet wird. Wir untersuchen zwei Planeten, KIC 1255 b und K2-22 b, genauer.
Der Planet KIC 1255 b weist einen nachfolgenden Staubschweif auf, während K2-
22 b einen vorauseilenden Staubschweif aufweist. Bei beiden Planeten stellen wir
fest, dass der Staub wahrscheinlich aus Magnesium-Eisen-Silikaten (Olivin und
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Pyroxen) besteht. Dies stimmt mit einer erdähnlichen Zusammensetzung überein.
Wir begrenzen die Größe der Staubkörner auf Mikrongröße (1,25 - 1,75µm). Die
durchschnittliche Massenverlustrate der Planeten ist circa ∼ 3M⊕ Gyr−1. Wir
kommen zu dem Schluss, dass der Ursprung des vorauseilenden Staubschweifs
von K2-22 b wahrscheinlich in einer Kombination aus der Geometrie des Aus-
flusses und einem niedrigen Verhältnis der Strahlungsdruckkraft zu der Gravi-
tationskraft des Sternes liegt. Darüber hinaus ist die optische Tiefe der Staub-
wolke in der Nähe des Planeten höher als im Äußeren der Wolke. Die von uns
gefundene Staubzusammensetzung unterstützt die kürzlich vorgeschlagene Theo-
rie, dass die staubigen Ausflüsse dieser Planeten einen Treibhauseffekt-Nuklearen-
Winter-Zyklus durchlaufen, der die beobachtete zeitliche Variabilität der Transit-
tiefe verursacht. Magnesium-Eisen-Silikate weisen das notwendige Verhältnis von
sichtbarer zu infraroter Opazität auf, um diesen Zyklus bei hohem Massenverlus-
traten zu verursachen.

Im zweiten Teil der Arbeit untersuchen wir die mikrophysikalische Wolkenbildung
in Atmosphären von substellaren, selbstleuchtenden Objekten. Wolken stellen
eine Herausforderung für die Charakterisierung von Atmosphären dar, da sie
häufig spektrale Merkmale der gasförmigen Bestandteile von Atmosphären ver-
bergen können. Mit JWST sind wir jedoch in eine Ära eingetreten, in der Si-
likatwolken in den Atmosphären von Objekten mit planetarer Masse beobachtbar
sind. Dies bietet eine einzigartige Gelegenheit, unser Verständnis der Wolken-
bildung zu testen, was uns bei der Charakterisierung bewölkter Atmosphären
hilft. Bisher konnte jedoch kein Vorwärtsmodell das in den Emissionsspektren
dieser Objekte festgestellte Absorptionsmerkmal bei ∼ 10µm reproduzieren. Wir
berechnen neue Tabellen von selbstkonsistenten 1D-Modellen von substellaren At-
mosphären im Strahlungsgleichgewicht mit Wolken: Das MSG cloudy grid. Die
Modelle berücksichtigt sowohl die Mikrophysik von Wolken als auch die Wolken-
Strahlungs-Rückkopplung (d.h. Selbstkonsistenz). Wir verwenden das MSG-Modell,
dass das Atmosphärenmodell MARCS mit dem Gleichgewichtschemiemodell GGchem
und dem mikrophysikalischen Wolkenbildungsmodell DRIFT verbindet. Um typis-
che Konvergenzprobleme zu mildern, benutzen wir einen neuartigen Algorithmus
auf Basis der Kontrolltheorie. Das Tabellen erstrecken sich über den Parame-
terraum von Braunen Zwergen und direkt beobachteten Planeten. Wir unter-
suchen die Auswirkungen der Opazität von Wolken auf die resultierende Wolken-
Strahlungs-Rückkopplung in der Atmosphäre. Für jedes Model berechnen wir
synthetische Spektren der Atmosphäre, um die beobachtbaren Auswirkungen der
Mikrophysik vonWolken zu untersuchen. Die Auswirkungen der Wahl verschiedener
Arten von Kondensationskeime (TiO2 oder SiO) und einer weniger effizienten
atmosphärischen Durchmischung auf die Spektren werden ebenfalls untersucht.
Modelle im neuen MSG cloudy grid, welches die TiO2 als Kondensationskeime ver-
wenden, erzeugen Spektren, die im Nahinfrarot rötlicher erscheinen als die bekan-
nten substellaren Atmosphären. Modelle, die SiO als Kondensationskeime ver-
wenden und solche mit reduzierter Durchmischungseffizienz, weisen weniger Röte
im Nahinfrarot auf. Darüber hinaus stellen wir fest, dass bei effektiven Temper-
aturen von Teff ≤ 1600K, aufgrund eines durch die Wolken verursachten Rücker-
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wärmungseffekts, isolierte Kovenktionszonen entstehen. Leider gelingt es unseren
Tabellen nicht, die in den jüngsten JWST-Daten und in den Archivbeobachtun-
gen von Spitzer beobachteten Silikatmerkmale zu reproduzieren. Wir diskutieren
ausführlich weitere Forschungsarbeiten, welche die Auswirkungen der Konvektion
in wolkenbildenden Regionen genauer untersuchen können und schlagen Schritte
vor, mit denen die Eigenschaft der Silikatwolken besser zu erfassen sind.



Resumo

Atualmente são conhecidos mais de 5600 exoplanetas, e a sua caracterização é
de extrema importância para entender melhor os ainda incertos processos de for-
mação planetária. No entanto, a caracterização de exoplanetas apresenta alguns
desafios. Frequentemente, enfrentamos limitações observacionais ou a existência
de processos atmosféricos complexos que limitam a nossa capacidade de carac-
terizar exoplanetas. Nesta tese, consideramos como a condensação de poeira em
ambientes exoplanetários distintos pode ajudar-nos a alcançar uma melhor com-
preensão da composição dos interiores, superfícies e atmosferas dos exoplanetas.

Na primeira parte desta tese, investigamos a composição de pequenos exoplanetas
rochosos através de modelos de planetas rochosos em evaporação catastrófica. Um
planeta em evaporação catastrófica é um planeta com uma massa pequena (semel-
hante a Mercúrio), em evaporação, com um período orbital extremamente curto,
inferior a um dia. Estes planetas apresentam uma cauda de poeira semelhante
a um cometa. Os planetas em evaporação catastrófica apresentam uma oportu-
nidade única para estudar a composição de pequenos planetas rochosos. A poeira
na cauda tem origem na superfície diurna do planeta. As curvas de luz desses
planetas são moldadas pelas propriedades ópticas da poeira. É então possível es-
tudar a composição da poeira, e portanto a composição da superfície do planeta,
comparando curvas de luz sintéticas com as observadas.

Apresentamos um novo modelo auto-consistente (self-consistent) das caudas de
poeira: modelamos fisicamente a trajetória dos grãos de poeira após deixarem o
fluxo gasoso, incluindo um cálculo em tempo real da profundidade óptica da nuvem
de poeira. Esta é a primeira vez que a profundidade óptica da nuvem de poeira
é modelada de forma auto-consistente. Investigamos dois planetas em detalhe,
KIC 1255 b e K2-22 b. O planeta KIC 1255 b apresenta uma cauda de poeira que
o segue, enquanto K2-22 b apresenta uma cauda de poeira que o precede. Para
ambos os planetas, descobrimos que a poeira é provavelmente composta por olivina
e piroxena, uma composição semelhante à da Terra. Restringimos o tamanho da

16
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poeira a valores micrométrico entre 1.25 - 1.75µm e a taxa média de perda de
massa planetária a aproximadamente ∼ 3M⊕Gyr−1. Concluímos que a origem
da cauda de poeira que precede K2-22 b é provavelmente uma combinação da
geometria do fluxo gasoso e um rácio reduzido entre a força de pressão de radiação
e a força gravitacional estelar. Além disso, a profundidade óptica da nuvem de
poeira é acima de 1.0 na proximidade do planeta. A restrição de composição que
encontramos suporta a ideia recentemente sugerida de que os fluxos de poeira
destes planetas passam por um ciclo de efeito de estufa–inverno nuclear, que dá
origem à variabilidade temporal observada na profundidade do trânsito planetário.
A olivina e piroxena têm o rácio de opacidade visível-infravermelha necessário para
dar origem a este ciclo.

Na segunda parte da tese, exploramos a formação de nuvens microfísicas em atmos-
feras subestelares de objetos auto-luminosos. As nuvens apresentam um desafio à
caracterização atmosférica, porque podem frequentemente ocultar características
espectrais dos componentes gasosos das atmosferas. No entanto, com o JWST
entrámos numa era em que as nuvens de silicato são detectáveis nas atmosferas
de objetos de massa planetária. Este facto permite uma oportunidade única para
testar a nossa compreensão da formação de nuvens e para nos ajudar a carac-
terizar atmosferas de exoplanetas com nuvens. Até à data, nenhum modelo de
previsão conseguiu reproduzir a característica de absorção de silicato nos ∼ 10µm
detectada nos espectros de emissão desses objetos.

Calculamos uma nova grelha auto-consistente e unidimensional de modelos de at-
mosferas subestelares radiativo-convectivas com nuvens: a MSG cloudy grid. A
grelha tem em conta tanto a microfísica das nuvens como o feedback radiativo
das nuvens (ou seja, auto-consistência). Utilizamos o modelo MSG que associa
o modelo atmosférico MARCS, com o modelo de química de equilíbrio GGchem e
o modelo microfísico de formação de nuvens DRIFT. Para mitigar os problemas
típicos de convergência, aplicamos um novo algoritmo baseado na teoria de con-
trolo. A grelha abrange o espaço de parâmetros das anãs castanhas e dos planetas
diretamente fotografados. Investigamos o impacto da opacidade das nuvens no
feedback radiativo resultante sobre a atmosfera. Calculamos espectros sintéticos
da atmosfera para cada modelo para explorar o impacto observável da microfísica
das nuvens. O impacto da escolha de diferentes espécies de nucleação (TiO2 ou
SiO) e o efeito de uma mistura atmosférica menos eficiente nestes espectros são
também explorados.

A MSG cloudy grid que utiliza a nucleação de TiO2, produz espectros que pare-
cem mais vermelhos no infravermelho próximo em comparação com as atmosferas
subestelares conhecidas. Observamos que os modelos que incorporam a nucleação
de SiO e aqueles com eficiência de mistura reduzida exibem menos vermelhidão no
infravermelho próximo. Além disso, descobrimos que zonas convectivas destacadas
emergem a temperaturas efetivas de Teff ≤ 1600K devido a um efeito de retroaque-
cimento causado pelas nuvens. Infelizmente, a nossa grelha não consegue replicar
as características de silicato observadas em dados recentes do JWST e em ob-
servações de arquivo do Spitzer. Discutimos em pormenor outras investigações
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que poderiam representar com maior precisão os efeitos da convecção em regiões
de formação de nuvens e propomos passos para melhor captar a caraterística das
nuvens de silicato.
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CHAPTER 1

introduction

All we have to decide is what to do with the time that is given us.

— Gandalf, in The Fellowship of the Ring by J.R.R. Tolkien

The first extrasolar planets (planets outside the Solar System, i.e. exoplanets)
were discovered over 30 years ago in 1992. Two exoplanets were observed orbiting
the pulsar PSR1257+12 by Wolszczan and Frail (1992). Only three years later,
in 1995, the first exoplanet orbiting a sun-like star was discovered by Mayor and
Queloz (1995), this is the planet 51Pegasi b. Michel Mayor and Didier Queloz
later received the Nobel Prize in Physics in 2019 for this discovery which would
come to shed a new light into the community’s understanding of planet formation.
51Pegasi b is a so-called hot Jupiter type exoplanet: a planet with a similar mass
and radius to that of Jupiter, but with a fairly short orbital period of typically
less than 10 Earth days. The discovery of 51Pegasi b came as a surprise to the
community who did not expect planets of this size to exist in such close-in orbits.

Over the past 30 years, the search for exoplanets has been increasingly prosperous.
Many dedicated ground based searches, for example HARPS (Mayor et al., 2003),
HAT (Bakos et al., 2002) and WASP (Pollacco et al., 2006), and space missions, for
example CoRoT (Fridlund et al., 2006), Kepler (Borucki et al., 2010) and TESS
(Ricker et al., 2014), have been very successful and at the time of writing this
thesis there are 5690 confirmed exoplanets1.

In the introduction of this thesis we will discuss the diversity of the exoplanet
population, motivate why one should study exoplanets, and discuss the definition

1All information regarding the number of confirmed exoplanets has been retrieved from the
NASA Exoplanet Archive on 21/07/2024.
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Figure 1.1: The 2496 exoplanets with a mass or minimum mass measurement. Data
retrieved from the NASA Exoplanet Archive on 21/07/2024. The Solar System planets
are shown for reference. The discovery method of each planet is shown with different
symbols and colours: transit - orange circles; radial velocity - cyan triangles; imaging -
green stars; microlensing - pink squares; other methods - blue diamonds.

of a planet. Finally we provide an overview and outline of the thesis.

1.1 A universe of alien worlds
Figure 1.1 shows the 2496 exoplanets which currently have a mass or minimum
mass measurement, in a mass versus orbital period plot. The data was taken
from the NASA Exoplanet Archive on 21/07/2024. The figure also shows the
Solar System planets for reference. Firstly, it is immediately obvious that the
Solar System planets sit where very few exoplanets have been observed. This
does not necessarily mean there are few exoplanets in this part of the parameter
space. However, there are observational biases for the planet detection techniques
which could explain the observed low occurrence rate of planets in this part of
the parameter space. Secondly, it is possible to see that there exist some types of
planets which are not present in the Solar System.

There exist a few different methods for detecting exoplanets. Here we briefly go
through three of those methods, however for a more in-depth explanation of each
methodology we refer the reader to chapters 30 to 39 of the Handbook of Exoplanets
(Deeg and Belmonte, 2018).

The most straightforward detection method to understand is the imaging method.
As the name indicates the method consists of a detection of a point source im-

https://exoplanetarchive.ipac.caltech.edu/
https://exoplanetarchive.ipac.caltech.edu/
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age of an exoplanet/companion. We use the term companion as the definitions
of planet and brown dwarf are currently highly debated. A lot of the imaged
companions have masses above the deuterium burning limit (13MJupiter), which in
some definitions would make them brown dwarfs. We will discuss the definitions
of planet and brown dwarf in more detail in the next section, but for now we will
use the term companion. For detecting companions, this imaging can be done
by observing the light from the host star which is reflected by the object (in the
optical), or through the object’s thermal emission (in the infrared). All imaged
companions known today have been detected via their thermal emission. The
first imaging detections in reflected light are expected within the current decade
(Carrión-González et al., 2020, 2021). The imaging method is generally limited
to detecting companions located far from their host stars, and which are massive,
bright and young (e.g. Marois et al., 2008; Macintosh et al., 2015; Faherty et al.,
2021). The first images of companions with the JWST/MIRI coronagraph are
currently being obtained, which allow for imaging in the mid-infrared for the very
first time, providing a new view into these companions (Boccaletti et al., 2024).
Recently, the JWST/MIRI coronagraph has allowed for the confirmation of the
most Jupiter-like exoplanet known to date, Eps IndAb (Matthews et al., 2024).
We are at a turning point where coronagraphs are becoming better at suppress-
ing stellar light, which allows for detections of Jupiter analogues. The upcoming
Nancy Grace Roman Space Telescope will fly such a coronagraph, with the goal
of detecting and imaging many Jupiter analogues orbiting Sun-like stars. The
imaging method also allows for the detection of protoplanets still embedded in
their forming discs (e.g. Wagner et al., 2018; Currie et al., 2022; Hammond et al.,
2023). It is difficult to accurately extract an object’s properties (e.g. mass, radius)
with the imaging method as most of the properties can only be constrained via a
combination of the observations with theoretical models. At the time of writing
there are 82 confirmed imaged companions, 25 of which have a mass below the
deuterium burning limit.

We now briefly describe the two most successful planet detection methods (in
terms of the number of detections): the transit method and the radial velocity
(RV) method. Both of these methods rely on observations of a planet’s host
star rather than the planet itself. The RV method, also known as the Doppler
spectroscopy method, is based on the fact that if a planet is orbiting a star,
then the gravitational interaction between the planet and the star will make the
star “wobble”. This is because the planet and the star orbit a common centre
of mass. When the star moves away from the observer, the star’s spectral lines
are red-shifted, and when it moves towards the observer, the spectral lines are
blue-shifted - this is known as the Doppler effect. It is then possible to obtain the
star’s radial velocity from the spectral line shifts, and from that a measurement
of the minimum mass of the planet (or the actual mass if the planet’s inclination
is known). The radial velocity method is biased towards more massive planets,
in close-in orbits, around lower mass stars. This is because these planets will
induce a larger RV amplitude on its host star, making it easier to detect. For
example, 51Pegasi b was detected via the RV method: with a minimum mass of
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approximately 0.4MJupiter and an orbital period of 4.2 days, its RV amplitude is
a relatively large 60m s−1. For reference, Jupiter induces an RV amplitude on
the Sun of 12m s−1, while Earth only induces 0.9m s−1. The state-of-the-art RV
precision of the latest generation of spectrographs, which are aimed at searching
for Earth-like planets around Sun-like stars, is of about 0.3m s−1 (ESPRESSO,
Pepe et al. 2021; EXPRES, Jurgenson et al. 2016; NEID, Schwab et al. 2016).
At the time of writing there are over 1000 planets detected via the RV method.
For a more in-depth explanation of the RV method, we refer the reader to Wright
(2018).

The transit method is based on the fact that if a planet transits a star (i.e. passes
between the star and the line-of-sight of the observer), then the star’s flux will be
reduced periodically by an amount approximately equal to the ratio of the cross
sections of the planet to the star. We provide an in-depth explanation of the
transit method in Chapter 2 of this thesis. The transit method allows us to obtain
measurements of planetary radii. This method is biased towards planets close-in
to their host stars and with a large radius. This is because larger, close-in, planets
will block more light and transit more frequently so they are easier to detect. At
the time of writing there are over 4000 planets detected via the transit method.
We can characterise a planet more accurately when it is possible to combine the
RV and transit methods. This is because we can measure both its mass and
radius, and therefore its density. We later discuss in Chapter 3 how informative a
planetary density measurement can truly be. The remaining exoplanet detection
methods are of equal interest. However, we do not emphasise them here as they
are not directly relevant to this thesis. Within the remaining methods, two of the
most relevant are microlensing (223 detections) and transit timing variations (29
detections).

As we briefly mentioned above, from Figure 1.1 it is possible to see that there
are various planet “types” which the Solar System does not host. Before we go
on to describe the various planet types, it is important to note that Figure 1.1
is somewhat biased in that we cannot necessarily obtain mass measurements for
all detected exoplanets. Mass measurements are generally performed with the
RV technique, which as described earlier, is biased towards more massive, close-
in planets. Therefore, Figure 1.1 misses some planets for which we are yet to
obtain mass measurements but for example, have radius measurements for. For
completeness, in Figure 1.2 we show the 4295 planets with a radius measurement.
Earlier we described 51Pegasi b as a so-called hot Jupiter. Hot Jupiters are planets
which have a similar mass to that of Jupiter, but are close-in to their host stars
(planets in the top left of Figures 1.1 and 1.2). Although at a first glance it could
seem like hot Jupiters are common, their occurrence rate around Sun-like stars
is in fact only 0.5-1.0% for orbital periods between 1-10 days (e.g. Howard et al.,
2010, 2012; Mayor et al., 2011; Petigura et al., 2018). Around M-dwarf stars, the
hot Jupiter occurrence rate is even smaller at about 0.3-0.4% (e.g. Bonfils et al.,
2013; Bryant et al., 2023; Gan et al., 2023).

There are two types of planets that are fairly common throughout our galaxy, and
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Figure 1.2: The 4295 exoplanets with radius measurement. Data retrieved from the
NASA Exoplanet Archive on 21/07/2024. The Solar System planets are shown for
reference. The discovery method of each planet is shown with different symbols and
colours: transit - orange circles; radial velocity - cyan triangles; imaging - green stars;
other methods - blue diamonds.

https://exoplanetarchive.ipac.caltech.edu/
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which our Solar System does not host: super-Earths and sub-Neptunes. As their
names indicate, these planets have sizes between those of Earth and Neptune, and
have orbital periods shorter than a year. It is easy to identify them in Figure 1.2
as the big “cluster” of orange circles with radii below that of Neptune (∼ 3.9R⊕).
Although not so clear in this representation, this big “cluster” of planets actually
presents a gap at around 2R⊕, where there is a general lack of planets. This is
the so-called radius-gap: the super-Earths and sub-Neptunes present a bi-modal
radius distribution (e.g. Fulton et al., 2017; Fulton and Petigura, 2018; Van Eylen
et al., 2018; Petigura et al., 2022; Ho et al., 2024). Here we will not describe
in-depth the potential origin of the radius-gap, however we refer the reader to, for
example, Owen and Wu (2013, 2017), Lopez and Fortney (2013), and Gupta and
Schlichting (2019) for thorough discussions on the topic. These planets were not
predicted to exist from planet formation theories prior to observations. In fact,
some of the most complex theories predicted that planets of this type would be
rare (Ida and Lin, 2008). New planet formation theories in which small planets
form in close-in orbits (without migration) have now been developed to address the
formation of such planets (e.g. Hansen and Murray, 2012; Chiang and Laughlin,
2013). From two distinct Doppler surveys, the occurrence rate of these planets
with periods shorter than 50 days, and masses between 3 and 30M⊕ was estimated
to be (15 ± 5)% (Howard et al., 2010) and (27 ± 5)% (Mayor et al., 2011). (Zhu
et al., 2018) estimate that approximately a third of Sun-like stars host what Winn
and Petigura (2024) call “miniature Solar Systems” (note this study considered
planets with orbital periods of less than 400 days and sizes between 1 to 4R⊕).

Above we talk about three broad exoplanet types we do not find in the Solar
System. However, throughout the past almost 30 years of exoplanet detections,
many interesting and peculiar planets have been found even within these broad
planet types. For example, lava worlds have been detected. Lava worlds are super-
Earths with extremely short orbital periods (≤ 1-2 days), which are therefore
tidally locked (e.g. Demory et al., 2012). These planets have a permanent day-
side, and their day-side surface is molten. Puffy planets with similar masses to
that of Saturn, but with radii larger than that of Jupiter have also been detected
(e.g. Hartman et al., 2015; Anderson et al., 2017). Planets orbiting binary stars
(e.g. Doyle et al., 2011), pulsars (e.g. Spiewak et al., 2018), and white dwarfs (e.g.
Vanderburg et al., 2020) have also been found. Overall, planets seem to exist in all
kinds of varieties. Several studies find that in our galaxy there exists at least one
planet per star, and therefore stars with planets are the rule (e.g. Cassan et al.,
2012; Mulders et al., 2018; Zink et al., 2020; Ribas et al., 2023).

1.2 Why study exoplanets?
Given there are so many planets out there in our galaxy, the most natural question
to ask ourselves as human beings is “are we alone?”. Two other questions which
naturally arise from questioning if we are alone in such a vast universe are, “how
did the Solar System form?”, and consequently “how did planet Earth get here?”.



CHAPTER 1. INTRODUCTION 30

The study of exoplanets can help us answer these questions. Although the quest
for finding alien life is an enticing one, here we will focus on providing reasoning
from the perspective of understanding how planets form. Learning about how
other planetary systems form can help us understand the formation of the Solar
System. Planets hold the fingerprints of planet formation. By constraining a
planet’s bulk and/or atmospheric composition, we are able to make links to its
formation path.

The idea of using planetary compositions to constrain a planet’s formation path
was first notably proposed by Öberg et al. (2011). Öberg et al. (2011) suggested it
is possible to constrain the formation location of a planet in a protoplanetary disc
via the C/O ratio of the planet’s atmosphere. The C/O ratio in a protoplanetary
disc varies with distance from the star and is majorly regulated by the locations
of the H2O, CO2 and CO ice lines (e.g. Öberg et al., 2011; Mollière et al., 2022).
Inside the ice line we expect to find the compounds in their volatile form, while
outside we expect to find them in their solid form. As the temperature of the disc
decreases with distance from the star, in a disc with a solar-like star we expect
H2O to freeze out first at about ∼ 1 - 2AU, followed by CO2 at about ∼ 10AU and
then CO at a few dozen AU. As these compounds freeze out, the C/O changes
because these compounds can either add or remove C and O from the gas-phase
when they condense. In more recent studies it has been shown that the C/O ratio
in protoplanetary discs is time-dependent (e.g. Helling et al., 2014), where chem-
ical (Eistrup et al., 2016) and kinematic processes (Booth et al., 2017; Schneider
and Bitsch, 2021a) bring a large level of complexity to the simple scenario pro-
posed by Öberg et al. (2011). A different but potentially more insightful option
is to measure the planet’s atmosphere refractory content (Lothringer et al., 2021;
Schneider and Bitsch, 2021b; Mollière et al., 2022). Schneider and Bitsch (2021b)
and Mollière et al. (2022) argue that the refractory-to-oxygen ratio could be useful
to constrain the relative importance of pebble and planetesimal accretion, in the
core accretion planet formation scenario. Here we will not describe planet forma-
tion theories in depth as it is beyond the focus of this thesis. We refer the reader
to Drążkowska et al. (2023) for a recent review on planet formation. Mollière et al.
(2022) argue that inferring planet formation from constraints on a planet’s atmo-
spheric composition is still “a long way off”. However, they end on a positive note
stating that the future is exciting because upcoming observatories will lead to more
and more precise measurements of atmospheric abundances. These more precise
measurements will in turn help to begin accessing the degree by which we can
inform planet formation by atmospheric composition measurements of exoplanets.

On the journey to try and understand how planets form, it is particularly interest-
ing to study exoplanets which we do not find in the Solar System, but which are
very abundant in our galaxy: the super-Earths and sub-Neptunes. It seems to be
well agreed within the community, both from planetary density measurements and
formation and evolution models, that super-Earths have Earth-like compositions
and no primordial atmospheres (the atmosphere which was accreted during for-
mation) (e.g. Rogers and Owen, 2021; Lee et al., 2022; Burn et al., 2024). On the
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other hand, the composition of sub-Neptunes is currently one of the most highly
debated topics in the community. The reason for this is that density measure-
ments alone are degenerate, and suggest that sub-Neptunes could either be rocky
cores with a high-molecular-weight volatile, such as H2O, layer atop, or rocky
cores with a H/He dominated atmosphere (e.g. Luque and Pallé, 2022; Rogers
et al., 2023b). A rocky core with a H/He envelope was the first composition being
proposed which could explain the observed radius-gap in the small planet pop-
ulation (e.g. Owen and Wu, 2013, 2017; Lopez and Fortney, 2013; Fulton et al.,
2017). More recently, alternative scenarios have been proposed to explain the
lower densities of sub-Neptunes: the “water-worlds” with a rocky core and a steam
(water mixed with H/He) envelope (Burn et al., 2024; Benneke et al., 2024); the
“hycean worlds” with a rocky core and a liquid water ocean, and a H/He layer on
top (e.g. Hu et al., 2021; Madhusudhan et al., 2021, 2023); the rocky core with
a molten magma surface, with a H/He envelope scenario (e.g. Kite and Schae-
fer, 2021; Lichtenberg, 2021; Schlichting and Young, 2022; Misener et al., 2023).
The composition of sub-Neptunes can be directly linked to their formation and
evolution paths. If sub-Neptunes happen to be water and heavy element rich,
then this indicates they likely formed further away from their host-stars where
there are large amounts of water and volatiles available. The water and volatiles
can be efficiently accreted in the form of solid material before migrating to the
location where they are observed today (e.g. Lambrechts et al., 2014; Morbidelli
et al., 2015; Burn et al., 2024). This is known as the migration model. On the
other hand, if sub-Neptunes have a smaller volatile content, then they probably
formed within the ice line, where their mass is then obtained via accretion of drift-
ing rocky pebbles (Johansen and Lambrechts, 2017). This is known as the drift
model. Nevertheless, Venturini et al. (2020) recently showed that planets starting
their formation beyond the ice-line can end up being purely rocky, while Bitsch
et al. (2021) showed that wet sub-Neptunes can form within the ice line in multi-
planet systems. Therefore, there is a need for high-precision measurements of the
bulk densities of small close-in planets, coupled with interior structure models, as
well as a need for constraining the atmospheric composition of these planets (Bean
et al., 2021).

1.3 Planet or brown dwarf? Brown dwarfs as ex-
trasolar giant planet’s analogues

Spoiler alert: in this section we will not be providing an answer to the question
“planet of brown dwarf?”, but rather we will provide a brief overview of the on-
going debate of how to determine what is a planet and what is a brown dwarf.
Additionally, we will discuss how brown dwarfs are analogues of extrasolar giant
planets, and how that can be extremely useful when modelling and observing these
objects.

The official working definition of an exoplanet by the International Astronomical
Union (IAU) (Lecavelier des Etangs and Lissauer, 2022) states that an exoplanet



CHAPTER 1. INTRODUCTION 32

must have a true mass below the limiting mass for deuterium burning (approxi-
mately 13MJupiter for objects with solar metallicity), and that it must orbit a star,
a brown dwarf, or a stellar remnant. The IAU further states that the definition
of exoplanet is independent of how the object formed. Brown dwarfs are then
defined by the IAU as substellar objects with masses above the limiting mass for
deuterium burning, once again independently of how they formed or where they
are located. Finally, the IAU defines any free-floating objects with masses below
the limiting mass for deuterium burning as “sub-brown dwarfs” and not “planets”.

For astronomers and astrophysicists that study substellar objects with masses
near the limiting mass for deuterium burning, the IAU definition is most certainly
simplistic. As Schneider (2018) argue, “names are arbitrary conventions but the
natural trend is to classify objects using sufficiently elaborated concepts”. Based on
this argument, formation is the concept which can provide the most discrimination
between planets and brown dwarfs. However, the formation itself is not observ-
able. Relying on actual observables of these objects, (such as mass, radius and
temperature) it also seems impossible to make a true distinction because these ob-
jects share observables - they have similar masses, effective temperatures and radii.
Atmospheric characterisation of these objects with state-of-the-art observatories,
such as JWST, could potentially help obtain more advanced observables such as
spectral type and atmospheric composition, in a quest to potentially constrain
their formation mechanism and therefore correctly classifying them as planets or
brown dwarfs. It is generally thought that brown dwarfs form via gravitational
instability (if they are not companions) (e.g. Whitworth, 2018). However, the for-
mation mechanism of giant planets and companion brown dwarfs is still debated.
As details on planet formation are beyond the scope of this thesis, we refer the
reader to Chabrier et al. (2014), Helled et al. (2014), Drążkowska et al. (2023),
Lesur et al. (2022) and Guillot et al. (2022) for more details on (giant) planet
formation.

Defining the deuterium burning minimum mass as the official distinction between
planets and brown dwarfs is extremely limiting and ultimately not based in any
strong physical justification (e.g. Chabrier, 2003; Chabrier et al., 2007, 2014).
For example, it has been shown that planets which form via core-accretion, with
a heavy-element enrichment, can reach masses above 13MJupiter and ignite deu-
terium burning in their core (Baraffe et al., 2008; Mollière and Mordasini, 2012;
Bodenheimer et al., 2013). On the other hand, some brown dwarf binary systems
indicate that brown dwarfs do not necessarily have masses above the deuterium
burning limit mass (for example 2M1207 b (Chauvin et al., 2005), a ∼ 4MJupiter

companion to a ∼ 20MJupiter brown dwarf). In addition to this, there is grow-
ing evidence for the existence of non-deuterium burning free floating Jupiter-mass
objects (e.g. Chabrier et al., 2014; Pearson and McCaughrean, 2023).

As described in the discussion above, brown dwarfs and giant planets share masses,
radii (i.e. surface gravities), effective temperatures and even ages (e.g. Faherty,
2018). This means brown dwarfs are giant planet’s analogues. The study of
isolated brown dwarf’s atmospheres brings some advantages compared to studying
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the atmospheres of giant planets/brown dwarf companions. From an observational
point of view, one avoids the interference from the host star’s brightness, and there
is no need of using a coronagraph. It is therefore more straightforward to make
spectroscopic measurements of isolated brown dwarf’s atmospheres than it is to use
transit spectroscopy to characterise hot Jupiter atmospheres (for example). We
describe transmission spectroscopy in Chapter 2. From a modelling perspective,
one does not need to model an extra radiation field from the irradiating star, which
greatly simplifies computations.

1.4 Thesis overview and outline
In this thesis we have performed two distinct studies which help constrain the
composition of different types of exoplanets. Although the studies are indepen-
dent, they both highlight the importance of self-consistent modelling. No physical
process happens on its own. Processes are connected via feedback loops more of-
ten than not, if not always. There are many examples of this on planet Earth such
as the water cycle (e.g. Sherwood Lollar et al., 2024), or even the prey-predator
interaction (e.g. Abrams, 2000). This is not different for the studies which we
have performed in this thesis, and in each of them we highlight the importance
of considering these feedback loops, in order to not miss the physical reasoning
behind a given behaviour.

In the first study we model catastrophically evaporating rocky planets, in order
to constrain the composition of small rocky planets. We provide the necessary
background and theoretical information in Chapter 2. In Chapter 3 we present
the research context and motivation for this study, along with a summary of the
work published in Campos Estrada et al. (2024), including conclusions and future
prospects. In Chapter 4, the Campos Estrada et al. (2024) paper is reproduced.

In the second study we model cloudy substellar atmospheres self-consistently,
including microphysical cloud formation. We provide a detailed background in
substellar atmospheres theory and modelling in Chapter 5. The theory of micro-
physical cloud formation is described in Chapter 6. In Chapter 7, we present the
research context and motivation, as well as a summary of the manuscript pre-
sented in Chapter 8, which has been submitted to Astronomy & Astrophysics.
This includes a summary of the discussion points presented and future prospects.
In Chapter 8 the manuscript The MSG model for cloudy substellar atmospheres:
A grid of self-consistent substellar atmosphere models with microphysical cloud
formation, submitted to Astronomy & Astrophysics is reproduced.



CHAPTER 2

Catastrophically evaporating rocky planets:
Background and Observations

Potential is the drug they never knew you never tried.

— Caroline Polachek, in Pretty in Possible

In this chapter we present fundamental concepts and background in order to un-
derstand the observations of catastrophically evaporating rocky planets. We start
by introducing the most successful exoplanet detection method (by number of
planets found), the transit method. This is the method which was used to detect
the three catastrophically evaporating rocky planets which are known up to date.
Next, we describe transmission spectroscopy and how it can be used to constrain
the composition of exoplanet atmospheres. Finally, we present an overview of the
current observations of these catastrophically evaporating rocky planets.

Unless otherwise stated this chapter is based on Deeg and Alonso (2018), Roberge
and Seager (2018), Kreidberg (2018) and Lieshout and Rappaport (2018).

2.1 Detecting exoplanets: the transit method
As briefly mentioned in the introductory chapter, most exoplanet detection meth-
ods rely on observations of their host stars, rather than direct observations of the
planets themselves. Here, we describe the transit photometry detection method
in more detail. A transiting planet is one that periodically passes in front of its
host star as seen from Earth. The first transiting exoplanet, HD209458 b, was
discovered in 2000 (Henry et al., 2000; Charbonneau et al., 2000), although it
had previously been observed via the radial velocity (RV) method in 1999 (Mazeh

34
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Figure 2.1: Schematic view of a planetary transit event with the major quantities
used to describe a planet’s orbital configuration shown, along with the transit method
observables. The bottom part of the figure shows the observed light curve of the star as
the planet transits. In the middle part, the figure shows a schematic of the frontal view
of the observed star and the transiting planet. At the top part of the figure, schematics
of the top and side views are shown. Reproduced from Deeg and Alonso (2018) with
permission. Copyright © 2018 Springer International Publishing AG, part of Springer
Nature.

et al., 2000). The transit method, first proposed by Struve (1952) alongside the
RV method, was initially not considered promising by the scientific community.
For example, the 1996 NASA roadmap for the Exploration of Neighboring Plan-
etary Systems (Elachi et al., 1996) gave it minimal attention. However, the first
detections of transiting exoplanets led to the establishment of dedicated ground-
based transit searches, such as the multiple transit campaigns of the OGLE-III
survey (e.g. Udalski, 2007), which resulted in the first planetary detections by
the transit method, including OGLE-TR-56 b (Konacki et al., 2003). This solid-
ified the method’s credibility, which continued to grow as it allowed for detailed
information extraction from planets orbiting bright host stars. Significant ad-
vances came with space-based missions like CoRoT (e.g. Fridlund et al., 2006)
and Kepler (e.g. Borucki et al., 2010). These missions discovered a wide range of
transiting planets, including Earth-sized planets and multi-planet systems, pro-
viding a deeper understanding of exoplanet populations such as size distributions,
multiplicity and occurrence rates (e.g. Fressin et al., 2013; Fulton et al., 2017;
Weiss et al., 2018; Petigura et al., 2018). At the time of writing this thesis, over
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2700 exoplanets have been detected from the Kepler mission alone1. For a brief
overview of past, current and upcoming transit surveys, we refer the reader to
Deeg and Alonso (2018).

Figure 2.1 shows a schematic view of a transit event. The bottom part of Figure 2.1
shows the observed flux of the planetary system. If a planet transits between a
star and the observer (represented by the telescope in Figure 2.1), the star’s flux
is diminished periodically. The transit depth is the fractional reduction of the
stellar flux due to the planetary transit, ∆F . Assuming the planet and star to
be spherical, the transit depth is approximately equal to the ratio of the cross
sections of the planet to the star, this is

∆F ≡ Fno transit − Ftransit

Fno transit

≈
R2
p

R2
s

, (2.1)

where Rp is the radius of the planet and Rs is the radius of the star. In Figure 2.1,
the total duration of the transit is represented by tT , and the time of totality, when
the entire planetary disc is in front of the stellar disc, is represented by tF . Seager
and Mallén-Ornelas (2003) derived analytic expressions that relate the observables
∆F , tF and tT to the planet’s orbital parameters. Of particular importance is the
impact parameter b, which is the minimal projected distance to the centre of the
stellar disc during the transit. Following Seager and Mallén-Ornelas (2003), the
impact parameter is given by
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(2.2)

where a is the orbital semimajor axis, i is the orbital inclination, and P is the
planet’s orbital period. The equations above ignore the limb-darkening of the star,
which is the non-uniform brightness of the stellar disc which is darker at its limbs,
as the name indicates. The reason for this is the star’s temperature gradient from
its core to its surface (the top of the stellar atmosphere), where the temperature
is much higher in the core than at the top of the stellar atmosphere. At the centre
of the stellar disk, the optical depth is equal to unity at a deeper, and therefore
hotter, part of the atmosphere. Towards the limbs, the optical depth is equal to
unity at a colder part of the atmosphere. Therefore, to the observer, the disk
appears brighter in the centre and darker towards the limbs. The exact extent
of the limb-darkening effect is wavelength dependent, however in the relevant
wavelengths for observations of exoplanets, it is generally observed. The planet’s
orbit is also assumed to be circular for simplicity. For formalisms which take into
account the limb-darkening of the star and the planet’s eccentricity, we refer the
reader to, for example, Mandel and Agol (2002) and Winn (2010) respectively.

1Information extracted from the NASA Exoplanet Archive on 08/07/2024.

https://exoplanetarchive.ipac.caltech.edu/
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Figure 2: Normalized spectrophotometric light curves for the JWST-PRISM transit of
WASP-39b. The light curves were created by summing over wide wavelength channels
(wavelength ranges indicated on the plot). Overplotted on each light curve are their best-fit
models, which include a transit model and detector systematics. Light curve systematics have
not been removed from the data.

Figure 2.2: A set of normalised spectrophotometric light curves of WASP-39 b obtained
with JWST/NIRSpec-PRISM by Rustamkulov et al. (2023). The light curve were pro-
duced by summing over wide wavelength channels. The best-fit models are overplotted on
each light curve. Figure reproduced and caption partially reproduced from Rustamkulov
et al. (2023) under the Creative Commons Attribution 4.0 International License.

http://creativecommons.org/licenses/by/4.0/.
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Figure 4: The JWST-PRISM transmission spectrum of WASP-39b with key
contributions to the atmospheric spectrum. The black points with 1-σ error bars
correspond to the measured FIREFLy transit depths of the spectrophotometric light curves at
different wavelengths. The best-fitting model spectrum from the PICASO 3.0 grid is shown
as the grey line and the coloured regions correspond to the chemical opacity contributions at
specific wavelengths. The best-fitting 1D radiative-convective thermodynamic equilibrium
(RCTE) model corresponds to a super-solar metallicity and super-solar carbon-to-oxygen
ratio with moderate cloud opacity (see Methods). The PRISM transmission spectrum is
explained by contributions from Na (19σ), H2O (33σ), CO2 (28σ), CO (7σ), SO2 (2.7σ) and
clouds (21σ). The data do not provide evidence of CH4, H2S and K absorption (see Methods).
Also, note that the detector was saturated to varying degrees between 0.8-1.9 µm.
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Figure 2.3: The transmission spectrum of WASP-39 b obtained with JWST/NIRSpec-
PRISM by Rustamkulov et al. (2023), where key contributions to the spectrum are
indicated with different colours. The transmission spectrum is explained by contribution
from Na (19σ), H2O (33σ), CO2 (28σ), CO (7σ), SO2 (2.7σ) and cloud (21σ). The data
does not provide evidence of CH4, H2S or K absorption. Figure reproduced and cap-
tion partially reproduced from Rustamkulov et al. (2023) under the Creative Commons
Attribution 4.0 International License.

2.2 Transmission spectroscopy
In the previous section we have defined the transit depth for a so-called white
light curve, i.e. for starlight at all wavelengths. However, if a planet has an at-
mosphere, the transit depth will be dependent on the wavelength of the starlight
passing through the planet’s atmosphere. This implies the planet’s radius will
appear smaller or larger depending on how the atmospheric constituents interact
with the starlight. The starlight may be scattered and/or absorbed through the
atmosphere. At wavelengths where an atmospheric constituent absorbs strongly,
the stellar photons are completely attenuated in the upper atmosphere, and there-
fore the planet will appear larger and the transit depth will be deeper. During a
planet’s transit, the spectral features of the planet’s atmosphere will be imprinted
in the host star’s spectrum, and we can obtain what is called a transmission
spectrum. The transmission spectrum is obtained by plotting the wavelength
dependent transit depth versus the wavelength.

Using the Hubble Space Telescope (HST), Charbonneau et al. (2002) did follow-
up observations of HD209458 b, and found the transit depth of the planet to be
deeper in the bandpass centred on the sodium resonance doublet at 589.3 nm.
They concluded the deeper transit depth was due to sodium (Na) absorption in
the planet’s atmosphere, which theoretical models had previously predicted (e.g.
Seager and Sasselov, 2000). This was the first detection of atmospheric absorption

http://creativecommons.org/licenses/by/4.0/.
http://creativecommons.org/licenses/by/4.0/.
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in a transiting exoplanet’s atmosphere. Since this first detection, there have been
many more detections of atmospheric absorption in transiting exoplanet atmo-
spheres. Before the launch of JWST, many of these detections were obtained with
the HST/WFC3 instrument in hot Jupiters, with water being the most common
molecule detected (e.g. Deming et al., 2013; Kreidberg et al., 2014; Line et al.,
2016). Unsurprisingly, some molecules remained undetected with transmission
spectroscopy, such as ammonia (NH3) and methane (CH4). One reason is because
these molecules do not have significant absorption features in the wavelength range
of the HST/WF3 instrument. In addition to this, we expect such molecules to
be present in cooler targets than hot Jupiters, as they tend to be unstable at
higher temperatures. For a review of pre-JWST detections we refer the reader to
Kreidberg (2018) and Table 4 in Guillot et al. (2022).

We have now entered the JWST era where transmission spectroscopy can be done
at an unprecedented resolution and at wavelengths which were previously un-
explored. Figure 2.2 shows a set of light curves for the exoplanet WASP-39 b
obtained with JWST/NIRSpec-PRISM by Rustamkulov et al. (2023) at different
wavelength bins (indicated in the figure). The y-axis of the figure shows the rela-
tive flux, this is the measured stellar flux normalised by the unblocked stellar flux.
The light curves are offset by a constant for clarity. For example, it is possible
to see that the planet appears to have a larger radius at wavelengths between
0.46-0.58µm (bottom light curve) than at wavelengths between 4.60-5.71µm (top
light curve).

Figure 2.3 shows the transmission spectrum of exoplanet WASP-39 b between 0.5
and 5.5µm, obtained with JWST/NIRSpec-PRISM by Rustamkulov et al. (2023).
In WASP-39 b’s transmission spectrum, Rustamkulov et al. (2023) have found
evidence for the absorption of Na, H2O, CO2, CO, SO2 and clouds. However, they
do not find clear evidence for the absorption of CH4, K or H2S. More recently,
CH4 has been detected with JWST in the sub-Neptune K2-18 b (Madhusudhan
et al., 2023), in the warm Jupiter WASP-80 b (Bell et al., 2023) and in the warm
Neptune WASP-107 b (Welbanks et al., 2024; Sing et al., 2024). A detection of
NH3 is also reported for WASP-107 b by Welbanks et al. (2024).

2.3 Observations of catastrophically evaporating
rocky planets

During the Kepler mission, three exoplanets were identified which appear to have
dusty tails trailing (or leading) them as they orbit their host stars: KIC 12557548 b
(or KIC 1255 b for short, and more recently Kepler-1520 b) (Rappaport et al.,
2012), KOI-2700 b (Rappaport et al., 2014), and K2-22 b (Sanchis-Ojeda et al.,
2015). These exoplanets share several features. They are ultra-short-period (USP)
planets, with orbital periods of less than 24 hours, of 15.7, 22, and 9.5 hours respec-
tively. The depth of their transits varies between 0.02% to 0.5%, often blocking
areas of 1-18 times that of Earth. More interestingly, these transits are asymmetric
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Figure 2.4: Light curve of KIC 1255 spanning 150 days of the Kepler mission. Note the
highly variable transit depths. Reproduced from Lieshout and Rappaport (2018) with
permission. Copyright © 2018, Springer International Publishing AG, part of Springer
Nature.

and differ from those expected of solid-body planets, as the example discussed in
Section 2.1. The light curves present a pre-transit brightening, followed by a sharp
ingress and a very long egress (or a post-transit brightening). The transit depths
for all three exoplanets change over time with KIC 1255 b and K2-22 b showing
rapid variations from one transit to another, while the KOI-2700 b’s changes are
more gradual over four years of observations by Kepler.

These characteristics suggest that the transiting objects have elongated tails of
dusty material originating from an underlying rocky exoplanet. However, it’s
currently challenging to determine the exact mass or size of these “disintegrating”
planets.

This section is intended to provide a brief overview of the observations of these
dusty tails planets. In Chapters 3 and 4 we discuss our work on modelling these
planets, and how we can constrain small (exo)planet compositions via observations
and models of catastrophically evaporating rocky planets.

While KOI-2700 b was mainly identified in Kepler data due to its asymmetric
transit profile (Rappaport et al., 2014), KIC 1255 b and K2-22 b were identified
in Kepler and K2 data due to their unique transit depth variations (Rappaport
et al., 2012; Sanchis-Ojeda et al., 2015). These variations are frequently drastic
from transit to transit, as can be seen in Figure 2.4 which shows a 150-day portion
of the light curve of KIC 1255. Throughout the four years of the Kepler mission,
KIC 1255 b exhibited over 2000 transits, with depths varying from 0% to 1.2%.
There were also several week long periods during which no transits were detected.

Figure 2.5 presents the mean transit profiles for KIC 1255 b, KOI-2700b, and K2-
22b, illustrating their characteristic features. The profiles for KIC 1255 b and
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KOI-2700 b show notable asymmetry with a sharp ingress and long egress, unlike
K2-22 b, which exhibits a more symmetric transit shape. The positive bump in flux
which occurs just before the transit for KIC 1255 b is statistically significant. Both
the pre- and post- transit bumps seen in K2-22 b’s light curve are also statistically
significant. In Chapters 3 and 4 we describe how such transit profiles can be
explained by a planet with a comet-like tail of dust either trailing or leading the
planet. Known properties of the dusty tail planets and their host stars are listed
in Table 2.1. The host stars are mid-K to early-M spectral type. We particularly
note that the planetary orbits are only 1 to 2.5 times that of the star’s diameter
above the surface of the host stars.
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Table 2.1: Comparative properties of the dusty tails planets and their host stars. Table
partially reproduced from Lieshout and Rappaport (2018) with permission. Copyright
© 2018, Springer International Publishing AG, part of Springer Nature.

Parameter Symbol [units] KIC 1255 b KOI-2700 b K2-22 b

Host star parameters

Stellar temperature Teff,∗ [K] 4550± 135 4300± 140 3830± 100

Surface gravity log g [cgs] 4.62± 0.04 4.71± 0.05 4.65± 0.12

Metallicity [Fe/H] −0.2± 0.3 −0.7± 0.3 0.03± 0.08

Stellar mass M∗ [M�] 0.67± 0.06 0.55± 0.04 0.60± 0.07

Stellar radius R∗ [R�] 0.67± 0.06 0.54± 0.05 0.57± 0.06

Stellar luminosity L∗ [L�] 0.17± 0.04 0.09± 0.02 0.063± 0.008

Stellar rotation period Prot [days] 22.9 11.0 15.3

Planet: light curve properties

Orbital period Porb [hr] 15.68 21.84 9.146
Transit depth (range) δ [%] 0–1.4 0.031–0.053 0–1.3
Mean transit depth 〈δ〉 [%] 0.5 0.036 0.55
Variability Fast Slow Fast
Long egress Yes Yes No
Pre-ingress bump Yes ? Weak
Post-egress bump No Yes No

Data were compiled from Rappaport et al. (2012), Brogi et al. (2012), Budaj (2013)
and van Werkhoven et al. (2014) for KIC 1255 b; from Rappaport et al. (2014) for KOI-
2700b; from Sanchis-Ojeda et al. (2015) for K2-22b; and from Huber et al. (2014) for
most stellar parameters.





CHAPTER 3

Constraining small planet compositions with
catastrophically evaporating rocky planets:

Research summary

Fais de ta vie un rêve, et d’un rêve, une réalité.

— Antoine de Saint-Exupéry, in Le Petit Prince

In this chapter we summarise the work presented in Campos Estrada et al. (2024),
which is reproduced in its entirety in Chapter 4. We start by describing the
research context and motivation in the context of the international state-of-art.
Next, we present a summary of our methods and results. Finally we describe
our conclusions in the context of the international state-of-the-art and provide an
outlook for future research in the topic. The chapter is entirely based on Campos
Estrada et al. (2024).

3.1 Research context and motivation
The interiors of small planets (Rp . 1.5 R⊕) remain a subject of significant sci-
entific curiosity and uncertainty. Studying small planet’s interiors can help us
better understand their formation paths and evolution (see Schlichting (2018) for
a review on super-Earths formation and evolution). While density measurements
(e.g. Dressing et al., 2015; Van Eylen et al., 2021) and modelling constraints (e.g.
Rogers, 2015; Dorn et al., 2019; Gupta and Schlichting, 2019; Rogers and Owen,
2021; Rogers et al., 2023a,b) provide some insight, they often fall short of offering a
definitive understanding of the bulk composition of these planets. Studies indicate

45
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that many of these planets might have an Earth-like composition, consisting of ap-
proximately two-thirds silicate rock and one-third iron by mass. However, density
measurements alone cannot definitively determine composition due to the diver-
sity of possible bulk compositions among planets with similar densities (e.g. Seager
et al., 2007; Valencia et al., 2007; Rogers and Seager, 2010; Unterborn et al., 2016;
Dorn et al., 2017b,a; Neil and Rogers, 2020; Neil et al., 2022). For example, Rogers
and Seager (2010) investigate possible interior compositions for the super-Earth
CoRoT-7 b by assuming the planet to have an iron core and a mantle composed
of a mix of enstatite (MgSiO3) and ferrosilite (FeSiO3), i.e. Mg1−χFeχSiO3 where
χ is the mantle iron fraction. Although they find the planet to have an Earth-like
composition, it is not possible to constrain the planet’s iron core mass fraction or
the mantle’s iron fraction χ (see Rogers and Seager, 2010, figures 1 and 2). This
is because multiple values of χ and of the iron core mass fraction correspond to
the measured density within the observational uncertainties (even considering the
most up-to-date measurements of CoRoT-7 b), and therefore the density measure-
ment is degenerate. There also exists a degeneracy for sub-Neptunes where many
are consistent with hydrogen/helium envelopes atop silicate-rich cores, or bodies
composing of 50% silicate rock and 50% water, often referred to as “water worlds”
(e.g. Rogers et al., 2023b).

One promising approach to overcoming this compositional ambiguity is the analy-
sis of the elemental abundance ratios of the bodies. This method has been applied
to material accreted by polluted white dwarfs (e.g. Gänsicke et al., 2012; Farihi
et al., 2016; Harrison et al., 2018; Bonsor et al., 2020), which can offer valuable
insights into the composition of exoplanetary material. However, this method has
its limitations as it remains unclear what planetary reservoirs are being probed
(e.g. Jura and Young, 2014; Buchan et al., 2022; Brouwers et al., 2023), and it may
not be representative of close-in planets, although it clearly must probe further
out than close-in planets which do not survive the post-main sequence stage.

USP planets offer a unique opportunity to study the composition of small planets.
These planets are tidally locked and highly irradiated by their host stars, leading
to extreme surface temperatures, often exceeding 2000K on the day-side. This
intense irradiation is likely to cause the loss of any primordial atmosphere (e.g.
Valencia et al., 2010; Owen and Wu, 2013), exposing the planet’s core and form-
ing a rock-vapour atmosphere from the day-side’s molten surface (e.g. Schaefer
and Fegley, 2009; Miguel et al., 2011; Ito et al., 2015; Kite et al., 2016; Mahapa-
tra et al., 2017; Zilinskas et al., 2022). The composition of this atmosphere can
provide direct insights into the planet’s interior, as it is in vapour pressure equi-
librium with the magma below. However, current observations of the atmospheres
of these planets have yielded no evidence for thick atmospheres (e.g. Kreidberg
et al., 2019; Crossfield et al., 2022; Zieba et al., 2023). Moreover, comprehensive
modelling of the interaction and evolution between these planets’ interiors and
their atmospheres is necessary to interpret the observations and gain insights into
their planetary interiors.

In this thesis, we aim to provide a new manner of constraining the composition of
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Figure 3.1: Dust-tail geometry shown for a sequence of four orbital phases of the
underlying planet. Reproduced from van Lieshout et al. (2016) with permission© ESO.

small rocky exoplanets which could be more robust than the methods described
above. As described in the previous chapter in Section 2.3, during the Kepler mis-
sion, three USP planets with comet-like tails of dust were detected. The comet-like
tail scenario can be described as follows: dust from the planet’s molten surface
condenses within a thermally driven wind (Rappaport et al., 2012; Perez-Becker
and Chiang, 2013; Booth et al., 2023) and is carried by a gaseous outflow to a
region where the gas density is sufficiently low for the dust to decouple from the
gas dynamically. At this stage, the dust’s path is determined by the stellar ra-
diation pressure and the stellar gravity, forming it into a cometary-like tail that
trails (or leads) the planet (e.g. Brogi et al., 2012; Rappaport et al., 2012; Bu-
daj, 2013; Sanchis-Ojeda et al., 2015; Lieshout and Rappaport, 2018). As the gas
density decreases further from the planet, the sublimation temperature decreases
(e.g. Booth et al., 2023). This causes the dust to gradually sublimate as it travels
along the tail, leading to a reduction in the optical depth with increasing distance
from the planet (Rappaport et al., 2012; van Lieshout et al., 2016). Figure 3.1
shows how a planet with a comet-like tail can explain the observed light curves
shown in Figure 2.5. The sharp ingress and slow egress observed in the light curve
can be explained by the optical depth pattern of the dust cloud (e.g. Rappaport
et al., 2012; Lieshout and Rappaport, 2018). Additionally, the positive “bumps”
in flux observed either prior to, or following, the transits are attributed to forward
scattering of starlight by the dust grains towards the line-of-sight of the observer
(e.g. van Lieshout et al., 2016). The scenario of a comet-like tail of dust is fur-
ther supported by the fact that there is no evidence for close binary companions,
and no evidence for any secondary eclipses or occultations. There are no binary
star systems with periods of less than one day with the observed characteristics
Lieshout and Rappaport (2018). In addition to this, no transits of a hard-body
are anything like the transits described above. Upper limits on the planet’s radius
reinforce the idea that the observed light curve is due to the dust cloud rather
than the planet itself (van Werkhoven et al., 2014). Furthermore, the variability
in the transit depth observed in these planets (see Figure 2.4) is thought to result
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from erratic variations in dust production rates, a hypothesis supported by mod-
els of planetary outflows (e.g. Perez-Becker and Chiang, 2013; Booth et al., 2023;
Bromley and Chiang, 2023).

Models of the planetary outflow have constrained the mass and planetary mass-
loss rate of KIC 1255 b (Perez-Becker and Chiang, 2013; Kang et al., 2021; Booth
et al., 2023). These models also find scenarios where the outflows are marginally
optically thick near the planet. Morphological models of KIC 1255 b’s dusty tail
reproduce the observed light curve characteristics and suggest that the dust grains
are micron-sized (e.g. Brogi et al., 2012; Budaj, 2013; van Werkhoven et al., 2014).
Morphological models have also been used to study the dust-tail properties of K2-
22 b. Sanchis-Ojeda et al. (2015) found K2-22 b also has a leading tail of dust,
which gives rise to post-transit brightening in flux observed.

Catastrophically evaporating rocky exoplanets can be used to constrain small
planet compositions because the dust carried by the planetary outflow is a di-
rect sample from the magma pool on the planet’s surface. Thus, analysing the
dusty tails allows for direct constraints on the planet’s composition. The optical
properties of the dust, which are highly dependent on grain sizes and compositions,
significantly affect the morphology of the white light curve, particularly the pre-
transit brightening and the long egress. In contrast, the planetary mass-loss rate
primarily influences the transit depth. Previous studies have shown that the dust
in the tails of KIC 1255 b and KOI-2700 b might be composed of corundum (Al2O3)
or iron-rich silicates, while other compositions such as pure iron or graphite have
been ruled out (van Lieshout et al., 2014, 2016). However, the previous models
have their limitations. All previous models assume that the dusty tail is optically
thin throughout and use simplified formulations for dust optical properties. Mod-
erate optical depths can significantly affect the dust’s trajectory and temperature,
impacting the morphology of the dusty tail and the survival time of dust grains.

In this thesis we develop a new model that couples the dust particle dynamics with
the optical depth evolution of the dusty tails in order to address the limitations
of previous models. Our model aims to provide robust compositional constraints
from comparing synthetic light curves to those observed, offering a more accurate
representation of the dusty tails of evaporating rocky planets.

3.2 Methods summary
We developed a hybrid model that combines Lagrangian super-particles with a
grid-based approach for calculating the optical depth. The super-particles rep-
resent collections of dust grains with shared properties, and their dynamics are
coupled with the evolution of the optical depth to derive compositional constraints
from observations. We determined the mass of each super-particle by considering
the planetary mass-loss rate, the initial dust grain size, the composition of the
dust grains, and the frequency of super-particle introduction into the simulation.

To solve the equations of motion and sublimation for the super-particles, we em-
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ployed the Dormand-Prince (RKDP) method (Dormand and Prince, 1980) for
numerical integration with a relative tolerance of 10−8. The RKDP method is
an ODE integrator of the Runge-Kutta type of the order 5(4) which includes
an adaptive stepsize control for computational efficiency (see Press et al., 2002,
section 17.2). We used Brent’s root finding method (Brent, 1973) to determine
the temperature of dust grains with an absolute tolerance of 10−4 and a relative
tolerance of 10−8 and ensured efficient computation by synchronising timesteps be-
tween particles when calculating the optical depth and transit depth. Our initial
conditions assume that dust grains leave the planetary atmosphere at the thermal
velocity of gas particles and are distributed either from the entire planetary surface
(spherical outflow geometry) or just the day-side (day-side outflow geometry).

The simulations begin with initialising an optical depth grid representing the dust
cloud. We introduced super-particles at the planetary outflow, and these particles
evolve according to their initial conditions, equation of motion and sublimation
rate. The optical depth of the dust cloud is updated iteratively by tracking the
positions and properties of all super-particles. We run the simulations until the
light curve converges, which generally occurs after approximately five orbits.

We compute synthetic light curves using a two-stage method incorporating ex-
tinction and forward scattering. Extinction is calculated by gridding the star
into cells and summing the optical depth contributions from overlapping super-
particles. Forward scattering is included using the Henyey-Greenstein phase func-
tion (Henyey and Greenstein, 1941) and the single scattering approximation (van
Lieshout et al., 2016). The combined extinction and forward scattering compo-
nents produce the synthetic transit profiles, providing a basis for comparing our
model to observations. We compare the obtained synthetic light curves with ob-
servations to find the best-fit models.

The methods and model are explained in full detail in Chapter 4, Section 4.2.

3.3 Results summary
We have applied our model to study the dusty-tails of KIC 1255 b and K2-22 b.
We ran a grid of models, exploring various dust compositions (listed in Table 4.1),
initial dust grain sizes and planetary mass-loss rates. We estimate average mass-
loss rates by comparing our model to phase-folded, average light curves due to the
variability of the transits and the precision limitations of individual transits. We
find a linear relationship between the transit depth and the dust mass-loss rate,
which allows us to use average light curves to estimate average mass-loss rates.

For KIC 1255 b we find that corundum dust grains with sizes below 2µm sublimate
too quickly. Nevertheless, corundum dust grains with sizes between 3.5 and 5.5µm,
combined with a planetary mass-loss rate of about 8.0M⊕Gyr−1 provided a good
fit. However, aluminium’s low cosmic abundance makes corundum an unlikely
candidate. Iron-rich magnesium silicates (olivine and pyroxene) offered the best
fits, with grain sizes around 1.25 to 1.75µm and an average mass-loss rate of
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approximately 3.0M⊕Gyr−1 matching with the observed transit features. Olivine
and pyroxene are consistent with an Earth-like composition.

Corundum and magnesium-iron silicates have distinct absorption features in the
near-infrared and mid-infrared regions, with silicates showing a distinct broad
absorption feature around 10µm. We show JWST observations of these planets
might allow us to conclude whether corundum or magnesium-iron silicates are a
plausible composition of the dust.

We remind the reader that unlike KIC 1255 b, K2-22 b exhibits flux increases both
before and after the transit, suggesting the presence of a dust tail leading the
planet. Our best-fit models for K2-22 b are also for dust composed of iron-rich
magnesium silicates, with initial dust grain sizes of about 1.0 to 1.5µm and an
average mass-loss rate of approximately 2.5 to 3.0M⊕Gyr−1. These results align
well with the observational constraints obtained by Schlawin et al. (2021), who
determined that the dust grain sizes must be larger than 0.5-1.0µm, leading to an
estimated average mass-loss rate of around 1.6M⊕Gyr−1.

To investigate the origin of the leading dust tail of K2-22 b, we test two outflow ge-
ometries: a spherical outflow, where dust particles are launched radially outward
from the entire Hill sphere, and a day-side outflow, where particles are launched
only from the planet’s day-side. In our simulations, we launch the super-particles
from just outside the Hill sphere, bearing in mind the physical reality that the
outflow originates from the day-side surface of the planet. Our findings suggest
that the spherical outflow model better fits the pre-transit brightening observed
in K2-22 b’s light curve, while the day-side outflow model better matches the
egress and post-transit brightening. This indicates that K2-22 b’s outflow geom-
etry likely falls somewhere between these two scenarios. The radiation pressure
force is weaker for K2-22 b compared to KIC 1255 b due to its cooler host star,
allowing dust grains to occupy orbits closer to the star. Therefore, even though
we cannot produce a model light curve that matches all features of K2-22 b, the
leading tail of dust can exist in both outflow geometries within certain parameter
ranges.

Our findings indicate that KIC 1255 b’s dusty tail is marginally optically thick in
the vicinity of the planet, significantly impacting the observed light curve. This
supports earlier speculations by Rappaport et al. (2012) that the dust cloud’s
optical depth plays a critical role in shaping the light curve. Although we have
incorporated the optical depth evolution of the dusty tail into our model, our
simulations do not exhibit transit depth time variability. One limitation of our
model is that the planetary mass-loss rate is treated as a free parameter, making
it independent of the dust cloud’s optical depth. In reality, the planetary mass-
loss rate is influenced by the optical depth of the dust cloud. The rock vapour
pressure depends exponentially on the planet’s surface temperature, so even a
small change in the dust cloud’s optical depth could lead to significant variations
in the planetary mass-loss rate.

Models by Booth et al. (2023) and Bromley and Chiang (2023) suggest that the
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transit depth variability could result from a cycle involving the star’s radiation and
the planet’s mass loss. Recently, Bromley and Chiang (2023) found that chaotic
transit depth variability could occur if the planet’s surface temperature increases
with increasing optical depth in an optically thin atmosphere and decreases with
increasing optical depth in an optically thick atmosphere. This scenario is only
possible if, when the atmosphere is optically thin, the dust has lower opacity in
visible light than in the infrared, allowing it to radiate away energy efficiently
while absorbing less visible light. For the planet’s surface temperature to rise with
increasing optical depth in an optically thin atmosphere, the dust must create
a greenhouse effect, raising the planet’s surface temperature via infrared back-
warming. Iron-poor, silicate-rich dust has the right opacity characteristics for this.
Once enough dust has condensed and the atmosphere becomes optically thick to
starlight, more iron can condense onto the grains via heterogeneous growth (e.g.
Booth et al., 2023), causing the dust to absorb more visible light than infrared, thus
cooling the planet and creating what Bromley and Chiang (2023) call a “nuclear
winter”. They propose that this cycle between greenhouse warming and nuclear
winter likely causes the observed chaotic transit depth variability.

For a detailed description of all our findings see Chapter 4, Sections 4.3, 4.4 and 4.5.

3.4 Conclusions and outlook
We conclude detailed modelling of the dusty tails of catastrophically evaporating
rocky planets can provide robust constraints on the composition of small rocky
planets. This approach offers a new method for studying the compositions of small
rocky exoplanets, which has been challenging with traditional techniques.

We find the dusty-tails are likely composed of magnesium-iron silicates, consistent
with an Earth-like composition. Future research should focus on extended obser-
vations of these planets, particularly in detecting dust features via transmission
spectroscopy (e.g. ?). K2-22 b has recently been observed with JWST under the
JWST GO program 3315 (PIs: Wright, J.; Tusay, N.; Wright et al., 2023). These
observations will provide higher resolution data, enabling more precise constraints
on dust properties and mass-loss rates as we will be able to compare our synthetic
spectra to the observed JWST spectra.

We find the dust cloud is marginally optically thick in the vicinity of the planet,
a hypothesis initially suggested by Rappaport et al. (2012). This characteristic
greatly influences the light curve. Consequently, future models of dusty tails
should consider the tail’s optical depth, as was done in this study.

The composition constraint we find supports the idea of Bromley and Chiang
(2023) of a greenhouse effect–nuclear winter cycle. Magnesium-iron silicates have
the ideal visible-to-infrared opacity ratio to give rise to this cycle in the high mass-
loss regime. In order to fully validate this hypothesis, we would need to combine
the model here developed with a model of the outflow dynamics and dust formation
(e.g. Booth et al., 2023). In addition to this, the formation of heterogeneous dust
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grains should be considered (i.e. mixed materials dust grains).

Furthermore, there is a need for more experimental research on the sublimation
properties and optical properties of various minerals. A lot of the optical data
available for the minerals considered in this study were obtained at pressures
and temperatures which do not correspond to the ones found in these planetary
environments, perhaps introducing unwanted inaccuracies in our modelling. This
is of crucial importance because the optical properties of the dust define the shape
of the catastrophically evaporating rocky planets transits.
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of a self-consistent calculation of the optical depth, and the self-consistent deter-
mination of the dust opacities, were developed during Beatriz Campos Estrada’s
PhD. The publication was written in its entirety during the PhD time.

Original Abstract
Catastrophically evaporating rocky planets provide a unique opportunity to
study the composition of small planets. The surface composition of these
planets can be constrained via modelling their comet-like tails of dust. In
this work, we present a new self-consistent model of the dusty tails: we phys-
ically model the trajectory of the dust grains after they have left the gaseous
outflow, including an on-the-fly calculation of the dust cloud’s optical depth.
We model two catastrophically evaporating planets: KIC 1255 b and K2-
22 b. For both planets, we find the dust is likely composed of magnesium-
iron silicates (olivine and pyroxene), consistent with an Earth-like composi-
tion. We constrain the initial dust grain sizes to be ∼ 1.25 - 1.75µm and the
average (dusty) planetary mass-loss rate to be ∼ 3M⊕Gyr−1. Our model
shows the origin of the leading tail of dust of K2-22 b is likely a combination
of the geometry of the outflow and a low radiation pressure force to stellar
gravitational force ratio. We find the optical depth of the dust cloud to be
a factor of a few in the vicinity of the planet. Our composition constraint
supports the recently suggested idea that the dusty outflows of these planets
go through a greenhouse effect–nuclear winter cycle, which gives origin to
the observed transit depth time variability. Magnesium-iron silicates have
the necessary visible-to-infrared opacity ratio to give origin to this cycle in
the high mass-loss state.

4.1 Introduction
The nature and composition of small planets’ (Rp . 1.5 R⊕) interiors remain
uncertain. Measurements of planetary densities (e.g. Dressing et al., 2015; Van
Eylen et al., 2021) and modelling constraints (e.g. Rogers, 2015; Dorn et al., 2019;
Gupta and Schlichting, 2019; Rogers and Owen, 2021; Rogers et al., 2023a,b) show
most have an “Earth-like” composition of 2/3 silicate rock and 1/3 iron. However,
density measurements alone do not provide enough information to determine a
planet’s bulk composition because planets with similar densities can vary greatly
in terms of their bulk composition (e.g. Seager et al., 2007; Valencia et al., 2007;
Rogers and Seager, 2010; Unterborn et al., 2016; Dorn et al., 2017b,a; Neil and
Rogers, 2020; Neil et al., 2022). One way around this degeneracy would be to
constrain the elemental abundance ratios of the bodies. For example, this analysis
can be performed for the material accreted by polluted white dwarfs (e.g. Gänsicke
et al., 2012; Farihi et al., 2016; Harrison et al., 2018; Bonsor et al., 2020). However,
it is uncertain what planetary reservoirs polluted white dwarfs probe (e.g Jura and
Young, 2014; Buchan et al., 2022; Brouwers et al., 2023), and they are unlikely to
represent close-in planets.
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Alternatively, ultra-short-period (USP) planets (planets with an orbital period
of less than one day) provide a unique opportunity to study the composition of
small planets. USP planets are tidally locked and highly irradiated by their host
stars, often achieving sub-stellar (day-side) surface temperatures & 2000 K. Their
primordial atmosphere is expected to be lost quickly (e.g. Valencia et al., 2010;
Owen and Wu, 2013), leaving a “bare” core exposed to stellar radiation. Under
these conditions, the surface of the planet becomes molten on its day-side, and a
rock-vapour atmosphere forms from magma outgassing (e.g. Schaefer and Fegley,
2009; Miguel et al., 2011; Ito et al., 2015; Kite et al., 2016; Mahapatra et al.,
2017; Zilinskas et al., 2022). Measuring the composition of this rock-vapour atmo-
sphere could directly probe the planetary interior composition since the planet’s
atmosphere is likely in vapour pressure equilibrium with the magma. Zieba et al.
(2022) recently argued the small (1.5R⊕) rocky USP planet K2-141 b probably
has a thin rock-vapour atmosphere. Further, JWST observations will likely un-
veil more about the nature of these planets (Zilinskas et al., 2022). However,
current observations have yielded no evidence for thick atmospheres (Kreidberg
et al., 2019; Crossfield et al., 2022). Furthermore, detailed modelling of these
planets’ interior–atmosphere interaction and evolution is required to interpret the
observations and understand their planetary interiors.

In 2012, Rappaport et al. (2012) reported the discovery of KIC 12557548 b (often
shortened to KIC 1255 b and more recently Kepler-1520 b), a transiting object
with an orbital period of approximately 15.7 h which displays an asymmetric light
curve. The KIC1255 b light curve presents a sharp transit ingress and a slow
egress. Additionally, the light curve shows a positive bump in stellar flux before
the transit occurs and high transit depth time variability. Rappaport et al. (2012)
suggested this light curve could be explained by the existence of a low-mass (similar
to Mercury) evaporating USP planet with a comet-like tail of dust. The comet-like
tail scenario can be explained as follows: dust from the planet’s molten surface
condenses in a thermally-driven wind (Rappaport et al., 2012; Perez-Becker and
Chiang, 2013; Booth et al., 2023) and is transported by a gaseous outflow out to
the point where the gas density is low enough that dust dynamically decouples
from the gas. At this point, the trajectory of the dust is dictated by the stellar
radiation pressure and the stellar gravity, which shapes the dust into a cometary
tail, trailing the planet (e.g Rappaport et al., 2012; Brogi et al., 2012; Budaj, 2013;
Sanchis-Ojeda et al., 2015; Lieshout and Rappaport, 2018). As the gas density
decreases away from the planet, the sublimation temperature decreases (e.g. Booth
et al., 2023). This results in the gradual sublimation of the dust as it moves along
the tail, ultimately resulting in a tail where the optical depth drops with distance
from the planet (Rappaport et al., 2012; van Lieshout et al., 2016).

The optical depth pattern of the dust cloud can explain the sharp ingress and slow
egress observed. Furthermore, the forward scattering of stellar photons by the
dust grains towards the line-of-sight of the observer can give rise to the pre-transit
brightening (e.g. van Lieshout et al., 2016). This dusty tail scenario has been
validated by studies of the colour dependence of the transit depth (e.g. Bochinski
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et al., 2015). In addition to this, van Werkhoven et al. (2014) obtained an upper
limit on the KIC 1255 b’s radius of 4600 km, supporting the idea that we are
observing the dust cloud and not the planet.

Since the discovery of KIC 1255 b, two more examples of evaporating rocky planets
have been observed: KOI-2700 b (Rappaport et al., 2014) and K2-22 b (Sanchis-
Ojeda et al., 2015). KOI-2700 b presents a very similar light curve to KIC 1255 b.
K2-22b presents a symmetric light curve, with increased observed flux both before
and after the transit, where the post-transit brightening is explained with a leading
tail of dust (Sanchis-Ojeda et al., 2015).

To explain the high transit depth time variability, Rappaport et al. (2012) state
an erratic variation in the dust production rate is needed, and a detailed un-
derstanding of the origin of this variability remains uncertain. Perez-Becker and
Chiang (2013) speculated and Booth et al. (2023) found the planetary outflow can
be unsteady. For fast dust growth rates and moderate optical depths, there is a
cycle between periods of dust production and no dust production, which could
give rise to the observed transit depth variability. The variability was investigated
further by Bromley and Chiang (2023), following the speculation of heterogeneous
condensation by Booth et al. (2023). Bromley and Chiang (2023) demonstrated a
chaotic evolution could arise when iron-poor silicates condensed at low-mass loss
rates (low optical depths), while iron-rich silicate dust condensed at high mass-loss
rates (high optical depths).

Using models of the planetary outflow, Perez-Becker and Chiang (2013), Kang
et al. (2021) and Booth et al. (2023) constrained the mass of KIC 1255 b and the
planetary mass-loss rate. In addition to this, the models agree with a scenario
where the outflows are marginally optically thick in the planet’s vicinity.

Morphological models of KIC 1255 b’s dusty tail reproduce the characteristics of
the observed light curve and place constraints on the size of the dust grains by
comparing synthetic light curves to the observed ones (e.g. Brogi et al., 2012;
Budaj, 2013; van Werkhoven et al., 2014). These models do not attempt to model
the formation and launch of the dusty outflow but to study the properties of the
dust under the assumption it is launched from the planets. The models indicate
the dust grains are around micron-sized.

K2-22 b’s dust tail properties have also been studied using similar morphological
models. Sanchis-Ojeda et al. (2015) determined K2-22 b has a leading dust tail,
giving origin to the observed post-transit brightening in flux. This implies the ratio
of radiation pressure forces to stellar gravity (β) to be less than 2%. The value of
β can be this small for low luminosity host stars and small particle sizes (. 0.1µm)
or large particle sizes (& 1.0µm). More recently, observations and models of K2-
22 b by Schlawin et al. (2021) show the average particle size must be larger than
about 0.5 - 1.0µm, leading to mass-loss rates of about 1.6 - 1.8M⊕Gyr−1.

The dust in the planetary outflow is a direct sample of the magma pool on the
planet’s surface. Therefore, studying the dusty tails can be used to directly place
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constraints on the planetary composition. The composition of the dust was in-
vestigated in detail by van Lieshout et al. (2014, 2016). This work was done by
assuming the planet launched an outflow with dust particles of a certain size and
composition and studying how long they survived before they completely subli-
mated. van Lieshout et al. (2014) used the dust’s survival timescale to compute
the distance it could travel from the planet, and compared this to the length of
the tail inferred from the light-curve. They found the models where the dust was
composed of corundum (Al2O3[s]) or iron-rich silicates to be consistent with the
observations of KIC 1255 b and KOI-2700 b. Pure iron, graphite or silicon carbide
grains were ruled out. van Lieshout et al. (2016) directly simulated the dynamics
and size evolution of dust particles in KIC 1255 b’s tail to study the dust compo-
sition, the dust grain sizes and the planetary mass-loss rate of the planet. They
found the dusty tail to be most likely composed of Al2O3[s] micron-sized grains,
with a planetary mass-loss rate ranging from 0.6 to 15.6 M⊕Gyr−1. Enstatite
(MgSiO3[s]) and forsterite (Mg2SiO4[s]) had previously been suggested as poten-
tial compositions of the dust grains by Rappaport et al. (2012), Brogi et al. (2012)
and Perez-Becker and Chiang (2013). However, van Lieshout et al. (2016) found
iron-free magnesium-silicates were too cold to sublimate efficiently due to their
low optical, but high IR opacities, and hence survived too long in the dust cloud
to be consistent with the observed transit duration.

All previous dusty tail models are limited because they assume the dusty tail to
be optically thin throughout. In addition to this, many of the previous models use
a simplified formulation for the complex refractive index in the calculation of dust
optical properties. Considering the dust cloud to be optically thin throughout
is an assumption that requires detailed investigation. The trajectory of a dust
grain is highly dictated by the radiation pressure force, which is obviously highly
sensitive to the optical depth to stellar light once it reaches moderate values. Thus,
even moderate optical depths can cause significant changes in the morphology of
the dusty tail. In addition to this, the temperature of a dust grain, and hence
the sublimation rate of the dust, is highly sensitive to moderate or higher optical
depths. Therefore, the more optically thick the environment, the cooler the dust
grains will be, causing them to survive longer in the dusty tail.

In this work, we construct a new model of the dusty tails. We couple the dust par-
ticle dynamics to the self-consistently determined optical depth. Introducing the
optical depth evolution allows for robust compositional constraints to be derived
from the observations. Our methods are presented in Section 4.2. In Section 4.3
we apply our model to KIC 1255 b and in Section 4.4 to K2 22 b. In Section 4.5,
we discuss our results in the context of the observations. Finally, in Section 4.6,
we summarise our findings.
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4.2 Model and methods
We aim to develop a model with all the necessary physics to compare directly
to the observations, but that is still computationally feasible. To achieve this, we
adopt a hybrid method, where similar to van Lieshout et al. (2016), the dust grains
are modelled as Lagrangian “super-particles”, but the optical depth is computed
by ray-tracing on a grid of dust densities. Our super-particle is a collection of
dust grains that share the same but evolving properties. The number of actual
dust grains (Nd) inside a super-particle depends on the planetary mass-loss rate,
the grain’s initial size and composition, and how often/many super-particles we
introduce into the simulation. Thus, we introduce the super-particle mass msp =
mdNd, where md is the mass of an individual dust grain.

4.2.1 Dust motion

The stellar radiation pressure force and the stellar gravity dominate the trajectory
of the dust grains. For full consistency, we include planetary gravity and the
Poynting-Robertson drag (Robertson, 1937) acting on the dust grains, but we
ignore collisions between the individual dust grains. Following the results from
Booth et al. (2023), we assume the planet to have a mass of 0.03M⊕ although we
note the choice does not affect our results. Using the Fortney et al. (2007) mass-
radius relationship, we estimate the planetary radius to be 0.33 R⊕, assuming
mass fractions of 2/3 silicate rock and 1/3 iron. The equation of motion for the
dust grain is solved in the co-rotating frame of reference, centred at the centre of
mass of the star-planet system. The planetary and stellar orbits are assumed to
be circular. The equation of motion of a dust grain is given by:

r̈ = − GM?

| r− r? |3
(r− r?)−

GMplanet

| r− rplanet |3
(r− rplanet)− ω × (ω × r)− 2(ω × ṙ)

+ β
GM?

| r− r? |2

[(
1− ṙradial

c

)
(r− r?)
| r− r? |

−
(
ṙ + (ω × r)

c

)]
(4.1)

where r is the position vector of the dust grain, r?,planet are the position vectors
of the star and planet, respectively; M?,planet are the mass of the star and planet
respectively; ω is the rotation vector of the frame-of-reference, β is the ratio
between the norms of the direct radiation pressure force and the star’s gravitational
force, G is the gravitational constant and c is the speed of light. The final term on
the RHS of Equation 4.1 represents the radiation forces acting on the dust grains
(Robertson, 1937; Burns et al., 1979).

We assume our dust grains are spherical, and as such, β is given by

β =
1

4πcG

L?
M?

e−τ?κ(T?, s) (4.2)

where L? is stellar luminosity, τ? is the optical depth of the dust cloud to stellar
irradiation at the grain’s position, and κ is the radiation-pressure Planck-mean
opacity at the stellar temperature T?, for a particle of radius s.
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4.2.2 Dust sublimation

We take a similar approach to van Lieshout et al. (2016) for determining the subli-
mation rate of a spherical dust grain in a gas-free environment. In thermodynamic
equilibrium, when the partial pressure of a molecule equals its equilibrium vapour
pressure, the condensation rate must equal the sublimation rate; thus, the subli-
mation rate can be expressed in terms of the condensation rate using the principle
of detailed balance (c.f. Booth et al., 2023). In our models, the dust grains have
large numbers of atoms (∼ 109 atoms for a 0.1µm particle); thus, we assume their
sublimation rate is solely dependent on the dust’s internal properties (e.g. its
temperature, Gail and Sedlmayr 2013). Consequently, the sublimation rate for a
dust grain in thermodynamic equilibrium with the gas surrounding it is equal to
its sublimation rate in a gas-free environment (Langmuir, 1913). Therefore, the
change of the radius of a dust grain (s) can be written as (Kimura et al., 2002;
Gail and Sedlmayr, 2013; van Lieshout et al., 2014),

Ds

Dt
= −αpv(Td)

ρd

(
µmu

2πkBTd

)1/2

(4.3)

where α is the evaporation coefficient which parameterises the kinetic inhibition of
the sublimation1, pv is the equilibrium vapour pressure, µ is the molecular weight
of the sublimating molecules in atomic mass units2, mu is the atomic mass unit, kB
is Boltzmann’s constant, and Td is the dust grain’s temperature. The equilibrium
vapour pressure is given by the Clausius-Claperyon relation (Kimura et al., 2002),

pv(T ) = exp(−A/T + B) [cgs] (4.4)

where A and B are material-specific parameters. Quantities α, A and B are
assumed to be temperature independent.

The balance between the received and emitted energy by a dust grain is used to
determine the dust’s temperature, which we approximate as:

κabs(T?, s)
L?

4πr2
d

e−τ? = 4 κabs(Td, s) σSB T 4
d (4.5)

where κabs(T?, s) is the Planck-mean absorption opacity at the stellar temperature
T?, κabs(Td, s) is the absorption opacity at the dust temperature Td, rd is the
dust grain-star distance and σSB is Stefan-Boltzmann’s constant. This equation
assumes that while we are including the attenuation of stellar light due to the dust
cloud’s optical depth, we are assuming the dust cloud is optically thin to its own
cooling radiation. This assumption is justified, as for our best fit models, the dusty
outflow is optically thin to its re-emitted thermal emission. As discussed in our

1α has been experimentally measured to be approximately the same as the growth/sticking
coefficient (Gail and Sedlmayr, 2013).

2Following van Lieshout et al. (2014) and for simplicity, we assume µ to be the molecular
weight of the dust sublimating. In reality, µ is the average molecular weight of the molecules
recondensing from the gas-phase in the sublimation-condensation equilibrium.
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results, the dust’s temperature (and hence sublimation rate) depends critically
on the opacity ratio κabs(T?, s)/κabs(Td, s), which at higher ratios gives higher
temperatures and hence faster sublimation. It is this opacity ratio that ultimately
allows us to constrain the dust’s composition and size through its impact on the
temperature and, subsequently, the sublimation rate.

4.2.3 Optical depth evolution

To calculate the optical depth of the dust cloud, we implement the clouds-in-
cells (CIC) method (Birdsall and Fuss, 1969). Consider a staggered-mesh grid,
where scalar variables (e.g. extinction) are defined at the grid-cell centres (red
diamonds in Figure 4.1) and direction-dependent variables (e.g. optical depth) at
the centres of the grid-cell interfaces (black circles in Figure 4.1). The extinction to
be attributed to the grid-cell centres is obtained by sharing a dust super-particle’s
extinction over the grid points surrounding it. A 2D representation of our 3D
method is shown in Figure 4.1. Considering a dust grain at a position P (x, y),
we can regard the grain as a small cloud and spread it over an area of ∆x∆y, the
shaded area surrounding the black star. The extinction in the horizontal-lines-
shaded area is assigned to point (i, j); that in the diamond-shaded area to point
(i+ 1, j); that in the vertical-lines-shaded area to point (i+ 1, j + 1) and that in
the diagonal-lines-shaded area to point (i, j + 1).

We adapt and apply the method described above to a uniform three-dimensional
spherical polar grid centred at the star, i.e. the volume of each grid cell is approx-
imately the same. Here, r is the radial distance from the star’s centre, θ is the
polar angle, and φ is the azimuthal angle. The contribution to the extinction of a
super-particle at a position (rd, θd, φd) is given by

χsp(rd, θd, φd) =
msp κext(T?, s)

∆V
, (4.6)

where κext is the extinction opacity of the dust grains in a super-particle, and ∆V
is the “volume”3 of the super-particle, taken to be the volume element of the cell
in which it resides. For better numerical accuracy, volumes are calculated with
the spherical volume element in the following form (c.f. Stone and Norman, 1992):

∆V = ∆(R3/3) ∆(− cos θ) ∆φ. (4.7)

The extinction of the grid cell centred at (r(i), θ(j), φ(k)) can now be written as

χ(i, j, k) =
∑
sp

V f
ijk χsp(rd, θd, φd) (4.8)

where V f
ijk is the fraction of the super-particle’s volume that resides in cell (i, j, k)

(see Figure 4.1). The sum is performed over all super-particles that have any
3It’s important not to confuse this “volume” with any physical volume. This “volume” is

used to smooth the extinction over our grid in the CIC method and thus scales with the grid’s
resolution. Our choice for its size is confirmed by our resolution tests.
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(i+1,j+1)(i,j+1)

P(x,y)

Δx
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(i’+1,j) (i’,j) 

i

j

Figure 4.1: A 2D representation of our staggered mesh, similar to the 3D one used to
estimate the dust cloud’s optical depth. Scalar variables are measured at the centres of
the grid cells, represented by the red diamonds. Vector quantities/direction-dependent
variables are measured at the grid-cells interfaces, represented by the black circles. We
apply the clouds-in-cells method (Section 4.2.3) where the extinction contribution of a
dust grain in position P (x, y) (black star) is shared between the grid-cells surrounding it
(shaded area) with the value determined between the volume assigned to the grain and
the volume of the cell.

volume that overlaps with that cell. Once the extinction grid is computed via
Equation 4.8, we obtain the optical depth by numerically integrating the extinction
over the radial distance from the star to the grid-cell interface centres in the radial
direction i, using:

τ(i, j, k) =
i−1∑
i′=0

χ(i′, j, k) ∆r, for i ≥ 1 (4.9)

where τ(i, j, k) is the optical depth at the grid-cell interface centred at (r(i), θ(j), φ(k))
and ∆r is grid-cell size in the radial direction i. The grid boundaries are set as,

r(i = 0) = Rmin, r(i = NR) = Rmax;

θ(j = 0) = θmin +
∆θ

2
, θ(j = Nθ − 1) = θmax −

∆θ

2
;

φ(j = 0) = φmin +
∆φ

2
, φ(j = Nφ − 1) = φmax −

∆φ

2
;

where NR,θ,φ are the number of grid-cells in the radial i, polar j and azimuthal k
directions respectively, (R, θ, φ)min are the lower boundaries in each direction and
similarly (R, θ, φ)max are the upper boundaries. We note that r(i′) = r(i) + ∆r

2
. In
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this case, at i = 0, τ = 0 for all j and k. After testing, we set NR = 75, Nθ = 25
and Nφ = 250, and the grid limits to be

Rmin = 0.95 a, Rmax = 1.10 a;

θmin = 1.55 rad, θmax = 1.60 rad;

φmin = − 0.40 rad, φmax = 0.10 rad;

where a is the semi-major axis of the planet’s orbit. These values allow for ap-
proximately cubic grid-cells with constant grid-cell sizes in each direction, where
∆r = 0.002 a and ∆θ = ∆φ = 0.002 rad. The grid limits were chosen according
to where the optical depth is dynamically important. A lower limit of 0.001 for
the optical depth is placed. Outside the chosen grid limits, the optical depth of
the dust cloud is set to 0.001. To obtain the optical depth at the position of a
super-particle, we perform a tri-cubic spline interpolation (Press et al., 2002) over
the optical depth grid.

4.2.4 Dust opacities

Dust opacities are calculated for the materials listed in Table 4.1 as follows. First,
using the miescat module of radmc3dPy4, which applies Mie theory, we cal-
culate the dust absorption (κλabs) and scattering opacities (κλsca), as well as the
scattering g-factor (gλsca), as functions of wavelength (λ = 10−5–10 cm) and grain
size (s = 0.1–10µm)5. Where the optical constants are not available for the entire
wavelength range indicated above, they are extrapolated by keeping them constant
at shorter wavelengths and with a log-log function at longer wavelengths, as would
be expected from simple diffraction theory (e.g. Bohren and Huffman, 1983). The
extrapolation of optical constants to shorter wavelengths may somewhat affect the
opacities at the stellar temperatures, especially for corundum (Al2O3[s]), for which
the optical constants are only available down to 0.5µm, but they do not change
our conclusions. At the lower end of relevant temperatures, the calculated values
are unaffected by the extrapolation since the available data covers the relevant
range of wavelengths.

For each grain size s, the opacities are averaged over a Gaussian size distribution
centred at s, and of width ∆ln(s) = 0.02 to avoid “ringing”. We adopt the dust
bulk densities shown in Table 4.1.

To obtain the Planck-mean opacities as functions of temperature and grain size, we
integrate κλabs, κλsca and gλsca over frequency. In our problem, we have four relevant
opacities:

1. The absorption opacity to stellar light, κabs(T?, s), used in Equation 4.5;
4www.ita.uni-heidelberg.de/ dullemond/software/radmc-3d/manual_rmcpy/
5For some materials, in some wavelength ranges, optical constants are different for different

crystal axes. In such cases, we follow van Lieshout et al. (2016) and combine the optical
constants for different axes using the Bruggeman (1935) mixing rule.

https://www.ita.uni-heidelberg.de/~dullemond/software/radmc-3d/manual_rmcpy/
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2. The absorption opacity at the grain’s temperature, κabs(Td, s), used in
Equation 4.5;

3. The extinction opacity to the star light, κext(T?, s) = κabs(T?, s) +
κsca(T?, s), used in Equation 4.6;

4. The radiation pressure opacity, κ(T?, s) = κabs(T?, s) + κsca,eff(T?, s),
used in Equation 4.2, where κsca,eff(T?, s) is given by (1−gsca(T?, s) )κsca(T?, s).

4.2.5 Numerical methods

To determine the trajectory of a super-particle, we solve its equations of motion
(Equation 4.1) and sublimation (Equation 4.3) simultaneously. To solve equations
4.1 and 4.3, we use the Dormand-Prince (DP) method (Dormand and Prince,
1980) with an absolute and relative tolerance of 10−8. We apply Brent’s method
(Brent, 1973) to solve Equation 4.5 numerically for the temperature of a dust
grain with an absolute tolerance of 10−4 and a relative tolerance of 10−8. Each
super-particle has an optimal timestep for the DP solver. In order to make the
model as efficient as possible, we use the optimal timestep for each individual
super-particle and synchronise the timestep between particles when obtaining the
optical depth of the dust cloud and calculating the transit depth (see Section 4.2.6).
This approach only updates the optical depth at every synchronised time step;
however, we confirmed this does not affect our results by varying the synchronised
time step.

The model’s free parameters are the distribution of the grain’s initial positions
and velocities, the initial dust grain sizes, the planetary mass-loss rate and the
dust composition. To ensure the dust grains are not gravitationally bound to the
planet, we start them off at a distance of 1.1 Hill radii from the planet’s centre.
We assume the dust grains have left the planetary atmosphere at the thermal
velocity of the gas particles (Booth et al., 2023) in the radial direction. The
super-particles are either randomly distributed to leave from the entire planetary
surface (spherical outflow) or just the planet’s day-side, both at the level of the
Hill radius (see Section 4.4).

The simulations are initialised by obtaining the optical depth grid of the initial
dust cloud. The planetary mass-loss rate is set to be constant throughout our
simulations. We launch 250 super-particles every 100th of a planetary orbit, enough
to guarantee convergence in the light curve (see Figure 4.2). We trace the optical
depth every 200th of an orbit. We consider a dust grain completely sublimated
when it is smaller than 0.1µm, at which point it does not significantly contribute
to the extinction or scattering of the dust cloud. We run the simulations until
the transit profile is converged, i.e. it has reached a steady state and does not
significantly change from one transit to the next; this typically requires five orbits
(or until it becomes apparent there is no steady state for a given material; see
Section 4.3.2).
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Figure 4.2: Top: Simulated transit of KIC 1255 b for different numbers of super-
particles launched every 100th of an orbit. The dust is assumed to be composed of
olivine (Mg0.8Fe1.2SiO4[s]). The dust cloud is assumed to be optically thin throughout
(τ=0.1) and the outflow is assumed to be radially outwards from the entire planetary
surface (spherical outflow). Bottom: The relative percentage difference between the
transits simulated on the top plot. The difference is smaller than the observed error (≈
200 ppm Rappaport et al., 2012), therefore, we launch 250 super-particles every 100th of
an orbit.

4.2.6 Transit profile calculation

The final stage is to compute a synthetic light curve from our simulations. We
adopt a two-stage method, including extinction and forward scattering. For the ex-
tinction calculation, we implement the CIC method once again (see Section 4.2.3).
We grid the star into cells with area Acell and spread each super-particle over an
area Acell. If a super-particle overlaps with a given grid cell, the optical depth
contribution from the super-particle in that cell is given by

τsp =
f κext(T?, s)msp

Acell

, (4.10)

where f is the fraction of the super-particle’s area which overlaps with the grid
cell. To obtain the total optical depth τ in a grid cell, we sum all the individual
τsp’s corresponding to that cell. The flux from that cell is then attenuated by a
factor of e−τ . Finally, the total stellar flux is obtained by adding all the individual
fluxes from each grid cell.
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Forward scattering of light by dust grains can increase the observed stellar flux.
The increase in flux is proportional to the scattering opacity of the dust grain,
κsca(T?, s) (Section 4.2.4), and the scattering phase function at the scattering angle.
We use the Henyey-Greenstein analytical scattering phase function for dust grain
mixtures (Henyey and Greenstein, 1941), which is solely dependent on gsca and the
scattering angle, and use the single scattering approximation (van Lieshout et al.,
2016). We ignored limb-darkening effects for both the extinction and forward
scattering computations. The extinction and forward scattering components are
combined into synthetic transit profiles.

4.3 KIC 1255 b: Dust composition, grain sizes and
mass-loss rate constraints

One of our key goals is to determine the dust composition and size. The size of the
dust grains has been constrained through measurements of the transit depth de-
pendence on wavelength, i.e. colour dependence. Croll et al. (2014) and Schlawin
et al. (2016) observed the transit depths of KIC 1255 b not to be colour dependent
and set a lower limit of the dust grain size of ∼0.2-0.5µm. Previous modelling
efforts (e.g. Brogi et al., 2012; Budaj, 2013) predict the dust grain sizes to be
0.1 - 1.0µm based on the shape of the forward-scattering bump. However, these
models did not consider the sublimation rate of the dust grains and simply as-
sumed an exponential decay of the size distribution. Furthermore, van Lieshout
et al. (2016) curiously found corundum (Al2O3 [s]) to be the best fit with the ob-
servations for KIC 1255 b, using a model that didn’t include the dust tail’s optical
depth self-consistently on the dust dynamics.

Therefore, using our new, self-consistent approach, we constrain the tail’s dust
composition, grain sizes and planetary mass-loss rate. We run a grid of mod-
els and compare the synthetic light curves with observations. The dust’s optical
properties, which are highly dependent on the dust grain sizes and compositions,
control the morphology of the white light curve, specifically the pre-transit bright-
ening and the long egress. On the other hand, the planetary mass-loss rate mainly
influences the transit depth (see Section 4.3.3). We define the best-fit models
to be the ones where the pre-transit brightening and the long egress shapes are
best represented with a transit depth comparable to that of the average observed
light curves. Therefore, the reported mass-loss rate is an attempt to estimate the
average dusty mass-loss rates (see Section 4.3.3).

Since the planet itself is not detected, we do not know exactly when, in its orbit, the
planet is at mid-transit in the observations. Thus, one needs to align the models
with the observations by defining when an orbital phase of 0 occurs. We do this
by aligning our synthetic light curves with the observations by the pre-transit
brightening (if necessary). Additionally, we also align our out-of-eclipse flux to
that of the observations. In our simulations, we compute the transit depth every
5 minutes. To obtain the synthetic light curves to compare to the observations,
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Figure 4.3: Synthetic light curves of KIC 1255 b for dust composed of corundum
(Al2O3[s]). The observed Kepler light curve averaged over six quarters by Brogi et al.
(2012) is shown as the black solid curve. Left: Synthetic light curves for models at a
constant planetary mass-loss rate of 8.0M⊕Gyr−1 and different initial dust grain sizes.
Right: Synthetic light curves for models at a constant initial dust grain size of 4.5µm
and different planetary mass-loss rates.

we smooth the data over the Kepler long cadence (30 minutes).

We first apply our model to KIC 1255 b. KIC 1255 b orbits a K-type star with
T? ≈ 4550K, R? ≈ 0.66R� and M? ≈ 0.67M� (Thompson et al., 2018). We run
the model for the dust compositions listed in Table 4.1. We study the parameter
space of initial dust grain sizes ranging from 0.5 to 8.0µm, and (dusty) planetary
mass-loss rates from 1.0 to 15.0M⊕Gyr−1. The models we discuss throughout
Section 4.3 assume the outflow is spherical. We also explored models with a day-
side outflow geometry, but we found the spherical outflow to consistently be a
better fit for KIC 1255 b (Appendix 4.A.1). This is because the day-side outflow
models produce a more symmetric transit, which is less consistent with KIC 1255
b’s light curve. We discuss the issue of outflow geometry further in Section 4.4.

4.3.1 Corundum

We find corundum dust grains with initial sizes below 2.0µm sublimate too fast
to produce the observed light curve of KIC 1255 b. This is expected as small
corundum grains achieve very high temperatures (Figure 4 in Booth et al. 2023),
due to their low IR opacity. We find corundum could give origin to the observed
light curve of KIC 1255 b with initial dust grain sizes of ∼3.5 - 5.5µm and an
average mass-loss rate of 8.0 M⊕Gyr−1 (Figure 4.3). This result arises because as
the particles get larger, the ratio between their optical and IR opacity falls resulting
in lower temperatures and longer lifetimes; however, larger particles have a lower
opacity and we must increase the mass-loss rate to match the observed transit
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Figure 4.4: Synthetic light curves of KIC 1255 b for dust composed of forsterite
(Mg2SiO4[s]). Left: Synthetic light curves for models at a constant planetary mass-loss
rate of 1.0M⊕Gyr−1 and different initial dust grain sizes after 5 orbits. The observed
Kepler light curve averaged over six quarters by Brogi et al. (2012) is shown as the black
solid curve. Right: Synthetic light curves over 5 orbits at an initial dust grain size of
0.5µm and a planetary mass-loss rate of 1.0M⊕Gyr−1. Note how the light curve does
not converge, particularly for the pre-transit brightening region.

depth.

The initial dust grain sizes we estimate for dust composed of corundum are above
the lower limit estimated from colour dependence measurements. The average dust
mass-loss rate we estimate is within the findings of van Lieshout et al. (2016) but
considerably higher than the theoretical models of Perez-Becker and Chiang (2013)
and Booth et al. (2023). The estimate of the dust mass-loss rate in other studies
(e.g. Kawahara et al., 2013) is generally obtained solely from the transit depth,
ignoring any forward scattering effects. Forward scattering reduces the transit
depth and therefore, higher mass-loss rates are needed to fit the observations
(Appendix 4.A.2).

As discussed by van Lieshout et al. (2016), aluminium has a low cosmic abundance
and is likely a minor component of rocky planets (e.g. Schaefer and Fegley, 2009;
Jura and Young, 2014). In addition to this, corundum is measured to have a
relatively low abundance in the bulk silicate earth (BSE) composition (see Table
1.7 in O’Neill and Palme 1998). Therefore, the existence of a corundum dust tail
combined with such high mass-loss rates would be surprising. While corundum
can fit the data, we consider it an unlikely candidate for the composition of the
dust in the tail.
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Figure 4.5: Synthetic light curves of KIC 1255 b for dust composed of iron-rich olivine
(Mg0.8Fe1.2SiO4[s]). The observed Kepler light curve averaged over six quarters by Brogi
et al. (2012) is shown as the black solid curve. Left: Synthetic light curves for models
at a constant planetary mass-loss rate of 3.0M⊕Gyr−1 and different initial dust grain
sizes. Right: Synthetic light curves for models at a constant initial dust grain size of
1.25µm and different planetary mass-loss rates.

4.3.2 Olivine and Pyroxene

We have studied compounds we know are predominant in the Earth’s mantle (e.g.
O’Neill and Palme, 1998): olivine, (Mg,Fe)2SiO4[s], and pyroxene, (Mg,Fe)SiO3[s].

First, we consider the end-members of these two types of minerals. The iron end-
member of olivine (fayalite), Fe2SiO4 [s], is too volatile in the entire parameter
space studied, i.e. it sublimates too fast to explain an observable dusty tail. On
the other hand, the magnesium end-members of olivine (forsterite), Mg2SiO4[s],
and pyroxene (enstatite), MgSiO3[s], have low optical to IR opacity ratio and do
not achieve high enough temperatures to sublimate. The dust survives for mul-
tiple orbits, accumulating over time, and the transit profile never converges (see
the right panel of Figure 4.4). Additionally, the synthetic light curves produced
show no agreement with the observations at any time-point (see the left panel of
Figure 4.4). The pre-transit brightening occurs earlier than expected for most of
the parameter space. Furthermore, there is a significant post-transit brightening,
which does not match the observations. Therefore, we rule out dust grains pre-
dominately composed of fayalite, forsterite or enstatite. We test other types of
pyroxene (see Table 4.1). For Mg0.95Fe0.05SiO3[s], the scenario is similar to that of
forsterite and enstatite, i.e. the dust is too cold due to its low optical to IR opacity
ratio. Mg0.7Fe0.3SiO3[s] and Mg0.5Fe0.5SiO3[s] behave similarly to fayalite - these
compounds are too volatile and do not survive long enough to create the dusty
tail observed. Given the contrasting behaviours of the different types of pyroxene
tested here, we believe low-iron pyroxene with an iron content between 0.05 and
0.3 should be explored in future work.
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Figure 4.6: Left: Synthetic light curves for models at a constant planetary mass-
loss rate of 1.5M⊕Gyr−1 (top) and 6.0M⊕Gyr−1 (bottom) at different initial dust grain
sizes. The observed Kepler light curve averaged over six quarters by Brogi et al. (2012)
is shown as the black solid curve. Shallow transits correspond to observed light curves
with transit depths between 0.2 - 0.5%, deep transits correspond to observed light curves
with transit depths larger than 0.8% (see, Brogi et al., 2012). Right: The maximum
transit depth for the synthetic light curves of Mg0.8Fe1.2SiO4 versus the dust mass-loss
rate, at different initial dust grain sizes. The black solid curve represents a linear fit to
the data.

The dust compositions tested which best fit with the observations of KIC 1255 b
are magnesium-iron olivines, i.e. compounds of the form (Mg,Fe) 2SiO4[s] with
an iron content of at least 10%. Figure 4.5 shows that for Mg0.8Fe1.2SiO4[s], the
pre-transit brightening and the long-egress match the observation for dust grain
sizes between 1.25µm and 1.75µm and an average planetary mass-loss rate of
3.0M⊕Gyr−1. Similar results are obtained for Sri Lanka olivine, San Carlos olivine
and MgFeSiO4[s].

These results are in agreement with the BSE abundances (e.g Kargel and Lewis,
1993) and white dwarf measurements for evaporating exoplanets (e.g Bonsor et al.,
2020). Curry et al. (2023) show that the observed dust is coming from a localised
region where the planet has been evaporated down to. This supports the idea that
the dust originates from the mantle of the planet, where magnesium-iron silicates
like olivine and pyroxene are expected to be abundant. In addition to this, Bromley
and Chiang (2023) argued iron-rich silicates are required to be able to produce an
observable mass loss rate for catastrophically evaporating exoplanets.

4.3.3 Estimating the average mass-loss rate

Since the transits are variable, and the precision on an individual transit is poor,
we must compare our model to phase-folded, average light curves. Therefore, we
must evaluate whether the mass-loss rate reported by our model, when compared
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to averaged light curves, is representative of the average mass-loss rate. We did
this by computing the relationship between the mass-loss rates and the transit
depth in our models. As shown in the right panel in Figure 4.6, we find the
transit depth has an approximately linear relation with the dust mass-loss rate.
A linear relationship implies that average light curves can be used to estimate
average mass-loss rates. Additionally, we compared our synthetic light curves for
Mg0.8Fe1.2SiO4 to two sets of observed light curves of KIC 1255 b as divided by
Brogi et al. (2012): a set where the transit depths are shallow (0.2%,- 0.5%) and
a set where the transit depths are deep (>0.8%). We find the best-fit for the
shallow and deep transits require smaller and larger mass-loss rates, respectively,
but the same range of dust grain sizes as for the average mass-loss rate case (left
panel Figure 4.6). Therefore, our reported best-fit mass-loss rates to the average
light curves are a reasonable approximation to the average mass-loss rate.

4.3.4 Synthetic JWST spectra: corundum vs magnesium-
iron silicates

While we have argued corundum is an unlikely composition, we suggest that this
can be directly confirmed with additional observations. Corundum and magnesium-
iron silicates have distinct absorption features in the near-infrared and mid-infrared
regions. In particular, silicates show a very broad absorption feature at about
10µm. Observing the dusty tails in these wavelengths can help us understand what
the dust is composed of and validate our models. We produce synthetic JWST
absorption spectra of KIC 1255 b for the Mg0.8Fe1.2SiO4[s] best-fit model with an
initial dust grain size of 1.25µm and an average mass-loss rate of 3.0M⊕Gyr−1

(pink dot-dashed curve in Figure 4.5 left), and the corundum best-fit model with
an initial dust grain size of 4.5µm and an average mass-loss rate of 8.0M⊕Gyr−1

(green dot-dashed curve in Figure 4.3 left). We use the wavelength range and
resolution of the MIRI-MRS mode and the NIRSpec-PRISM mode. The spectra
are shown in Figure 4.7. The synthetic spectra show that we would be able to
distinguish if the dust is composed of corundum or magnesium-iron silicates with
JWST observations if a bright target is identified 6. This inference is in line with
the results of Bodman et al. (2018) and Okuya et al. (2020), who also found JWST
observations could help constrain the dust composition.

4.4 The leading dust tail of K2-22b and the out-
flow geometry

In addition to modelling KIC 1255 b, we also model K2-22 b. As mentioned earlier,
K2-22 b shows a light curve with increases in the observed flux both before and
after the transit (Sanchis-Ojeda et al., 2015). This agrees with a scenario where
there is a tail of dust also leading the planet. K2-22 b orbits an M-type star

6It is likely KIC 1255 b is too faint to perform this experiment with a small number of transits;
however, K2-22 b may be bright enough.
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Figure 4.7: Left: NIRSpec-PRISM synthetic absorption spectra of KIC 1255 b for
the best-fit model of corundum (4.5µm and 8.0M⊕Gyr−1 - green dot-dashed curve in
Figure 4.3 left) and iron-rich olivine (1.25µm and 3.0M⊕Gyr−1 - pink dot-dashed curve
in Figure 4.5 left). The resolution used was 100. Right: Same as the top panel but
for the MIRI-MRS mode. The resolution used was 3000. Note the distinct absorption
feature of the olivine at about 10µm.

with T? ≈ 3830K, R? ≈ 0.58R� and M? ≈ 0.60M�, with an orbital period of
approximately 9.2h (Sanchis-Ojeda et al., 2015).

Sanchis-Ojeda et al. (2015) state a "substantial" (β & 0.05) radiation pressure
force necessarily blows the dust into orbits trailing the planet. However, they find
if β is sufficiently small (. 0.02) some dust can fall into faster orbits than that of
the planet, creating a tail of dust leading the planet.

The best-fit models we find for the K2-22 b average light curve (Sanchis-Ojeda
et al., 2015), assuming the dust is composed of Mg0.8Fe1.2SiO4[s], are for initial
dust grain sizes ∼1.0 - 1.5µm and a mass-loss rate ∼2.5 - 3.0M⊕Gyr−1. These
results compare favourably to Schlawin et al. (2021), who observationally con-
strained the dust grain sizes of K2-22 b to be larger than 0.5-1.0µm. Based on
this measurement, they constrained the average mass-loss rate of K2-22 b to be ∼
1.6M⊕Gyr−1.

Here, we investigate if the origin of the leading tail is a consequence of the launch
geometry of the dusty outflow. We test two outflow geometries: a spherical out-
flow, where the super-particles leave from the Hill sphere radially outwards over
the full 4π, and a day-side outflow, where the super-particles leave the Hill sphere
only from the day-side of the planet, radially outwards. As discussed in our meth-
ods, we always launch our super-particles from just outside the planet’s Hill sphere.
Physically, the outflow is always launched from the day-side surface of the planet;
however, multi-dimensional simulations of photoevaporating planets with H/He-
rich atmospheres (e.g. Stone and Proga, 2009; Owen and Adams, 2014; Tripathi
et al., 2015) indicate the outflow can wrap around to the nightside, yielding a
quasi-spherical outflow through the Hill sphere. Thus, we speculate a high-mass
planet could have an outflow similar to those seen in these photoevaporation sim-
ulations, while a low-mass planet might have an outflow geometry that is day-side
dominated at the Hill sphere (Figure 4.8, right).



CHAPTER 4. DUSTY TAILS 73

−0.15 −0.10 −0.05 0.00 0.05 0.10 0.15

Orbital phase

−0.1

0.0

0.1

0.2

0.3

0.4

0.5

0.6

T
ra
ns
it
de
pt
h
[%

]

K2− 22 b

day-side
spherical
K2, Sanchis-Ojeda+ 15 (average)

to star

more massive planet

less massive planet

Figure 4.8: Left: Synthetic light curves of K2-22 b for dust composed of iron-rich
olivine (Mg0.8Fe1.2SiO4[s]). The blue dashed curve is for a day-side outflow with an
initial dust grain size of 1.5µm and a mass-loss rate of 3.0M⊕Gyr−1. The pink dot-
dashed curve is for a spherical outflow with an initial dust grain size of 1.0µm and a
mass-loss rate of 2.5M⊕Gyr−1. The observed K2 light curve is the black solid curve
(Sanchis-Ojeda et al., 2015). Right: Cartoon of the dust outflow trajectory. The yellow
represents the planet’s day-side. The dust forms on the planet’s day-side. If the planet
is massive enough, the dust will follow a trajectory similar to that shown on the planet
on the left - this is what the spherical outflow in our model depicts. If the planet is not
massive enough, the dust will follow a trajectory similar to that shown on the planet on
the right - this is what the day-side outflow in our model assumes.

We find the spherical outflow is a better fit for the pre-transit brightening of K2-
22 b. However, we find the day-side outflow to be a better fit for the egress and
post-transit brightening (Figure 4.8, left). We find a post-transit brightening and
a symmetric light curve (i.e. a leading tail of dust) can exist for both geometries
in certain ranges of the parameter space, even though they don’t fit the light curve
perfectly. Thus, even in the spherical outflow scenario, this implies that changing
the stellar parameters and the planet’s orbital period is enough to give rise to a
leading tail of dust. This result is a consequence of the strength of the radiation
pressure force. The radiation pressure is weaker for K2-22 compared to KIC 1255
because K2-22 is cooler than KIC1255 by about 700K. Therefore, dust grains can
occupy orbits closer to the star. While we cannot produce a model light curve that
matches all the features of K2-22b, we speculate that K2-22 b’s outflow geometry
probably lies somewhere between a spherical and a day-side outflow. Coupling this
launching geometry with a lower radiation pressure force to stellar gravitational
force ratio than KIC1255 b , would likely yield K2-22 b’s light curve.

We find a day-side outflow at the level of the Hill sphere is not a good fit with the
observations of KIC 1255 b (Appendix 4.A.1). Thus, the fact that KIC 1255 b is
consistent with a spherical outflow and K2-22b with an outflow geometry that sits
between our spherical and day-side models might imply KIC 1255 b is more mas-
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Figure 4.9: Optical depth density map at the radial edge of the optical depth grid
(R = 1.10 a) for the best-fit Mg0.8Fe1.2SiO4[s] model (1.25µm, 3.0M⊕Gyr−1, dot-dashed
pink curve in the left panel of Figure 4.5). The red circle indicates the position of the
planet. Note how the optical depth is moderate in the vicinity of the planet, implying
attenuation of stellar light is important for controlling the dust’s dynamics.

sive than K2-22b. In this scenario KIC 1255 b is massive enough for a significant
fraction of the escaping dust grains to wrap around the planet as they escape, as
seen in hydrodynamic simulations (e.g. Stone and Proga, 2009; Owen and Adams,
2014; Tripathi et al., 2015), while for K2-22 b they are effectively unbound when
they leave the planet’s surface.

4.5 Optical depth and transit depth time variabil-
ity

As speculated by Rappaport et al. (2012), Perez-Becker and Chiang (2013) and
van Lieshout et al. (2016), we find the dust cloud to be optically thick in the
vicinity of the planet (see Figure 4.9). This affects the transit light curve of the
planet and its tail in our models significantly, as shown in Figure 4.10. The transit
depth for the models where the optical depth is traced is consistently larger than
the transit depth in the models in which we assume a fixed low value for the optical
depth. This is because the dust is cooler in the optically thicker environment, and
the grains do not sublimate as fast. Although the optical depth also affects the
radiation pressure force (i.e., β parameter, see Equation 4.2), its effect on the
sublimation is stronger as the sublimation rate is exponentially dependent on the
dust temperature (although radiation pressure is also exponentially sensitive to
optical depth, our models only reach moderate optical depths).

Although we have included the optical depth evolution of the dusty tail, we do
not find a transit depth time variability in our simulations. One of the limitations
of our model is the fact that the planetary mass-loss rate is a free parameter
and, therefore, independent of the optical depth of the dust cloud. In reality, the
planetary mass-loss rate of the planet is dependent on the optical depth of the
dust cloud. The rock vapour pressure is exponentially dependent on the surface
temperature of the planet. So, a fractional change in the dust cloud’s optical depth
could cause large differences in the planetary mass-loss rate (e.g. Perez-Becker
and Chiang, 2013). Furthermore, we have disregarded the dynamical impact of
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Figure 4.10: Comparison of two synthetic light curves for a model where the optical
depth of the dust cloud is kept thin at 0.1 (dash-dotted curve) and a model where the
optical depth is traced (solid curve).

the stellar wind on the dust grains as for micron-sized particles, the stellar wind
pressure is generally negligible compared to the radiation pressure (e.g. Strubbe
and Chiang, 2006). However, the stellar wind may become relevant for extremely
large stellar wind rates. These rates can happen during, for example, coronal mass
ejections, which can be a source of the observed variability (cf. Kawahara et al.,
2013; Croll et al., 2015; Schlawin et al., 2018). The observations of KIC 1255 b show
that its transit depth variability presents no pattern (e.g Lieshout and Rappaport,
2018). Both Perez-Becker and Chiang (2013) and Booth et al. (2023) have argued
the variability might be driven by a cycle involving stellar insolation and mass loss.
In addition to this, Booth et al. (2023) found that non-steady outflows can arise for
fast dust growth rates and moderate optical depths. However, a chaotic behaviour,
like the one the observations show, was not reproduced. Recently, Bromley and
Chiang (2023) found a chaotic behaviour for the transit depth when they consider
the planetary surface temperature to increase with increasing optical depth when
the atmosphere is optically thin, and when it decreases with increasing optical
depth when the atmosphere is optically thick. Such behaviour is only possible
if, when the atmosphere is optically thin, the dust has lower opacities in the
visible wavelengths than in the infrared. This is because, in order to condense,
the dust grains need to radiate away their energy more efficiently than they absorb
visible light. In addition to this, for the planetary surface temperature to increase
with increasing optical depth in an optically thin atmosphere, the dust needs to
induce a greenhouse effect, which will raise the planetary surface temperature
via infrared back-warming. Iron-poor silicate-rich dust presents the ideal visible-
to-infrared opacity ratio to give rise to the conditions described above. When
enough dust grains have condensed, and the atmosphere has therefore become
optically thick to starlight, more iron can condense onto the grains. The dust
will begin to absorb more efficiently in the visible than in the infrared, and the
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planetary surface temperature will decrease, inducing what Bromley and Chiang
(2023) denominate a nuclear winter. Bromley and Chiang (2023) state this cycle
between the greenhouse effect and the nuclear winter is the most likely cause of
the transit depth time variability.

Booth et al. (2023) discuss heterogeneous condensation might give rise to the
transit depth time variability. They argue stable iron-free or iron-poor silicates
will condensate first in the wind (e.g. Mg2SiO4[s]) at low temperatures. This
will allow iron to condense into these grains, causing the dust temperature to
rise. However, iron evaporates more promptly than magnesium from silicates (e.g.
Costa et al., 2017) which will increase the dust temperature, causing the iron
content to decrease. This means the dust grains might reach a composition that
is controlled by the feedback between the iron content and the temperature of the
dust.

We find the dust is likely composed of magnesium-iron silicates (iron-poor or iron-
rich) (Section 4.3). This is in agreement with both the greenhouse effect-nuclear
winter cycle (Bromley and Chiang, 2023) and heterogeneous condensation (Booth
et al., 2023). A complete model which couples the dust formation to the outflow
dynamics and tail morphology is needed to accurately study which processes are
giving rise to the transit depth time variability. In addition to this, compositionally
heterogeneous dust grains should be considered.

4.6 Summary
Catastrophically evaporating rocky planets provide a unique opportunity to study
the composition of rocky worlds. We have developed a self-consistent model of
the dusty tails of catastrophically evaporating rocky planets. For the first time,
we have introduced the optical depth evolution of the dust cloud in a model of
this kind. We apply the model to two catastrophically evaporating exoplanets:
KIC 1255B and K2-22 b.

For both planets, we find the dust is likely composed of magnesium-iron silicates.
The synthetic light curves of KIC 1255 b match the observed light curve for average
(dusty) planetary mass-loss rates of ∼ 3M⊕Gyr−1 and initial dust grain sizes
between ∼ 1.25 and ∼ 1.75µm. Although corundum also produces models that fit
the Kepler observations, this is for very large initial dust grain sizes (∼ 4µm) and
large planetary mass-loss rates (∼ 8M⊕Gyr−1). The existence of a corundum dust
tail combined with such high mass-loss rates would be surprising as aluminium
is likely a minor component of rocky planets (e.g. Schaefer and Fegley, 2009).
JWST observations in the wavelength range of 1-28 µm could explicitly rule out
corundum as the composition of the dust.

We show K2-22 b probably has a different outflow geometry than KIC1255 b.
Thus, K2-22b is likely less massive than KIC1255 b and presents a leading tail
of dust. We find the leading tail of dust is likely a consequence of the outflow
geometry and low radiation pressure force to stellar gravity force ratios (β).
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We find the dust cloud is marginally optically thick to stellar light in the vicinity of
the planet, as first speculated by Rappaport et al. (2012). This has a significant im-
pact on the light curve, and therefore, future models of dusty tails should account
for the optical depth of the tail, as was done in this work. Furthermore, Bromley
and Chiang (2023) recently showed the observed transit depth time variability
could have an origin in a greenhouse effect–nuclear winter cycle. Magnesium-iron
silicates have the ideal visible-to-infrared opacity ratio to give rise to this cycle in
the high mass-loss regime. In order to fully validate this hypothesis, we need to
combine the model here developed with a model of the outflow dynamics and dust
formation (e.g. Booth et al., 2023).
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4.A Appendix

4.A.1 KIC 1255 b, day-side outflow

The simulations for KIC 1255 b that assume a day-side outflow fail to reproduce the
observed long-egress. This happens consistently in the parameter space explored.
Figure 4.11 shows the synthetic spectra for different dust mass-loss rates and initial
dust grain sizes when assuming a day-side outflow for KIC 1255 b.
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Figure 4.11: Synthetic light curves of KIC 1255 b for dust composed of iron-rich olivine
(Mg0.8Fe1.2SiO4[s]) and a day-side dusty outflow. Left: Synthetic light curves for models
at a constant planetary mass-loss rate of 2.0M⊕Gyr−1 and different initial dust grain
sizes. The observed Kepler light curve averaged over six quarters by Brogi et al. (2012)
is shown as the black solid curve. Right: Synthetic light curves over 5 orbits at an initial
dust grain size of 0.5µm and a planetary mass-loss rate of 1.0M⊕Gyr−1.
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4.A.2 The extinction and forward scattering competition

While the extinction increases the transit depth, forward scattering fills up the
light curve. When including forward scattering in the modelling of dusty tails,
we require larger mass-loss rates to fit the observations (see also Figure 3, van
Lieshout et al. 2016). Figure 4.12 shows the contribution from scattering and
extinction for the best-fit models of corundum and iron-rich olivine.
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Figure 4.12: Synthetic light curves (black solid curves) of the best-fit corundum (left)
and iron-rich olivine (right) models, and the scattering (dashed red curves) and extinction
(dot-dashed blue curves) components. The components are smoothed to Kepler ’s long
cadence. Note how the scattering component reduces the transit depth by a significant
factor in both cases.



CHAPTER 5

Substellar atmospheres:
Theory and Modelling

Dream only a dream if work don’t follow it.

— Kendrick Lamar, in Institutionalized

In this chapter we describe the fundamental concepts for modelling substellar at-
mospheres, including a brief overview of the numerical methods used by the MARCS
atmosphere model. Unless otherwise stated, the descriptions of the assumptions
and fundamentals are based on Chapters 1, 2 and 5 of Mihalas (1978), Chapter 1
of Rybicki and Lightman (1986), Chapters 2 and 5 of Seager (2010), and Chapters
5, 6 and 7 of Gray (2021). In particular the description of the gas-phase equi-
librium chemistry is based on Chapters 7 and 10 of Fegley and Osborne (2013),
Chapter 4 of Seager (2010) and Woitke et al. (2018).

5.1 Assumptions in plane-parallel substellar atmo-
sphere models

Here we describe the major assumptions considered by the MARCSmodel. Although
different substellar atmosphere models can make different assumptions, the ones
described below are generally implemented by the majority of one-dimensional
substellar atmosphere models.

• Geometry: Considering the radius of the object is much larger than the
thickness of its atmosphere, the atmosphere is assumed to be composed of
homogeneous plane-parallel layers.

80
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• Steady state: Substellar objects evolve in timescales of millions of years or
more. The timescales of hydrodynamics, radiative and chemical processes
are much shorter than the evolution timescales of these objects. The atmo-
sphere is therefore assumed to be in a steady state, and all time dependencies
are dropped. The radiative transfer equation (defined in Section 5.8) is there-
fore assumed to be time-independent, and local thermodynamic equilibrium
(LTE) is assumed (defined in Section 5.6).

• Momentum balance: Following the steady state assumption, it is safe to
assume the atmosphere is in hydrostatic equilibrium. This means the weight
of overlying atmospheric layers is balanced by the total pressure gradient.
This balance defines the density structure of the atmosphere. The equation
of hydrostatic equilibrium is therefore,

dP

dz
= −ρg, (5.1)

where z is the atmospheric altitude which increases towards the upper layers
of the atmosphere, ρ is the mass density, g is the surface gravity and P is
the total pressure. In MARCS, the surface gravity g is an input parameter of
the model and is assumed to be constant. The total pressure P is given by

P = Pgas + Prad + Pturb, (5.2)

where Pgas is the gas pressure, Prad is the radiation pressure and Pturb is
the turbulence pressure. In this thesis we model substellar objects with
effective temperatures between 1200K and 2500K. At these temperatures,
Pgas accounts for the majority of the total pressure. The gas pressure is
given by the sum of the partial pressures of each of the constituents of the
gas (electrons, molecules, atoms, ions). The radiation pressure Prad is still
accounted for, however the turbulent pressure Pturb is disregarded. For a
comparison of the different pressures for different spectral types see Table
9.1 in Gray (2021).

• Energy balance: The atmosphere is assumed to be in radiative-convective
equilibrium (RCE), which once again implies the steady state. The condition
of flux constancy is therefore given by

d

dz
(Frad + Fconv) = 0, (5.3)

where Frad is the radiative flux and Fconv is the convective flux. Following
Stefan-Boltzmann’s law (Boltzmann, 1884), the total emergent flux of the
object, Ftotal = Frad + Fconv, is related to the object’s effective temperature
Teff by

Frad + Fconv = σT 4
eff , (5.4)

where σ is Stefan-Boltzmann’s constant. In MARCS models, the effective
temperature Teff is an input parameter.
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5.2 Intensity and flux
In order to model substellar atmospheres, we need to describe how radiation prop-
agates in an atmosphere. In its essence, radiation is energy in the form of photons
(i.e. light) travelling through the atmosphere, interacting with the different matter
particles in the atmosphere.

For a formal description of radiation and its propagation, it is essential to define
the specific intensity I of radiation. The specific intensity I of radiation at a
position r is defined such that the amount of energy transported by radiation
across an element of area dS, into a solid angle dΩ, per frequency ν, per unit time
t is

dE = I(r,n, ν, t) cos θ dS dΩ dν dt, (5.5)

where θ is the angle between the direction of travel of the radiation n and the
normal to the surface dS, this is n · dS = cos θ dS. Following the plane-parallel
assumption and employing Cartesian (x, y, z) coordinates, we consider the planes
of constant z to be the homogeneous layers and therefore can write I = I(z, θ, ν, t).
Hereinafter, we define µ ≡ cos θ.

The moments of the specific intensity are also useful to describe the radiation field.
The zero-order moment of the intensity, known as the mean intensity J , is defined
as the integral of the specific intensity over all solid angles, this is

J(r, ν, t) =
1

4π

∫
Ω

I(r,n, ν, t) dΩ. (5.6)

The element of the solid angle is given by dΩ = sin θ dθ dφ = −dµ dφ, where φ is the
azimuthal angle. Following this and assuming the atmosphere is one-dimensional,
I is independent of φ and we can rewrite the mean intensity as

J(z, ν, t) =
1

2

∫ 1

−1

I(z, µ, ν, t) dµ (5.7)

where we have used the definition of dΩ for simplification.

Next, we define the first-moment of the radiation field with respect to angle, this
is the flux F. The flux F is a vector quantity, such that F · dS is the net flow
of energy across an arbitrarily oriented surface dS, per unit time, per frequency
interval. The flux can then be derived from Equation 5.5 as the intensity in
direction n over all solid angles, this is

F(r, ν, t) =

∫
Ω

I(r,n, ν, t)n dΩ. (5.8)

As a vector quantity, we can write F in terms of each of its components in Carte-
sian coordinates, F = Fx x + Fy y + Fz z, with (x,y, z) being the unit vectors in
the (x, y, z) directions respectively. Assuming the planar atmosphere which is
homogeneous in x and y, only the Fz component remains. This Fz component
will now be referred to as the flux F , and we will only write its scalar quantity.
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Following Equation 5.8 and applying the µ ≡ cos θ relation, and n · z = cos θ, the
flux is given by

F (z, ν, t) = 2π

∫ 1

−1

I(z, µ, ν, t)µ dµ. (5.9)

We can define the commonly used Eddington flux as H = 1
4π
F . Finally, we define

the second moment of the intensity K as

K(r, ν, t) =
1

4π

∫
Ω

I(r,n, ν, t)n n dΩ. (5.10)

Note, the second moment K of the intensity I is a tensor quantity and is physically
related to the radiation pressure Prad by Prad = 1

3
K. Following the plane-parallel

approximation and the homogeneity in x and y, similarly to the flux, only the Kz

component remains. Defining K = Kz we can write

K(z, µ, t) =
1

2

∫ 1

−1

I(z, µ, ν, t)µ2 dµ. (5.11)

Considering the steady state assumption, we can disregard the time dependency
and the 1D plane-parallel moments of specific intensity become

[Jν , Hν , Kν ] =
1

2

∫ 1

−1

I(z, µ, ν) [1, µ, µ2] dµ (5.12)

where we have omitted the µ and z dependencies on the l.h.s., and write the ν
dependency as a subscript for simplicity.

For substellar atmospheres we are particularly interested in the emergent surface
flux as this is the measurable quantity for these atmospheres. In this case the
term ‘surface’ refers to the top of the atmosphere (TOA). From Equation 5.9, we
can divide the flux into two components: F in

ν for the flux entering the atmospheric
layer in question, and F out

ν for the flux leaving. Considering these components we
can rewrite Equation 5.9 as

Fν = F out
ν + F in

ν = 2π

∫ 1

0

Iν µ dµ + 2π

∫ 0

−1

Iν µ dµ. (5.13)

We compute the emergent surface flux at the very TOA, at z = ztop. For an
atmosphere that is not irradiated, F in

ν = 0. Therefore, the emergent surface flux
F surf
ν is given by

F surf
ν = 2π

∫ 1

0

Iν(z
top, µ)µ dµ (5.14)

where we have explicitly written the Iν dependency on z and µ for clarity.
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5.3 Opacity
Next we must consider how the radiation can change as it travels through the
atmosphere. We must consider ‘loss’ processes where energy is removed from the
beam of radiation, and ‘addition’ processes where energy is added to the beam of
radiation. Before we macroscopically define these ‘loss’ and ‘addition’ processes,
it is important to introduce the concept of opacity. As the name indicates, the
opacity is a measure of how opaque a medium is to radiation (in this case the
medium being the atmosphere). This means the opacity is an indicator of how
hard it is for radiation to pass through the atmosphere. The opacity is dependent
on several variables, namely the absorption, scattering, and emitting properties of
the atmospheric particles. These absorption, scattering and emitting properties
are themselves dependent on properties such as temperature, pressure and wave-
length. To be able to describe how the radiation changes as it travels through the
atmosphere, we need to define absorption, scattering and emission coefficients.

In this thesis we will only define these coefficients macroscopically. The under-
lying microphysical processes which give origin to these absorption and emission
coefficients are not discussed in detail here. However, a detailed description of
these processes can be found in, for example, Chapter 8 of Seager (2010), Chapter
4 of Mihalas (1978), and Chapters 8 and 11 of Gray (2021). In Section 8.3.2 we
give a brief description of how the gas and continuum opacities are computed in
MARCS.

5.4 The extinction coefficient and optical depth
We start by considering the ‘loss’ processes, where energy is removed from the
radiation beam. Remember we are disregarding time-dependencies and assuming
a 1D plane-parallel geometry. The intensity Iν = I(z, µ, ν) of the radiation is
reduced across a layer of thickness ds = cos θ dz = µ dz by an amount dIν given
by

dIν = −αν Iν µ dz (5.15)

where αν is the extinction coefficient. Note the extinction coefficient has dimen-
sions of length−1. In some literature, αν is called the opacity. The extinction coef-
ficient αν is the sum of two physical processes: (1) true absorption which describes
processes where photons are destroyed; (2) scattering which describes photons that
are removed from the radiation beam by a change of direction. Therefore, we can
write the extinction coefficient as

αν = αabs
ν + αscat

ν (5.16)

where αabs
ν is the frequency dependent absorption coefficient, and αscat

ν is the fre-
quency dependent scattering coefficient. We note extinction is isotropic in a static
medium because the absorbing or scattering particle is indifferent to which direc-
tion the photon comes from. Therefore, αν has no dependency in n. It is now



CHAPTER 5. SUBSTELLAR ATMOSPHERES 85

useful to define the optical depth τ along a 1D path z, this is

dτν = −αν dz. (5.17)

The optical depth is a dimensionless quantity and it describes how opaque a part
of the atmosphere is to the radiation travelling through it. In other words, it is a
measure of how deeply an outside observer can see into the atmosphere (Mihalas,
1978). The optical depth is therefore dependent on both the frequency ν of the
radiation and the atmospheric altitude z. The optical depth has a negative sign
so that it increases inward into the atmosphere, such that it is zero at the TOA
(z = ztop). Following Equation 5.17, we can write

τν = −
∫ ztop

z

αν dz = −
∫ ztop

z

nσν dz = −
∫ ztop

z

ρ κν dz, (5.18)

where z to ztop is the path length travelled by the photons, n is the number
density, σν is the cross-section of the gas to absorb or scatter a photon, ρ is the
mass density and κν is the cross-section per unit mass (i.e. the opacity), where
αν = nσν = ρ κν . When a medium is fully transparent, its optical depth is zero.
We say a medium is optically thin if τ � 1. In an optically-thin medium we expect
the photon to travel the path without being absorbed or scattered. A medium is
optically thick when τ > 1.

It is useful to define the mean free path of a photon, l, this is the mean distance a
photon can travel until it interacts with an atmospheric particle. The mean free
path is given by

l =
1

ρ κ
=

1

nσ
, (5.19)

and it relates to the optical depth

dτ =
1

l
dz. (5.20)

Variable dependencies were dropped in Equations 5.19 and 5.20 for simplicity.

5.5 The emission coefficient
We now consider ‘addition’ processes. The hot gas in the atmosphere will emit
light. An increase in the radiation emitted by an atmospheric layer of thickness
ds = µ dz is given by

dIν = εν µ dz (5.21)

where εν is the emission coefficient, also called emissivity. The emissivity includes
both thermal emission and scattering, i.e. εν = εthermal

ν + εscat
ν . The thermal

emission is described by the Kirchoff-Planck relation (Kirchhoff, 1860; Planck,
1906),

εthermal
ν = αabs

ν Bν(T ) (5.22)
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where Bν(T ) is the Planck function, dependent on the local atmospheric temper-
ature T . This equation is valid in local thermodynamic equilibrium (LTE) (which
we define in the next section) because it assumes any time a photon is absorbed,
the energy will be re-emitted as radiation. In a static medium, the thermal emis-
sion is isotropic and is therefore independent of n. The Planck function is given
by

Bν(T ) =
2hν3

c2

1

ehν/kT − 1
(5.23)

where h is Planck’s constant, k is Boltzmann’s constant and c is the speed of light.

Within the MARCS model, only pure-isotropic scattering is considered. This means
the emitted energy due to scattering is due to photons getting scattered into
the considered direction. Any potential angular dependency of the scattering
coefficient is not considered. In this case, the emission coefficient for scattering is
given by

εscat
ν = αscat

ν Jν (5.24)

where Jν is the mean intensity defined in Equation 5.7.

5.6 Local thermodynamic equilibrium (LTE)
Thermodynamic equilibrium describes a system that is in thermal, chemical and
mechanical equilibrium. It is straightforward to notice that a substellar atmo-
sphere is never in complete thermodynamic equilibrium: it has an open boundary
at its top, and large changes in temperature and pressure are expected along the
atmosphere. Local thermodynamic equilibrium (LTE) holds in a location of the
atmosphere where temperature, pressure or chemical gradients are smaller than
the photon mean free path. In LTE we assume thermodynamic equilibrium con-
ditions hold, but the radiation field is allowed to depart from its thermodynamic
value of B(T ). LTE provides a major simplification of the radiative transfer prob-
lem (see Section 5.8), largely simplifying the computation of substellar atmosphere
models.

LTE is valid where densities are high enough in the atmosphere, such that col-
lisional processes dominate over radiative processes. This is because collisional
processes enable the atmospheric particles and radiation to be at the same tem-
perature. At the bottom of the atmosphere where densities are high, we expect
LTE to be a valid approximation. Towards the TOA, we expect to deviate more
and more from the conditions where LTE is valid. This is because radiation freely
escapes through the open boundary, densities drop, and collisional processes stop
being dominant over radiative processes.

5.7 The source function
In this section we define the so-called source function while considering both ther-
mal emission and isotropic scattering, allowing for a slight departure from LTE.
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The source function is the ratio of the emission coefficient to the extinction coef-
ficient, i.e.

Sν =
εν
αν

=
αabs
ν Bν(T ) + αscat

ν Jν
αν

. (5.25)

In the next section we use the source function to simplify the radiative transfer
equation, equation which is also defined in the next section.

5.8 Radiative transfer
We are now ready to write the equation which describes the intensity change of
a radiation beam as it travels a distance s through the atmosphere. Recall we
disregard time-dependencies, and assume a 1D plane-parallel geometry, implying
ds = cosµdz. The radiative transfer equation can then be written by adding
Equations 5.15 and 5.21, which gives

µ
dIν
dz

= −αν Iν + εν . (5.26)

Using the definition of optical depth (Equation 5.18) and the definition of the
source function (Equation 5.25), we can rewrite the radiative transfer equation as

µ
dIν
dτν

= Iν − Sν . (5.27)

Recall Iν and Sν are both dependent on z, and therefore τν , and µ, although these
dependencies have been omitted for simplicity.

The upper boundary condition for a substellar atmosphere that is not irradiated
is given by

Iν(τν = 0,−1 ≤ µ ≤ 0) = 0. (5.28)

The lower boundary condition is given by

Iν(τν = τmax
ν , 0 ≤ µ ≤ 1) = Bν

(
T (τmax

ν )
)
. (5.29)

The formal solution of the radiative transfer equation

We can obtain a formal solution to Equation 5.26 by using the integrating factor
e−τν/µ. Multiplying the radiative transfer equation by this integrating factor gives

dIν
dτν

e−τν/µ − Iν
1

µ
e−τν/µ = − 1

µ
Sνe

−τν/µ. (5.30)

Integrating from an initial optical depth of τ iν to a final optical depth of τ fν , we
obtain the solution

Iν(τ
f
ν ) = Iν(τ

i
ν) e

−(τ iν−τ
f
ν )/µ − 1

µ

∫ τfν

τ iν

Sν(τ
′
ν) e

−(τ ′ν−τ
f
ν )/µ dτ ′ν (5.31)
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where the dependency of Iν and Sν on µ has been omitted for simplicity. The first
term on the r.h.s. of the solution describes the initial intensity which is reduced by
an exponential attenuation of absorption. The second term on the r.h.s. describes
the atmosphere’s emission as an exponentially weighted average of Sν along the
radiation beam up to the location of interest.

We are interested in obtaining the emergent flux at the TOA by solving the equa-
tion of radiative transfer. This implies integrating from τ iν = ∞ to τ fν = 0.
Recognising that

lim
τν→∞

Iν e
−τν/µ = 0, (5.32)

we obtain that the emergent intensity is given by

Iν(τν = 0) =
1

µ

∫ ∞
0

Sν(τν) e
−τν/µ dτν . (5.33)

We can derive the emergent surface flux from Equation 5.14, giving

F surf
ν = 2π

∫ 1

0

∫ ∞
0

Sν(τν , µ) e−τν/µ dτν dµ (5.34)

where we have explicitly written the Sν dependency on τν and µ for clarity. It
is straightforward to solve Equations 5.33 and 5.34 if the source function Sµ is
known. However, in MARCS models, the source function includes a scattering term
which depends on the mean intensity Jν , which in turn depends on the intensity
Iν . Therefore, we require a numerical approach to the problem. In Section 5.10
we summarise the numerical methods used by MARCS.

5.9 Convection
As mentioned earlier, we consider the atmosphere to be in RCE. Therefore we are
left with defining the convective flux and the conditions in which we expect the
energy to be transported by convective processes and not radiative ones.

To understand if the atmosphere is stable against convection at a given location,
we must understand if an element of atmospheric material, when moved from its
original location, experiences forces that move it further in the direction of its
motion. If this is the case, the atmosphere is not stable against convection. If this
is not the case, then radiative transfer dominates.

Schwarzschild criterion

Let us consider a packet of gas (cell) which is displaced upwards. The cell must
be buoyant at each atmospheric layer if it is to continue being displaced upwards.
We assume the displacement is slow enough that the cell remains in pressure
equilibrium with its surroundings and that the process is adiabatic (i.e. no energy
exchange with its surroundings). Following the adiabatic assumption, for an ideal
gas, Pργ = constant, where P is the total gas pressure, ρ is the density of the cell
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and γ the ratio of the specific heats. For the cell to be buoyant, we require its
density to decrease more rapidly than the average atmospheric density, i.e.

1

γ
=

[
d log ρ

d logP

]
cell

>

[
d log ρ

d logP

]
atm

. (5.35)

When modelling atmospheres, it is often more convenient to define these gradients
in terms of temperature instead of density. Assuming an ideal gas we can write
logP = log ρ + log T − log µ + C, where µ is the mean molecular weight and C a
constant. Thus, [

d log ρ

d logP

]
atm

= 1− d log T

d logP
+
d log µ

d logP
. (5.36)

The inequality in Equation 5.35 can be rewritten as[
d log T

d logP

]
atm

> 1− 1

γ
+
d log µ

d logP
(5.37)

This is the condition required for convection, known as the Schwarzschild cri-
terion (Schwarzschild, 1906). The Schwarzschild criterion can be met when the
[d log T/d logP ]atm gradient is large enough or if the adiabatic gradient (r.h.s.
of Equation 5.37) is reduced. Since the opacity typically increases as one moves
deeper into an atmosphere, the radiative temperature gradient also becomes steeper.
Therefore, we expect the deepest atmospheric layers to be convective. The value
of γ is closer to unity for polyatomic gases as the degrees of freedom increase with
molecular complexity.

The mixing length formulation

In 1D model atmospheres, convection is generally treated with the mixing length
formulation (e.g. Gustafsson et al., 2008; Tremblin et al., 2015; Mollière et al.,
2017). As described above, convection works through buoyancy: energy is trans-
ported due to a rising (or falling) cell which has more (or less) heat than its
surroundings. At the end of the displacement of the cell of some characteristic
distance, known as the mixing-length, the cell is considered to dissolve abruptly
into its surroundings (Prandtl, 1925). The MARCS model applies the mixing length
formulation as described by Henyey et al. (1965), based on the work of Böhm-
Vitense (1958). Here we define the crucial variables to be included in the at-
mosphere model. For a complete description of the mixing length formulation
and how it is implemented in MARCS, we refer the reader to Böhm-Vitense (1958),
Henyey et al. (1965) and Nordlund (1974).

Let us first define the temperature versus pressure gradient in an atmospheric
layer as

∇ =
d log T

d logP
, (5.38)
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this is the l.h.s. of Equation 5.37. The convective flux is given by

Fconv =
1

2
ρCp T vconv

`

H
δ∆, (5.39)

where Cp is the specific heat at constant pressure, vconv is the mean convective
velocity, and ` is the mixing length which is a free parameter of the model. H = P

g ρ

is local pressure scale height. The value of δ∆ is given by

δ∆ =
Γ

1 + Γ
(∇−∇ad) (5.40)

where ∇ad is the adiabatic gradient (given by the r.h.s. of Equation 5.37), and Γ is
the efficiency factor for convection, this is the ratio between the energy transported
by convection and the energy lost through radiation (e.g. Kippenhahn et al., 2013).
The efficiency factor for convection is given by

Γ = vconv ρCp
1 + y(ρ κR `)

2

8σ T 3(ρ κR `)
, (5.41)

where y is a free parameter related to the assumed temperature distribution within
the convective cells. The convective velocity is given by

v2
conv =

g Q

ν

`2

H
δ∆, (5.42)

with
Q = −T

ρ

(
∂ρ

∂T

)
p

, (5.43)

the derivative taken at constant thermodynamic pressure (Henyey et al., 1965;
Gustafsson et al., 2008). We note that in this case ν is not a frequency but rather
a free parameter which deals with the energy dissipation by turbulent viscosity.
We define the mixing length parameter α as α = `/H. Following the suggestions
of Böhm-Vitense (1958) and Henyey et al. (1965), we set ν = 8 and y = 0.076.
Following Ludwig et al. (2002) we set the mixing length parameter α to a value
appropriate for brown dwarfs, α = 2.0.

We recall the atmospheric layers where ∇ < ∇ad are stable against convection and
layers where ∇ > ∇ad are unstable (Schwarzchild criterion).

5.10 Numerical methods in MARCS

The computational method used by MARCS is of the Feautrier type (Feautrier,
1964). The variable Eddington factor technique of Auer and Mihalas (1970) is
applied to eliminate high-order angular dependencies. To compute the variable
Eddington factors, MARCS uses the method described in Cannon (1973).

The radiative transfer equation (Equation 5.26), the condition of flux constancy
(Equation 5.4), and the equation of hydrostatic equilibrium (Equation 5.1 ) are
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solved simultaneously by means of a Newton-Raphson procedure on a Rosseland
optical depth scale. The Rosseland optical depth τR can be obtained via the
Rosseland mean opacity κR, introduced by the Norwegian astrophysicist Svein
Rosseland (1894-1985). A mean opacity is an opacity that has been averaged over
all frequencies (or wavelengths) to create a function that is only dependent on
composition, density, and temperature. The Rosseland mean opacity is a harmonic
mean which gives a higher weight to frequencies with a smaller opacity than to
those with a larger opacity. The Rosseland mean opacity is given by

1

κR

=

∫∞
0

1
κν

dBν(T )
dT

dν∫∞
0

dBν(T )
dT

dν
(5.44)

where Bν is the Planck function defined in Equation 5.23, and κν is the cross-
section per unit mass at a given frequency ν. As defined here, the Rosseland
mean opacity has units of area per unit mass. Similarly to Equation 5.18, the
Rosseland optical depth is τR =

∫
κR ρ dz.

In a convective region, the condition of flux constancy is considered in the form∫
Fν dν + Fconv = Frad + Fconv = σ T 4

eff , (5.45)

where Fν is given by Equation 5.9, and Frad is the radiative flux.

In regions which are only radiative, i.e. Fconv = 0, the condition of flux consistency
is applied as ∫

αabs
ν [Bν(T )− Jν ] dν = 0, (5.46)

where αabs
ν is the absorption coefficient, Jν the mean intensity defined in Equa-

tion 5.7, and Bν(T ) the Planck function defined in Equation 5.23. Equation 5.46 is
derived from considering that in radiative equilibrium, the total energy absorbed
by a given volume of material must be equal to the total energy emitted by it. In
this case the total energy absorbed is given by 4π

∫∞
0
αabs
ν Jν dν, while the total

energy emitted is given by 4π
∫∞

0
αabs
ν Sν dν. Following the definition of the source

function (Equation 5.25), the condition in Equation 5.46 is obtained.

The Newton-Raphson procedure used to solve the equations is constructed in two
steps as described in Nordlund (1974): (1) The equations are discretised in τR

and ν; (2) The resulting equations from the discritisation are linearised in the
dependent variables (i.e. temperature, gas pressure, radiation pressure, mean
intensity, convective flux, etc.). From the resulting system of linear equations,
the radiative transfer part is solved with an elimination scheme based on Rybicki
(1971), as described in Gustafsson and Nissen (1972) and Gustafsson et al. (1975).
The input variables used to determine any necessary thermodynamic quantities
or opacities are the temperature and gas pressure1.

1We note earlier MARCS models for stellar atmospheres used the electron pressure instead
of the gas pressure as input variable for thermodynamic and opacity calculations. Using the
electron pressure is appropriate in hotter environments where we expect a large quantity of free
electrons to exist. However, in substellar atmospheres it is more appropriate to use the gas
pressure, which we expect to be the dominating pressure.



CHAPTER 5. SUBSTELLAR ATMOSPHERES 92

For more details on the numerical methods used in MARCS, we refer the reader
to Gustafsson and Nissen (1972), Nordlund (1974), Gustafsson et al. (1975) and
Gustafsson et al. (2008).

5.11 Gas-phase chemical equilibrium
In the models presented in this thesis, we assume the gas-phase to be in chemi-
cal equilibrium. The element abundances are an input parameter of the model.
Chemical equilibrium exists when the number densities of atoms, molecules and
ions do not change within a closed system, at a given pressure and temperature.
Note this does not signify that no reaction is occurring but that chemical reactions
occur without any net change in the number densities of the atmospheric particles.
We want to determine the chemical composition of an atmospheric layer given we
know its temperature, pressure and the element abundances.

We use the GGchem code (Woitke et al., 2018) to compute the gas-phase chemi-
cal equilibrium in both the MARCS model and the cloud formation model DRIFT
(presented in the next Chapter). GGchem is based on the principle of minimisation
of the Gibbs free energy, or the Gibbs function. The Gibbs free energy can be
derived from a restatement of the first law of thermodynamics. The first law of
thermodynamics describes the conservation of energy and is given by

dU = dQ− dW = TdS − PdV, (5.47)

where dU is the change in internal energy of the system, dQ is the energy added
to the system by heating and dW is the energy lost via work done by the system.
For a reversible process, dQ = TdS and dW = PdV , where T is the temperature,
S is the entropy, P is the pressure and V the volume. The challenge of using the
first law of thermodynamics as written in Equation 5.47 to compute the chemical
equilibrium is that it is not possible to measure the change in entropy dS and
in volume dV for a substellar atmosphere. However, we can use a formulation
which uses the change in temperature dT and the change in pressure dP as these
are quantities which can be inferred from spectral measurements. The Gibbs free
energy is defined as

G = U + PV − TS. (5.48)

The differential form of G is given by

dG = dU + PdV + V dP − TdS − SdT = V dP − SdT. (5.49)

It is straightforward to notice that at equilibrium, the temperature and pressure
are constant and therefore dP = dT = 0. From Equation 5.49 we see that at
equilibrium dG = 0. Following the second law of thermodynamics which states
that the entropy of a closed system never decreases, i.e. dS ≥ dQ/T , we can
rewrite Equations 5.47 and 5.49 as

TdS ≥ dU + PdV (5.50)
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and
dG ≤ V dP − SdT. (5.51)

For a chemical change at constant temperature and pressure it follows that dG ≤ 0.
This means the Gibbs free energy tends to decrease for a system at constant
temperature and pressure. When G reaches a minimum, dG becomes zero.

GGchem uses the law of mass action and molecular equilibrium constants based
on Gibbs free energy data to determine the gas-phase chemical equilibrium. As
an example, we consider a molecule AaBbCc , made of three elements A, B, C,
where a, b and c are stoichiometric factors. Guldberg’s and Waage’s law of mass
action (e.g. Waage and Guldberg, 1864) states that the rate of a chemical reaction
is proportional to the product of the concentrations of the reactants. The law of
mass action can be written as

pAaBbCc

p0
=

(
pA

p0

)a(
pB

p0

)b(
pC

p0

)c
e−∆G0

f /RT , (5.52)

where pi = nikbT are the partial pressures, ni are the particle number densities, kb
is Boltzmann’s constant, p0 is a standard pressure and R is the ideal gas constant
(e.g. Woitke et al., 2018). The Gibbs free energy of formation of the molecule is
∆G0

f at a standard pressure from neutral atoms at the same temperature and it
is given by

∆G0
f = G0(AaBbCc, T )− aG0(A, T )− bG0(B, T )− cG0(C, T ). (5.53)

The equilibrium constant kp is introduced as

pAaBbCc = kp(AaBbCc, T ) paA p
b
B p

c
C (5.54)

where
kp(AaBbCc, T ) = (p0)1−a−b−c e−∆G0

f /RT . (5.55)

For a derivation of the equilibrium constant kp we refer the reader to Chapter 10
of Fegley and Osborne (2013).

To compute the chemical composition of the gas, GGchem solves the element and
charge conservation equations as

εk n〈H〉 =
∑
i

si,k ni, (5.56)

where εk are the element abundances normalised to Hydrogen (i.e. εH = 1), n〈H〉 is
the total number density of Hydrogen nuclei (n〈H〉 =

∑
i si,H ni), ni is the number

density of all gas particles, including free electrons, neutral and charged atoms,
and neutral and charged molecules, and si,k is the stoichiometric factor of element
k in the gas particle i (Woitke et al., 2018). Charge neutrality is considered by
including the charge as an element ‘el’ with zero abundance εel=0, where si,el = 0
for neutrals, si,el = −1 for anions and si,el = +1 for cations.
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The gas mass density ρ is given by

ρ =
∑
i

mi ni = n〈H〉
∑
k

mk εk (5.57)

wheremi are the masses of the gas particles andmk are the masses of the elements.
The second part of Equation 5.57 follows from Equation 5.56. The total gas
pressure Pgas is then given by

Pgas =
∑
i

ni kb T = n(ρ, T ) kb T =
ρ kb T

µ(ρ, T )
, (5.58)

where the total particle number density n =
∑

i ni and the mean molecular weight
µ =

∑
imi ni/n. Both n and µ are results of the computations and therefore are

dependent on the gas mass density and temperature (Woitke et al., 2018).

We recall that the partial pressures pi = ni kb T , and it is therefore possible to
eliminate the molecular number densities from Equation 5.56 by using the ap-
propriate equilibrium constants kp data. Following this, a system of non-linear
equations with K unknowns is obtained from Equation 5.56 (K = N + 1 with N
being the number of elements considered plus one to account for free electrons).
The results are only dependent on n〈H〉, T and εk.

GGchem is called for every atmospheric layer to compute its gas-phase chemical
equilibrium. The GGchem inputs are the atmospheric layer’s gas pressure, the tem-
perature and the element abundances. The iterative process, numerical methods
and equilibrium constants data used by GGchem to solve the system of non-linear
equations obtained are described in detail in Woitke et al. (2018).



CHAPTER 6

Cloud formation and the DRIFT model

You must live life with the full knowledge that your actions will remain.
We are creatures of consequence.

— Zadie Smith, in White Teeth

In the second part of this thesis, we focus on modelling cloudy substellar atmo-
spheres of gaseous objects (i.e. brown dwarfs, planetary mass companions/objects
or extrasolar giant planets). The objects we model have temperatures of hundreds
to thousands of Kelvin more than Earth’s temperature. On Earth, water clouds
form in the troposphere where there are cloud condensation nuclei (CCN) avail-
able. The CCNs are, for example, salt from ocean spray, ashes from forest fires or
volcano eruptions, and/or sand grains from sandstorms. In a gaseous object there
is no solid rocky surface and therefore we do not expect these types of CCN to be
available. On top of this, the objects we model are very hot (Teff > 1000K) and
water clouds will not form. In these hotter gaseous objects, we expect mineral
clouds to form. The mineral clouds are likely composed of materials like quartz
(SiO2[s]), corundum (Al2O3[s]), rutile (TiO2[s]) or iron (Fe[s]).

In this chapter we describe the theory of cloud formation considered by the micro-
physical cloud formation model DRIFT. Unless otherwise stated, the theory sections
presented in this chapter are based on Gail et al. (1984), Gail and Sedlmayr (1988),
Woitke and Helling (2003), Woitke and Helling (2004), Helling and Woitke (2006),
Helling et al. (2008c), Helling and Fomins (2013) and Gail and Sedlmayr (2013).
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Figure 6.1: Cloud formation processes leading to cloud particles composed of a mix of
materials that change with atmospheric height. These are the processes considered by
the cloud formation model DRIFT. Copyright © 2019 by Annual Reviews. Reproduced
from Helling (2019) with permission.

6.1 DRIFT

The DRIFT model considers the formation of clouds via the formation of cloud
condensation nuclei, and their subsequent growth and evaporation. A system of
dust moment and element conservation equations is solved in order to consider
these processes. The influence of gravitational settling and element replenishment
is also taken into account. Figure 6.1 shows a diagram of the cloud formation
processes considered by DRIFT.

Cloud formation begins with the emergence of CCN, on which all thermally stable
cloud species can grow through gas-surface reactions (e.g. Helling and Fomins,
2013; Helling, 2019). In DRIFT, the nucleation rate of CCN is considered by ap-
plying the modified classical nucleation theory of Gail et al. (1984), as outlined
by Woitke and Helling (2004). The growth of mixed-material cloud particles is
calculated using the methods of Woitke and Helling (2003), Helling and Woitke
(2006) and Helling et al. (2008c). In the models presented in this thesis, 12 cloud
species are considered: TiO2[s], Mg2SiO4[s], MgSiO3[s], MgO[s], SiO[s], SiO2[s],
Al2O3[s], CaTiO3[s], Fe[s], FeO[s], FeS[s] and Fe2O3[s]. The cloud particles will
settle due to gravity and, as they descend, they will encounter varying tempera-
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tures and gas densities, causing their composition to change due to the shifting
thermal stability of the cloud species. The cloud particles continue to grow as they
fall until the temperature becomes so high that all considered cloud species begin
to evaporate. The growth and evaporation processes alter the local gas-phase el-
ement abundances because elements involved in cloud formation are depleted. A
mechanism for element replenishment must exist for a cloud layer to persist (i.e.,
a source of fresh, non-depleted elements must be present).

Below we present the governing equations for each of the microphysical processes
considered by DRIFT and an overview of the moment method used by DRIFT. We
note we define the time-dependent equations in the present chapter. However, in
Chapter 8 we model plane-parallel quasi-static substellar atmospheres, and there-
fore the time dependencies will vanish. We reformulate crucial equations in their
quasi-static form in Chapter 8. We define the element replenishment mechanism
used (convective overshooting) in Chapter 8. For details on the numerical meth-
ods used by DRIFT, we refer the reader to Helling and Woitke (2006) and Helling
et al. (2008c).

6.1.1 Nucleation

As mentioned above, nucleation is considered by applying the modified classical
nucleation theory of Gail et al. (1984). In the atmosphere of a gaseous object,
CCN are not readily available, and therefore they need to form from the gas-
phase. Homogeneous classical nucleation theory describes how cloud condensation
nuclei can form through a process called homogeneous nucleation (e.g. Gail and
Sedlmayr, 1988). In this process, molecules that possess stable monomers in the
gas-phase, can grow by simple polymerisation. This means the molecules can
chemically bond to create larger, more stable clusters, eventually forming a solid.

We assume the nucleation process is homomolecular, and that the reaction chain
to form larger clusters occurs via the addition of a single molecule at each reaction
step. The rate of the slowest reaction will control the flux through the cluster space
in this sequence of reactions. This bottleneck reaction results in the formation of
the critical cluster, N?, which is the least stable cluster. Once this cluster forms,
it will drive the growth of larger clusters. The goal of classical nucleation theory
is to determine the rate at which particles can pass through the critical cluster
size and grow into larger CCN of approximately 1000 monomer sizes.

The nucleation rate J?(t) depends on the properties of the critical cluster. Thus,
the stationary nucleation rate for a homogeneous, single-molecule process in ther-
mal equilibrium with the gas-phase (Tgas = Tdust = T ) can be expressed as follows
(e.g. Gail and Sedlmayr, 2013; Helling and Fomins, 2013):

J?(t) =
f̊(N?)

τgr(ri, N?, t)
Z(N∗)S(T ) exp[(N∗ − 1) lnS(T )], (6.1)

where f̊(N?) [cm−3] is the equilibrium cluster size distribution, which is considered
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as a Boltzmann-like distribution in LTE,

f̊(N) = f̊(1) exp

(
−∆G(N)

RT

)
, (6.2)

where f̊(1) is the equilibrium number density of the monomer (this is the smallest
cluster unit), and ∆G(N) is the Gibbs free energy change due to the formation
of a cluster of size N from the saturated vapour at a temperature T . We defined
Gibbs free energy in the previous Chapter in Section 5.11.

In Equation 6.1, τgr is the rate of growth for each individual cluster of size N? and
Z(N?) is the Zeldovich factor which accounts for the contribution from Brownian
motion to the nucleation rate. The supersaturation ratio SN of a cluster with N
is also present in Equation 6.1. If the monomers are in phase equilibrium with
the solid phase, which is itself in thermal equilibrium with the gas, and if the gas-
phase is in chemical equilibrium including both the N-mers and monomers, then
the N-mers will also be in phase equilibrium with the solid (Helling and Fomins,
2013). Thus,

p̊(N)

p0
=
p̊sat

p0
⇒ SN =

p̊(N)

p̊sat

, (6.3)

where p0 is a standard pressure, p̊(N) is the partial pressure of the N cluster and
p̊sat is the saturation vapour pressure.

Following Equations 6.2 and 6.3, we can rewrite Equation 6.1 as

J?(t) =
f̊(1, t)

τgr(1, N?, t)
Z(N∗) exp

(
(N∗ − 1) lnS(T )− ∆G(N?)

RT

)
. (6.4)

The nucleation rate becomes essentially a function of the equilibrium number
density of the monomer and the temperature of the gas. For the derivation of the
nucleation rate, along with other details on modified classical nucleation theory,
we refer the reader to Helling and Fomins (2013), Gail and Sedlmayr (2013) and
references therein.

6.1.2 Growth and evaporation

Once the CCN form, gas-phase materials can condense onto it, causing the cloud
particle to grow. On the other hand, if any solid material on the cloud particle’s
surface becomes thermally unstable (S < 1) at some point during the particle’s
lifetime, it will start to evaporate back into the gas-phase, which decreases the
particle’s volume and mass. The growth of material on the cloud particle’s surface
happens through chemical reactions of gas-phase species on the particle’s surface.

The net growth velocity for mixed-material spherical cloud particles is given by

χnet =
3
√

36π
∑
s

∑
r

∆Vr n
key
r vrel

r αr

νkey
r

(
1− 1

Sr bssurf

)
, (6.5)
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where ∆Vr is the change in the cloud species volume caused by reaction r, nkey
r is

the particle number density of the key reactant in the gas-phase, i.e. the reactant
with the lowest abundance, vrel

r is the relative thermal velocity of the gas species
taking part in reaction r, αr is the sticking coefficient (ratio between physisorption
rate and thermal collision rate) of reaction r (which has been set to unity for all
the models presented in this thesis), νkey

r is the stoichiometric factor of the key
reactant in reaction r, Sr is the supersaturation ratio of the surface reaction r, and
1/bssurf = Vs/Vtot is the volume ratio of cloud species s to the total cloud particle
volume Vtot. For a reaction r there is growth if Sr bssurf > 1 and evaporation if
Sr b

s
surf < 1.

For more details on the derivation of Equation 6.5 and on growth and evaporation
processes, we refer the reader to Helling et al. (2008c) and Helling and Fomins
(2013).

6.1.3 Gravitational settling

We now must consider the trajectories of the cloud particles along the atmosphere.
Cloud particles that have just formed are small and light enough that they are fric-
tionally coupled to the gas flow, moving like the molecules and atoms. However,
as they grow larger they start decoupling from the gas because the gravitational
force from the object dominates over the frictional forces. Due to this, the cloud
particles gravitationally settle. Therefore, we must consider that the cloud parti-
cles are subjected to both (1) a frictional force which arises from collisions with the
gas particles; (2) the object’s gravitational force, which sinks the cloud particles
down through its atmosphere. The radiation pressure force may also act on the
cloud particles, however for non-irradiated substellar atmospheres, the radiation
pressure force is orders of magnitude smaller compared to the gravitational force
(e.g. Woitke and Helling, 2003). Disregarding the radiation pressure force, the
equation of motion for a spherical cloud particle with radius a and a mass md is
given by Newton’s second law of motion, i.e.

md ẍ = Fgrav(x, a) + Ffric(x, a,vdrift), (6.6)

where x(t) is the particle’s trajectory, Fgrav is the gravitational force, Ffric is
the frictional force exerted by the surrounding gas via collisions, and vdrift is the
relative velocity between the cloud particles and the gas (the drift velocity).

The gravitational force on the cloud particle is given by

Fgrav(x, a) = md g(x), (6.7)

where g(x) is the gravitational acceleration. Substellar atmospheres of self-luminous
objects have a small atmosphere extension compared to the radii of these objects.
Therefore, we assume the gravitational acceleration is constant throughout the
atmosphere.

Obtaining a unique description of the frictional force in substellar atmospheres is
challenging. This complexity arises because the behaviour of the gas flow around
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a moving cloud particle changes significantly with variations in cloud particle size,
drift velocity, and the thermodynamic state of the gas. These changes can cause
transitions from freely moving gas particles to a viscous flow, from subsonic to
supersonic speeds, and from a smooth laminar flow to a turbulent flow. The
physical conditions in substellar atmospheres are such that all these transitions
can occur. For substellar atmospheres, we expect low enough gas densities and
small enough cloud particle sizes to assume a subsonic, free molecular flow (e.g.
Woitke and Helling, 2003). In this case, the frictional force is given by (Schaaf,
1963)

Ffric = −8
√
π

3
a2 ρg cT vdrift, (6.8)

where ρg is the gas density and cT is the speed of sound at a temperature T .

Cloud particles are assumed to settle at the equilibrium drift velocity which is
achieved through the balance of the gravitational and frictional forces acting on
the particle (Woitke and Helling, 2003, 2004). Following this balance, we can solve
Equation 6.6 for Fgrav(x, a) + Ffric(x, a,vdrift) = 0. Writing the mass of a cloud
particle md as md = 4

3
π a3 ρd, where ρd is the cloud particle density, we obtain

that the equilibrium drift velocity v̊drift is given by

v̊drift =

√
π

2

a ρd
cT ρg

g. (6.9)

The total velocity of the cloud particle is given by the sum of the drift velocity
and the gas velocity, i.e. vd = vdrift + vgas.

For more details on the equation of motion of the cloud particle, and the frictional
forces under different assumptions, we refer the reader to Woitke and Helling
(2003).

6.1.4 Conservation of elements

The gas-phase element abundances of the elements participating in the cloud for-
mation processes change via depletion or replenishment, depending on the domi-
nating process (nucleation, growth or evaporation) at a given point in the atmo-
sphere. The gas element conservation equations as affected by nucleation, growth
and evaporation are given by (Helling and Woitke, 2006)

∂

∂t
(n〈H〉 εi) +∇ · (n〈H〉 εi vg) =

− νi,0Nl J?(Vl)− 3
√

36π ρg L2

∑
r

νi,sn
key
r υrel

r αr

νkey
r

(
1− 1

Sr bssurf

)
, (6.10)

where n〈H〉 is the total number density of hydrogen nuclei, εi is the element abun-
dance of element i normalised to hydrogen. τmix is the mixing timescale. The first
term on the r.h.s. of Equation 6.10 describes the element depletion by nucleation,
where νi,0 is the stoichiometric coefficient of the CCN and Nl is the number of
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monomers in the CCN. The second term on the r.h.s. describes the element deple-
tion/replenishment by growth/evaporation, where L2 is the second dust moment
(defined in the next section) and νi,s is the stoichiometric coefficient of element i
in solid material s.

We note for the quasi-static case used in Chapter 8, vg = 0. For details on the
derivation of the element conservation equations, we refer the reader to Helling
and Woitke (2006).

6.1.5 The moment method

The physical and chemical processes described in the earlier sections occur simul-
taneously in the atmosphere and can be strongly coupled. A system of partial
differential equations can be formulated to describe the evolution of the compo-
nents of the cloud particles using the moments of their size distribution function.
This approach was initially developed by Gail and Sedlmayr (1988) and later ex-
panded by Dominik et al. (1993) to include core-mantle and dirty grains.

Considering a distribution of cloud particles f(V )[cm−6], the master equation for
cloud particles in the volume interval [V, V + dV ] is given by

∂

∂t
(f(V ) dV ) +∇ · ([vgas + v̊drift(V )]f(V ) dV ) =

∑
k

Rk dV, (6.11)

where the r.h.s. of the equation describes the population and depopulation of the
considered volume interval with cloud particles which are changing their size due
to accretion or evaporation of molecules (Helling and Woitke, 2006; Helling et al.,
2008c).

The dust volume moments Lj(x, t) [cmjg−1] (j = 0, 1, 2, 3) are defined as the local
integrated cloud particle size distribution, weighted by a power of the particle’s
volume V j/3 (Woitke and Helling, 2003, 2004; Helling and Woitke, 2006; Helling
et al., 2008c), this is

ρg Lj(x, t) =

∫ ∞
Vl

f(V,x, t)V j/3 dV, (6.12)

where f(V,x, t) [cm−6] is the distribution of particles in volume space and Vl is
the volume of the CCN.

From Equations 6.11 and 6.12, we can derive the conservation equation of dust
volume moments (see derivation details in Woitke and Helling, 2003) given by

∂

∂t
(ρg Lj) +∇ · (ρg Lj vd) = V

j/3
l J? +

j

3
χnet ρg Lj−1. (6.13)

The composition of the cloud particles changes as a result of local chemical and
thermodynamic conditions and the thermal stability of each cloud species in those
conditions. The volume of a specific cloud species s depends on the growth/evap-
oration rate of that species. The volume of each species s can be described by
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a separate moment conservation equation for the third dust moment Ls3 (Helling
et al., 2008c), this is

∂

∂t
(ρg L

s
3) +∇ · (ρg Ls3 vd) = V s

l J? + χnet,s ρg L2. (6.14)

Equation 6.14 describes the evolution of the partial cloud volume of species s in
space and time due to advection, nucleation, growth, evaporation and drift. It is
then possible to compute Vs/Vtot from Ls3 by using the identities L3 =

∑
s L

s
3 and

Vtot =
∑

s Vs (Woitke and Helling, 2004; Helling et al., 2008c).

We can recover mean properties of the size distribution of the cloud particles from
the dust moment solutions as integrated quantities. By using various ratios of the
volume-integrated quantities, we can compute many local mean properties of the
size distribution, each reflecting different physical characteristics.

The total cloud particle number density nd is given by

nd = ρg L0. (6.15)

The average cloud particle size 〈a〉 is given by

〈a〉 =

(
3

4π

)1/3
L1

L0

. (6.16)

The average cloud particle area 〈A〉 is given by

〈A〉 = (36π)1/3 L2

L0

. (6.17)

The average cloud particle volume 〈V 〉 is given by

〈V 〉 =
L3

L0

. (6.18)

6.2 Cloud opacity
In order to include the effects of cloud formation in the atmosphere model, we
must take into consideration the gas-phase element abundance changes caused
by the cloud formation, and we must consider the cloud opacity. The gas-phase
element abundances for the elements participating in the cloud formation are a
direct output of the DRIFT model. However, the cloud opacity is not and so we
must compute it in order to include it in the MARCS model.

From the DRIFT model we obtain some of the necessary quantities to be able to
compute the cloud opacity, namely the average cloud particle size and the volume
fractions of the cloud species. However, we must further consider how each of
the cloud species interacts with light. Different materials will transmit, scatter
and absorb light differently. The information on how a material interacts with
light is contained in the material’s optical constants (n, k). Optical constants are
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measured experimentally and the references for the ones used in this thesis for
the cloud species considered are listed in Table 8.5 in Appendix 8.C. For a cloud
species, we can define its complex refractive index mλ, given by

mλ = nλ + i kλ, (6.19)

where the λ subscripts indicate the dependency of the optical constants on the
wavelength of the light.

In this thesis we assume the cloud particles to be mixed-material, well mixed,
spherical and compact. Because the particles are mixed-material, we need first to
apply a method to find their effective complex refractive index, before we are able
to apply Mie theory to compute the cloud opacity.

6.2.1 Effective Medium Theory (EMT)

We use effective medium theory (EMT) to compute the effective optical constants
of the mixed-material cloud particles. We apply Bruggeman’s method (Brugge-
man, 1935) as described by Bosch et al. (2000) to numerically compute the effective
optical constants. The Bruggeman method is given by∑

s

(
Vs
Vtot

)
εs − εeff

εs + 2εeff

= 0, (6.20)

where Vs/Vtot is the volume fraction of cloud species s, εs is the dielectric function
of cloud species s and εeff is the effective dielectric function over the total cloud
particle volume. Following Bosch et al. (2000), we can express Equation 6.20 in
terms of the the complex refractive index by considering that ε = m2,∑

s

(
Vs
Vtot

)
m2
s −m2

eff

m2
s + 2m2

eff

= 0, (6.21)

where ms is the complex refractive index of species s and meff is the effective
complex refractive index of the mixed cloud particle. We use a Newton-Raphson
minimisation scheme to solve Equation 6.21 for meff . The Bosch et al. (2000)
method avoids ambiguities due to back and forth conversions between the dielectric
functions and the complex refractive index.

In cases of rare non-convergence of the Bosch et al. (2000) method, towards longer
wavelengths (λ > 20µm) where the optical constants values are more uncertain,
we use the analytic Landau-Liftshitz-Looyenga (LLL) method (Looyenga, 1965)
given by

3

√
ε2eff =

∑
s

(
Vs
Vtot

)
3
√
ε2s . (6.22)

6.2.2 Mie theory

After computing the effective complex refractive index of the cloud particles, we
can apply Mie theory for spherical particles (Mie, 1908) to compute their scattering
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and extinction cross sections. Following the Bohren and Huffman (1983) approach,
the extinction cross section Cext and the scattering cross section Csca are given by

Cext(λ, a) =
2πa2

x2

∞∑
n=1

(2n+ 1)Re(an + bn), (6.23)

Csca(λ, a) =
2πa2

x2

∞∑
n=1

(2n+ 1) (|an|2 + |bn|2), (6.24)

where x = 2πa/λ is the size parameter, and an and bn are the scattering coefficients
computed from the material optical k constant (see Bohren and Huffman, 1983,
for details). The scattering and absorption efficiency factors are then given by

Qsca(λ, a) =
Csca(λ, a)

πa2
, (6.25)

Qabs(λ, a) =
Cext(λ, a)

πa2
−Qsca(λ, a). (6.26)

Finally we obtain the total absorption and scattering coefficients κ [cm2 g−1] by
multiplying the efficiency factors with the area and occurrence rate of each cloud
particle, this is

κsca(λ, a) = Qsca(λ, a) π a2 nd
ρg

= Qsca(λ, a) π a2 L0, (6.27)

κabs(λ, a) = Qabs(λ, a) π a2 nd
ρg

= Qabs(λ, a) π a2 L0. (6.28)

The total dust opacity κd is given by κd = κsca + κabs.





CHAPTER 7

The MSG model for cloudy substellar
atmospheres:

Research Summary

Yo soy muy mía, yo me transformo.
Una mariposa, yo me transformo.

— Rosalía, in Saoko

In this chapter we summarise the work later presented in Chapter 8, The MSG model
for cloudy substellar atmospheres: A grid of self-consistent substellar atmosphere
models with microphysical cloud formation, a manuscript that has been submitted
to Astronomy & Astrophysics. We start by describing the research context and
motivation in the context of the international state-of-art. Next, we present a
summary of our methods and results. After, we give an overview of our discussion
points in the context of the international state-of-the-art. Finally we present our
conclusions and provide an outlook for future research in the topic.

7.1 Research context and motivation
Planetary atmospheres hold fingerprints of the still uncertain planet formation
processes. Clouds present a challenge to atmospheric characterisation as they
can often hide spectral features of the gaseous components of atmospheres (e.g.
Sing et al., 2016; Powell et al., 2019; Wakeford et al., 2019). However, clouds are
present in all Solar System bodies with atmospheres, and they are likely present
in almost every exoplanet with an atmosphere (e.g. Helling, 2019). Therefore, to
accurately characterise planetary atmospheres and robustly link them to a planet’s
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formation history, it is crucial to determine the composition and structure of a
planet’s clouds.

Mineral clouds in brown dwarf atmospheres were first proposed almost 40 years ago
by Lunine et al. (1986), who concluded that such clouds should exist by compar-
ing modelled temperature-pressure profiles with condensation curves of refractory
materials. Over the years, various models have been developed to simulate these
cloudy atmospheres, either using parameterised approaches or more complex ki-
netic treatments of cloud formation processes. Parameterised models typically
calculate cloud particle compositions from thermochemical equilibrium and as-
sume an average particle size or a specific size distribution (e.g. Ackerman and
Marley, 2001; Cooper et al., 2003). On the other hand, microphysical models
consider detailed processes like nucleation, condensation, evaporation, and trans-
port, using methods such as the bin-method (e.g. Toon et al., 1979; Ohno and
Okuzumi, 2017; Gao et al., 2018; Kawashima and Ikoma, 2018) or the dust mo-
ments method (e.g. Gail and Sedlmayr, 1988; Dominik et al., 1993; Woitke and
Helling, 2003, 2004; Helling and Woitke, 2006).

Early evidence for silicate cloud features in L-dwarfs was reported by Cushing
et al. (2006) from Spitzer mid-infrared observations. More recently, extensive
analyses of Spitzer infrared spectra of M- to T-dwarfs by Suárez and Metchev
(2022) found that silicate cloud absorption features are fairly common in L-dwarfs,
though not universally present. The beginning of the JWST era has provided new
insights, with the JWST/MIRI instrument enabling low- to medium-resolution
spectroscopy in the mid-infrared. For instance, a silicate cloud absorption feature
was detected in the planetary mass companion VHS1256 b (Miles et al., 2023),
and quartz clouds were confirmed in the atmospheres of hot Jupiter WASP-17 b
(Grant et al., 2023) and warm Neptune WASP-107 b (Dyrek et al., 2024).

Following the discussion in Chapter 1, section 1.3, we call that brown dwarfs are
analogues of directly imaged planets because these planets have large orbits (i.e.,
far from their host-star) and share similar temperatures, surface gravities, and ages
with isolated brown dwarfs. Studying cloud formation in substellar atmospheres
through brown dwarfs offers a significant benefit compared to irradiated plan-
ets: it eliminates the need to account for the host star’s external radiation field,
greatly simplifying any radiative-transfer calculations, and avoids the interference
of the host star’s brightness in observations. This approach will still enhance our
comprehension of extrasolar giants planet’s (EGP) atmospheres. In addition to
this, there are still two major questions within brown dwarf science which remain
unanswered: (1) What is the origin of the L-T dwarf transition? (2) What is the
origin of the brown dwarfs spectroscopic variability? Mineral clouds are thought
to be the major culprit of both these phenomena, and there is a need to unveil if
this is the case via modelling and observations of substellar atmospheres.

Figure 7.1 shows a colour-magnitude diagram for field dwarfs and directly imaged
companions. It is possible to see that field dwarfs and directly imaged compan-
ions share near-infrared colours and luminosities. Additionally, the figure shows
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Figure 7.1: Colour-magnitude diagram of field dwarfs (M dwarfs: red; L dwarfs: dark
red; T dwarf: blue; Y dwarfs: indigo) and directly imaged companions (orange). Only
companions that may be exoplanets are included, following Best et al. (2021). The
objects VHS J125601.92-125723.9 b and SDSSJ224953.46+004404.6A are also included.
Data were taken directly from Best et al. (2021), which was compiled by Dupuy and
Liu (2012); Dupuy and Kraus (2013); Liu et al. (2016); Best et al. (2018, 2020). Only
objects with near-infrared photometry available in MKO magnitudes were included. An-
notations indicate the current understanding of cloud evolution on brown dwarfs. Figure
reproduced, and caption partially reproduced from Gao et al. (2021) under the Creative
Commons Attribution 4.0 International License.

http://creativecommons.org/licenses/by/4.0/.
http://creativecommons.org/licenses/by/4.0/.
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where we expect the near-infrared colours to be dominated by the formation and
evolution of clouds as brown dwarfs age (Gao et al., 2021). The so-called L-T
dwarf transition is this observed shift in the near-infrared colour from red to blue
of these dwarfs. Large observational surveys have found high-amplitude spec-
troscopic variability to be common across the entire L-T spectral sequence (e.g.
Metchev et al., 2015; Vos et al., 2019, 2022; Liu et al., 2024). Tan and Showman
(2019) used a simplistic 1D model to show that radiative cloud feedback can drive
spontaneous atmospheric variability in temperature and cloud structures in brown
dwarfs and EGPs. They discovered that this variability, arising from a cloud cycle
with varying cloud thickness, includes periods of cloud breaking and dissipation,
potentially explaining the L-T dwarf transition.

To understand the implications of cloud formation in substellar atmospheres, we
need self-consistent models that incorporate the radiative feedback of clouds and
the resulting gas-phase element depletion due to cloud formation, while consid-
ering the microphysics of cloud formation. Recently, Petrus et al. (2024) have
used various forward models to study the VHS1256 b JWST data, but none have
successfully reproduced the silicate cloud absorption feature observed. This high-
lights the need for an updated self-consistent grid of substellar atmosphere models
with cloud microphysics.

Here we present the new MSG model grid for cloudy substellar atmospheres. For
this grid we have combined the MARCS atmosphere model (e.g. Gustafsson et al.,
2008), with the equilibrium chemistry model GGchem (Woitke et al., 2018), and
the microphysical cloud formation model DRIFT (Woitke and Helling, 2003, 2004;
Helling and Woitke, 2006; Helling et al., 2008c). Compared to a previous model
grid with self-consistent microphysical cloud formation, DRIFT-PHOENIX (Witte
et al., 2009), the new grid includes important updates in molecular and atomic
line lists and includes additional cloud species. More importantly, we apply a
new numerical algorithm based on control-theory to facilitate the convergence of
cloudy substellar atmosphere models. In this work, we consider 12 cloud species:
SiO[s], SiO2[s], MgSiO3[s], Mg2SiO4[s], TiO2[s], CaTiO3[s], Fe[s], FeO[s], FeS[s],
Fe2O3[s], Al2O3[s] and MgO[s].

7.2 Methods summary
The DRIFT model (Woitke and Helling, 2003, 2004; Helling and Woitke, 2006;
Helling et al., 2008c) starts by considering the nucleation of cloud condensation
nuclei (CCN) via modified classical nucleation theory (Gail et al., 1984; Woitke and
Helling, 2004), followed by considering their growth and evaporation. A system
of dust moment and element conservation equations is solved, considering gravi-
tational settling and the replenishment of elements (see sections 6.1.4 and 6.1.5).
The cloud particles grow through gas-surface reactions, gravitationally settle, and
encounter varying temperatures and gas densities, which change their composition.
This dynamic interaction results in the continuous growth and eventual evapora-
tion of cloud particles, thereby affecting local gas-phase element abundances. For
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the cloud layers to persist, there must exist an element replenishment process,
i.e. a source of fresh, non-depleted elements. In this case we consider convective
overshooting to be the element replenishment mechanism.

For the atmosphere model we use the most recent version of MARCS, presented by
Jørgensen et al. (2024). The model is a one-dimensional radiative-convective equi-
librium model in LTE. The MARCS model uses a Feautrier-type method (Feautrier,
1964) to solve the radiative transfer equations over a Rosseland optical depth scale,
iterating with a Newton-Raphson procedure. High-order angular dependencies
are eliminated using the “variable Eddington factor” technique (Auer and Miha-
las, 1970; Cannon, 1973). Convection is modelled with mixing length theory (e.g.
Henyey et al., 1965; Nordlund, 1974; Gustafsson et al., 2008). By incorporating
the GGchem code (Woitke et al., 2018), we compute gas-phase equilibrium chem-
istry, considering 20 elements and their molecular and ionic forms. The integration
of GGchem with the MARCS model ensures accurate thermochemical computations
across a wide temperature range.

To obtain the MSG cloudy substellar models, we couple the Jørgensen et al. (2024)
MARCS version to DRIFT to create a self-consistent framework for studying cloudy
substellar atmospheres. By iterating between MARCS and DRIFT, we ensure that our
radiative transfer scheme incorporates cloud radiative feedback, adjusting for cloud
opacity and gas-phase element depletion due to cloud formation. The cloud opacity
is calculated using Mie theory (Mie, 1908) combined with effective medium theory
(EMT) for mixed-material, spherical, and compact particles. We use the numeri-
cal Bruggeman method for effective optical constants (Bruggeman, 1935), resort-
ing to the analytic Landau-Lifshitz-Looyenga method in cases of non-convergence
(Looyenga, 1965). We run MARCS and DRIFT iteratively until we achieve conver-
gence, guided by criteria such as changes in the pressure-temperature structure
of the atmosphere, cloud opacity, and gas-phase element abundances. To manage
the significant radiative feedback from clouds, we implement a control factor to
stabilise iterations and reach a converged solution (based on control theory).

7.3 Results summary
The MSG cloudy model base grid consists of 11 models with effective temperatures
between 2500K and 1500K, each with a surface gravity of log(g) = 4.0. The mod-
els use undepleted solar element abundances and TiO2 as the CCN. The pressure-
temperature profiles indicate that the cloudy models are consistently warmer than
their cloud-free counterparts, illustrating the blanketing effect of the clouds. As
the effective temperature decreases, this divergence becomes more pronounced,
resulting in a detached convective zone for models with Teff ≤ 1600K due to in-
creased cloud opacity.

We analyse the cloud structure and properties, identifying four distinct cloud
stages: nucleation and initial growth, drift, second growth, and evaporation. Ini-
tially, nucleation and growth lead to significant depletion of cloud-forming ele-
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ments in the upper atmosphere. As the cloud particles fall and encounter higher
gas densities, nucleation continues, producing many small particles and maintain-
ing a constant average particle size over a certain pressure range. Further down,
backwarming by the cloud particles causes a rapid temperature increase with in-
creasing gas pressure, triggering the evaporation of the silicates and magnesium
oxide, followed by iron and the metal oxides remaining, ultimately leading to the
complete evaporation of cloud particles at the deeper atmospheric layers.

We compute synthetic spectra which reveal that the cloudy models exhibit sig-
nificant reddening and reduced emergent flux in the near-infrared as the effective
temperature decreases. This is an effect of the cloud opacity which diminishes the
visibility of atomic absorption features, such as those of Na and K, and delays the
emergence of CH4 features seen in cloud-free spectra at the same effective tem-
perature and surface gravity. At temperatures below 1600K, the cloudy spectra
become nearly flat at certain wavelengths, which differs notably from observed
spectra, prompting us to investigate the roles of nucleation and mixing parame-
terisations.

We explored the effects of changing the CCN species from TiO2 to SiO. Models
with SiO nucleation show larger cloud particle number densities and smaller av-
erage particle sizes at pressures below 10−3 bar, compared to the TiO2 nucleation
models. As the nucleation rate drops, the average cloud particle size increases due
to continued cloud species condensation on fewer particles. These variations in nu-
cleation and growth rates significantly influence the cloud structure and observable
spectra of substellar atmospheres. The spectra for models with SiO nucleation ex-
hibit less reddening in the near-infrared and more distinct absorption features
of Na and K, compared to models with TiO2 nucleation. The presence of CH4

features is also delayed, although not as significantly as in the TiO2 nucleation
models.

We further explore the effects of scaling the mixing timescale, making the mixing
less efficient. Scaling the mixing timescale up, which reduces mixing efficiency,
slows the replenishment of the upper atmosphere with cloud-forming elements.
This decreased mixing efficiency results in fewer, larger cloud particles due to a
reduced nucleation rate. Models with reduced mixing efficiency exhibit cooler
pressure-temperature structures between approximately 0.001 bar and 1 bar. The
cloud particle number density decreases, leading to an increased average particle
size. This affects the cloud opacity, causing less reddening in the near-infrared and
making absorption features of Na and K more prominent. Additionally, CH4 and
CO absorption features become more visible, suggesting that models with reduced
mixing efficiency may better match observations.

7.4 Discussion overview
Here, we summarise the major discussions points of our study and present an
outlook.
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Convergence challenges of self-consistent substellar atmosphere models

In cloud-free MARCS models, we encounter convergence issues at effective temper-
atures between 1600K and 1200K due to “opacity cliffs” (e.g. Mukherjee et al.,
2023), where the gas opacity changes rapidly with small temperature or pres-
sure variations. These cliffs cause the models to oscillate between temperature
corrections, making convergence difficult. The issue is further complicated in MSG
cloudy models by sensitive cloud opacity changes with pressure, especially at lower
effective temperatures.

We also face challenges in computing cloud opacities due to differences between
the vertical scales of the MARCS and DRIFT models. DRIFT’s variable pressure
points and MARCS’s fixed Rosseland optical depth scale lead to interpolation errors,
exacerbated by the “opacity cliffs”. This problem is more significant at lower
temperatures, resulting in different interpolation points in consecutive iterations.
Although the Rosseland optical depth scale works well for hotter objects, it is less
suitable for cooler objects where the cloud opacity is fairly significant.

Detached convective zones, the L-T dwarf transition, and brown dwarf
spectroscopic variability

In our study, we observed that detached convective zones form for effective temper-
atures below 1600K due to the backwarming effect of clouds, consistent with other
models that consider cloud formation (e.g. Morley et al., 2024). In our modelling
approach, we overlook the full motion of the gas due to convection, which can
accelerate the element replenishment at the TOA, and the drag of cloud particles
by moving gas elements. Previous research by Witte et al. (2011) incorporated
convective motion into the dust moment equations and found that convection sig-
nificantly affects the movement and fate of cloud particles. They concluded that
convection could drive cloud particles into higher or deeper atmospheric layers,
leading to cycles of cloud destruction and growth, which affects cloud coverage
and opacity.

Like previous models which consider cloud formation, our models show that clouds
are a significant source of opacity in the near-infrared, influencing the colour and
brightness of L dwarfs as they cool (e.g. Allard et al., 2001; Marley et al., 2002;
Tsuji, 2002). Burgasser et al. (2002) and Burrows et al. (2006) discussed how cloud
sinking or disruption at the L-T dwarf transition may be driven by convection.
As mentioned earlier, clouds are also thought to be the origin of the spectroscopic
variability observed across the L-T spectral sequence (e.g. Metchev et al., 2015; Vos
et al., 2019, 2022; Liu et al., 2024). While clouds are a primary suspect for these
variabilities, alternative theories, such as diabatic convection driven by chemical
instabilities (Tremblin et al., 2015, 2019), also offer plausible explanations. Future
observations, including those by the JWST, aim to disentangle these mechanisms
(e.g. Biller et al., 2023).
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Nucleation

The efficiency of nucleation to form CCN varies with the astrophysical environment
and depends on the abundance of constituent elements and the binding energies of
the clusters (e.g. Helling and Fomins, 2013). Various species have been proposed
for nucleation in different environments, including warm to hot substellar atmo-
spheres with species like TiO2 (Jeong et al., 2000; Sindel et al., 2022), SiO (Gail
et al., 2013; Bromley et al., 2016), Al2O3 (Lam et al., 2015; Gobrecht et al., 2022),
and V2O5 (Lecoq-Molinos et al., 2024), and in colder exoplanet and brown dwarf
atmospheres with species such as NaCl and KCl (Lee et al., 2018; Gao et al., 2018;
Helling et al., 2021, 2023). Following previous works on hot Jupiter atmospheres
(e.g. Helling and Woitke, 2006; Helling et al., 2019b, 2023), we chose TiO2 and
SiO as nucleating species in our study.

There are significant differences between classical and non-classical nucleation the-
ories, particularly for species like TiO2 and V2O5, where nucleation rates can
differ by orders of magnitude (Sindel et al., 2022; Lecoq-Molinos et al., 2024).
These findings highlight the sensitivity of nucleation rates to theoretical treat-
ments and the need for laboratory data at relevant temperatures to improve com-
putational models (e.g. Gao et al., 2018). Observational evidence of nucleation
in substellar atmospheres is yet to be confirmed, but upcoming observations with
the JWST/MIRI-LRS instrument aim to detect molecular clusters in ultra-hot
Jupiters like WASP-76 b (Baeyens et al., 2024), potentially providing the first
direct evidence of nucleation in these environments.

Mixing

Scaling of the mixing timescale in DRIFT has previously been applied in an at-
tempt to improve the agreement with observation. Samra et al. (2023) predicted
condensate clouds in WASP-96 b’s atmosphere using DRIFT. However, their models
were inconsistent with the VLT/FORS2 observations (Nikolov et al., 2018).

In our mixing prescription, we assume there is element replenishment at the TOA
from a reservoir of undepleted elements in the deep atmosphere, transported by
convective overshooting. This assumption implies that elements travel unchanged
through the atmosphere. However, we do not consider that these elements could
engage in cloud formation processes like nucleation or growth during their ascent.
Ignoring these processes might lead us to overestimate the true efficiency of the
mixing. Consequently, our models may assume a higher level of mixing than what
actually occurs. This overestimation could explain why our models, with a scaled-
up mixing timescale implying less efficient mixing, better match observations. We
find more vigorous mixing supports a higher cloud deck, while less efficient mixing
supports a lower cloud deck.

Other cloud models (e.g. Ackerman and Marley, 2001; Gao et al., 2018; Ormel
and Min, 2019) assume vertical mixing is diffusive, parameterised by the eddy
diffusion coefficient Kzz. Kzz encompasses various large-scale transport processes
(e.g. convection, atmospheric circulation), making it difficult to pinpoint the exact
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physics it represents. Woitke et al. (2020) combine the dust moment method of
DRIFT with diffusive mixing but do not find a static solution to the problem.
They solve time-dependent equations until a steady state is reached, resulting
in fewer, larger cloud particles near the cloud base due to less efficient mixing.
This causes particle growth at the base rather than transport to upper layers.
Woitke et al. (2020) predict Mg2SiO4[s] as the dominant silicate, similar to our
models, but favours SiO[s] and SiO2[s] over MgSiO3[s]. Recent JWST observations
of WASP-17 b revealed crystalline SiO2[s] (Grant et al., 2023), and (Dyrek et al.,
2024) retrieved silicate-dominated clouds in WASP-107b. Combining such a time-
dependent model with MARCS is computationally infeasible.

Silicate absorption feature

Silicate clouds in brown dwarf atmospheres are expected to show a significant
absorption feature around 10µm (e.g. Cushing et al., 2006; Suárez and Metchev,
2022; Miles et al., 2023). However, our models do not show this feature, likely
due to not considering a particle size distribution function, as we only use the
average particle size for cloud opacity calculations. Previous studies (e.g. Min
et al., 2004; Powell et al., 2018; Luna and Morley, 2021) indicate that smaller
particles (∼0.1 - 1.0µm) and crystallinity can significantly influence the silicate
absorption feature.

7.5 Conclusions and outlook
Summarising our conclusions and outlook:

• We presented a new grid of MSG cloudy substellar model atmospheres with
effective temperatures between 2500K and 1500K, at log(g) = 4.0, with un-
depleted solar abundances and TiO2 nucleation. We use a new convergence
algorithm for coupling MARCS to DRIFT, which controls cloud opacity and
gas-phase element abundances to avoid numerical oscillations.

• Our models include pressure-temperature profiles, cloud properties (com-
position and average particle sizes), and model spectra. Our models show
significantly redder near-infrared spectra than the known substellar atmo-
spheres.

• Changing the CCN from TiO2 to SiO or reducing atmospheric mixing ef-
ficiency results in less red near-infrared spectra. However, our models still
present a strong cloud continuum that does not match observations. Future
models should consider more varied CCNs and improved mixing treatments.

• We identified detached convective zones in models with effective tempera-
tures ≤ 1600K due to backwarming by cloud particles. Current models do
not consider the effect of convective motion on cloud particles, which can be
important for understanding the L-T dwarf transition. Including convective
motion in future models is crucial for accuracy.
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• Our models lack the expected silicate absorption feature in the mid-infrared
(∼ 9 - 11µm), likely because we do not consider a cloud particle size distri-
bution. Future models should include a particle size distribution function
and consider particle crystallinity to improve the representation of silicate
absorption features.
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Original Abstract
Context. State-of-the-art JWST observations are unveiling unprecedented
views into the atmospheres of substellar objects in the infrared, further high-
lighting the importance of clouds. Current forward models struggle to fit
the silicate clouds absorption feature at ∼ 10µm observed in substellar at-
mospheres.
Aims. In the MSG model, we aim to couple the MARCS 1D radiative-
convective equilibrium atmosphere model with the 1D kinetic, sta-
tionary, non-equilibrium, cloud formation model DRIFT, also known as
StaticWeather, to create a new grid of self-consistent cloudy substellar
atmosphere models with microphysical cloud formation. We aim to test if
this new grid is able to reproduce the silicate cloud absorption feature at
∼ 10µm.
Methods. We model substellar atmospheres with effective temperatures in
the range Teff = 1200-2500 K and with log(g) = 4.0. We compute atmo-
spheric structures that self-consistently account for condensate cloud opac-
ities based on microphysical properties. We present an algorithm based on
control theory to help converge such self-consistent models. Synthetic at-
mosphere spectra are computed for each model to explore the observable
impact of the cloud microphysics. We additionally explore the impact of
choosing different nucleation species (TiO2 or SiO) and the effect of less
efficient atmospheric mixing on these spectra.
Results. The new MSG cloudy grid using TiO2 nucleation shows spectra
which are redder in the near-infrared compared to the currently known pop-
ulation of substellar atmospheres. We find the models with SiO nucleation,
and models with reduced mixing efficiency are less red in the near-infrared.
We find detached convective zones arise at effective temperatures Teff≤ 1600
due to a backwarming effect by the clouds.
Conclusions. We present a new grid of MSGmodels for cloudy substellar at-
mospheres that include cloud-radiative feedback from microphysical clouds.
The grid is unable to reproduce the silicate features similar to those found
in recent JWST observations and Spitzer archival data. We thoroughly dis-
cuss further work that may better approximate the impact of convection
in cloud-forming regions and steps that may help resolve the silicate cloud
feature.

8.1 Introduction
Mineral clouds in brown dwarf atmospheres were first proposed almost 40 years
ago by Lunine et al. (1986). By comparing modelled temperature-pressure profiles,
with the condensation curves of some refractory materials, Lunine et al. (1986)
reached the conclusion that mineral clouds should exist in substellar atmospheres.

During these past 40 years, several different models have been developed and used
to model these cloudy atmospheres. Cloud models used in the present day tend
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to either be based on a parameterised approach or in a more complex approach
which treats cloud formation microphysical processes kinetically. The parame-
terised approaches generally handle cloud particle compositions calculated from
thermochemical equilibrium and either assume an average cloud particle size or
define a specific size distribution for the cloud particles. This allows for a deter-
mination of the cloud optical properties based on Mie theory (Mie, 1908). The
differences between parameterised models arise from the different manner in which
they parameterise microphysical processes. For example, the Ackerman and Mar-
ley (2001) approach is based on determining cloud distributions by balancing par-
ticle sedimentation with vertical mixing, with the vertical extent of the clouds
being controlled by a sedimentation efficiency parameter. On the other hand, the
Cooper et al. (2003) approach obtains the average cloud particle size by balancing
the timescales of microphysical processes following Rossow (1978). The micro-
physical approach considers complex processes that lead to cloud formation, such
as nucleation, condensation, evaporation, and transport. Within the microphysi-
cal approach, there are two major modelling methods, the bin-method (e.g. Toon
et al., 1979; Gao et al., 2018; Ohno and Okuzumi, 2017; Kawashima and Ikoma,
2018) and the dust moments method (e.g. Gail and Sedlmayr, 1988; Dominik
et al., 1993; Woitke and Helling, 2003, 2004; Helling and Woitke, 2006). For a
comparison and a review of the different cloud modelling methodologies and their
advantages and disadvantages see Helling et al. (2008a) and Gao et al. (2021).

To consider the effect of the cloud’s radiative feedback onto substellar atmospheres,
we must employ self-consistent models which take into consideration the effects of
the cloud opacity and gas-phase element depletion caused by the cloud formation
onto the atmospheric structure. Using brown dwarfs to assess the implications
of cloud formation in substellar atmospheres has a major advantage over using
irradiated planets: one does not need to model the external radiation field of a
host-star, which immensely simplifies the radiative-transfer problem, and there is
no brightness from a host hindering the observations. Modelling and observing
brown dwarf atmospheres will still increase our understanding of extrasolar giant
planet (EGP) atmospheres. This is because L- and T- dwarfs are analogues of
EGPs as they share temperatures, surface gravities and ages.

Cushing et al. (2006) reported what can be seen as the very first evidence for
silicate cloud features from Spitzer mid-infrared observations of several L-dwarfs.
More recently, Suárez and Metchev (2022) analysed hundreds of M- to T- dwarfs
Spitzer infrared spectra. They found the silicate cloud absorption feature to be
fairly common in L-dwarfs. However, not all of the L-dwarf spectra showed silicate
absorption features.

We have now entered the JWST era which has provided us with a new view of
substellar atmospheres. The JWST/MIRI instrument allows for medium resolu-
tion (R∼1,000 - 10,000) spectroscopy measurements in the mid-infrared. A silicate
cloud absorption feature was detected with JWST/MIRI in the planetary mass
companion VHS1256 b, between 9 and 11µm by Miles et al. (2023). In addition
to this, we have had the first confirmation of the presence of quartz clouds in a hot
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Jupiter, WASP-17 b (Grant et al., 2023), and in a warm Neptune, WASP-107 b
(Dyrek et al., 2024).

Petrus et al. (2024) have presented an analysis of the VHS1256 b data using 5
different forward-models: ATMO (Tremblin et al., 2015), Exo-REM (Charnay et al.,
2018), Sonora Diamondback (Morley et al., 2024), BT-Settl (Allard et al., 2012)
and DRIFT-PHOENIX (Helling et al., 2008b; Witte et al., 2009, 2011). Out of the
five models, ATMO is the only that is cloudless. BT-Settl and DRIFT-PHOENIX con-
sider cloud microphysics self-consistently, although based on different modelling
approaches. Exo-REM makes a parameterisation of the cloud microphysics pro-
cesses, in a self-consistent manner. Sonora Diamond is self-consistent; however, it
does not use cloud microphysics and instead uses the Ackerman and Marley (2001)
approach to consider the presence of clouds in the atmosphere. None of the five
models can reproduce the silicate cloud absorption feature of VHS 1256 b (Petrus
et al., 2024).

There is a need for an updated self-consistent grid with cloud microphysics. Since
the publication of the DRIFT-PHOENIX grid over 10 years ago, a considerable num-
ber of important molecules and atoms, such as CH4 (Yurchenko et al., 2017),
NH3 (Coles et al., 2019), TiO (McKemmish et al., 2019), VO (McKemmish et al.,
2016), Na (Allard et al., 2019), K (Allard et al., 2019), have had their line-lists
updated. In addition to this, equilibrium chemistry models have become more
complex but also computationally faster. In this new MSG grid, we include five
more cloud species (SiO[s], CaTiO3[s], FeO[s], FeS[s] and Fe2O3[s]) than those
considered in DRIFT-PHOENIX (TiO2[s], Al2O3[s], Fe[s], SiO2[s], MgO[s], MgSiO3[s]
and Mg2SiO4[s]). The formulation used to treat atmospheric mixing has also been
updated and is explained in detail in Section 8.2. MSG grid combines the MARCS
atmosphere model, with the equilibrium chemistry model GGchem and the DRIFT
cloud formation model. Here, we have coupled MARCS to DRIFT using a new al-
gorithm which ensures convergence of the cloud opacity and gas-phase element
depletion caused by the cloud formation along the atmosphere.

MARCS was originally written to model the atmospheres of solar-type stars (Gustafs-
son et al., 1975) and has since been extended to model stellar atmospheres ranging
from late A-type to early M-type stars (e.g. Lambert et al., 1986; Jørgensen et al.,
1992; Gustafsson et al., 2008). MARCS has been used for multiple purposes from
abundance analyses (e.g. Blackwell et al., 1995; Siqueira-Mello et al., 2016), to
H2O detections (Ryde et al., 2002; Aringer et al., 2002), to modelling carbon stars
and white dwarf atmospheres (Jørgensen et al., 1992, 2000) and instrument cali-
brations (Decin et al., 2003; Decin and Eriksson, 2007). MARCS stellar atmosphere
models are being used to compute stellar parameters of PLATO targets (Gent
et al., 2022; Morello et al., 2022). A summary of the development of MARCS can
be found in Gustafsson et al. (2008).

More recently, MARCS has been expanded to model the cloudy atmospheres of
late-type M-dwarfs and early-type L-dwarfs (Juncher et al., 2017). However, this
extension was limited to effective temperatures down to 2000K due to convergence
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complications. The convergence issues primarily arose from MARCS using the elec-
tron pressure as an independent variable (instead of the gas pressure as it is com-
monly used in other models). Addressing this challenge, Jørgensen et al. (2024)
have adapted the MARCS framework to account for the extremely low abundance
of free electrons at cooler temperatures, successfully resolving these convergence
issues. In this work, following the new MSG grid (based on MARCS) presented in
Jørgensen et al. (2024), we expand the MSG grid of cloudy substellar objects down
to effective temperatures of 1200K.

DRIFT, also known as StaticWeather, is a 1D non-equilibrium, stationary, mi-
crophysical model which kinetically treats cloud formation (Woitke and Helling,
2003, 2004; Helling and Woitke, 2006; Helling et al., 2008c). DRIFT models several
key cloud formation processes, including nucleation, bulk growth, evaporation,
gravitational settling of cloud particles, and the depletion of gas-phase element
abundances. The model further employs a parameterised scheme for atmospheric
mixing that acts to replenish depleted element abundances and counteract the
gravitational settling of the cloud particles. The gas-phase composition is com-
puted with the equilibrium chemistry code GGchem (Woitke et al., 2018). DRIFT has
been applied across a broad range of substellar atmospheres (Helling and Woitke,
2006; Helling et al., 2008a) and has previously been coupled to the PHOENIX code
(Hauschildt and Baron, 1999) to produce the DRIFT-PHOENIX atmosphere model
grid and synthetic spectra (Helling et al., 2008b; Witte et al., 2009, 2011). Recent
works have explored cloud formation in exoplanet atmospheres utilising a hierar-
chical modelling approach of post-processing DRIFT onto 3D cloud-free General
Circulation Models (GCMs). This has been applied to hot and ultra-hot Jupiter
atmospheres such as WASP-18 b (Helling et al., 2019a), WASP-43 b (Helling
et al., 2020, 2021), HAT-P-7 b (Helling et al., 2019b, 2021), and WASP-96 b
(Samra et al., 2023), as well as to a grid of model exoplanet atmospheres spanning
a wide physical parameter space (Helling et al., 2023).

We start by describing cloud formation and the DRIFT model in Section 8.2. Next,
we describe atmosphere modelling with MARCS in Section 8.3. In Section 8.4 we
describe how we couple MARCS to DRIFT, in order to compute the new MSG model
grid. In Section 8.5 we present our results. We start by presenting an overview of
the grid. This includes an overview of the pressure-temperature profiles, the cloud
properties and the model spectra. In Section 8.5.4 we explore the effect of changing
the cloud condensation nuclei (CCN) from TiO2 to SiO. We investigate the effect
of scaling down the mixing efficiency in Section 8.5.5. Section 8.6 discusses our
results, including our prospects for future cloudy models using the MSG grid.

8.2 Cloud formation and the DRIFT model
The DRIFT model addresses cloud formation by considering the formation of cloud
condensation nuclei (CCN), i.e. nucleation, followed by their growth and evapo-
ration. This involves solving a system of dust moment and element conservation
equations. Additionally, the model accounts for gravitational settling and element
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replenishment through convective overshooting.

Cloud formation starts with the emergence of CCN, on which all thermally sta-
ble cloud species may grow through gas-surface reactions (e.g. Helling, 2019). In
DRIFT, the nucleation rate of CCN is considered by applying the modified classical
nucleation theory of Gail et al. (1984), as described in Woitke and Helling (2004).
Dust growth of mixed-material cloud particles is computed following Woitke and
Helling (2003), Helling and Woitke (2006) and Helling et al. (2008c). The cloud
particles will gravitationally settle and, as the cloud particles fall, they will en-
counter different temperatures and gas densities, which causes their composition
to change due to the changing thermal stability of the cloud species. The cloud
particles continue to grow as they fall until the temperature is so high that all con-
sidered cloud species begin to evaporate. The growth and evaporation processes
change the local gas-phase element abundances because elements which partici-
pate in the cloud formation are depleted. An element replenishment mechanism
must exist for a cloud layer to persist (i.e., a source of fresh, non-depleted elements
must exist). Here, the replenishment of elements is considered via convective over-
shooting, which is described in more detail later in this section.

In this work, we model plane-parallel, quasi-static substellar atmospheres. Fol-
lowing this, the evolution of the cloud particles can be described by a series of
moment equations for mixed-material cloud particles (Gail and Sedlmayr, 1988;
Dominik et al., 1993; Woitke and Helling, 2003; Helling and Woitke, 2006), these
are
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for j=(0, 1, 2), where V` is the minimum volume of a cluster to be considered a
cloud particle, ρ is the gas mass density, ρd is the cloud mass density, J?[cm−3s−1] is
the total nucleation rate, χnet[cm s−1] is the net growth velocity, ξ1Kn[dyn cm−3] is
the drag force density, cT is a mean thermal velocity and τmix is a mixing timescale.
For more details on Equation 8.1 see Woitke and Helling (2003, 2004) and Helling
et al. (2008c). The moments Lj [cmj/g] of the cloud particle volume distribution
function f(V ) [cm−6] are defined as

ρLj =

∫ ∞
V`

f(V )V j/3 dV. (8.2)

The total cloud particle volume per cm3 of total matter is determined by the 3rd

dust moment, L3, as

ρL3 =

∫ ∞
V`

f(V )V dV = Vtot [cm3cm−3] (8.3)

where V is the volume of an individual dust particle, and V` is the lower integration
boundary. Similarly, we can define the volume Vs of a certain cloud species s by

ρLs3 =

∫ ∞
V`

f(V )V s dV = Vs [cm3cm−3] (8.4)
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where V s is the sum of island volumes of cloud species s in an individual dust
particle, Vtot =

∑
Vs, and L3 =

∑
Ls3. Because we consider multiple cloud species,

we must use a set of equations for mixed-material cloud particles, i.e. the third
dust moment equations for all volume contributions (one for each cloud species
s). Following equations 8.1 and 8.4, one finds

− d

dz

(
ρd
cT

Ls4

)
=

1

ξ1Kn

(
−ρL

s
3

τmix

+ V s
` J? +

j

3
χsnetρL2

)
, (8.5)

where Ls4 is defined as Ls4 = L4 Vs/Vtot. For the full derivation of Equation 8.5 see
Helling et al. (2008c).

Equations 8.1 for j ∈ (0, 1, 2) and equations 8.5 for s ∈ (0, 1, 2, ..., S), where S
is the number of cloud species considered, form a system of (S + 3) ordinary
differential equations (ODEs) for the unknowns (L1, L2, L

s
3, L

s
4).

The gas-phase element abundance conservation as affected by nucleation, growth
and evaporation is given by (Woitke and Helling, 2004; Helling et al., 2008c),

n〈H〉 (ε
0
i − εi)

τmix

= νi,0N` J∗ +
3
√

36π ρg L2

R∑
r=1

νi,sn
key
r υrel

r αr

νkey
r

(
1− 1

Sr bssurf

)
. (8.6)

The term on the l.h.s. describes the gas-phase element replenishment through
atmospheric mixing, where n〈H〉 is the total hydrogen nuclei density, and ε0i and
εi are the initial and depleted element abundances of element i normalised to
hydrogen, respectively. The first term on the r.h.s. describes the element depletion
by nucleation, where νi,0 is the stoichiometric coefficient of the CCN and N` is the
number of monomers in the CCN. The second term on the r.h.s. describes the
element depletion by evaporation/growth, where ρ is the gas mass density, L2 is
the 2nd dust moment as defined in Equation 8.2, r is the index for the chemical
surface reaction, νi,s is the stoichiometric coefficient of element i in solid material
s, nkey

r is the particle number density of the key reactant in the gas-phase, υrel
r is

the relative thermal velocity of the gas species taking part in reaction r, αr is the
sticking coefficient of reaction r, νkey

r is the stoichiometric factor of the key reactant
in reaction r, Sr is the reaction’s supersaturation ratio and 1/bssurf = Vs/Vtot is the
volume ratio of solid s to the total cloud particle volume Vtot. For more details
on Equation 8.6 see Woitke and Helling (2004) and Helling et al. (2008c). In this
work Nl = 1000 and αr = 1 for all reactions.

The element conservation equations 8.6 provide algebraic auxiliary conditions for
the ODE system (Equations 8.1 and 8.5). First, the system of non-linear algebraic
equations 8.6 has to be solved for εi at given (L2, L

s
4) before the r.h.s of the

ODEs can be computed. The dust volume composition bssurf is obtained from
Ls4 = L4/b

s
surf . The abundance εi is strongly dependent on J?, nkey

r and Sr and
therefore an intricate iterative procedure is required to solve the equations. L0

is set by a closure condition (see Appendix A in Helling et al., 2008c), L1,2,3 are
determined by solving for Lj in Equation 8.2 (see Woitke and Helling (2003) for
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details), and L4 is solved by using L3. The numerical methods and iterative
processes used in DRIFT are described in detail in Woitke and Helling (2004).

The cloud particle number density, nd [cm−3], and the average cloud particle size,
〈a〉 [cm], can be calculated from the moments (Helling and Fomins, 2013) by

nd = ρL0, (8.7)

〈a〉 =

(
3

4π

)1/3
L1

L0

, (8.8)

respectively.

Atmospheric mixing is parameterised within the model using a mixing timescale,
τmix. This timescale is introduced by Woitke and Helling (2004) as the atmosphere
would remain cloud-free in the truly static case. This approach is simplified and
assumes the gas/cloud particles mix at a height z is exchanged by cloud-free gas
from the deep atmosphere with element abundances ε0i on a mixing timescale
τmix(z) (overshooting). Similar to previous works (e.g. Helling et al., 2008c; Witte
et al., 2009) we parameterise τmix following the convective mixing and overshooting
assumption. In the deepest, convective, atmospheric layers (i.e. the bottom of the
atmosphere) we compute τmix, as

τmix =
αHp

vconv

, (8.9)

where α and vconv are the mixing length parameter and the convective velocity
respectively, as defined in Gustafsson et al. (2008). Hp is the atmospheric layer’s
scale height given by

Hp =
kB T

mu u g
, (8.10)

where kB is the Boltzmann’s constant, T is the atmospheric layer’s temperature,
mu is the mean molecular mass in atomic mass units, u is an atomic mass unit
and g is the acceleration of gravity. If a detached convective layer exists higher
in the atmosphere, τmix is set to constant to the value at the top of the radiative
zone just below. We discuss the validity of this assumption in Section 8.6.2.

In the radiative zone(s), the convective velocity is zero, and therefore, we must pa-
rameterise the mixing timescale differently. At each layer, we calculate β, defined
as

β =
log τ i+1

mix − log τ i
mix

log Pi − log Pi+1

. (8.11)

When the calculated β exceeds a critical value βcr, we set β = βcr. The mixing
timescale is then calculated as

log τ i
mix = log τ i+1

mix − βcr (log Pi − log Pi+1), (8.12)

where τ imix is the mixing timescale at layer i of the atmosphere, τ i+1
mix is the mixing

timescale at layer i + 1 of the atmosphere, which is one layer deeper than i,
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Pi,i+1 are the atmospheric pressures at layer i and layer i + 1 respectively. The
parameterisation in Equation 8.12 has its origin in the numerical simulations of
surface convection in late M-dwarfs by Ludwig et al. (2002), as described in Woitke
and Helling (2004). In this work we set βcr = 2.2 following Ludwig et al. (2002).

All the chemical surface reactions considered by DRIFT are listed in Table 8.3 in
Appendix 8.B.

8.3 Atmosphere modelling with MARCS

MARCS is a one-dimensional, stratified, cloud-free, radiative-convective equilibrium
atmospheric model in local thermodynamic equilibrium (LTE). MARCS models are
computed with a Feautrier (1964) type method, over a Rosseland optical depth
scale and solved iteratively using a Newton-Raphson procedure (e.g. Nordlund,
1974; Gustafsson et al., 1975). The radiative transfer scheme in MARCS uses a
method of the type given by Rybicki (1971), as described in Gustafsson and Nis-
sen (1972). High-order angular dependencies are eliminated using the "variable
Eddington factor" technique (Auer and Mihalas, 1970) as described in Cannon
(1973). Convection is modelled with mixing length theory as described in Nord-
lund (1974) and Gustafsson et al. (2008). In this work, we use the most recent
version of MARCS (Jørgensen et al., 2024), which is able to model plane-parallel
cloud-free substellar atmospheres down to the effective temperatures of the coldest
T-dwarfs (≈ 500K).

8.3.1 Gas-phase equilibrium chemistry

In Jørgensen et al. (2024), MARCS was updated to use GGchem (Woitke et al.,
2018), a thermochemical equilibrium code which is used to compute the gas-phase
equilibrium chemistry in MARCS. GGchem functions by minimising the total Gibbs
free energy, and is applicable across a wide temperature range, from 100K up to
6000K. GGchem computes the gas-phase equilibrium chemistry in each atmospheric
layer from the local temperature, the gas pressure and the gas-phase element
abundances.

The models presented here include 20 elements (H, He, C, N, O, Ne, Na, Mg, Al,
Si, S, K, Ca, Cr, Fe, Ni, Li, Cl, Ti and V), each capable of existing as neutral
atoms or singly charged ions. Following this choice of elements, GGchem considers
334 molecules, molecular ions and cations in the gas-phase equilibrium chemistry
computations. Details on the thermochemical data and the methods used by
GGchem can be found in Woitke et al. (2018).

8.3.2 Gas and continuum opacities

We include the same continuum opacities as in Juncher et al. (2017). We compute
the continuum absorption for 12 ions, electron scattering and Rayleigh scattering
by H2. The references for the continuum opacities data are listed in Table 8.1 in
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Appendix 8.A. In this work, we include the line opacities of 34 molecules and 2
atoms (Na and K). We sample the line opacities using the Opacity Sampling (OS)
method as described in, for example, Jørgensen (1992). All the models presented
here use a sampling density of R = λ/∆λ = 15000, where each 3rd point is sampled
for the radiative transfer calculation. Specifically, the TauREx (Al-Refaie et al.,
2021) OS files from the ExoMol database as compiled by Chubb et al. (2021) were
modified by Jørgensen et al. (2024) as necessary to be read and used by MARCS. All
the references of the line lists of the molecules and atoms considered are presented
in Table 8.2 in Appendix 8.A.

8.4 The MSG model algorithm for cloudy substellar
atmospheres

We have coupled MARCS to DRIFT in a self-consistent manner to study the effects
of microphysical cloud formation in substellar atmospheres. This implies that
the radiative transfer scheme accounts for the cloud radiative feedback. The cloud
radiative effect is added to the radiative transfer by considering the cloud’s opacity
contribution and through the change in the local gas opacity due to the depletion
of cloud-forming elements.

We run MARCS and DRIFT iteratively until we find a converged solution (the con-
vergence criteria are defined in Section 8.4.1). Fig. 8.1 shows a diagram of the
MSG workflow. To run MARCS, the user is required to provide an effective temper-
ature of the object (Teff), the gravitational acceleration of the object (log(g)), the
gas-phase element abundances, and an initial guess of the pressure-temperature
structure of the atmosphere (typically from a previous MARCS model). The closer
the initial pressure-temperature structure is to the solution, the faster the model
converges. When running a grid of MSG models, it is best to start from a cloud-free
model at a high Teff (≥ 2500K), where we expect fewer clouds to form. This is be-
cause the clouds have a blanketing effect and heat up the atmosphere considerably
compared to cloud-free models. As the Teff decreases, the pressure-temperature
structure of the cloudy atmosphere diverges more and more from that of a cloud-
free atmosphere at the same Teff and log(g). DRIFT requires as inputs from MARCS
the pressure-temperature structure, the gas density, the scale height and the con-
vective velocity, all as a function of atmospheric height. When starting a new run
of MSG, these inputs are taken from a previous cloudy MARCS model at a similar Teff

and log(g). The initial gas element abundances are set by the user and must be
consistent between the two models. In DRIFT, the initial abundances are always
the abundances before any element depletion by cloud formation has occurred.
The computation of the mixing timescale (Equation 8.9) is done within the DRIFT
framework. DRIFT then kinetically models the cloud formation considering the
processes described in Section 8.2. The numerical methods are described in detail
in Woitke and Helling (2004).

Once DRIFT has computed the cloud structure, we run MARCS taking as inputs
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Figure 8.1: Diagram of the MSG model algorithm for cloudy substellar atmospheres.
The boxes with a dashed outline indicate parameters that are inputs to the model. The
boxes with a dotted outline indicate control processes within the workflow. For a detailed
explanation of the cloud formation process, see Section 8.2. For a detailed explanation
of the control process, see Section 8.4.3. For the convergence criteria considered under
the control process see Section 8.4.1.

from DRIFT the average cloud particle size, the cloud particle condensate volume
fractions, and the depleted gas-phase element abundances, all as a function of
atmospheric height. The cloud opacity is calculated using effective medium theory
(EMT) and Mie theory (see Section 8.4.2). The change in the cloud opacity
and in the gas-phase element abundances between two consecutive MSG iterations
is controlled as described in the coming Section 8.4.3. MARCS then proceeds to
use GGchem to compute the gas-phase equilibrium chemistry. The gas opacities
are calculated after obtaining the number densities for each gas-phase species
from GGchem. The radiative-transfer equation is then solved using a Feautrier
(1964) type method, assuming radiative-convective equilibrium and hydrostatic
equilibrium. The numerical methods are described in detail in Nordlund (1974)
and Gustafsson et al. (1975). Finally, we obtain a temperature correction that is
applied to the old Pgas−Tgas structure to produce the new atmospheric structure.
We check if the solution meets the convergence criteria. If the convergence criteria
are not met, we enter a control process to handle the cloud opacity and the depleted
gas-phase element abundances in order to avoid oscillations in the temperature
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corrections and reach convergence. This control process is explained in detail in
Section 8.4.3. The cycle described above is repeated until a converged solution is
found.

8.4.1 Convergence criteria

The convergence criteria for a MSG cloudy model are the following:

1. The change in the Pgas − Tgas structure between the previous and current
iteration must be smaller than 5K;

2. The relative difference in the cloud opacity and the gas-phase element abun-
dances between the current and the previous iteration must be smaller than
10%;

3. The relative difference in the wavelength-dependent emergent flux between
the current and previous iteration must be smaller than 1%. Generally, when
the wavelength-dependent emergent flux has converged, |F λ

i − F λ
i−1|/F λ

i <
1%, all the other convergence criteria have also been met.

8.4.2 Cloud opacity

We consider the cloud particles to be mixed-material, well-mixed, spherical, and
compact. As presented in Lee et al. (2016), we calculate the cloud opacity with
spherical particle Mie theory (Mie, 1908) combined with effective medium theory
(EMT).

The effective optical constants for the material mixtures are calculated with EMT.
We generally use the numerical Bruggeman method (Bruggeman, 1935) except for
rare cases where we find non-convergence and therefore use the analytic Landau-
Lifshitz-Looyenga [LLL] method (Looyenga, 1965) (see Section 2.4. of Lee et al.
(2016) for more details). The cloud particle extinction and scattering coefficients
are computed with Mie theory using the routine developed by Wolf and Voshchin-
nikov (2004), which is based on the widely used Bohren and Huffman (1983)
routine.

We use the data tables compiled by Kitzmann and Heng (2018) for the cloud
particle optical constants. Table 4.1 in Appendix 8.C lists all the references for
the cloud particle optical constants.

8.4.3 Controlling the cloud opacity and the depleted gas
element abundances

One of the biggest challenges in modelling cloudy atmospheres self-consistently is
handling the significant radiative feedback of the cloud. At effective temperatures
of less than 2200K, if we start a MSG run from a cloud-free model, the atmosphere is
significantly heated up at the second iteration due to the cloud radiative feedback.
When we run the cloud formation model with this heated-up atmosphere as an
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input, much of the condensed material is no longer thermally stable because the
atmosphere is significantly hotter, and therefore evaporates. This leads to an
atmosphere that is now significantly cooler than the one obtained in the previous
iteration. The solution may thus enter an oscillating cycle without ever converging.

We introduce a control factor f in our modelling to avoid these oscillations. The
factor can take a value between 0 and 1, and it controls the change in cloud opacity
and in element abundances between two iterations. We define the cloud opacity
κcloud at iteration j as

κcloud
j = f κcloud

j/2 + (1− f)κcloud
j−1 , (8.13)

where κcloud
j−1 is the cloud opacity used in the previous iteration and κcloud

j/2 is the
true cloud opacity calculated after the DRIFT run (first step within MARCS as shown
in the diagram in Fig. 8.1). We update the gas-phase element abundances in the
same manner. The gas-phase element abundance εi of element i at iteration j is
therefore given by

εji = f ε
j/2
i + (1− f) εj−1

i , (8.14)

where εj−1
i is the element abundance used in the previous iteration and εj/2i is the

true element abundance computed after the DRIFT run.

The factor f is updated depending on the evolution of the solution search. The
solution search is evolving positively if the atmosphere is consecutively heating up
or cooling down. This is checked by considering the ratio between the maximum
temperature corrections obtained in the current and previous iterations, i.e.

R =
∆Tmax

j

∆Tmax
j−1

, (8.15)

where ∆Tmax
j,j−1 are the maximum temperature corrections in the current and pre-

vious iterations respectively. If the ratio R is positive, the atmosphere has either
heated up consecutively between the two iterations or cooled down consecutively
between the two iterations. This means the solution is evolving positively and we
accept the temperature correction and increase the factor f by 10%. If the ratio
R is negative, we are within an oscillation and decrease f by 50%. These percent-
ages were chosen after we performed testing on a toy model and concluded they
tend to minimise the number of iterations needed for convergence. If the current
temperature correction exceeds double the previous temperature correction, we
discard the current temperature correction and re-run the model with the new f .
Otherwise, we accept the temperature correction but still use the new f in the
next iteration. These steps are illustrated in the area denominated “control” in
the diagram shown in Fig. 8.1.

We note the maximum value f can have is 1 and f can never be 0. At effective
temperatures above 1800K, we start the model run with f = 1. However, at lower
effective temperatures we have found it favourable to start with a lower value of f .
We typically use f = 0.1. For the 0th iteration, j = 0, κcloud

−1 is the cloud opacity
used in the last iteration of the input model. If the input model is cloud-free then
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Figure 8.2: Pressure-temperature profiles for cloud-free MARCS models (dashed curves)
and cloudy MSG models with TiO2 nucleation (solid curves), at different effective temper-
atures and log(g) = 4.0. Convective zones are plotted with thicker lines while radiative
zones are plotted with thinner lines. We note the cloudy profile at 1500K has a detached
convective zone.

κcloud
−1 = 0 and f is set to 1. The cloud opacity is converged if |κcloud

i/2 −κcloud
i |/κcloud

i/2

is less than 10%. The same principles apply to the control of each of the gas-phase
element abundances.

8.5 Results
The base grid of models consists of 11 models at effective temperatures between
2500K and 1500K, in steps of 100K, at log(g) = 4.0, with undepleted solar
element abundances and C/O ratio, and TiO2 CCN. In Sections 8.5.1, 8.5.2 and
8.5.3 we present Pgas − Tgas profiles, cloud structures and properties, and model
spectra for some selected models. In Section 8.5.4, we explore the effect of changing
the CCN species to SiO. In Section 8.5.5 we explore the effect of scaling up the
mixing timescale, making the mixing less efficient.
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8.5.1 Pgas − Tgas profiles
Fig. 8.2 shows the Pgas − Tgas profiles of MSG cloudy models (solid curves) and
MARCS cloud-free models (dashed curves), at the effective temperatures of 2400K,
2100K, 1800K and 1500K, and log(g) = 4.0. The cloudy models are consistently
warmer than the cloud-free models at the same effective temperature, indicating
the clouds have a blanketing effect over the atmosphere. This effect is generally
seen in L dwarf models (e.g. Morley et al., 2024). The radiative regions of the
atmosphere are plotted with a thinner line width, while the convective regions are
plotted with a thicker line width.

In the cloudy models, a detached convective zone emerges at Teff ≤ 1600K due to
the increasing cloud opacity. This is also seen in other L dwarf model grids (e.g.
Burrows et al., 2006; Witte et al., 2011; Morley et al., 2024). In Section 8.6.2 we
discuss the implications of detached convective zones in more detail.

8.5.2 Cloud structure and properties

Fig. 8.3 shows the average cloud particle size (left), the cloud particle number
density (middle) and the nucleation rate (right) in the atmosphere for the MSG
models shown in Fig. 8.2. Fig. 8.4 shows the cloud particle composition and
the relative gas-phase elemental depletion along the atmosphere for the model at
1500K.

We can identify four different cloud stages where different processes take place
and dominate the cloud structure. The first region we identify is the region of
the nucleation and first growth stage, visible in Fig. 8.3 (left) between ∼ 10−7

to 10−5 bar. As the cloud particles fall inwards, the increasing gas density and
the element replenishment allow for the collision rate between the gas and the
dust particles to increase, allowing for a growing number of surface reactions.
This leads to the cloud particles growing in size and the cloud-forming elements
depleting significantly (see Fig. 8.4 right). Particularly, we see Ti highly depleted
at the very top of the atmosphere (TOA) due to the nucleation process. Although
O is also depleted, this is not as visible because O is highly abundant compared
to Ti. Throughout this stage, the nucleation rate continues to increase, however
the growth process is dominant on the average cloud particle size.

We then reach the drift stage, between ∼ 10−5 to 10−3 bar (dependent on the
effective temperature). During this stage, the nucleation rate is increasing. This
results in the formation of many new, small cloud particles, efficiently consuming
elements from the gas-phase. Consequently, the available material for the growth
of cloud particles is reduced, and the net growth rate of the particles decreases.
The creation of new particles and the reduction in the net growth rate ultimately
act to keep the average particle size constant over this pressure region. The max-
imum gas-phase depletion is reached at about the same pressure at which the
nucleation rate peaks (Fig. 8.4 right).

When the nucleation rate drops, the increasing grain size is no longer balanced by
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Figure 8.4: Composition of the cloud particles in units of volume fractions Vs/Vtot

(left) and the relative gas-phase element depletions εi/ε0i (right) for a MSG model with
TiO2 nucleation, at 1500K and log(g) = 4.0.

the formation of new CCN, and therefore we reach the second growth stage, be-
tween ∼ 10−3 to 10−1 bar (dependent on the effective temperature). At this point,
due to backwarming by the cloud particles, the temperature increases rapidly with
increasing gas pressure (see Fig. 8.2). The silicate species and magnesium oxide
are the first to react to this. Over a small pressure interval, dissociation begins to
be the favoured chemical path. We enter the stage of evaporation. The average
particle size drops slightly, which creates a local maximum in the average cloud
particle size (Fig. 8.3 left ). For example, for the model at 1500K, we can see
from Fig. 8.4 (left) that the first local maximum in cloud particle size occurs just
before the cloud volume fraction of SiO[s], SiO2[s], Mg2SiO4[s], MgSiO3[s] and
MgO[s] drop to zero (between 0.01 and 0.1 bar). This is also seen in Fig. 8.4
(left), where the relative element abundance of Si and Mg are replenished due to
the evaporation.

Once the silicates evaporate, Fe[s] and AlO3[s] dominate the growth process. Fe[s]
quickly becomes the species with the largest cloud volume fraction, increasing the
cloud opacity in the optical and near-infrared. Due to the increased cloud opacity,
the cloud particles heat extremely fast, and Fe[s] quickly evaporates, followed by
AlO3[s], CaTiO3[s] and TiO2[s]. A local maximum in average cloud particle size
is also visible for the evaporation of Fe[s] and AlO3[s]. The cloud ends when all
the cloud species have evaporated. Within the evaporation regions of individual
solids, cloud-forming elements can be enriched due to their rain out in cloud
particles (Fig. 8.4 left).

The maximum average cloud particle size is similar at all effective temperatures
modelled. However, at the same pressure, the average cloud particle size is smaller
for decreasing effective temperature. There is a shift with effective temperature in
the pressure at which the second growth starts. The second growth starts at higher



CHAPTER 8. A GRID OF MSG CLOUDY MODELS 133

pressures for smaller effective temperatures (Fig. 8.3 left). This is expected as the
nucleation rate peaks at higher pressures with decreasing effective temperature
(Fig. 8.3 right). The cloud particle number density increases slightly with effec-
tive temperature due to the reduction in the average cloud particle size (Fig. 8.3
middle).

8.5.3 Synthetic spectra

Synthetic spectra allow us to compare models to observations. In this section, we
show the spectra of the MSG models presented in Fig. 8.2 at selected wavelength
ranges. All the spectra shown have been re-binned to have a resolution of R =
1000. The spectra inform us about the observable atmosphere of the object. The
observable atmosphere of the object goes down to where the optical depth (τ) is
equal to unity. Anything below τ = 1 is not observable.

Fig. 8.5 shows MSG cloudy and MARCS cloud-free spectra at different wavelength
ranges, for the models shown in Fig. 8.2. At the highest effective temperatures
(2100K and 2400K in the plots), the cloudy spectra are similar to the cloud-free
spectra. They are majorly defined by the absorption features of atoms Na and K,
metal oxides such as TiO and VO, and the metal hydride FeH, in the optical and
near-infrared (Fig. 8.5, top right). In the mid-infrared, H2O and CO dominate the
shape of the spectra (Fig. 8.5, bottom left).

Towards lower effective temperatures, the effects of the cloud opacity are signifi-
cant in all wavelength bands. The spectra redden significantly in the near-infrared
wavelengths, and the emergent flux is considerably reduced (Fig. 8.5, top left). For
example, although the abundances of Na and K are never depleted due to cloud
formation, the absorption features of both these atoms shrink with decreasing ef-
fective temperature (Fig. 8.5 top right). At 1500K the Na and K features are no
longer visible due to the cloud continuum. Another striking difference between the
cloud-free and cloudy spectra is the effective temperature at which CH4 emerges.
For the cloud-free models, the CH4 feature at ∼ 3.3µm emerges at approximately
1900K. Due to the warming of the Pgas − Tgas structure by the cloud radiative
feedback, CH4 never emerges as prominently in the spectra within the models
shown in Fig. 8.5 (bottom right).

In the models presented in this section, the cloud opacity has the extreme effect
of making the spectra nearly flat at certain wavelengths for effective tempera-
tures below 1600K. This is extremely different compared to observed spectra (e.g.
Cushing et al., 2005, 2008; Stephens et al., 2009; Suárez and Metchev, 2022; Miles
et al., 2023), where although a cloud continuum is generally seen, the spectra are
not flat. This is the major discrepancy between our model grid and the obser-
vations. Therefore, in the next two sections, we explore nucleation and mixing
parameterisations to unravel the potential origin of our extremely flat spectra.
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Figure 8.5: Synthetic spectra of MSG models with TiO2 nucleation at Teff = 2400K
(blue), 2100K (orange), 1800K (green) and 1500K (pink), with log(g) = 4.0, and the
respective cloud-free spectra at the same Teff and log(g) in grey. The emergent fluxes are
normalised with respect to the cloud-free MARCS spectra, i.e. Fnorm(λ) = (Fcloudy(λ) −
Fmin

cloud−free)/(F
max
cloud−free − Fmin

cloud−free), where Fnorm is the normalised flux, Fcloudy the
flux from the cloudy model, and Fmax,min

cloud−free the maximum and minimum fluxes from
the cloud-free model within the full wavelength range considered (∼ 0.4µm- 20.0µm).
An arbitrary offset is added for clarity. In the top-left plots we show the near-infrared
range, in the top-right the Y and J bands, in the bottom-left the mid-infrared and the
bottom-right the thermal infrared. Important absorbers are respectively labelled.
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8.5.4 Models with SiO nucleation

In this section, we investigate the effect of changing the CCN from TiO2 to
SiO in our self-consistent models. An in-depth investigation comparing TiO2

to SiO nucleation with the DRIFT model was previously conducted by Lee et al.
(2015). However, Lee et al. (2015) do this comparison by post-processing DRIFT on
DRIFT-PHOENIX models (Witte et al., 2009). Here, we make this comparison using
our full self-consistent algorithm and investigate the impact a different CCN has
on the atmospheric Pgas − Tgas structure, the cloud structure and the observables
(spectra).

Fig. 8.6 (left) shows a comparison between the Pgas − Tgas profile of a MSG cloudy
model with TiO2 nucleation (blue dashed curve) and one with SiO nucleation
(orange solid curve), both at Teff=1500K and log (g) = 4.0. Similarly to the
model with TiO2 nucleation, there is a detached convective zone, which has its
origin in the cloud’s backwarming effect. Fig. 8.6 (middle) shows the average cloud
particle size (solid curves) and the cloud particle number density (dashed curves)
for the models shown in Fig. 8.6 (left). For the Pgas − Tgas structures and cloud
properties of models with SiO nucleation at other Teff ’s, see Appendix 8.D.

If only nucleation processes are taken into account, SiO nucleation is more efficient
than TiO2 nucleation (Lee et al., 2015), and would therefore form more CCN
overall. However, as discussed by Lee et al. (2015), we must consider other cloud
formation processes, namely growth. This is because the elements Si and O are
part of many silicate materials (e.g., SiO2[s], MgSiO3[s], Mg2SiO4[s]) that are
already thermally stable and therefore grow efficiently as soon as the CCN form
from the gas-phase. At pressures between ∼ 10−7 to 10−4 bar, the SiO nucleation
is more efficient than the TiO2 nucleation (see Fig. 8.6, right). However, as soon
as other Si-bearing cloud species start growing, the growth processes dominate
over the nucleation, and the nucleation rate drops drastically. On the other hand,
when TiO2 nucleation is considered, the nucleation process is fairly efficient, and
the growth of the Ti-bearing cloud species never dominates over nucleation. The
SiO nucleation model shows a larger cloud particle number density and smaller
average cloud particle size than the TiO2 nucleation model for pressures less than
10−3 bar where the SiO nucleation rate is higher than in the TiO2 case (see Fig. 8.6,
middle). Once the SiO nucleation rate drops, at pressures higher than 10−3.5 bar,
the cloud particle number density becomes approximately constant as no new
particles are created. In comparison, at 10−3 bar the cloud particle number density
for the TiO2 nucleation case becomes larger than the SiO case as the nucleation
persists to deeper in the atmosphere. Consequently, the average cloud particle
size increases in the SiO model compared to the TiO2 nucleation model at these
pressures. 1 This follows the principle of mass conservation: although there is
less surface available for growth, the same amount of material condenses, and
therefore, it must continue growing on top of the available surface, leading to
larger cloud particles and smaller cloud particle number densities.

1We note the average cloud particle sizes obtained here are not comparable to those in Lee
et al. (2015) as MSG is fully self-consistent, while Lee et al. (2015) do a post-processing.
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Figure 8.7: Composition of the cloud particles in units of volume fractions Vs/Vtot

(left) and the relative gas-phase element depletions εi/ε0i (right) for a MSG model with
SiO nucleation, at 1500K and log(g) = 4.0.

Fig. 8.7 shows the cloud composition and the relative gas-phase element deple-
tion along the atmosphere for the model with SiO nucleation at Teff = 1500K and
log (g) = 4.0. The TOA has the largest difference in cloud composition between
the TiO2 nucleation models and the SiO nucleation models. In the TiO2 mod-
els, right after TiO2 nucleates at the TOA, other cloud species start growing and
quickly the silicates dominate the cloud volume fraction from the very top down to
approximately 0.05 bar where Fe2O3[s] and Al2O3[s] become the dominant cloud
species (Fig. 8.4 left). In the SiO models, at the TOA, SiO[s] and MgO[s] are the
dominant cloud species down until the growth of magnesium-silicates and SiO2

starts dominating over nucleation at ∼ 10−4 bar. Between ∼ 10−4 bar and 0.1
bar, the silicates dominate the cloud volume fraction, down until Fe[s] and Al2O3[s]
become the dominant species at the very cloud bottom (Fig. 8.7 left). Fig. 8.8
shows MSG cloudy and MARCS cloud-free spectra at different wavelength ranges, for
the models with SiO nucleation, at Teff = 1800K, 1500K and 1200K (Pgas− Tgas

profiles shown shown in Fig. 8.2). The spectra show visible differences from the
TiO2 nucleation model spectra (shown in Fig. 8.5) in all the wavelength regimes
investigated. The SiO nucleation spectra are less red in the near-infrared (Fig. 8.8
top row). For example, although small at 1500K, the absorption features of K and
H2O are still noticeable. In the mid-infrared (Fig. 8.8 bottom left), the emergent
flux in the cloud-free spectra is stronger at around 4.0µm than the emergent flux
of the cloudy spectra.

As mentioned before, the SiO nucleation models have a larger average cloud par-
ticle size than the TiO2 nucleation models. We expect the emission cross-section
for magnesium-silicates to be larger for larger dust grain sizes (e.g. Min et al.,
2004). This, combined with the reduced cloud particle number density, results in
a different cloud opacity, which gives rise to the observed spectral changes, and
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Figure 8.8: Synthetic spectra of MSG models with SiO nucleation at Teff = 1800K
(green) and 1500K (pink) and 1200K (brown), with log(g) = 4.0, and the respective
cloud-free spectra at the same effective temperatures and log(g) in grey. The emergent
fluxes are normalised with respect to the cloud-free MARCS spectra, and an arbitrary
offset is added for clarity. In the top-left plots we show the near-infrared range, in the
top-right the Y and J bands, in the bottom-left the mid-infrared and the bottom-right
the thermal infrared. For a reference on the location of important absorbers see Fig. 8.5.

different Pgas−Tgas structures (see Fig. 8.6, left). This is better visualised when we
look at the location where the optical depth is equal to unity for each of the cases
(see Fig. 8.9). In the near-infrared, the cloud continuum sits at lower pressures in
the TiO2 nucleation spectra (Fig. 8.9 top) compared to the SiO nucleation spectra
(Fig. 8.9 bottom). In the mid-infrared, between ∼ 6µm and ∼ 10µm, there is a
window with no cloud continuum in the TiO2 nucleation spectra, while there is
no window in the SiO nucleation spectra. This justifies the spectral differences we
note between Fig. 8.5 and Fig. 8.8.

8.5.5 Mixing: the effect of decreasing the mixing efficiency

We explore our assumption and parameterisation of the mixing timescale (see
Section 8.2, equations 8.9 and 8.12) by scaling the mixing timescale up, this is
reducing the efficiency of the mixing. This means the replenishment of the upper
atmosphere with the cloud-forming elements happens on a slower timescale. This
parameterisation breaks the self-consistency, however we find this to be the most
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Figure 8.9: Gas pressure at optical depth of unity at different wavelengths, considering
the gas opacity (light blue-grey curves), the cloud opacity (red curves) and the total
contribution (gas+cloud, grey curves), for MSG models at Teff = 1500K and log(g) = 4.0
with TiO2 nucleation (top) and SiO nucleation (bottom).

reasonable manner to test our assumptions and see how a less efficient mixing
would affect the atmosphere. Here we present the results for the models with SiO
nucleation, however we note that the models with TiO2 nucleation show the same
trends and can be found in Appendix 8.F.

Fig. 8.10 shows the Pgas − Tgas structures for the models with the less efficient
mixing. Fig. 8.11 shows the average cloud particle size, the cloud particle number
density and the nucleation rate with the different mixing efficiency scalings, at
Teff = 1500K and log(g) = 4.0. The nucleation rate was slower in the SiO nucle-
ation models than in the TiO2 models. Scaling the mixing efficiency down makes
the nucleation less efficient, resulting in similar behaviour to the one seen in the
SiO nucleation models compared to the TiO2 nucleation ones (Section 8.5.4). At
the TOA, the average cloud particle size is similar in all models with different
mixing efficiencies. However, the nucleation rate is slower for the decreased mix-
ing efficiencies, and therefore, the cloud particle number density is lower. Once
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Figure 8.10: Pressure-temperature profiles for MSG models with SiO nucleation, at
Teff = 1500K and log(g) = 4.0, and different mixing timescale scalings (1x, 10x slower,
100x slower, 1000x slower). Convective zones are plotted with thicker lines while radiative
zones are plotted with thinner lines.

growth processes start dominating, i.e. when the nucleation rate drops, the aver-
age cloud particle size increases. As there are fewer CCN available for the reduced
mixing efficiency cases, the cloud particles grow to slightly larger sizes. For more
efficient mixing, the point of stronger growth onset is higher in the atmosphere
than for the less efficient mixing cases (see Fig. 8.11, left). As previously shown
by Samra et al. (2023), more efficient mixing supports a higher cloud deck. The
location of the cloud deck is also a consequence of the Pgas − Tgas structure (see
Fig. 8.10), which is hotter for more efficient mixing due to the different cloud and
gas opacities (with the differences being caused by the change in average cloud
particle size, cloud composition and gas-phase element abundances). For detailed
figures of the average cloud composition and gas-phase element abundances see
Appendix 8.E.

The effect of the scaling on the Pgas − Tgas structure is similar to that of SiO
nucleation models compared to the TiO2 nucleation models (see Fig. 8.6 left).
Between approximately 0.001 bar and 1 bar, the models with less efficient mixing
are cooler overall.
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Figure 8.12: Top: Synthetic spectra of MSG cloudy models with SiO nucleation, at
Teff = 1500K and log(g) = 4.0. The orange spectrum shows the spectrum for a fully
self-consistent MSG cloudy model. The blue spectrum shows the spectrum for a model
where the mixing efficiency was scaled down by 1000 times. The spectrum in grey is that
of a cloud-free MARCS model at the same Teff and log(g). Bottom: The flux residual
between the model with the mixing efficiency scaled down by 1000 times (blue) and the
self-consistent model with no scaling (orange).

Fig. 8.12 (top) shows the spectrum resulting from scaling the mixing timescale
up by 1000 times (blue), compared to the spectrum with no scaling (orange), and
the spectrum of a MARCS cloud-free model at the same effective temperature and
surface gravity (grey). We compute the residual flux between the scaled and the
self-consistent model to better visualise the major spectral differences (Fig. 8.12
bottom).

Due to the increased average cloud particle size and the decreased cloud particle
number density, the cloud opacity changes give rise to a less red spectrum in
the near-infrared. This allows for the absorption by the alkali metals, Na and
K, to be more prominent. Na and K have been regularly observed in brown
dwarf atmospheres, and are important features to estimate a brown dwarf’s surface
gravity (e.g. McGovern et al., 2004; Allers and Liu, 2013; Martin et al., 2017).
In addition to this, there is a significant difference in the mid-infrared, where
CH4 (∼ 3.3µm) and CO (∼ 4.6µm) absorption become visible compared to the
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not scaled spectrum. Both CH4 and CO have been consistently detected in L-
dwarfs (e.g. Noll et al., 2000; Cushing et al., 2005; Beiler et al., 2023; Manjavacas
et al., 2024; Biller et al., 2024). Therefore, the model with the increased mixing
timescale will likely be a better match to observations. This also indicates that our
understanding of the mixing is incomplete and we discuss the mixing treatment
in more depth in Section 8.6.4.

8.6 Discussion

8.6.1 Convergence challenges of self-consistent brown dwarf
models

Besides the convergence challenges we face when considering the cloud opacity in a
self-consistent scheme (see Section 8.4.3), there are a number of other convergence
challenges in our models.

In cloud-free MARCS models, we face challenges with convergence at effective tem-
peratures between 1600K and 1200K due to so called “opacity cliffs” (Mukherjee
et al., 2023). “Opacity cliffs” are regions where the gas opacity changes quickly
with small changes in temperature or pressure. These cliffs are also seen in Rosse-
land mean opacities (Figure 2 in Freedman et al. (2008); Figure 3 in Freedman
et al. (2014)). We note MARCS models are computed over a Rosseland optical depth
scale. The cloud-free models at effective temperatures between 1600K and 1200K
often end up oscillating between two temperature corrections of the same ampli-
tude but with different signs. For these cloud-free cases, a given model is more
likely to reach convergence if the applied temperature correction is both smaller
than the current temperature oscillation, and larger than the convergence criteria
applied. This works by introducing a temperature correction which breaks out
of the oscillation. However, this does not seem to help in the MSG cloudy models
case. Besides an “opacity cliff” due to the gas opacity, the cloud opacity also con-
tributes to the cliff as it changes rapidly with pressure, especially at lower effective
temperatures.

In addition, we face a challenge when computing the cloud opacities as the vertical
scale in MARCS is different from that of DRIFT. Unless the input values are exactly
the same, DRIFT never outputs the same pressure points because it computes the
necessary atmospheric height steps within its numerical methods, meaning the
number of atmospheric layers out of a DRIFT run is variable. On the other hand,
the number of atmospheric layers in MARCS is fixed and defined on a Rosseland opti-
cal depth scale. This introduces non-ideal interpolation errors when interpolating
the necessary DRIFT outputs to perform the Mie theory and EMT calculations.
The major problem is rooted in the fact that due to the “opacity cliffs” mentioned
above, a small change in pressure leads to a large change in the Rosseland optical
depth. This is exacerbated at lower effective temperatures. Following this, the
chosen points for the interpolation are almost always different in consecutive it-
erations. Although a Rosseland optical depth scale works well for hotter objects,



CHAPTER 8. A GRID OF MSG CLOUDY MODELS 144

it is not the best choice for cooler objects where the cloud opacity has a large
influence. In the future, it might be beneficial to switch this treatment in MARCS
to use a scale in gas pressure, or use an already existent atmospheric model with
the scale in gas pressure.

8.6.2 Detached convective zones, the L-T dwarf transition
and brown dwarf spectroscopic variability

In both models with TiO2 nucleation and SiO nucleation, detached convective
zones appear for effective temperatures below 1600K due to the cloud’s back-
warming effect. This is also observed in other model grids which consider cloud
formation (e.g. Morley et al., 2024). In this work, as described at the end of Sec-
tion 8.2, we set the mixing timescale τmix at the detached convective layer to the
value of τmix at the top of the radiative zone just below. This assumption misses
two important considerations: (1) we fail to consider the full motion of the gas due
to convection, which can accelerate the element replenishment at the TOA; (2) we
do not consider the cloud particles will be dragged by the moving gas elements.

Witte et al. (2011) test the addition of a convective motion term to the dust
moment equations in some DRIFT-PHOENIX models. Essentially, they change the
ρLj/τmix term in Equation 8.1 to a term which allows for the consideration of the
convective motion. Witte et al. (2011) find the resulting gas velocities exceed the
typical settling velocity of cloud particles by several orders of magnitude. Fol-
lowing this, they expect that, at the cloud base, convection drives approximately
half of the local cloud particles into the higher atmosphere, destroying the local
cloud layer, while the remaining cloud particles are pushed into the deeper at-
mosphere, accelerating their evaporation process. In addition, the cloud particles
driven into the upper atmosphere will continue to grow, reducing their settling
timescale and returning to their initial altitude. Once they return to their initial
altitude, if convection is still at play, the cycle repeats, leaving a 50% chance of
pushing the cloud particles into the deeper atmosphere or driving them into the
upper atmosphere. Due to this cycle, convection is thought to partially destroy
the cloud. Comparing the DRIFT-PHOENIX models which consider the detached
convective zone appropriately (Witte, 2011), versus the ones that ignore it (grid
presented in Witte et al., 2009), the authors report a drop in the number of cloud
particles in the detached convective zone models which stops a trend of reddening
in the near-infrared. However, from effective temperatures below 1400K, they find
strong numerical oscillations in the model and struggle to find convergence.

As seen in the models presented in this work, clouds are a major source of opacity
in the near-infrared. L dwarfs become redder as they cool to later spectral types
likely due to the increasing cloud optical depth with lower effective temperatures
(e.g. Allard et al., 2001; Marley et al., 2002; Tsuji, 2002).However, at the so-
called L-T dwarf transition, at about effective temperatures of ∼ 1400K, a major
shift is observed in the near-infrared colour of brown dwarfs. The near-infrared
colour quickly shifts from red to blue, and a significant brightening is observed in
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the J band of early T dwarfs (e.g. Kirkpatrick, 2005). The physical mechanism
which gives rise to this L-T transition is still highly debated. The sinking or
disruption of clouds at the effective temperatures of this transition are two of
the major mechanisms suggested in the literature. Burgasser et al. (2002) and
Burrows et al. (2006) discussed convection as a potential disruption mechanism of
clouds in brown dwarfs, and as the possible mechanism that gives rise to the L-T
transition.

In addition to the L-T dwarf transition, large observational surveys have found
high-amplitude spectroscopic variability to be ubiquitous across the entire L-T
spectral sequence (Metchev et al., 2015; Vos et al., 2019, 2022; Liu et al., 2024).
Clouds are also thought to be the primary cause of these observed variabilities. Tan
and Showman (2019) investigated the short-time evolution of clouds and thermal
structures driven by radiative cloud feedback in brown dwarfs and extrasolar giant
planets with a simple time-dependent, self-consistent, 1D model. They find the
radiative cloud feedback is able to drive spontaneous atmospheric variability in
the temperature and cloud structures. The variability arises from a cloud cycle
where the cloud thickness varies over time. They also find that cloud dissipation
naturally arises from the cycle and that a detached convective layer generally exists
at the cloud layer. This cloud-cycle found by Tan and Showman (2019) includes
a period of cloud breaking, which as mentioned before, has been proposed as the
potential mechanism for the origin of the L-T transition.

Other mechanisms that do not involve clouds have been proposed to explain the
L-T transition and the observed variability. Tremblin et al. (2016, 2019) have pro-
posed diabatic convection due to the instability of carbon chemistry in brown dwarf
atmospheres as a potential mechanism which drives the L-T transition. Tremblin
et al. (2020) find the spectroscopic variability from cloud opacity and temperature
variations (driven by chemical instabilities) are degenerate. Several JWST pro-
posals have been accepted to do follow-up observations on variable brown dwarfs
to determine if the variability’s origin is the clouds, chemical instabilities, or both
(e.g. PI: Biller, B. Program ID: 2965; Biller et al., 2023).

In future work, we find it crucial to include the convective motion consideration
in the dust moments equation in order to investigate if it is a plausible mechanism
for the origin of the L-T transition in our model framework. It is necessary to
understand if our control factor treatment of the cloud opacity (Section 8.4.3)
would give rise to the same numerical oscillations found by Witte et al. (2011), or
if there is a static solution, and if we are able to replicate the bluer near-infrared
colours of early T-dwarfs. Although challenging, exploring the combined effect of
chemical instabilities and microphysical cloud formation would be interesting.

8.6.3 Nucleation

The nucleation process is the first stage of cloud formation in a gas atmosphere.
The process involves the formation of clusters of molecules growing through gas-
gas reactions (Gail et al., 1984; Helling and Fomins, 2013). It is not always entirely



CHAPTER 8. A GRID OF MSG CLOUDY MODELS 146

clear which species will nucleate efficiently to form CCN in a given astrophysical
environment. Helling and Fomins (2013) describe that for an ideal candidate
species, there is a balance between how abundant the constituent elements are,
and the binding energies of the clusters. Several species have been proposed as
possible nucleation species in astrophysical environments, including warm to hot
substellar atmospheres. Some examples of the proposed nucleation species are
TiO2 (Jeong et al., 2000; Sindel et al., 2022), SiO (Gail et al., 2013; Bromley
et al., 2016), Al2O3 (Lam et al., 2015; Gobrecht et al., 2022), and more recently
vanadium oxides such as VO, VO2, and V2O5 (Lecoq-Molinos et al., 2024). In
colder exoplanet and brown dwarf atmospheres, other species such as salts (e.g.
NaCl and KCl) or metal sulphides (e.g. ZnS) may nucleate (Lee et al., 2018; Gao
and Benneke, 2018; Helling et al., 2021, 2023). Here we follow several previous
works for hot Jupiter atmospheres (e.g. Helling and Woitke, 2006; Helling et al.,
2019b, 2023) by choosing TiO2 and SiO to act as nucleating species. We note the
DRIFT-PHOENIX models (Helling et al., 2008b; Witte et al., 2009, 2011) use TiO2

CCN.

While beyond the scope of this paper, Sindel et al. (2022) and Lecoq-Molinos
et al. (2024) compare the difference between applying classical nucleation theory
to non-classical nucleation theory for TiO2 and V2O5, respectively. The differences
between these methods are described within the studies (and references therein),
and they show the nucleation rates differ by approximately 2 orders of magnitude
for TiO2 and approximately 15 orders of magnitude for V2O5. While these results
do not include the competing growth process, which would limit the available
elements for nucleation, they show that the result may be strongly sensitive to
the treatment of nucleation, and that each nucleation species will have different
behaviours. In addition to this, there is a lack of laboratory data at the temper-
atures of L/T dwarfs and hot Jupiters, data which is crucial for the computation
of nucleation and growth rates, such as the surface energies of cloud species (e.g.
Gao et al., 2018).

Therefore, there are a number of uncertainties in the modelling of nucleation
processes in substellar atmospheres. So far, nucleation has not been observed
in substellar atmospheres. However, spectral features of molecular clusters that
may provide observational evidence of nucleation, are expected to be within the
JWST/MIRI-LRS wavelength range (Sindel et al., 2023; Lecoq-Molinos et al.,
2024). An observation of the ultra-hot Jupiter WASP-76 b to look for (Al2O3)N

and (TiO2)N clusters is currently scheduled as part of JWST Cycle 3 (PI: Baeyens,
R. Program ID: 6045; Baeyens et al., 2024).

8.6.4 Mixing

Scaling of the mixing timescale in DRIFT has previously been applied in an attempt
to improve the agreement with observations. Pre-JWST observations of the warm
Saturn exoplanet WASP-96 b with VLT/FORS2 (Nikolov et al., 2018) revealed
the Na I line at ∼ 0.6µm with broad wings leading the authors to conclude
they observe a cloud-free atmosphere. WASP-96 b is a JWST ERO target and
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was observed with JWST NIRISS/SOSS (Pontoppidan et al., 2022; Radica et al.,
2023; Taylor et al., 2023). Radica et al. (2023) and Taylor et al. (2023) find they
do not require a grey cloud deck in their retrievals to match the observations.
However, they have to include a Rayleigh scattering slope. Samra et al. (2023)
predict condensate clouds in the atmosphere of WASP-96 b and find their DRIFT
models predict a cloud top, which is inconsistent with the broadened Na I line
seen in the VLT/FORS2 observations. To address this, Samra et al. (2023) scaled
the mixing timescale, finding that increasing the mixing timescale by a factor of
100× shifts the cloud top to higher pressures of 0.01 bar, which is more consistent
with observations.

In our mixing prescription, we assume there is element replenishment at the TOA
from a reservoir in the deep atmosphere. We assume the elements are transported
from this reservoir by convective mixing (see Section 8.2). However, we do not
consider that these elements could take part in other cloud formation processes as
they travel up the atmosphere (e.g. nucleation or growth). We could be overesti-
mating the true mixing efficiency by not considering the possibility of these other
processes happening. This is perhaps why our models with a scaled-up mixing
timescale, and therefore less mixing efficiency, tend improve the agreement with
observations.

Several other cloud models (e.g. Ackerman and Marley, 2001; Gao et al., 2018;
Ormel and Min, 2019) assume the vertical mixing to be diffusive. This diffusive
mixing is parameterised by the eddy diffusion coefficient Kzz, a coefficient which
approximately encompasses a number of large-scale transport processes in substel-
lar atmospheres, such as convection and atmospheric circulation. The estimation
of Kzz often depends on the type of object being modelled. For example, in Mor-
ley et al. (2024) (following Ackerman and Marley, 2001), Kzz is calculated using
mixing length theory while also considering the energy transported by radiation.
Overall, Kzz is often used to describe different types of transport, and it can be
difficult to pinpoint the physics that it truly probes.

Woitke et al. (2020) combine the dust moment method with diffusive mixing (the
DIFFU_DRIFT model). However, they do not find a static solution for the system of
equations to be solved. They solve the time-dependent equations until the model
relaxes towards a time-independent solution. Woitke et al. (2020) find fewer and
larger cloud particles, with a higher concentration of cloud particles closer to the
cloud base, are expected within this framework compared to DRIFT. They reason
that this occurs as diffusive mixing is less efficient at transporting elements to the
upper atmosphere layers compared to the relaxation scheme used in DRIFT. Con-
sequently, the elements interact at the cloud base causing particle growth, rather
than being transported unhindered to the upper layers. Furthermore, Woitke et al.
(2020) find that Mg2SiO4[s] is the dominant condensed silicate in the deep silicate
cloud layer. This is similar to the models presented here which show Mg2SiO4[s]
as the major silicate (see Figs. 8.4 and 8.7). However, Woitke et al. (2020) show
that MgSiO3[s] is not the next dominant Si-bearing species; instead, the formation
of SiO[s] and SiO2[s] is favoured. Recent transmission observations with JWST
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of the exoplanet WASP-17 b (Grant et al., 2023) have indicated the presence of
crystalline SiO2[s] through the detection of the ∼ 10µm silicate features. Addi-
tionally, Dyrek et al. (2024) used the ARCiS framework (Ormel and Min, 2019;
Min et al., 2020) to retrieve silicate dominated clouds (including SiO[s], SiO2[s],
and MgSiO3[s]) to be present in the atmosphere of WASP-107 b. Unfortunately, it
is not computationally feasible to self-consistently combine such a time-dependent
model with MARCS.

Overall, whether one uses the mixing prescription of DRIFT or Kzz, it is difficult
to constrain the physics of the mixing, and this will likely remain an uncertain
parameter within 1D self-consistent cloudy models like the ones presented here.

8.6.5 Silicate cloud features

If silicate clouds are present in brown dwarf atmospheres, they are expected to
show a significant absorption feature at about 10µm. Suárez and Metchev (2022)
presented an analysis of Spitzer mid-infrared spectra of 113 field M5-T9 dwarfs.
They find silicate absorption starts to appear at the L2 spectral type, is strongest
in L4-L6 dwarfs, and disappears past L8 dwarfs. Nevertheless, the silicate ab-
sorption feature is not ubiquitous and can be missing at any L sub-type. More
recently, a silicate absorption feature was detected in the planetary mass compan-
ion VHS1256 b with JWST/MIRI-MRS (Miles et al., 2023; Petrus et al., 2024).

In the models presented here, we do not see a silicate absorption feature at 10µm.
We argue that a possible reason for this is that we do not consider a particle size
distribution function. We currently only use the average cloud particle size in
the cloud opacity calculation. This misses any potential particle size distribution,
which could change the spectral feature of the silicate absorption (e.g. Powell et al.,
2018). Min et al. (2004), and more recently Luna and Morley (2021), show how
smaller cloud particles (∼ 0.1−1.0µm) have a more outstanding silicate absorption
feature around 10µm. Luna and Morley (2021) also found the crystallinity of the
cloud particles can highly influence the shape of the silicate absorption feature.
In this paper, we assume Mg2SiO4[s], MgSiO3[s] and SiO2[s] to be amorphous.
However, MSG models considering these condensates to be crystalline should be
computed in the future to make a comparison of their spectral in-print.

Using the microphysical cloud model CARMA, which is based on a bin-scheme,
Powell et al. (2018) find the particle size distributions in hot Jupiters are often
bimodal. In the future, different particle size distribution functions should be
considered in the MSG framework when computing the cloud opacity to evaluate if
the silicate feature can be replicated in this manner.

8.7 Summary
We have presented a new grid of MSG cloudy substellar model atmospheres at
effective temperatures between 2500K and 1200K and at a surface gravity of
log(g) = 4.0. We have presented a new convergence algorithm for the coupling of
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MARCS to DRIFT in comparison to the grid presented in Juncher et al. (2017). The
new algorithm is based on a control factor that controls the change in cloud opacity
and the gas-phase element abundances to avoid unwanted numerical oscillations.
We present pressure-temperature profiles, cloud properties including the cloud
composition along the atmosphere and the average cloud particle sizes, and model
spectra.

Our models, which consider TiO2 nucleation, show spectra that are significantly
redder in the near-infrared than the currently known population of substellar
atmospheres. We have explored the effect of changing the CCN from TiO2 to
SiO. Changing the CCN to SiO makes the spectra appear less red in the near-
infrared. Additionally, we investigated the effect of making the atmospheric mixing
less efficient. The models with reduced mixing also appear less red in the near-
infrared. Overall, our models present a strong cloud continuum which does not
match observations.

We find detached convective zones in models at effective temperatures below or
equal to 1600K. The detached convective zone originates from the backwarming
effect by the cloud particles. The mixing treatment we use does not consider
the effect of the convection motion on the cloud particles. We propose that it is
crucial to consider the convective motion in future work. This is because it has
been argued the L-T transition can have its origin in cloud clearing caused by such
a convective motion (Burgasser et al., 2002; Burrows et al., 2006).

Our models do not present the expected silicate absorption feature in the mid-
infrared between 9 and 11µm. We argue this is because we do not take into
consideration a cloud particle size distribution. It has been shown that smaller
cloud particles present a more prominent silicate absorption feature (Min et al.,
2004; Luna and Morley, 2021). The crystallinity of the particles can also have an
influence on their absorption spectra (Luna and Morley, 2021). We propose that
it is necessary to include a particle size distribution function in future MDG cloudy
model grids.
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8.A Continuum opacity sources and molecular &
atomic line lists references

Table 8.1: Continuum opacity data sources.

Ion Process Reference
H− b-f Doughty et al. (1966)
H− f-f Doughty and Fraser (1966)
H I b-f, f-f Karzas and Latter (1961)
H I+H I CIA Doyle (1968)
H−2 f-f Somerville (1964)
H+

2 f-f Mihalas (1965)
He− f-f Somerville (1965), John (1967)
He I f-f Peach (1970)
C I f-f Peach (1970)
Mg I f-f Peach (1970)
Al I f-f Peach (1970)
Si I f-f Peach (1970)
e− scattering Mihalas (1978)
H2 scattering Dalgarno and Williams (1962)

Bound-free processes are denoted by b-f. Free-free processes are denoted by f-f. Collision
induced absorption processes are denoted by CIA.
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8.B Chemical surface reactions assumed to form
the cloud particles

Table 8.3: Chemical surface reactions r assumed to form the solid materials s.

Index r Solid s Surface reaction Key species
1 TiO2[s] TiO2 −→ TiO2[s] TiO2

2 rutile Ti + 2 H2O −→ TiO2[s] + 2 H2 Ti
3 (1) TiO + H2O −→ TiO2[s] + H2 TiO
4 TiS + 2 H2O −→ TiO2[s] + H2S + H2 TiS
5 SiO2[s] SiH + 2 H2O −→ SiO2[s] + 2 H2 + H SiH
6 silica SiO + H2O −→ SiO2[s] + H2 SiO
7 (3) SiS + 2 H2O −→ SiO2[s] + H2S + H2 SiS
8 SiO[s] SiO −→ SiO[s] SiO
9 silicon mono-oxide 2 SiH + 2 H2O −→ 2 SiO[s] + 3 H2 SiH
10 (2) SiS + H2O −→ SiO[s] + H2S SiS
11 Fe[s] Fe −→ Fe[s] Fe
12 solid iron FeO + H2 −→ Fe[s] + H2O FeO
13 (1) FeS + H2 −→ Fe[s] + H2S FeS
14 Fe(OH)2 + H2 −→ Fe[s] + 2 H2O Fe(OH)2

15 2 FeH −→ 2 Fe[s] + H2 FeH
16 FeO[s] FeO −→ FeO[s] FeO
17 iron (II) oxide Fe + H2O −→ FeO[s] + H2 Fe
18 (3) FeS + H2O −→ FeO[s] + H2S FeS
19 Fe(OH)2 −→ FeO[s] + H2 Fe(OH)2

20 2 FeH + 2 H2O −→ 2 FeO[s] + 3 H2 FeH
21 FeS[s] FeS −→ FeS[s] FeS
22 iron sulphide Fe + H2S −→ FeS[s] + H2 Fe
23 (3) FeO + H2S −→ FeS[s] + H2O min{FeO, H2S}
24 Fe(OH)2 + H2S −→ FeS[s] + 2 H2O min{Fe(OH)2, H2S}
25 2 FeH + 2 H2S −→ 2 FeS[s] + 3 H2 min{FeH, H2S}
26 Fe2O3[s] 2 Fe + 3 H2O −→ Fe2O3[s] + 3 H2

1
2
Fe

27 iron (III) oxide 2 FeO + H2O −→ Fe2O3[s] + H2
1
2
FeO

28 (3) 2 FeS + 3 H2O −→ Fe2O3[s] + 2 H2S + H2
1
2
FeS

29 2 Fe(OH)2 −→ Fe2O3[s] + H2O + H2
1
2
Fe(OH)2

30 2 FeH + 3 H2O −→ Fe2O3[s] + 4 H2
1
2
FeH

31 MgO[s] Mg + H2O −→ MgO[s] + H2 Mg
32 periclase 2 MgH + 2 H2O −→ 2 MgO[s] + 3 H2

1
2
MgH

33 (3) 2 MgOH −→ 2 MgO[s] + H2
1
2
MgOH

34 Mg(OH)2 −→ MgO[s] + H2O Mg(OH)2

The efficiency of the reaction is limited by the collision rate of the key species, which has
the lowest abundance among the reactants. The notation 1

2 in the r.h.s. column means
that only every second collision (and sticking) event initiates one reaction. Data sources
for the supersaturation ratios (and saturation vapor pressures): (1) Helling and Woitke
(2006); (2) Nuth and Ferguson (2006); (3) Sharp and Huebner (1990).
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Table 8.4: Table 8.3 continued

Index r Solid s Surface reaction Key species
35 MgSiO3[s] Mg + SiO + 2 H2O −→ MgSiO3[s] + H2 min{Mg, SiO}
36 enstatite Mg + SiS + 3 H2O −→ MgSiO3[s] + H2S + 2 H2 min{Mg, SiS}
37 (3) 2 Mg + 2 SiH + 6 H2O −→ 2 MgSiO3[s] + 7 H2 min{Mg, SiH}
38 2 MgOH + 2 SiO + 2 H2O −→ 2 MgSiO3[s] + 3 H2 min{1

2
MgOH, 1

2
SiO}

39 2 MgOH + 2 SiS + 4 H2O −→ 2 MgSiO3[s] + 2 H2S + 3 H2 min{1
2
MgOH, 1

2
SiS}

40 MgOH + SiH + 2 H2O −→ MgSiO3[s] + 3 H2 min{1
2
MgOH, 1

2
SiH}

41 Mg(OH)2 + SiO −→ 2 MgSiO3[s] + H2 min{Mg(OH)2, SiO}
42 Mg(OH)2 + SiS + H2O −→ MgSiO3[s] + H2S+ H2 min{Mg(OH)2, SiS}
43 2 Mg(OH)2 + 2 SiH + 2 H2O −→ 2 MgSiO3[s] + 5 H2 min{Mg(OH)2, SiH}
44 2 MgH + 2 SiO + 4 H2O −→ 2 MgSiO3[s]+ 5 H2 min{MgH, SiO}
45 2 MgH + 2 SiS + 6 H2O −→ 2 MgSiO3[s]+ 2 H2S + 5 H2 min{MgH, SiS}
46 MgH + SiH + 3 H2O −→ MgSiO3[s]+ 4 H2 min{MgH, SiH}
47 Mg2SiO4[s] 2 Mg + SiO + 3 H2O −→ Mg2SiO4[s] + 3 H2 min{1

2
Mg, SiO}

48 forsterite 2 MgOH + SiO + H2O −→ Mg2SiO4[s] + 2 H2 min{1
2
MgOH, SiO}

49 (3) 2 Mg(OH)2 + SiO −→ Mg2SiO4[s] + H2O + H2 min{1
2
Mg(OH)2, SiO}

50 2 MgH + SiO + 3 H2O −→ Mg2SiO4[s] + 4 H2 min{1
2
MgH, SiO}

51 2 Mg + SiS + 4 H2O −→ Mg2SiO4[s] + H2S + 3 H2 min{1
2
Mg, SiS}

52 2 MgOH + SiS + 2 H2O −→ Mg2SiO4[s] + H2S + 2 H2 min{1
2
MgOH, SiS}

53 2 Mg(OH)2 + SiS −→ Mg2SiO4[s] + H2 + H2S min{1
2
Mg(OH)2, SiS}

54 2 MgH + SiS + 4 H2O −→ Mg2SiO4[s] + H2S + 4 H2 min{1
2
MgH, SiS}

55 4 Mg + 2 SiH + 8 H2O −→ 2 Mg2SiO4[s] + 9 H2 min{1
2
Mg, SiH}

56 4 MgOH + 2 SiH + 4 H2O −→ 2 Mg2SiO4[s] + 7 H2 min{1
2
MgOH, SiH}

57 4 Mg(OH)2 + 2 SiH −→ 2 Mg2SiO4[s] + 5 H2 min{1
2
Mg(OH)2, SiH}

58 4 MgH + 2 SiH + 8 H2O −→ 2 Mg2SiO4[s] + 11 H2 min{1
2
MgH, SiS}

59 Al2O3[s] 2 Al + 3 H2O −→ Al2O3[s] + 3 H2
1
2
Al

60 aluminia 2 AlOH + H2O −→ Al2O3[s] + 2 H2
1
2
AlOH

61 (3) 2 AlH + 3 H2O −→ Al2O3[s] + 4 H2
1
2
AlH

62 Al2O + 2 H2O −→ Al2O3[s] + 2 H2 Al2O
63 2 AlO2H −→ Al2O3[s] + H2O 1

2
AlO2H

64 CaTiO3[s] Ca + Ti + 3 H2O −→ CaTiO3[s] + 3 H2 min{Ca, Ti}
65 perovskite Ca + TiO + 2 H2O −→ CaTiO3[s] + 2 H2 min{Ca, TiO}
66 (3) Ca + TiO2 + H2O −→ CaTiO3[s] + H2 min{Ca, TiO2}
67 Ca + TiS + 3 H2O −→ CaTiO3[s] + H2S + 2 H2 min{Ca, TiS}
68 CaO + Ti + 2 H2O −→ CaTiO3[s] + 2 H2 min{CaO, Ti}
69 CaO + TiO + H2O −→ CaTiO3[s] + H2 min{CaO, TiO}
70 CaO + TiO2 −→ CaTiO3[s] min{CaO, TiO2}
71 CaO + TiS + 2 H2O −→ CaTiO3[s] + H2S + H2 min{CaO, TiO}
72 CaS + Ti + 3 H2O −→ CaTiO3[s] + H2S + H2 min{CaS, Ti}
73 CaS + TiO + 2 H2O −→ CaTiO3[s] + H2S + 2 H2 min{CaS, TiO}
74 CaS + TiO2 + H2O −→ CaTiO3[s] + H2S min{CaS, TiO2}
75 CaS + TiS + 3 H2O −→ CaTiO3[s] + 2 H2S + H2 min{CaS, TiO}
76 Ca(OH)2 + Ti + H2O −→ CaTiO3[s] + 2 H2 min{Ca(OH)2, Ti}
77 Ca(OH)2 + TiO −→ CaTiO3[s] + H2 min{Ca(OH)2, TiO}
78 Ca(OH)2 + TiO2 −→ CaTiO3[s] + H2O min{Ca(OH)2,TiO2}
79 Ca(OH)2 + TiS + H2O −→ CaTiO3[s] + H2S + H2 min{Ca(OH)2, TiO}
80 2 CaH + 2 Ti + 6 H2O −→ 2 CaTiO3[s] + 7 H2 min{CaH, Ti}
81 2 CaH + 2 TiO + 4 H2O −→ 2 CaTiO3[s] + 5 H2 min{CaH, TiO}
82 2 CaH + 2 TiO2 + 2 H2O −→ 2 CaTiO3[s] + 3 H2 min{CaH, TiO2 }
83 2 CaH + 2 TiS + 6 H2O −→ 2 CaTiO3[s] + 2 H2S +5 H2 min{CaH, TiS}
84 2 CaOH + 2 Ti + 4 H2O −→ 2 CaTiO3[s] + 5 H2 min{CaOH, Ti}
85 2 CaOH + 2 TiO + 2 H2O −→ 2 CaTiO3[s] + 3 H2 min{CaOH, TiO}
86 2 CaOH + 2 TiO2 −→ 2 CaTiO3[s] + H2 min{CaOH, TiO2 }
87 2 CaOH + 2 TiS + 4 H2O −→ 2 CaTiO3[s] + 2 H2S + 3 H2 min{CaOH, TiS}
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8.C Dust optical constants data references

Table 8.5: Dust optical data sources. For details on the wavelength ranges please refer
to Table 1 in Kitzmann and Heng (2018).

Condensate Reference

Al2O3 [s] Begemann et al. (1997)∗t; Koike et al. (1995b)t

CaTiO3[s] Posch et al. (2003)t; Ueda et al. (1998)f

Fe[s] Lynch & Hunter in Palik (1991)t

Fe2O3[s] A.H.M.J. Triaud∗t

FeO[s] Henning et al. (1995)∗t

FeS[s] Pollack et al. (1994)t; Henning and Mutschke (1997)t

Mg2SiO4[s] Jäger et al. (2003)∗t

MgSiO3[s] Jäger et al. (2003)∗t

MgO[s] Roessler & Huffman in Palik (1991)t

SiO[s] Philipp in Palik (1985)t

SiO2 [s] Henning and Mutschke (1997)∗t; Philipp in Palik (1985)t

TiO2 [s] Zeidler et al. (2011b)∗t; Posch et al. (2003)∗t

We note we use the amorphous (sol-gel) data for Mg2SiO4[s] and MgSiO3[s], and the
amorphous data for SiO2[s].
*Data from the Database of Optical Constants for Cosmic Dust, Laboratory Astrophysics
Group of the AIU Jena.
tData from a printed or digital table.
fData from a figure.
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8.D Models with SiO nucleation
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Figure 8.13: Pressure-temperature profiles for cloud-free MARCSmodels (dashed curves)
and cloudy MSG models with SiO nucleation (solid curves), at different effective temper-
atures and log(g) = 4.0. Convective zones are plotted with thicker lines while radiative
zones are plotted with thinner lines.
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Figure 8.14: The average cloud particle size 〈a〉 (top left), the cloud particle number
density nd (top right) and the nucleation rate J? (bottom) along the atmosphere for
models with SiO nucleation at Teff = 2400K, 2100K, 1800K, 1500K and 1200K and
log(g) = 4.0. The corresponding Pgas − Tgas profiles are shown in Fig. 8.13.
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8.E The effect of decreasing the mixing efficiency
- models with SiO nucleation
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Figure 8.15: Composition of the cloud particles in units of volume fractions Vs/Vtot

(top) and the relative gas-phase element depletions εi/ε0i (bottom) for a MSG model with
SiO nucleation, at Teff = 1500K and log(g) = 4.0 and with a 1000 times slower mixing
timescale.
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8.F The effect of decreasing the mixing efficiency
- models with TiO2 nucleation

500 1000 1500 2000 2500 3000 3500

Tgas [K]

−6

−5

−4

−3

−2

−1

0

1

lo
g

(P
g

a
s

[b
ar

])
Mixing timescale τmix

1 x
10 x slower
100 x slower
1000 x slower

Figure 8.16: Pressure-temperature profiles for MSG models with TiO2 nucleation, at
Teff = 1500K and log(g) = 4.0, and different mixing timescale scalings (1x, 10x slower,
100x slower, 1000x slower). Convective zones are plotted with thicker lines while radiative
zones are plotted with thinner lines.
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Figure 8.17: The average cloud particle size 〈a〉 (left), the cloud particle number
density nd (middle) and the nucleation rate J? (right) along the atmosphere for models
with TiO2 nucleation at Teff = 1500K and log(g) = 4.0, and different mixing timescale
scalings (1x, 10x slower, 100x slower, 1000x slower).



CHAPTER 8. A GRID OF MSG CLOUDY MODELS 160

0.0 0.2 0.4 0.6 0.8 1.0

Vs/Vtot

−7

−6

−5

−4

−3

−2

−1

0

1

lo
g

(P
g

a
s

[b
ar

])

TiO2[s]

Mg2SiO4[s]

SiO[s]

SiO2[s]

Fe[s]

Al2O3[s]

CaTiO3[s]

FeO[s]

FeS[s]

Fe2O3[s]

MgO[s]

MgSiO3[s]

−10 −8 −6 −4 −2 0

log (εi/ε
0
i )

−7

−6

−5

−4

−3

−2

−1

0

1

lo
g

(P
g

a
s

[b
ar

])

Mg
Si
Ti
O
Fe
Al
Ca
S

Figure 8.18: Composition of the cloud particles in units of volume fractions Vs/Vtot

(left) and the relative gas-phase element depletions εi/ε0i (right) for a MSG model with
TiO2 nucleation, at Teff = 1500K and log(g) = 4.0 and with a 1000 times slower mixing
timescale.
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Figure 8.19: Top: Synthetic spectra of MSG cloudy models with TiO2 nucleation, at
1500K and log(g) = 4.0. The orange spectrum shows the spectrum for a fully self-
consistent MSG cloudy model. The blue spectrum shows the spectrum for a model where
the mixing timescale was scaled up by 1000 times. The spectrum in grey is that of a
cloud-free MARCS model at the same effective temperature and surface gravity. Bottom:
The flux residual between the model with the mixing timescale scaled up by 1000 times
(blue) and the self-consistent model with no scaling (orange).
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