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Abstract
Cosmology has entered an era where a plethora data is available on structure for-
mation to constrain astrophysics and underlying cosmology. This thesis strives
to both investigate new observables and modeling of the Epoch of Reionization,
as well as to constrain dark energy phenomenology with massive galaxy clusters,
traveling from the dawn of structure formation, when the first galaxies appear, to
its dusk, when a representative part of the mass in the Universe is settled in massive
structures. This hunt for accurate constraints on cosmology is complemented with
the demonstration of novel Bayesian statistical tools and kinematical constraints
on dark energy. Starting at the dawn of structure formation, we study emission
line fluctuations, employing semi-numerical simulations of cosmological volumes
of their line emission, in order to cross-correlate fluctuations in brightness. This
cross-correlation signal encodes information about the state of the inter-galactic
medium, testing neutral versus ionized medium. It thus constrains reionization,
crucially depending on the first ionizing sources, as well as the growth of structure
and therefore cosmology. The detectability of cross-correlation signals is demon-
strated, opening an avenue for a wealth of future observables. At dusk we em-
ploy the abundance of galaxy clusters to constrain both a standard dark energy
scenario and dark energy of negligible sound speed. The latter implies significant
perturbations and therefore clustering of the dark energy fluid, which we strive to
measure. The stage for using non-linear cosmological model information in cluster
growth analyses is set, by re-calibrating the halo mass function. Both models are
constrained with cluster growth data and jointly with other cosmological probes,
to find a shift between them, as well as differing constraints for Fisher matrix fore-
casts. Therefore, the growth of structure and cosmological parameters are shown to
be sensitive to the presence of dark energy perturbations. Lastly, a novel Bayesian
approach is presented, this enables us to enhance the accuracy of our measure-
ments by identifying biased subsets of data and hidden correlation in a model in-
dependent way.



Abstrakt

Kosmologi er nu trådt ind i en ny æra, hvor en overflod af data om strukturdan-
nelse, som kan bruges til at indskrænke astrofysik og de underliggende kosmolo-
giske modeller, er tilgængelig. Denne afhandling bestræber sig på både at under-
søge nye observerbare størrelser og nye modeller af reioniseringsepoken, samt at
præcisere vores fænomologiske forståelse af den mørke energi gennem observa-
tioner af galaksehobe. Jagten på nøjagtige begrænsninger af kosmologien er sup-
pleret af nye Bayesianske værktøjer og kinematiske begrænsninger på mørk en-
ergi. Afhandlingens emnefelte starter ved strukturdannelsens morgenstund, hvor
de første galakser dannes, og strækker sig til dens skumring, hvor en repræsen-
tativ del af Universets masse findes i massive strukturer. Begyndende ved struk-
turdannelsens morgenstund, studerer vi fluktuationer i emissionslinjer igennem
semi-numeriske simulationer af emissionslinjer i kosmologiske volumener, hvilket
gør det muligt at krydskorrelere fluktuationer i lysstyrke. Signalet fra krydskor-
releringen indeholder information om hvorvidt det intergalaktiske medium er neu-
tral eller ioniseret. Signalet begrænser derfor både resionseringen, som afhænger
stærkt af de første ioniserende kilder, samt strukturdannelsen og derved den kos-
mologiske model. Det demonstreres at dette signal kan detekteres, hvilket åbner
op for målinger af mange hidtil uobserverede parametre. Ved strukturdannelsens
skumring bruger vi galaksehobe til at indskrænke parametre for både en standard
mørk energi model, samt en model med negligibel lydhastighed. Den sidste inde-
bærer signifikante perturbationer og medfører derfor overdensiteter i fordelingen
af den mørke energi, som vi forsøger at måle. Halo masse funktionen rekalibreres
for at gøre det muligt at bruge information fra ikke-lineære kosmologiske modeller
til analysen af galaksehobenes vækst. Hver af disse modellers parameterrum ind-
skrænkes af observationer af galaksehobes vækst, samt af spændinger med andre
kosmologiske målinger der enten indgår direkte i en sammensat analyse, eller som
giver forskellige Fisher-matrix fremskrivninger. Vi viser dermed, at strukturdan-
nelsen og de kosmologiske parametre er følsomme for tilstedeværelsen af pertur-
bationer i den mørke energi. Til sidst præsenterer vi en ny Bayesiansk tilgang, som
gør os i stand til at øge nøjagtigheden af målinger ved at identificere systematisk
skævvridne delmængder af komplette datasæt og til at finde skjulte korrelationer
på en model-uafhængig måde.



Zusammenfassung

In der Kosmologie hat eine Ära begonnen, in der eine Fülle an Daten zur Struktur-
bildung zur Verfügung steht, um Astrophysik und zugrundeliegende Kosmologie
zu bestimmen. Diese Arbeit strebt an, zugleich neue Observablen und die Model-
lierung der Epoche der Reionisierung zu untersuchen, als auch die Phänomenolo-
gie dunkler Energie mit massiven Galaxienhaufen zu erkunden; eine Reise von
der Morgenröte der Strukturbildung, wenn die ersten Galaxien erscheinen, bis
zur Abenddämmerung, wenn ein bedeutender Teil der Masse im Universum in
massiven Strukturen angesiedelt ist. Diese Jagd auf genaue Modelleigenschaften
der Kosmologie wird durch die Demonstration neuartiger Bayes’scher statistis-
cher Werkzeuge und eine Untersuchung kinematischer Modelle von dunkler En-
ergie ergänzt. Beginnend mit der Morgenröte der Strukturbildung untersuchen wir
Fluktuationen von Emissionslinien, indem wir semi-numerische Simulationen kos-
mologischer Volumina von Linienemission zur Kreuzkorrelation von Helligkeits-
fluktuationen einsetzen. Dieses Kreuzkorrelationssignal kodiert Informationen zum
Zustand des intergalaktischen Mediums, indem es das neutrale gegen das ion-
isierte Medium testet. Es beschränkt also das Reionisationsmodell, da es entschei-
dend von den ersten Quellen ionisierender Strahlung abhängt, sowie vom Wachs-
tum der Strukturen und damit der Kosmologie. Die Messbarkeit dieser Kreuzkor-
relationssignale wird demonstriert und damit ein Weg eröffnet für eine Fülle zukün-
ftiger Observablen. In der Abendämmerung des Universums verwenden wir die
Häufigkeit von Galaxienhaufen, um sowohl ein Standardszenario der dunklen En-
ergie als auch dunkle Energie mit vernachlässigbarer Ausbreitungsgeschwindigkeit
von Fluktuationen zu untersuchen. Letzteres impliziert erhebliche Perturbatio-
nen und ein Klumpen der dunklen Energie, was wir messen wollen. Die Bühne
für die Verwendung nichtlinearer kosmologischer Modellinformationen in Wach-
stumsanalysen von Galaxienhaufen wird bereitet durch erneutes Kalibrieren der
Verteilungsfunktion von Halos dunkler Materie. Eigenschaften beider Modelle
werden mit Wachstumsdaten von Galaxienhaufen und in Kombination mit an-
deren kosmologischen Proben untersucht. Wir finden dabei eine Verschiebung
der Modellparameter, sowie unterschiedliche Einschränkungen für Fisher-Matrix-
Vorhersagen. Damit wird gezeigt, dass das Wachstum von Strukturen und damit
kosmologische Parameter sensibel sind für das Vorhandensein von Perturbationen
dunkler Energie. Schließlich wird ein neuartiger Bayes’scher Ansatz vorgestellt,
der es uns ermöglicht, die Genauigkeit unserer Messungen zu verbessern, indem
durch Systematiken verfälschte Teilmengen von Daten und verborgene Korrelatio-
nen modellunabhängig identifiziert werden.
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Chapter 1

WHY COSMOLOGICAL
STRUCTURE FORMATION?
OR: THE HUNT FOR MODEL CONSTRAINTS

What is the Universe made of, what are its energy components? How, and accord-
ing to which physical laws does the Universe evolve? These are fundamental ques-
tions closely connected to understanding the world around us. And, given that it is
the light from baryonic structures which we measure and base our experiments on,
knowing how cosmic structure evolves informs us about the astrophysics and cos-
mology of our Universe. The more information on large cosmological spatial scales,
as well as over cosmic time we gain, the better. For both the early Epoch of Reion-
ization and present-day structures, in order to derive constraints on cosmology,
astrophysical effects need to be treated alongside and accurate accounts of non-
linear effects in structure formation need to be developed. Treating astrophysics
alongside cosmology at the non-linear level, and accurately, is a big challenge. We
take on part of this challenge here, by both deriving observables of early structure
growth during the Epoch of Reionization while modeling cosmological volumes of
line emission, as well as including non-linear model information in cosmological
parameter estimates with structure growth data. We will find, that despite the chal-
lenges, more and new observables can significantly improve our understanding of
the Universe.

We start the introductory part of this thesis with a recapitulation of the standard
framework of gravity, together with the cosmological concordance model of cold
dark matter with a cosmological constant in Chapter 2. We proceed in Chapter 3
to motivate the search for dark energy models and new physics beyond a cosmo-
logical constant, in order to explain the observed accelerated expansion at present
time. To detect signatures of a dark energy model that displays a dynamical be-
haviour, it will prove crucial to have, at the non-linear level, structure formation
observables such as galaxy clusters, and at high redshifts measurements from the
Epoch of Reionization. We include results from constraints and forecasts of kine-
matical dark energy models in Section 3.2. After an introduction to the linear and
non-linear treatment of structure formation employed in this thesis in Chapter 4,
we connect in Chapter 5 the theory of structure formation to observables, these ob-
servables encompass the astrophysics of the Epoch of Reionization and the growth
of cosmic structure. We follow with a short introduction on the use of Bayesian
tools to explore biased subsamples of data, namely supernovae Ia.



2 Chapter 1. Introduction: Why cosmological structure formation?

Having introduced both the cosmological framework and the fundamental de-
scription of the observables we would like to expand on in this thesis, we go back to
early times in Chapter 6, to the Cosmic Dawn and the Epoch of Reionization. This is
the time when the formation of collapsed structures leads to the creation of the first
galaxies, and their radiative output heats and then re-ionizes the medium around
them, ending the Dark Ages. We model and simulate cosmological volumes of line
emission to probe the inter-galactic medium during the Epoch of Reionization. It
turns out that the cross-correlation of these line fluctuations is a statistical measure
of ionized regions and a tool to probe the inter-galactic medium, properties of emit-
ting galaxies, and therefore astrophysics, while being sensitive to the cosmology at
play.

From early times and the formation of the first collapsed structures, we will
consider in Chapter 7 the clusters of galaxies that make up the most massive struc-
tures in the Universe. The density fluctuation peaks, evolving over cosmic times
according to baryonic physics, produce these structures. Clusters of galaxies prove
to be rich laboratories, given that both the history of astrophysical processes and
cosmological evolution is encoded in them. As will be shown, dark energy model
phenomenology impacts the measurements of cosmological parameters that we
deduce from cluster growth data.

Finally, in Chapter 8 we will look at combining Bayesian model selection tools
that detect deviating model preferences in subsamples of data with a genetic algo-
rithm, in order to exclude systematics present in model constraints.

Units and conventions

We use units that set c = ~ = kB = 1, with speed of light c, reduced Planck’s
constant ~, and Boltzman’s constant kB. When needed for comparison with obser-
vational quantities, we reinsert the physical values for these constants. Derivatives
with respect to cosmic time are denoted by a dot (·) and with respect to the scale
factor by a prime (′), respectively. The metric signature (−,+,+,+) is used.



Chapter 2

COSMOLOGY & GENERAL
RELATIVITY
OR: WHAT WE THINK WE KNOW

We aim to form an understanding of the fundamental laws that govern the evolu-
tion of our Universe. To do so, we have to have a theoretical framework to explain
the observations we acquire of the world around us. Einstein’s General Relativity
remains an extremely successful description of gravity, despite challenges posed,
while being at the same time almost unique in its simplicity. Together with the stan-
dard picture of a cosmology for a universe which is isotropic and homogeneous at
large enough scales, and the cold dark matter paradigm needed to explain observed
structures, General Relativity describes gravity and the evolution of structures well
enough at scales observed so far, under the caveat of introducing a cosmological
constant to explain cosmic accelerated expansion. As we want to look at the evo-
lution of structures governed by gravity within a cosmological framework, with
additions from astrophysics, we start with the most successful and simple theory
so far, then move on to its application for cosmology in Section 2.2 and to why we
might want to search for alternatives in Chapter 3.

2.1 General Relativity

Einstein’s theory of General Relativity (GR) has been a remarkably successful and
simple theory that continues to pass a multitude of observational tests, while its
implementation in simulations mimics the Universe we observe astoundingly well.
Despite some problems that have been pointed out, from density profiles and abun-
dances of satellite dark matter halos, to the question of how to base the theory on
more fundamental principles, it can still be regarded as the standard model for
gravity today. It is the benchmark for any other model describing gravity and cos-
mology, even if it might prove in the future to fail at describing gravity on all scales.
We will therefore give a brief introduction to its theoretical foundation and frame-
work in this section.

Einstein field equation

The field equation of GR, here with a cosmological constant included to account for
the observed accelerated expansion of the Universe, relates the energy-momentum



4 Chapter 2. Cosmology and General Relativity

tensor Tµν with a cosmological constant Λ and the Einstein tensorGµν , that encodes
the space-time curvature, via

Gµν + Λgµν = 8πGTµν . (2.1)

We stress that this connects the distribution of matter in space-time with the cur-
vature, where freely falling bodies under gravity follow the geodesics of curved
space-time. Once we have the Einstein field equation, the basis, in which the com-
ponents of the space-time metric are expressed, can be chosen and the gauge be
fixed. We will have a look at standard cosmological solutions in Section 2.2. The
Einstein tensor Gµν is defined as

Gµν ≡ Rµν −
1

2
Rgµν , (2.2)

with Riemannian metric tensor gµν defined on a pseudo-Riemannian manifold,
Ricci tensor Rµν and its trace, the scalar curvature R. The Ricci tensor in turn is
a contraction of the Riemann curvature tensor, that describes the change of a vector
field ω after parallel transport along an infinitesimal closed curve, as

R d
abc ωd = ∇a∇bωc −∇b∇aωc −∇[a,b]ωc , (2.3)

where ∇ denotes the connection, which we assume to be torsion-free and metric-
compatible, the Levi-Civita-connection.

The Einstein field equation is obtained by varying with respect to gµν the Einstein-
Hilbert action

S =

∫
d4x
√
g (R+ gµνΛ− Lm) , (2.4)

with Lagrangian Lm for matter fields. Besides the variation of the action, the Ein-
stein field equations can also be derived by assuming energy-momentum conser-
vation,

∇µTµν = 0 , (2.5)

and its relation to geometry with a tensor that fullfills the theorem of Vermeil (1917)
and Cartan (1922), or, in four dimensions, Lovelock’s theorem (Lovelock, 1970;
Lovelock, 1971; Lovelock, 1971). It states

Theorem 1 (Lovelock’s Theorem). In the four dimensional case, the metric and the Ein-
stein tensors are the only possibilities for symmetric tensors of rank two, that are divergence-
free and a combination of the metric tensor and its first two derivatives.

Breaking the different assumptions contained in Lovelock’s theorem is characteris-
tic for modifications of gravity that deviate from GR. We will glimpse at dynamical
dark energy and modified gravity models in Sections 3.2 and 3.3.

Birkhoff’s theorem

As a simple consequence of the Einstein equation, the vacuum field equation for
Tµν = 0 with zero cosmological constant sets the Einstein tensor to zero,

Gµν = 0 , (2.6)

and therefore also the Ricci tensor Rµν = 0. Together with a spherically symmetric
space-time this implies staticity (Jebsen, 1921; Birkhoff and Langer, 1923). In other
words
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Theorem 2 (Birkhoff’s theorem). Any spherically symmetric space-time implies static
and asymptotically flat solutions of the vacuum field equation.

Birkhoff’s theorem ensures the validity of the assumption that in the spherical
collapse formalism, see Section 4.3.1, the collapsing sphere can be treated indepen-
dently as a small separate universe with its own scale factor.

2.2 Standard Cosmological Framework

In the standard picture of cosmology, the so-called ΛCDM paradigm, we employ
GR to describe gravity and the evolution of our Universe, together with the cold
dark matter (CDM) needed to explain the structures that we observe today. The Λ
signifies the inclusion of a cosmological constant to account for a phase of acceler-
ated expansion, that just recently (in cosmological terms) started, after a period of
matter, and before that, radiation domination. Our picture of the Universe’s origin
and evolution is completed with a Big Bang singularity at its beginning, followed
by an inflationary epoch of rapid accelerated expansion. Each component of the
standard ΛCDM picture can observationally tested and altered, as has been done
for example with bouncing universes for the Big Bang singularity, with warm dark
matter or modified Newtonian dynamics for cold dark matter, or with modifica-
tions of gravity in order to replace a cosmological constant.

2.2.1 Background expansion

So far the standard ΛCDM paradigm has weathered most challenges posed and
most alternative theories are described within similar frameworks or investigated
as deviations from this standard picture. We will therefore start with the back-
ground solutions, that describe the dynamics of the Universe, within standard cos-
mology for GR under a Friedmann-Lemaître-Robertson-Walker (FLRW) metric.

FLRW metric

To allow for solutions of the Einstein equation for the dynamics of the Universe,
one resorts to the cosmological principle that is based on spatial homogeneity and
isotropy. This assumption is believed to hold on sufficiently large scales. The FLRW
metric in a flat universe, that conforms to the cosmological principle, reads

ds2 = gµνdxµdxν = −N (t)2 dt2 + a (t)2 δijdx
idxj , (2.7)

for the line element ds of space-time. Fixing the gauge can set the lapse function
N to unity, so that the background expansion can solely be described by the scale
factor a (t) normalised to unity at present time. In this choice the time coordinate t
measures the cosmic time.

In a more general setting in which the universe is allowed to be curved, the
FLRW metric states in hyperspherical coordinates

ds2 = −dt2 + a2
(
dχ2 + f2

K (χ)
(
dθ2 + sin θ2dφ2

))
, (2.8)
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with comoving distance χ and the fK (χ), which is piecewise defined as follows

fK (χ) ≡





sin(χ
√
K)/
√
K K > 0

χ K = 0

sinh(χ
√
|K|)/

√
|K| K < 0

(2.9)

as the transverse comoving distance that depends on the spatial geometry of the
universe via curvature K, with K > 0 signifying an open (spherical), K < 0 a
closed (hyperbolical) and K = 0 a flat universe.

Friedmann equations

Having chosen a coordinate system to solve the Einstein equation (2.1), the stress-
energy tensor needs to be specified. For an ideal fluid with four-velocity uµ =
(dxµ/ds), total energy density ρ and pressure p of all species, the stress-energy
tensor can be written as

Tµν = (ρ+ p)uµuν − pδµν , (2.10)

which reduces to Tµν = diag (−ρ, p, p, p) for u0 = −1 and ui = 0.
From the Einstein field equation around a FLRW background with the stress-energy
tensor of an ideal fluid follow the Friedmann equations

H2 ≡
(
ȧ

a

)2

=
8πGρ

3
− k

a2
+

Λ

3
(2.11)

and
Ḣ +H2 =

ä

a
= −4πG

3
(ρ+ 3p) +

Λ

3
, (2.12)

where we defined the Hubble parameter H . Note the cosmological constant, Λ,
leads to an accelerated expansion when dominating over the other energy com-
ponents, which seems to be the simplest explanation for the observed accelerated
expansion as compared to dynamical dark energy models.

In addition, the useful continuity equation can be derived by combining Fried-
mann equations (2.11) and (2.12), or alternatively, via energy momentum conserva-
tion Tµν;µ = 0. It reads

ρ̇+ 3H (ρ+ p) = 0 (2.13)

Taking a closer look at the total energy density ρ and its constituents, one usu-
ally considers the evolution of the universe for different perfect fluid components
making up the total energy density. These energy components are characterised by
the equation of state parameter w,

w =
p

ρ
, (2.14)

which is the ratio of pressure to density. Its values for different components are, for
example,

w = 0

w = 1/3

w = −1





dust

radiation

Λ
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To connect energy density and scale factor for different perfect fluid components,
the integration of the continuity equation (7.1) gives

ρi ∝ a−3(1+w) , (2.15)

which yields for the different components

ρ ∝ a−3

ρ ∝ a−4

ρ = const.





dust

radiation

Λ

making the constant energy density in the case of Λ evident, while matter and ra-
diation components decrease with an increasing scale factor and therefore cosmic
time. These equations can be used to describe the evolution of the scale factor
a and therefore the dynamics of the Universe at background level in a standard
ΛCDM cosmology (Dodelson, 2003; Amendola and Tsujikawa, 2010). Note that
they are easily generalizable to include, for example, a dark energy component
with an equation of state w that varies with time, or scale factor.

2.2.2 Distances

As we are going to deal in this thesis with different observables, distance indicators
need to be defined. We will briefly introduce here the most common cosmological
distance measures in use (Dodelson, 2003; Amendola and Tsujikawa, 2010).

Comoving distance

The comoving distance χ, which remains the same during cosmic evolution for two
objects at rest, is given by

χ =

∫
cdt

a
=

∫
cda

a2H
= c

∫
dz

H (z)
, (2.16)

where the transformation from scale factor a(t) to redshift z as the variable is pos-
sible via (1 + z) = 1/a.

Transverse comoving distance

The tranverse comoving distance dM was introduced as fK in equation (2.9) when
expressing the metric in hyperspherical coordinates. It depends on comoving dis-
tance and curvature; for zero curvature K it corresponds to the comoving distance.

Angular diameter distance

The angular diameter distance dA is defined as the ratio of size x of an object to the
observed angle θ it subtends, i.e.

dA (a) =
x

θ
. (2.17)

It can simply be connected to the transverse comoving distance as

dA (a) =
dM
a
, (2.18)



8 Chapter 2. Cosmology and General Relativity

and corresponds to the physical distance between object and observer at the time
of light emission.

Luminosity distance

The luminosity distance compares the instrinsic luminosity L of an object with the
flux F measured by an observer, and is defined as

dL (a) =

√
L

4πF
. (2.19)

By assuming knowledge of the instrinsic luminosity of an object, e.g. a supernova,
and measuring its flux, one can infer cosmological parameters. The luminosity
distance connects to the transverse comoving distance via dL (a) = dM/a.

Physical distance

The physical distance r, that grows larger with an increasing scale factor a, is con-
nected to the comoving distance χ via dr = adχ. The physical distance between
two objects at redshift z1 and z2 can therefore be calculated as

r = dH

∫ a2

a1

ada

E(a)
, (2.20)

or equivalently

r = dH

∫ z2

z1

dz

(1 + z)E(z)
, (2.21)

where E ≡ H/H0 denotes the dimensionless expansion history and dH = c/H0 is
the Hubble radius.



Chapter 3

BEYOND THE STANDARD
MODEL
OR: WHAT MIGHT WE not KNOW?

This chapter expands on the idea of what the theory behind gravity might be, while
also looking at the observed present-day accelerated expansion in a way that goes
beyond the simple assumption of a cosmological constant. At the same time the aim
is to have a technically natural theory that also provides a testable phenomenology,
which is distinct from that of the standard GR and ΛCDM framework.

3.1 Why alternatives to standard ΛCDM?

As mentioned, for a theory of gravity that describes the cosmic structures together
with the accelerated expansion observed, it is desirable to search for a theory that
is self-accelerating, while at the same time solving challenges posed to the ΛCDM
paradigm. This should be done on the theory side by exploring general classes of
theories and their phenomenology concerning observable quantities, on the obser-
vational side, by actually moving forward and comparing models beyond ΛCDM
with data.

By self-accelerating we mean a theory that gives rise to cosmic acceleration,
without the necessity of adding a constant vacuum term of a certain value, i.e.
without fine-tuning. Adding this vacuum value of a cosmological constant (CC)
is not a problem in itself, but when comparing the value needed in order to ex-
plain the acceleration rate observed, with the vacuum energy expected for a scalar
field in Quantum Field Theory (QFT) that adds to the CC in the field equation, the
value predicted within QFT is incredibly many orders of magnitude too high, or
the measured CC too low. The vacuum expectation value is

ρvac ≈
m4

64π2
log

(
m2

M2

)
≈ 1074GeV4 , (3.1)

with mass m of a canonical scalar field, and mass cut-off M that depends on the
renormalization scale. Inserting as an example for the cut-off mass the Planck mass
MPl, up to which we expect a theory of gravity to hold, then the predicted vacuum
energy is around 120 orders of magnitude higher than the observed values of ρΛ ≈
10−47GeV4. As the vacuum energy scales with ∼ m4, small changes in m will give
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rise to a very large correction, so that the CC needs to be extremely fine-tuned for
the observed value.

Another challenge posed to Einstein gravity by observational evidence is the
presence of a weakly-interacting matter component that needs to be assumed in
addition to baryonic matter. When measuring the relative abundance of energy
components today, we see we recently entered a phase of accelerated expansion
through dark energy domination, while in the past matter was dominating. The
present-day matter density as compared to the total energy density, which is needed
to explain cosmic structures as they have formed by now, is about Ωm ∼ 0.3, while
only a fraction of Ωb ∼ 0.04 is measured to be due to baryonic matter, e.g. via
constraints from the Cosmic Microwave Background (CMB) and from Big Bang
Nucleosythesis (BBN) on the baryon-to-photon ratio (Steigman, 2007; Ade, 2016a).
The missing non-baryonic component is often explained as a type of matter which
behaves like baryonic matter under gravity, but is dark, in that it does not, or very
weakly, electro-magnetically interact. It is denoted Dark Matter (DM). The CDM
part of the ΛCDM paradigm is Cold Dark Matter. It is assumed to only inter-
act weakly with matter and photons and to be non-relativistic (hence ’cold’). But
also this CDM paradigm seems to have shortcomings when compared to obser-
vations. Examples are the missing satellite problem, an over-prediction of sub-
halos in CDM (Klypin et al., 1999; Moore et al., 1999), the cure-cusp problem, a
peaked cuspy Navarro-Frenk-White (NFW) dark matter profile predicted by sim-
ulations (Navarro, Frenk, and White, 1996a) as compared to more cored profiles
observed (de Blok, 2010), and the correlation between dark matter and baryonic
matter, that manifests itself in the Tully-Fisher (Tully and Fisher, 1977) and the
Faber-Jackson (Faber and Jackson, 1976) relations.

Aside from the relative abundances needed to explain the structures formed at
larger scales, the first evidence for the presence of a dark matter contribution came
from the measurements of galaxy rotation curves. The rotation curves of spiral
galaxies as observed in Rubin, Thonnard, and Ford Jr (1978) showed that the stars
and gas in the outer regions rotate with almost constant velocity around the core
of their galaxy. This is opposed to what can be expected from the luminous mass
distribution traced by stars and galaxies, which is concentrated towards the inner
regions of galaxies, and therefore implies a drop-off in the rotation velocity in the
outer regions that follows

v ≈
√
GMb

r
, (3.2)

with distance r from the galaxy centre and mass seen in baryons Mb. The observed
flatness of galaxy rotation curves then implies, if General Relativity is correct, a
large halo of dark, and therefore unobserved, gravitating matter. Later, the gravita-
tional potential measured by the deflection of light also supported the hypothesis
of having an additional dark matter component. Many candidates for its particle
nature have been proposed, but so far measuring a dark matter particle has been
a difficult task. Alternatively, modifications of gravity have been proposed to ex-
plain the seemingly extra gravitational potential, some trying to explain it together
with the present-day accelerated expansion, but none can confidently be named
successful so far.

Another building block of our standard picture that might call for revision, is
the scenario of an initial phase of accelerated expansion after the Big Bang singular-
ity, called inflation, which usually requires the addition of at least one extra scalar
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degree of freedom. It initially has been suggested to tackle both the flatness prob-
lem, as well as the horizon problem. The flatness problem describes the difficulty
of having a flat universe today, as observed for example with high accuracy for the
CMB, given that the curvature has to be fined-tuned to be extremely tiny at early
times1. The horizon problem describes the surprising isotropy of fluctuations in the
CMB, which points to them having been causally connected in the past. As this con-
nection is limited by the speed of light, only regions smaller than about one degree
should have been connected at the time the CMB light was emitted. An epoch of
early accelerated expansion nicely explains this isotropy, as beforehand the regions
in the much smaller early Universe could have been casually connected. Acceler-
ated expansion also provides a means to flatten space-time.

To hold up the ΛCDM paradigm, these drawbacks have to be dealt with, and
alternatively, the search for theories that come without these drawbacks be pro-
moted.

3.2 Dynamical dark energy

This chapter by no means aims at giving a full review of all theories that seek to de-
scribe cosmic accelerated expansion via dark energy, i.e. adding additional degrees
of freedom, or fields, in the action that describes our theory of gravity. Instead, we
will sketch the main idea behind these modifications and show some simple ex-
amples that lead to an effective behaviour similar to that which we explore in our
studies, for example, where we compare observations to our studies of cold dark
energy in Chapter 7.

Scalar-tensor theories

Prominent examples of theories of gravity that modify GR by adding one or more
extra fields in four dimensions are scalar-tensor theories. In the Einstein frame,
in which gravity is described by the standard Einstein-Hilbert action, the addi-
tional scalar field(s) generally are coupled non-minimally to the gravitational sec-
tor. The extra fields present in scalar-tensor theories introduce, as obvious from
Lovelock’s theorem, (1), modifications to GR. A common feature of all these the-
ories is that the extra field(s) need to be suppressed on scales where GR is well
tested (laboratory and solar system scales) and deviations need to be extremely
small, as is the case for the chameleon (Khoury and Weltman, 2004a; Khoury and
Weltman, 2004b) and symmetron (Hinterbichler and Khoury, 2010) mechanism,
as well as scalar fields that obey a Vainshtein screening (Vainshtein, 1972; Def-
fayet et al., 2002). The Chameleon mechanism enables an evasion of strong con-
straints on non-minimally coupled scalar fields, by a mechanism that gives the
scalar fields an effective environmentally-dependent mass, and the symmetron by
an environmentally-dependent matter coupling, whereas a Vainshtein screening
ensures a GR-like evolution around high densities due to corrections from higher
order perturbations that become significant in a strongly-coupled regime.

Having a closer look at scalar-tensor theories, which are a well-established class
of modified theories to GR and present convenient ways to parametrize deviations

1A scaling of the curvature energy density with a−2 requires ä > 0 for the energy density of
curvature to decrease.
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from GR, a general Lagrangian density can be phrased as (Clifton et al., 2012)

L =
1

16π

√
−g
[
φR− ω (φ)

φ
∇µφ∇µφ− 2Λ (φ)

]
+ Lm (Ψ, gµν) , (3.3)

with arbitrary functions ω (φ) (the ’coupling parameter’) and Λ (φ) (generalised
cosmological constant) of the scaler field φ and Lagrangian density Lm of matter
fields Ψ. For example the Brans-Dicke theory (Brans and Dicke, 1961) is obtained in
the limit ω → constant and Λ→ 0, as well as GR + Λ in the limit ω →∞ and Λ con-
stant. This type of Lagrangian makes it possible to obtain accelerated background
expansion in a technically natural manner by introducing an extra scalar degree of
freedom, which introduces modifications to GR that evade tests of gravity, in an
manner which is dependent on the mass of the scalar. The field equations derived
for the Lagrangian equation (3.3) are invariant under conformal transformations of
the metric gµν .This means that conformal, i.e. angle-conserving, transformations of
the metric tensor can be found, so that we obtain the Einstein field equation, with
the scalar field as an unusual new matter contribution.

We should also mention the most general four dimensional scalar-tensor theory
with second order field equations, the Horndeski Langrangian, which was worked
out in Horndeski (1974) and resurrected by e.g. Deffayet et al. (2011), Kobayashi,
Yamaguchi, and Yokoyama (2011), and De Felice, Kobayashi, and Tsujikawa (2011).
It depends on four arbitrary functions, with one constraint equation, and its cos-
mological application and implications have been successfully studied (see for ex-
ample Copeland, Padilla, and Saffin (2012), Amendola et al. (2013), Narikawa et
al. (2013), Koyama, Niz, and Tasinato (2013), Kase and Tsujikawa (2013), Amen-
dola et al. (2014), and Kase and Tsujikawa (2014)). It can be shown to encom-
pass most scalar-tensor theories, like Galileons introduced in Nicolis, Rattazzi, and
Trincherini (2009), even though theories beyond Horndeski have also been de-
scribed (Zumalacárregui and García-Bellido, 2014; Gleyzes et al., 2015).

Besides scalar-tensor theories, there is a wealth of further alternatives to GR that
include extra fields, like vector-tensor theories, for example Einstein-aether theo-
ries (Jacobson, 2007), or massive gravity theories of a massive spin-2 field. Massive
gravity theories, which can also be seen as a type of bimetric theory, were proposed
in Fierz and Pauli (1939) but shown to be plagued by a ghost, with more recent de-
velopments having sought out a healthy theory of massive gravity, like in Hassan
and Rosen (2011) and de Rham, Gabadadze, and Tolley (2011).

All these theories can lead to an interesting behaviour on cosmological scales,
and the challenge, in order to connect theory and the Universe we observe, is to
connect this wealth of theories and possible behaviours to measurable quantities.
Also, given the breadth of possible phenomenologies, focusing on effective pa-
rameters might be advisable. A theory of gravity which is impossible to prove or
disprove, or at least to be tested with currently obtainable observational accuracy,
barely merits the label ’theory’.

Clustering quintessence and sound speed

Unlike scalar-tensor theories discussed in the previous section, where the addi-
tional field was non-minimally coupled to the metric, extra fields can also couple
minimally to the metric, and often are treated as additional matter fields.
Quintessence (Wetterich, 1988; Ratra and Peebles, 1988) has one minimally cou-
pled canonical scalar field, with fluctuations in the field propagating at the speed
of light. By minimally coupled, we mean that the scalar field φ with potential V (φ)
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is only coupled to the volume element
√
−g. The Lagrangian states

L =
√
−g
[

1

16π
R+ Lφ

]
, Lφ = +

1

2
gµν∂µφ∂νφ− V (φ) . (3.4)

As the field evolves, so does its equation of state, opening the door for investiga-
tions into models of evolving equation of state and/or dark energy contributions
at early times.

Creminelli et al. (2009) found that quintessence can be stable in the so-called
phantom regimew < −1, as long as the sound speed of perturbation propagation is
extremely low. This motivates a closer look at the phenomenology of quintessence
models of negligible speed of sound, so-called clustering, or cold quintessence, as
opposed to quasi-homogeneous theories with the sound speed corresponding to
the speed of light. Quintessence theories with non-canonical kinetic terms, known
as K-essence (Armendariz-Picon, Mukhanov, and Steinhardt, 2000) can produce
such an extremely low sound speed. The action of a K-essence field, which will be
taken to describe quintessence of negligible sound speed, is given by

Lφ =
1

16π

√
−gP (φ,X) , (3.5)

with function P (φ,X) of field φ and kinetic energy X , which is defined as

X ≡ −gµν∂µφ∂νφ (3.6)

and realises the accelerated expansion via the P (φ,X) function.
Perturbing the Lagrangian for a perfect fluid on a flat FLRW background, with

φ (t, x) = φ̄ (t+ π (t, x)), yields (Creminelli et al., 2010a)

L ∝

[
1

2

(
ρ̄Q + p̄Q + 4M4

)
π̇2 − 1

2
(ρ̄Q + p̄Q)

(∇π)2

a2
+

3

2
Ḣ (ρ̄Q + p̄Q)π2

]
, (3.7)

with background density ρ̄Q and background pressure p̄Q of quintessence, and the
slowly time-varying parameter M4 related to the sound speed of quintessence as

c2
s =

ρ̄Q + p̄Q
ρ̄Q + p̄Q + 4M4

, (3.8)

which equivalently can be defined as (Hu and Eisenstein, 1999)

c2
s ≡

δpQ
δρQ

, (3.9)

with pressure perturbation δpQ and density perturbation δρQ of the dark energy
fluid. The relation equation (3.9) is more general in comparison to the adiabatic
sound speed with c2

a = w, where cs = ca only holds for perfect fluids. Equation (3.9)
holds in the rest frame of the dark energy fluid (where its momentum vanishes).
For example, in the Newtonian frame the pressure perturbation can be split up in
an adiabatic and non-adiabatic part for w =const as (Takada, 2006)

δpQ = wδρQ + ρ̄Q
(
c2

s − w
) (
δQ + 3H

uQ
k

)
(3.10)

= c2
sδρQ + 3Hρ̄Q

(
c2

s − w
) uQ
k
, (3.11)
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with peculiar velocity uQ of the dark energy fluid and wavenumber k, where it can
be seen that cs = ca holds for perfect fluids, but also that the definition of the sound
speed is gauge-dependent.

Going back to the effective sound speed equation (3.9), we focus on the limit
cs → 0. This implies vanishing pressure fluctuations for the quintessence fluid,
which means that the fluid follows geodesics which are comoving with dark mat-
ter. One can see the effective sound speed as the speed at which perturbations of
the dark energy fluid travel. Models with cs = 1 that arise for canonical kinetic en-
ergy terms, like for example the simplest quintessence models, are smooth, at least
on sub-horizon scales. Models with cs ∼ 0 in contrast present an interesting phe-
nomenology, insofar as the clustering dark energy fluid contributes significantly to
structure formation processes. For a perturbation with wavelengths smaller than
the sound horizon, the dark energy sound speed sets a characteristic length- or
mass scale in the gravitational clustering process, a Jeans massMJ,e for the collapse
of the dark energy fluid. It is given by (Basse, Eggers Bjælde, and Wong, 2011; Basse
et al., 2014)

MJ,e =
4π

3
ρ̄m

(
λJ

2

)3

, (3.12)

with Jeans length

λJ =

∫ a

0

csda

a2H(a)
. (3.13)

For example sound speeds of 10−4 and 10−5 correspond to mass scales of the order
of 1014M� and 1015M� at the current epoch, respectively, which are the masses of
massive galaxy clusters. For sound speed cs → 0, the Jeans length becomes zero
and the dark energy fluid clusters on all scales, impacting the formation of struc-
tures. The impact of such a cold, or clustering, dark energy fluid on the number
and properties of observed galaxy clusters is investigated in Chapter 7.

Early dark energy

Scalar-tensor theories, among other theories of course, can naturally have an ef-
fective dark energy of state that varies with time, or even scale. The possibility
of the equation of state to lead to a small, but non-negligible, contribution of dark
energy at early times, different from a cosmological constant, therefore presents
itself. These early dark energy (EDE) models need to be in agreement with obser-
vations from the CMB at high redshift and observations of cosmological structures
at lower redshifts. With a large redshift window still unconstrained by data, this
leaves some leeway for the variation of the effective equation of state.

One example introduced and studied by Doran and Robbers (2006) has for the
dark energy density

Ωede =
Ωede,0 − Ωede,i

(
1− a−3w0

)γ

Ωede,i + Ω3w0
m,0

+ Ωede,0

(
1− a−3w0

)γ
, (3.14)

with present-day density parameters of EDE and matter, Ωede,0 and Ωm,0, present-
day equation of state w0, the density parameter Ωede,i at early times and shape
parameter γ. The equation of state evolves as

[
3wQ (a)− aeq

a+ aeq

]
Ωede (a) (1− Ωede (a)) = −dΩede (a)

d ln a
, (3.15)
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with scale factor aeq at the epoch of matter radiation equality.
Another example is the exponential class of EDE models taken from Corasaniti

and Copeland (2003). Here the equation of state is explicitly defined as

wQ (a) = w0 + (wm − w0)

(
1 + eac/∆m

) (
1− e−(a−1)/∆m

)
(
1 + e−(a−ac)/∆m

) (
1− e1/∆m

) , (3.16)

where wm is the equation of state in the matter dominated era, ac the scale factor
of transition from wm to the present-day w0 and ∆m is the width of this transi-
tion. More explicitly, this equation of state was parametrized to match the evolu-
tion of quintessence models with a plethora of underlying scalar field potentials,
and therefore time evolution of wQ. This presents a model independent approach,
which enables one to test a wide class of models with evolution of wQ, without
having to resort to testing each scalar field model one by one. Figure 3.1 shows the
evolution of wQ with scale factor a for quintessence models with different scalar
potentials.

Figure 3.1: Adapted from Corasaniti and Copeland (2003): Evolution of wQ
against the scale factor for an inverse power law model (solid blue line), SUGRA
model (Brax and Martin, 1999, dash red line), two exponential potential model (Bar-
reiro, Copeland, and Nunes, 2000, solid magenta line), AS model (Albrecht and
Skordis, 2000, solid green line) and CNR model (Copeland, Nunes, and Rosati,
2000, dotted orange line).

3.3 Modifications of gravity

As in the previous section, we do not aim here at a full review of theories of modi-
fied gravity, but simply to introduce some context on the hunt for deviations from
GR. As we know from Lovelock’s theorem, (1), another way to go beyond GR is
to allow for field equations with higher than second-order derivatives, or to work
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in more than four dimensions. Examples are more general combinations of Ricci
and Riemann curvature (Ishak and Moldenhauer, 2009) and Kaluza-Klein theo-
ries (Kaluza, 1921; Klein, 1926), or braneworld models like the DGP model de-
veloped in Dvali, Gabadadze, and Porrati (2000).

f (R) theories of gravity, which can be mapped into scalar-tensor theories, have
been extensively studied, where the action is generalised by using a more general
function of the Ricci scalar in the Einstein-Hilbert action equation (2.4) (for reviews
see e.g. Nojiri and Odintsov (2006), Sotiriou and Faraoni (2010), and De Felice and
Tsujikawa (2010)). The Lagrangian for f (R) extensions to GR has the form

L =
√
−gf (R) . (3.17)

In the field equations, derived by varying the action by the metric, the special case
of GR with second-order derivatives can be recovered by setting f = R again. Note
that f (R) theories can be transformed into a scalar-tensor theory as given by equa-
tion (3.3) with coupling ω = 0. Stable cosmological solutions around a FLRW back-
ground are possible and can be used to explain late-time accelerated expansion
of the Universe, while evading solar-system tests via the Chameleon mechanism
mentioned in Section 3.2. This late-time accelerated expansion can be obtained de-
pending on the form of the function f . The equation of state which has to satisfy
w < −1/3 for accelerated expansion, depends on f and its derivatives. The per-
turbed Newtonian potentials can be shown to be of Yukawa type, and therefore
exponentially suppressed for large masses. Depending on the effective mass asso-
ciated to the effective fluid modification, either instabilities arise, or solar system
constraints are violated. Functional forms for f that evade these problems, while
giving rise to late-time accelerated expansion, have been proposed by Hu and Saw-
icki (2007), Appleby and Battye (2007) and Starobinsky (2007). They have been ex-
tensively tested against observations in order to constrain, or tune, the parameters
determining the shape of the f (R) function. Again, as for other modifications of
GR, possible avenue is to parametrize their effective behaviour when comparing to
data.

3.4 Kinematical cosmological models

Dynamical approaches to constraining cosmology aim at deriving cosmological
model parameters, as for example the present-day density parameter of dark en-
ergy. In contrast, the kinematical approach relies on in the study of the accelerated
background expansion via derivatives of the scale factor a and therefore presents
a model-independent alternative to the dynamical approach. It can be based on
weaker assumptions, requiring only that gravity is described by some metric the-
ory and that space-time is isotropic and homogeneous. The FLRW metric and the
evolution equations for the scale factor a (t) are still valid (Frieman, Turner, and
Huterer, 2008).

The kinematical approach

The kinematic parameters up to third order in a Taylor expansion of the scale factor
a (t) are the Hubble parameter H (t), the deceleration parameter q (t) and the j-
parameter j (t). The deceleration parameter, defined historically with a negative
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sign, measures the cosmic acceleration via

q (t) =
ä/a

ȧ2/a2
= −1− Ḣ

H2
, (3.18)

and in terms of the scale factor

q (a) = − 1

H
(aH)′ . (3.19)

Models with present-day q0 < 0 currently undergo acceleration. Finally, the j-
parameter, which represents the change in acceleration as the dimensionless third-
order time derivative of a, is given by

j (t) = − 1

aH2

(
d3a

dt3

)
, (3.20)

and in terms of the scale factor

j (a) = −
(
a2H2

)′′

2H2
. (3.21)

For pressure that is constant with time and either matter domination or the domi-
nation of a cosmological constant, i.e. ΛCDM, we always have j = 1, whereas for a
time evolving pressure j 6= 1. The ΛCDM, or equivalently j = 1, case presents the
zeroth order model, around which we are perturbing. The constant j model can
capture changes in the accelerated expansion of the Universe at certain epochs, e.g.
for the low redshift epoch. However, for a more realistic treatment a time evolution
of j might need to be considered.

For convenience, equation (3.21) can be rewritten as (Blandford et al., 2004;
Rapetti et al., 2007)

a2V ′′ (a)− 2j (a)V (a) = 0 , (3.22)

where

V (a) = −a
2H2

2H2
0

. (3.23)

Inserting the present time a0 = 1 and H = H0, this yields the solution of equa-
tion (3.22) with the initial conditions V (1) = −0.5 and V ′ (1) = −H ′0/H0 − 1 = q0.

Staying for now with a model that allows for a constant deviation of the j-
parameter from the ΛCDM value of j = 1, equation (3.22) can be solved analyti-
cally, to give

V (a) = −
√
a

2

[(
p− u

2p

)
ap +

(
p+ u

2p

)
a−p
]
, (3.24)

with p ≡ (1/2)
√

(1 + 8j) and u ≡ 2 (q0 + 1/4).

Relating kinematics to dynamics

Keeping things simple, i.e neglecting terms of order j or higher, the q-model (as a
function of the deceleration parameter alone) exhibits constant acceleration. The
effective equation of state and the kinematic q variable in this case are connected
via

w = − (1− 2q)

3
(

1− Ωma−3 (H0/H)2
) , (3.25)



18 Chapter 3. Beyond the Standard Model

or equivalently
q = 0.5

(
1 + 3w

(
1− Ωma

−3
)

(H0/H)2
)
. (3.26)

At the current epoch this leads to

q0 = 0.5 (1 + 3w (1− Ωm,0)) . (3.27)

In this case we therefore can relate the present-day deceleration parameter within a
kinematical approach with the standard cosmological parameters of the a dynami-
cal approach.

Taking also the change in acceleration with the j-parameter into account, within
the so-called q-j-model, one finds for dark energy with constant w the relation

j = −0.5 (1 + 3w)− 3q (1 + w) , (3.28)

or, equivalently, from Blandford et al. (2004),

j (a) = 1 +
9w (1 + w) (1− Ωm)

2 (1− Ωm (1− a3w))
. (3.29)

Constraining the q-j-model with observations

In order to compare with observations that are sensitive to the background expan-
sion, like supernovae Ia (SN Ia), inserting V (a) from equation (3.24) into equa-
tion (3.23) gives the evolution of the Hubble parameter as a function of kinematical
parameters. The luminosity distance (2.19) then reads

dL =
c

aH0

∫ 1

a

da

E (a)
=

c

aH0

∫ 1

a

ada

2
√
V (a)

, (3.30)

as E (a) = H/H0 = (1/a)
√

2V (a). The luminosity distance is related to the so-
called distance modulus µi of a supernova i of apparent magnitudemi and absolute
magnitude M , for a cosmological model with parameter set θj , via

µth,i = mth,i −M = 5 log10 dL (zi; θj) + 25 +K , (3.31)

with K being the so-called K-correction, that takes into account that different parts
of the source spectrum are observed at different redshifts. The distance modulus
is used for cosmological parameter inference, measured with SN Ia which are as-
sumed to be standard candles of known absolute magnitude (Amendola and Tsu-
jikawa, 2010). When measuring apparent magnitudes mobs,i of SN Ia, the distance
modulus µobs,i at redshift zi is given by

µobs,i = mobs,i −M = 5 log10 d̂L (zi) , (3.32)

where d̂L is the luminosity distance2. We use the joint light-curve analysis (JLA)
SN Ia sample from Betoule (2014), to calculate the observed distance modulus as

µobs,i = mobs,i − (MB + ∆M − αx1,i + βci) , (3.33)

with color ci and stretch corrections x1,i obtained from supernovae light-curve fit-
ting. We use the global best-fitting values of α = 0.141 and β = 3.101 provided for

2The hat indicates it being in units of H0.
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JLA and the absolute B-magnitudeMB = −19.05±0.02. We account for correlations
of B-band magnitude with galaxy host mass by the step function ∆M = −0.07 for
stellar masses above 1010M�, and zero otherwise. For the dispersion in distance
moduli σi we take the errors of absolute magnitude, colour and stretch into ac-
count. These stem from uncertainties in the flux measurements, intrinsic scatter,
as well as scatter due to peculiar velocities. To obtain parameter constraints on
(q, j), we minimize the chi-square function marginalized over absolute magnitude,
K-correction and present-day value of the Hubble constant, which is given by

χ2 = S2 −
S2

1

S0
. (3.34)

The sums Sn are defined as

Sn =

N ′∑

i

δmn
i

σ2
i

, (3.35)

where δmi = (mobs,i −mth,i) are the magnitude residuals, i.e. the differences be-
tween observed apparent magnitudes and theoretically expected ones.

For the JLA sample we find best-fitting values of q = −0.91 and j = 1.39. The
constraints are, as can be seen in Figure 3.2, consistent with the ΛCDM expectation
of j = 1 at 1σ and accelerated expansion with q < 0.
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Figure 3.2: Constraints on kinematical model parameters (q, j) for the JLA sample
of SN Ia. Contours indicate the 68.3, 95.4 and 99.7% confidence regions.

To investigate constraints of kinematical parameters, which will be possible
with future SN Ia data, we create mock catalogues for the Large Synoptic Telescope
(LSST)3 set of SN Ia, in particular the LSST deep field. To do so, we take the pre-
dicted redshift distribution for the deep field from LSST Science Collaboration et al.
(2009) and calculate the number of SN Ia expected to be observed per year in more

3https://www.lsst.org/lsst_home.shtml
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than two filters and with a selection cut of signal-to-noise S/N > 15. For a ten year
period of observations this gives the number counts binned in redshift as shown in
Figure 3.3 (left). Assuming a best-fitting cosmology of (Ωm = 0.25, w = −1) this
translates to kinematical best-fitting parameters of (q = −0.86, j = 1) as follows
from equations (3.27) and (3.29). We create mock catalogues by drawing for the
fiducial cosmology distance moduli under the expected redshift distribution with
a random Gaussian error of 0.05 mag, which is predicted for the LSST deep field.
As the expected parameter constraints in Figure 3.3 (right) show, 1σ errors smaller
than ∆q ≈ 0.05 and ∆j ≈ 0.1 are within reach with LSST, even more for the full
survey, which will be systematics-limited though. This opens up ample possibil-
ities of for example testing modifications of GR in different directions of the sky,
as we then can divide our supernova sample into different patches, without losing
precision.
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Figure 3.3: Left: Expected number counts binned in redshift for SN Ia detected in
the deep LSST survey. Right: Constraints on kinematical model parameters (q, j)
for our LSST deep field mock catalogue of SN Ia. Contours indicate the 68.3, 95.4
and 99.7 per cent confidence regions.

3.5 The x-factor: Dark matter, Astrophysics, x?

We have mentioned a few ways to go beyond the standard model description of GR
with a cosmological constant in order to describe gravity in Sections 3.2 and 3.3.
Of course not knowing the true theory of gravity at play is only one uncertainty
in our picture of the Universe. Also the second bit in our ΛCDM standard pic-
ture, the cold dark matter part, poses challenges and requires an explanation. Does
CDM really have a particle nature, as proposed by supersymmetric theories? Is
it really completely cold, i.e. non-relativistic, or does it have some relativistic, or
warm, contribution? With what kind of new physics beyond the standard model
of particle physics are we dealing here, or could the dark matter phenomenology
observed even be explained with dark energy and late-time accelerated expansion,
maybe together with the early inflationary epoch? These questions in addition to
the conundrum of accelerated expansion, make it clear that we are dealing with an
equation of many unknowns.
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Additionally, what we measure in cosmology in the end comes down to signals
from baryons and photons that interact. We derive our conclusions regarding the
physics at play from photon-based measurements, in an attempt to constrain a the-
ory on cosmological scales which are inaccessible in the laboratory. In between the
photons we observe and the theory we constrain lies the description we use for the
(baryonic) astrophysics. Talking about precision cosmology is not possible without
having a thorough look at the astronomical and astrophysical uncertainties. For ex-
ample quantities derived from stellar spectral energy distribution (SED) fitting of
galaxies can easily differ by orders of magnitudes depending on details of the mod-
eling. And even if we know about some of the uncertainties and include them into
analyses, there might always be systematics, or mismatches, where models used
turn out to be inadequate. And this can dramatically change our scientific con-
clusions. This needs to be kept in mind when attempting to rule out or constrain
any model, especially as we should always be prepared for new and previously
unexpected avenues which observation and theory could lead us down.





Chapter 4

COSMOLOGICAL
STRUCTURE FORMATION
OR: GRAVITY (AND MORE) AT WORK

4.1 From Dawn till Dusk -
Structure formation in a cosmological context

In this chapter we introduce the basic concepts used in the description of struc-
ture formation and its large-scale evolution. We look at linear perturbation theory
within GR and at the spherical collapse formalism for non-linear evolution within
a Newtonian framework. In linearised GR the perturbations with respect to the
background are assumed small enough that neglecting higher order corrections to
the linear theory is justified. This is the case both at early times where fluctuations
are not yet large enough to become non-linear, as well as at scales large enough
for the small scale non-linearities to be smoothed out. An example of the first case
are fluctuations in the CMB, whereas the second case applies to scales of the cos-
mic large-scale structure larger than some Mpc. The spherical collapse formalism
on the other hand deals with highly non-linear behaviour of collapsing structures,
down to the scales of galaxies, when higher order perturbations indeed become
dominant. This chapter will give a short introduction to both regimes for structure
formation from a theoretical angle. This can describe both the evolution of pertur-
bations in the dawn of our Universe and the most massive collapsed structures, i.e.
massive clusters of galaxies, in the present-day Universe.

4.2 Linear perturbation theory

Here we go beyond the background-level solutions within standard cosmology,
which we treated in Section 2.2.1, and which is valid at largest scales. We introduce
the basic concept of cosmological perturbation theory, in order to be able to com-
pare our cosmological models with observations of the CMB and the large-scale
structure.

To do so, the metric is split into a background and a perturbed part, where the
perturbations are assumed to be small in order for the expansion equation (4.1) to
hold. This requirement also sets the scales at which we can expect the perturbative
results to behave linearly. These linear perturbation scales, where the distribution
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of density fluctuations can be completely described, correspond to≈ 0.1 Mpc−1, or
a couple of Mpc for the present-day Universe, the scales of massive galaxy clusters.
The metric is perturbed linearly as

gµν = ḡµν + δgµν , with δgµν � ḡµν . (4.1)

Around an FLRW background we can employ (2.7) together with a general per-
turbed metric written as

δgµν = a2

(
−2Ψ wi
wi 2Φδij + hij

)
. (4.2)

Here, Ψ and Φ are scalar potentials, wi is a spatial vector, and hij is a traceless
tensor field. The vector wi can be decomposed into a longitudinal and transversal
component, where only the longitudinal part can be written as a gradient of a scalar
E and couples to scalars, like the density perturbation. Additionally, hij can be
decomposed, so that we keep only the traceless part, which can be derived from a
scalar contribution. This leaves us with

δgµν = a2

(
−2Ψ E,i
E,i 2Φδij +DijB

)
, (4.3)

where Dij ≡
(
∂i∂j − 1

3δij∇
2
)

and E,i ≡ ∂E/∂xi. Now the perturbed metric can be
described by four scalar functions: Ψ, Φ, E and B. In the widely used Newtonian
gauge E = B = 0, so that the line element for the metric reads

ds2 = a2
[
− (1 + 2Ψ) dη2 + (1 + 2Φ) δijdx

idxj
]
, (4.4)

and is determined by the time evolution of the scale factor a, as well as the scalar
Newtonian potentials Ψ and Φ. This Newtonian, or shear-free gauge, means that in
a perturbed universe we can, for example, choose particles to follow the comoving
expansion, or free-fall. The Newtonian gauge follows the unperturbed frame of
the background expansion and therefore has a trivial Newtonian limit, measuring
potentials in the weak field limit.

Perturbations in the metric (and therefore the Einstein tensor) are related to the
perturbed energy-momentum tensor in the first order perturbed Einstein equation

δGµν = 8πGδTµν . (4.5)

The energy-momentum tensor for one or more perfect fluids equation (2.10) can be
perturbed to yield

δT 0
0 =− δIρI , (4.6)

δT 0
i =− (1 + wI) ρIv

i
I , (4.7)

δT ii = c2
s,IρIδI , (4.8)

where we sum over fluid components I and for the perturbed four-velocity δuµ =

[−a (1 + Ψ) , avi] holds, with peculiar velocity vi ≡ adxi

dt , as well as the sound speed
of perturbations for fluid component I defined equivalent to equation (3.9) as

c2
s,I ≡

δPI
δρI

. (4.9)
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The perturbed quantities that are involved are the density contrast δ and the veloc-
ity divergence θ. They are defined as

δ ≡ ρ− ρ̄
ρ̄

, θ ≡ ∇ivi . (4.10)

The perturbed Einstein equation (4.5), together with the condition δT ij = 0 for per-
fect fluids that yields equation (4.13), leads to the set of evolution equations

3H
(
HΨ− Φ̇

)
+∇2Φ =− 4πGa2ρIδI , (4.11)

∇2
(

Φ̇−HΨ
)

= 4πGa2 (1 + wI) ρIθI , (4.12)

Ψ + Φ = 0 , (4.13)

Φ̈ + 2HΦ̇−HΨ̇−
(
H2 + 2Ḣ

)
Ψ =− 4πGa2c2

s,IρIδI . (4.14)

We have introduced the conformal Hubble parameter, H ≡ aH . In addition, re-
quiring the perturbed energy-momentum tensor to be conserved,

δTµν;µ = 0 , (4.15)

gives for the ν = 0 component, together with the background continuity equa-
tion (7.1), the continuity equation at first order for perfect fluid I

δ̇I + 3H
(
c2

s,I − wI
)
δ = − (1 + wI) θI . (4.16)

Here Φ̇ was assumed to be negligible, which is valid for a slowly varying field or at
small scales. The ν = i component gives the Euler equation at first order which reads

θ̇I +

[
H (1− 3wI) +

ẇI
1 + wI

]
θI = −∇2

(
c2

s,I

1 + wI
δI

)
+∇2Φ . (4.17)

Note that we can expand these equations in Fourier space with modes k, where
∇ → ik. In the sub-horizon limit of scales significantly smaller than the Hubble
radius, i.e. k � H, the continuity and Euler equation (4.16) and (4.17) can be com-
bined to yield, for example, for a pressureless fluid with w = 0

δ̈ +HḢ + k2c2
sδ =

3

2
H2δ , (4.18)

where equation (4.11) became k2Φ = 4πGρδ = (3/2)H2δ, as (Φ̇−HΨ) ≈ 0 follows
for pressureless fluids from equation (4.12) at sub-horizon scales.

The linear density contrast of matter can be written in terms of the linear growth
factor D (a), so that we have normalized to present time

δm (a) = D+ (a) δm (1) , (4.19)

where the ’+’ signifies the growing mode. For example at matter domination, i.e.
Ωm ∼ 1, we have D+ (a) = a.

The perturbed Einstein equation, as well as continuity and Euler equation, lead
to a system of equations to solve for the evolution of different perfect fluid com-
ponents, that are coupled via the Newtonian potentials, at a linear level. This ex-
pansion up to linear level holds at early times, when fluctuations are small, and at
large scales, where fluctuations are small as well, and therefore can be applied to
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observables like e.g. the CMB, or large-scale structure at scales above a couple of
Mpc.

4.3 Going non-linear

This section goes beyond the linear level in perturbations, with a focus on the
spherical collapse formalism, which we will employ in Chapter 7 to include the
non-linear dark energy model phenomenology in the halo mass function of galaxy
clusters. Other possibilities to go beyond the linear regime of cosmological per-
turbation theory include (in the mildly non-linear regime) the effective field the-
ory of large-scale structure (Creminelli et al., 2006; Carrasco, Hertzberg, and Sen-
atore, 2012), which seeks out a low-energy theory of fluctuations around a time-
dependent background solution, and the use of Lagrangian perturbation theory to
model redshift-space distortions (Wang, Reid, and White, 2014), halo bias (Paran-
jape et al., 2013) and create mock halo catalogues (Paranjape et al., 2013). To go fur-
ther into the non-linear regime, calibration with results from highly non-linear N-
body simulations has been employed, for example to calibrate galaxy cluster num-
ber counts (see Section 5.2.2 for a discussion of halo mass functions) and baryon
acoustic oscillations (Rodríguez-Torres, 2015), as well as for the inclusion of the
non-linear matter power spectrum in Einstein-Boltzmann codes, for example via
the Halofit model (Smith et al., 2003; Takahashi et al., 2012). Another example for
entering the non-linear regime is working within a Post-Newtonian (Blanchet et al.,
1995) theory or (numerical) GR for pulsar and gravitational wave analyses (Buo-
nanno and Damour, 2000; Taracchini et al., 2014; Abbott, 2016a). Also the so-called
parametrized post-Newtonian framework is used to include dark energy or modi-
fied gravity phenomenology beyond GR without dark energy perturbations (Will,
1993).

4.3.1 The spherical collapse formalism

Having treated the background evolution in Section 2.2.1, and linear perturbations
in the previous section, we now want to seek out a framework that allows us to go
beyond the linear level, in order to describe the characteristics of collapsed struc-
tures, such as clusters of galaxies. One way to describe collapsed overdensities in a
highly non-linear regime is the spherical collapse (SC) formalism.

The SC formalism presents a semi-analytical framework that follows the non-
linear perturbed density, or equivalently, evolution of a spherical homogeneous
top-hat overdensity of radius R (connected via mass conservation), until collapse.
The point of collapse for an overdensity is reached when the second order mat-
ter density perturbation diverges, or equivalently, the radius of the overdensity
reaches zero. Following Birkhoff’s theorem (2), the evolution of the spherical over-
density is equivalent to the evolution of a separate closed FLRW universe, where
the scale factor a is replaced by the radius R of the overdensity. The radius evo-
lution of the spherical overdensity is obtained from the Euler equation (4.17) by
replacing a with radius R in Hubble flow, assuming θ = 0 for a pressureless fluid
of w = 0 and a top-hat density profile with ∇δ = 0, so that ä/a = −∇Φ. Hence,
after insertion of the potential gradient ∇Φ = (4πG/3)

∑
(ρI + 3pI), the evolution

of the spherical overdensity is described by

R̈

R
= −4πG

3

∑
(ρI + 3pI) . (4.20)
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The continuity equation (7.1) gives for the evolution of the energy densities of fluid
I within a spherical overdensity of radius R

ρ̇I + 3
Ṙ

R
(ρI + pI) = 0 . (4.21)

In order to solve for collapse, equations (7.8) and (7.9) are numerically evolved until
the radius R reaches singularity.

Equivalently, we can use the continuity and Euler equation in the Newtonian
approximation,

∂ρI
∂t

+ ∇ · (ρI + pI)vI = 0 , (4.22)

∂vI
∂t

+ (vI ·∇)vI +
∇pI + vI ṗI
ρI + pI

+ ∇Φ = 0 , (4.23)

with density ρI , three-velocity vI and pressure pI for each species I . The fluid
quantities are expanded up to second order in the perturbations, for both dark
matter and dark energy (Pace, Waizmann, and Bartelmann, 2010; Pace, Batista, and
Del Popolo, 2014). Non-linear fluctuations in density δI and pressure δpI , as well
as the velocity divergence θI are defined analogous to equation (4.10) at the lin-
ear level. For fluids at fixed comoving coordinates with constant sound speed cs,I

and constant equation of state wI , the corresponding perturbation equations in the
Newtonian limit read

δ̇I + 3H
(
c2

s,I − wI
)
δI +

θI
a

[
(1 + wI) +

(
1 + c2

s,I

)
δI
]

= 0 , (4.24)

θ̇I + 2HθI +
θ2
I

3a
=∇2Φ . (4.25)

The perturbed relativistic Poisson equation for perfect fluids closes the set of equa-
tions that connects density and pressure perturbations with the potential.
It reads (Abramo et al., 2007)

∇2Φ = 4πG
∑

I

(
1 + 3c2

s,I

)
a2ρIδI , (4.26)

where the sum runs over each species I considered.
As mentioned, we aim to derive the non-linear characteristics that describe the

cosmology-dependent formation of bound structures within the SC framework.
These are the density threshold of collapse, the overdensity at virialization and a
possible dark energy mass contribution for cold dark energy at virialization. Their
behaviour will be discussed in detail in Sections 7.3.2 to 7.3.4. To compute these
quantities we take the coupled set of non-linear equations (7.3) to (7.5), as well
as their linearized versions and evolve them. The evolution of the second order
equations is needed to solve for the point of collapse, defined to take place when
the non-linear matter density perturbation diverges. The solution of the first order
equations at the time of collapse then gives the threshold of collapse. Also, the
solutions of the second order equations at the time of virialization give the virial
overdensity and the dark energy mass contribution at virialization for a dark en-
ergy fluid whose sound speed is smaller than one.

So far, the fluid has always been assumed to be without shear and torsion, as
well as with a constant w. Equations (7.3) to (7.5) evolved for the collapse can be
generalised to include effects from shear, torsion and a varyingw. Taking shear and
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torsion into account, the additional term (σ2−ω2)/a enters on the left-hand side of
equation (7.4), as now the term (vI ·∇)vI in equation (4.23) is decomposed into

(vI ·∇)vI =
θ2
I

3
+ σ2 − ω2 , (4.27)

where we have for the shear tensor σ2 = σijσ
ij and the rotation tensor ω2 = ωijω

ij .
The traceless shear tensor and the antisymmetric torsion tensor read

σij =
1

2

(
∂vj
∂xi

+
∂vi
∂xj

)
− 1

3
θδij , (4.28)

ωij =
1

2

(
∂vj
∂xi
− ∂vi
∂xj

)
. (4.29)

Combining equations (7.3) to (7.5) generalized with shear and torsion, while also
leaving w to vary, yields for the evolution of perturbations at non-linear level in the
SC formalism (Pace, Waizmann, and Bartelmann, 2010)

δ̈I +

(
2H − ẇI

1 + wI

)
δ̇I −

4 + 3wI
3 (1 + wI)

δ̇2
I

1 + δI
− (1 + wI) (1 + δI)

(
σ2
I − ω2

I

)

= 4πGρ (1 + wI) (1 + 3wI) δI (1 + δI) . (4.30)

The possibility to include shear and torsion and a varying equation of state, as well
as scale dependence, for example breaking down the top-hat assumption, leaves a
wide variety of model behaviour to explore within the SC formalism. One has to
be cautious though with respect to the limits of validity of this formalism as a semi-
analytical framework to approximate non-linear structure formation, as regards for
example the virialization process for collapsed structures.

4.3.2 Comparison with linearized General Relativity

In linearized GR, and in the quasi-static limit of Φ̇ ≈ 0, the density perturbation
for any component of interest with arbitrary sound speed cs,I and equation of state
wI follows the continuity equation (4.16), and the coupled velocity divergence the
Euler equation (4.17). If we define the adiabatic sound speed ca as

c2
a,I =

ṗ

ρ̇
= wI −

ẇI
3H (1 + wI)

, (4.31)

then the SC formalism only coincides with GR at the linear level if the adiabatic
sound speed is taken to vanish c2

a = 0. This implies that the SC formalism is only
exact in this limit for either pressureless dark matter with w = 0 or a different en-
ergy component that mimics dark matter via the evolution of its equation of state.
Another possibility for the limits to agree is to fulfil the condition c2

s,I = w = 0. This
underlines, that the spherical collapse formalism should in many circumstances be
regarded as an approximation for the full GR behaviour of structure formation,
as realised for example by N-body simulations. Nevertheless, together with cali-
brations from N-body simulations, quantities derived from the SC formalism are
useful tools to describe cosmic structures surprisingly accurately, as we will see for
halo mass functions in Sections 5.2.2 and 7.4.



Chapter 5

PROBING COSMOLOGY AND
STRUCTURE FORMATION
OR: THE UNIVERSE OUR LABORATORY

This chapter takes a look into the rich information the Universe provides us with
regarding its own evolution and different energy components. Because this infor-
mation in the end is extracted from the radiation signals we measure, it depends
on its interactions with baryonic matter while travelling towards us. We will go on
a journey from the Cosmic Dawn and the Epoch of Reionization, where, after the
dark ages that follow the decoupling of radiation and matter resulting in the CMB,
the cold neutral Universe a couple of hundred million years after the Big Bang is
heated and re-ionized by the first stars and galaxies. During this epoch the growth
of structures can still be accurately described at linear perturbative order. Moving
through time over ten billion years to the cosmic web observed today, we see that
massive structures, clusters of galaxies, sit at the nodes of this web in the deepest
potential wells, the very same regions that probably reionized first, but that now
need a non-linear treatment to describe their evolution. We will cover both briefly,
the early epoch when the first galaxies form, and the most massive structures in the
present-day Universe, in this introductory chapter.

5.1 Reionization

During the Cosmic Dawn and Epoch of Reionization (EoR), which follow the Dark
Ages, the first sources of ionizing radiation switch on (around 300 million years
after the Big Bang) and start from the denser regions to ionize the cold neutral
medium, mainly hydrogen, around them. These bubbles or ionized regions grow
in size, see Figure 5.1, until the Universe is fully reionized around a redshift of
about six (Fan et al., 2006; McGreer, Mesinger, and D’Odorico, 2015), i.e. when
the Universe had about one seventh of the size it has today. The hydrogen neu-
tral before reionization emits the so-called 21cm line due to a forbidden spin-flip
transition, while the new ionizing sources emit a range of UV and X-ray radiation.
Measuring emission lines that trace the ionized medium, as well as the redshifted
21 cm line tracing the neutral medium, over the course of reionization will provide
us with a wealth of information on the distribution of matter, growth of structures,
as well as properties of ionizing sources. This can be done both by measuring the
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global signal, which mainly tells about the timing of reionization and dominant
heating sources, as well as the power spectrum for intensity fluctuations, which
will also constrain detailed model properties for the growth of structures. Consis-
tent theoretical modeling in preparation of a detection of power and cross-power
spectra for 21 cm and other emission lines, is therefore central to the work pre-
sented here. Measuring the growth of structures during reionization (closing the
gap between the CMB and lower-redshift large-scale structure studies) is probably
one of the most important goals for today’s cosmology, astrophysics and astronomy
community.

Figure 5.1: Depiction of the Epoch of Reionization, starting from the Dark Ages
(left) to the formation of ionized bubbles, to a fully reionized universe with bright
emission galaxies. Image Credit: http://firstgalaxies.org/aspen_2016/

5.1.1 The global 21 cm signal

Hydrogen is the most abundant element in the Universe. It existed predominantly
in its neutral state before the EoR - of course long enough after the Big Bang for the
Universe to have sufficiently cooled down. Neutral hydrogen emits a hyperfine
line, a forbidden spin flip transition, at λ21,0 ≈ 21 cm or ν21,0 ≈ 1420.2 MHz in
the rest frame. This emission is characteristic of the state of the medium at that
epoch. The brightness of the globally averaged 21 cm signal is largely affected by
the state of the gaseous medium, especially heating by the CMB as well as the first
sources of ionizing radiation. It depends on gas temperature, reionization state, gas
density and radiative background. The different regimes (see e.g. Pritchard and
Loeb (2012) and Liu et al. (2013)) for the global evolution of the redshifted 21 cm
brightness temperature (see equation (5.1)) with redshift, or frequency, is depicted
in Figure 5.2.

Starting with the Dark Ages at high redshift, after the emission of the CMB at
z ∼ 1100 and before the first galaxies form, the gas temperature TK is coupled to
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the CMB temperature Tγ , and therefore the spin temperature TS is effectively cou-
pled collisionally to Tγ in a sufficiently dense and neutral medium, setting TS = Tγ .
Spin temperature signifies here the temperature assigned to the hydrogen gas, and
is defined by the Boltzmann factor for the population of the two hyperfine levels
and the ground state for the hydrogen atom. Around redshifts of 30 . z . 200
the gas cools adiabatically and begins to thermally decouple from the CMB with
TS < Tγ , resulting in a shallow absorption feature. When the density becomes low
enough for collisional coupling between TS and Tγ to be negligible, so that no more
absorption takes place, then radiative coupling sets TS = Tγ again. There is no 21
cm signal, neither in absorption nor in emission. When the first galaxies form at
z & 30, they start to emit both Lyα and X-ray radiation. At lower emissivities Lyα
coupling occurs first and the temperature of the cold gas and the spin temperature
get coupled, so that TS < Tγ , resulting in a deep absorption feature. Fluctuations
in emissivity and density are the most important now, until the Lyα coupling satu-
rates.

An increasing X-ray temperature heats the intergalactic medium (IGM) above
the CMB temperature at some point, so that the neutral hydrogen produces the
21 cm emission line. Fluctuations in the 21 cm line are sourced by temperature
fluctuations, and when the gas is heated everywhere, increasingly by density and
ionization fluctuations. When the gas temperature reaches the post-heating regime
of TK � Tγ , with TS ∼ TK, the dependence of the 21 cm brightness temperature on
the spin temperature becomes negligible, which simplifies equation (5.1). As the
ionizing radiation proceeds with reionizing the initial neutral medium, the 21 cm
signal again slowly decreases, until the Universe is fully ionized.

The 21 cm line emission strength is defined via the 21 cm brightness temper-
ature offset of the spin gas temperature TS from the CMB temperature Tγ , while
taking into account the optical depth τν0 of the medium at rest-frame frequency ν0.
The global signal can be approximated to evolve as

δTb (z) =
TS − Tγ

1 + z

(
1− e−τν0

)

≈ 27x̄HI

(
1− Tγ

TS

)(
1 + z

10

0.15

Ωmh2

)(
Ωbh

2

0.023

)
mK , (5.1)

where redshift z is related to observed frequency ν as z = ν0/ν − 1, with mean
ionization fraction x̄HI, hubble factor h, as well as present-day matter density pa-
rameter Ωm and baryonic density parameter Ωb. For the second line TS � Tγ was
assumed. Before entering this post-heating regime, the spin temperature has to be
fully evolved to derive the 21 cm brightness temperature. In the Rayleigh-Jeans
approximation the spin temperature can be written (Field, 1958)

T−1
S =

T−1
γ + xαT

−1
α + xcT

−1
K

1 + xα + xc
, (5.2)

with coupling coefficients xα and xc for UV scattering - that couples the spin tem-
perature to the Lyα background via Wouthysen-Field effect (Wouthuysen, 1952;
Field, 1958) - and collisions, respectively, gas temperature TK and color tempera-
ture Tc, with Tc ≈ TK in most cases (Furlanetto, Oh, and Briggs, 2006).

The evolution of the global 21 cm temperature depends crucially on the scenar-
ios chosen for the ionizing radiation coming from the first galaxies. Measuring the
redshift dependence of the global 21 cm signal will constrain the characteristics and
sources of the first ionizing and heating sources, as well as for example the speed
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with which reionization has progressed and at which structures have grown1. Due
to the largely unknown properties of the first galaxies, the exact form of the signal is
quite uncertain. Possible heating mechanisms are, for example, X-ray heating from
the first galaxies, comprising also heating through active galactic nuclei (AGN).
Main sources of ionization are believed to be, as mentioned, line emission com-
ing from the first galaxies, due to stellar emission and re-emission or scattering in
the medium, together with Lyα emission. We will describe the modeling of these
sources in more detail, together with the modeling of the spin temperature and the
state of the IGM, characterized by its density, gas temperature and ionization state,
in the following section.

Heating

Reionization

Dark 
Ages

First  
galaxies

Figure 5.2: Adapted from Pritchard and Loeb (2010): Global evolution of the bright-
ness temperature of the redshifted 21 cm signal with frequency, or redshift, for
different scenarios. Solid blue curve: no stars; solid red curve: TS � Tγ and
xH = 1; black dotted curve: no heating; black dashed curve: no ionization; black
solid curve: full calculation.

5.1.2 Reionization modeling and fluctuations

We start this section by describing some of the sources responsible for heating,
producing the ionizing radiation, and discussing how their emission is modeled.
We then proceed to outline a semi-numerical framework that models tomographic
volumes, tracking the state of the IGM via density and temperature evolution and
the evolution of the ionization state.

X-ray heating is the dominant heating source during the Cosmic Dawn and the
EoR. Under the assumption that the emission is proportional to the mass fraction
in halos, or collapsed fraction, fcoll, the X-ray emission rate (in photons s−1) can be

1as always depending on the background cosmology
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expressed as (Mesinger, Furlanetto, and Cen, 2011)

dṄX

dz
= ζXf∗Ωbρcrit,0

(
1 + δRnl

) dV

dz

dfcoll

dt
, (5.3)

where ζX is the X-ray efficiency, i.e. the number of X-ray photons per solar mass,
f∗ the fraction of baryons converted to stars, δRnl the non-linear density at scale R
corresponding to the smallest mass sources, and dV the comoving volume. This
emission rate enters the arrival rate (dφX/dz) of X-ray photons of frequency ν, i.e.
the number of photons s−1 Hz−1 seen at position (x, z). Integrating the evolution
of the gas temperature equation (5.9), with X-ray heating as the dominant heating
source, gives the total X-ray heating rate per baryon εX . This heating rate also
determines part of the Lyα background, where the rate of X-ray conversion to Lyα
is given by

εX,α = εX
fLyα
fheat

, (5.4)

with fraction fLyα of X-ray energy that goes into Lyα photons, and the fraction
fheat of electron energy deposited as heat. This gives for the Lyα flux due to X-ray
heating (in photons cm−2 s−1 Hz−1 sr−1) at position (x, z)

Jα,X (x, z) =
c

4πHνα

εX,α
hPlνα

. (5.5)

The second dominant component of the Lyα background is direct stellar emission,
that redshifts into Lyman-n resonance, given by

Jα,∗ (x, z) =

nmax∑

n=2

frecycle (n)

∫ zmax

z
dz′

1

16π2r2
p

dφ∗
dz′

, (5.6)

with stellar emissivity (dφ∗/dz
′) and proper separation rp between z and z′. The

stellar emissivity (photons s−1 Hz−1) can, similar to equation (5.3) for the the X-ray
emissivity, be written as

dφ∗
dz

= ε (νn) f∗n̄b,0

(
1 + δRnl

) dV

dz

dfcoll

dt
, (5.7)

with the number ε (νn) of photons per Hz per stellar baryon, for rest frame fre-
quency νn at redshift of emission. In this fiducial model, the Lyα background
is produced by X-ray heating and stellar emission, while neglecting other possi-
ble sources such as quasars (Venkatesan, Giroux, and Shull, 2001; Volonteri and
Gnedin, 2009; Madau and Haardt, 2015) or dark matter candidates (Sciama, 1982;
Hansen and Haiman, 2004; Chen and Kamionkowski, 2004; Padmanabhan and
Finkbeiner, 2005; Mapelli, Ferrara, and Pierpaoli, 2006; Cirelli, Iocco, and Panci,
2009; Liu, Slatyer, and Zavala, 2016).

The evolution of the kinetic gas temperature TK, needed also for the calcula-
tion of the X-ray heating rate, depends on the local heating history and is coupled
to the evolution of the ionized fraction xe of the pre-dominantly neutral regions.
Knowing the gas temperature is crucial in order to follow the evolution of the spin
temperature, equation (5.2), in the heating regime before TK � TS. The evolution
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equations are given by (Mesinger and Furlanetto, 2007)

dxe (x, z)

dz
=

dt

dz

[
Λion − αACx

2
enbfH

]
, (5.8)

dTK (x, z)

dz
=

2

3kB (1 + xe)

dt
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∑

p

εp +
2TK

3nb

dnb

dz
− TK

1 + xe

dxe

dz
, (5.9)

with total baryonic number density nb = nb,0 (1 + z)3 [1 + δnl], the heating rate
εp of process p per baryon, ionization rate per baryon Λion, case-A recombination
coefficient αA, clumping factor C (that depends on the simulation cell size) and
hydrogen number fraction fH.

To determine the heating history of the IGM we need to input models for heat-
ing sources, but also, crucially, need to follow the evolution of structure growth via
the non-linear density contrast δnl and the collapsed mass fraction fcoll. Following
the evolution of structure growth is also important to calculate the fluctuations in
21 cm brightness temperature, which are sourced by fluctuations in density, ion-
ization and in the heating regime, also temperature of the IGM. Also, peculiar ve-
locities can impact the result if they are non-negligible with respect to the Hubble
expansion, as can be seen in equation (5.11) in the following section, that describes
the fluctuations in 21 cm brightness temperature.

Evolved density fields can be approximated by moving mass particles accord-
ing to the velocity field derived in the Zel’dovich approximation (Zel’dovich, 1970;
Liddle et al., 1996), starting from a Gaussian random field for initial density fluctu-
ations. In this approximation at linear perturbative order, the density fields evolves
in redshift as δ (z) = δ (0)D (z), whereD (z) is the linear growth factor withD (0) =
12. The halos are filtered in an excursion-set approach that requires one to as-
sume spherical or ellipsoidal collapse. For ellipsoidal collapse, a collapse threshold
δc (M, z), which depends on redshift and filtering scale is employed. The filter-
ing works as follows. At each point x, starting from the largest scales, the field
is smoothed with a filtering function - in this work, this is a real-space top-hat fil-
ter (Mesinger and Furlanetto, 2007), in order to find the largest scale, or mass, such
that the the density at that scale fulfills δ (x,M) > δc (M, z), which then marks mass
and position of a new halo. In this simple approach each new halo is not allowed
to overlap with a previous halo. The positions of halos found through this proce-
dure are then adjusted for each redshift with the linear displacement expected in
the Zel’dovich approximation.

Finally, the ionization field can be generated from the evolved density field via
a filtering procedure for ionized regions. Subsequently smaller filtering scales are
applied at each point of the density field, until the largest scale is found, at which
the condition

fcoll (x,M, z) ≥ ζ−1 (5.10)

holds. Here the collapsed fraction fcoll designates the fraction of mass collapsed to
halos at a scale that corresponds to a mass M . The critical parameter is the ioniza-
tion efficiency ζ, which parametrizes the strength of the radiative field of ionizing
radiation. Physically, it is a combination of the fraction of baryons in stars, the
number of ionizing photons produced per stellar mass and the escape fraction of
ionizing photons from galaxies into the IGM (Choudhury et al., 2016). In equa-
tion (5.10) the same ionizing efficiency is assumed for each halo. An alternative

2For the definition of the growth factor D see equation (4.19) in section 4.2, where we treated linear
perturbations within GR.
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approach, which includes spatial variation in the radiation field due to differences
in recombinations per volume and radiative feedback, simulates the number of
ionizing photons per volume e.g. due to recombinations, and then filters ionized
regions by requiring the number of ionizing photons produced in a region is equal
or higher than the recombination rate. Investigating the impact of these different
filtering assumptions is an interesting avenue for future work, especially in com-
bination with our studies of Lyα line emission in Section 6.3.2. In the meantime,
the parameter ζ is one of the most important model parameters for reionization
modeling, together with the minimal virial mass or virial temperature required for
halos to be able to form stars Tvir, the efficiency of ionizing photons produced per
solar mass ζX, the fraction of baryons turned into stars f∗, and the mean free path
for ionizing radiation RUVmfp.

5.1.3 Power spectra of 21 cm fluctuations

Here we want to take a short look at the statistical properties, namely the power
spectra of emission, that can be used to extract reionization model information from
line fluctuations measured in tomographic intensity mapping experiments.

With the density δnl, velocity dvr/dr, and ionization xHI fields, one can write for
the the 21 cm brightness temperature offset δTb in terms of spin gas temperature TS

and CMB temperature Tγ at redshift z, as also stated in equation (6.1), Section 6.3.1,

δTb (x, z) =
TS − Tγ

1 + z

(
1− e−τν0
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(5.11)

≈ 27xHI (1 + δnl)

(
H

dvr/dr +H

)(
1− Tγ

TS

)(
1 + z

10

0.15

Ωmh2

)(
Ωbh

2

0.023

)
mK ,

where redshift is related to observed frequency ν as z = ν0/ν − 1, optical depth
τν0 at rest frame frequency ν0, ionization fraction xHI, non-linear density contrast
δnl = ρ/ρ̄0 − 1, Hubble parameter H (z), and comoving gradient of line of sight
velocity dvr/dr. Fluctuations δ21 (x, z) for the 21 cm brightness temperature offset
at position x and redshift z can then be calculated as

δ21 (x, z) =
δTb (x, z)

T̄21 (z)
− 1 , (5.12)

with average 21 cm temperature T̄21 (z); analogous for fluctuations in surface bright-
ness. The dimensionless 21 cm power spectrum is defined as

∆̃21 (k) =
k3

(2π2V )

〈
|δ21|2

〉
k
, (5.13)

and the dimensional power spectrum can be expressed as ∆21 (k) = T̄ 2
21∆̃21 (k).

The power spectrum is sensitive to the reionization and cosmological model pa-
rameters, especially as it measures model-dependent behaviour over a large range
of scales. Figure 5.3 shows a power spectrum prediction together with expected
sensitivity levels for the Square Kilometre Array (SKA) from Pritchard et al. (2015),
depicting the measurability of the signal in the near future. It is to be noted, that
constraining the EoR is not only restricted to the analysis of power spectra of 21 cm
brightness fluctuations, but also the intensity of emission lines that trace the ion-
ized medium, like Lyα. It can be mapped by future missions, resulting for example
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in cross-power studies between different tracers for the structure and the state of
the IGM, as investigated in Chapter 6.

Figure 5.3: Adapted from Pritchard et al. (2015): Sensitivity plots of HERA (red
dashed curve), SKA0 (red), SKA1 (blue), and SKA2 (green) at z = 8. Dotted curve
shows the predicted 21cm signal from the density field alone assuming xH = 1 and
TS � Tγ . Vertical black dashed line indicates the smallest wavenumber probed in
the frequency direction k = 2π/y, which may limit foreground removal.

5.1.4 Constraints on the IGM, reionization model, and cosmology

As mentioned in the previous section, the power spectra of 21 cm brightness fluctu-
ations can be used to constrain both modeling and the model parameters of reion-
ization, as well as teach us, jointly with cross-correlation studies, about the state of
the IGM. In Figure 5.4 we show an example of a forecast that constrains reioniza-
tion parameters with fixed cosmology via 21 cm power spectrum measurements.
As we can see here, even though the CMB tightly constrains cosmological param-
eters, their uncertainties still have a non-negligible effect on astrophysical parame-
ters. These forecasts should be taken with some grain(s) of salt though, as the exact
reionization model, the nature of the heating sources as well as the cosmology at
these redshifts are fairly uncertain and have not been measured so far.

5.2 Galaxy clusters

Galaxy clusters trace the peaks of the large-scale structure distribution of the Uni-
verse, and their predicted mass functions are central to cosmological parameter
estimation, see e.g. Allen, Evrard, and Mantz (2011). When searching for model
signatures beyond a cosmological constant, i.e. exploring dark energy model phe-
nomenologies, the detection of scale-dependent behaviour, as traced by cosmic
structures like clusters of galaxies, is crucial. It is important to include the rich non-
linear information encoded in structure formation by employing semi-analytical
modeling of the cluster mass function, in order to compare with data. For models
deviating from a cosmological constant, cosmology-dependent non-linear quan-
tities like the threshold of collapse and the virial overdensity can be derived to
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Figure 5.4: Adapted from Liu and Parsons (2016): Forecasted astrophysical parame-
ter constraints from HERA (Pober et al., 2014; DeBoer, 2016). Light contours signify
68% confidence regions, while dark contours denote 95% confidence regions. Axes
are scaled according to fiducial values Planck’s TT+lowP data. Red contours as-
sume that cosmological parameters are known, whereas blue contours marginalize
over cosmological parameter uncertainties.

re-calibrate the halo mass function (see Chapter 7 for more details). Cosmologi-
cal parameters can then be constrained using MCMC, while simultaneously fitting
mass-observable scaling relations and the cosmological model. Examples of the
rich data available for clusters of galaxies are optical, X-ray and lensing data, for ex-
ample, in Mantz et al. (2010b) and von der Linden et al. (2014), as well as Sunyaev-
Zel’dovich (SZ) detected clusters (Ade, 2016b; Ade, 2016c), that make use of the SZ
effect on the CMB spectrum due to inverse Compton scattering on electrons in the
intracluster plasma. Besides signatures of dark energy phenomenology that will be
explored in this thesis, clusters are also an interesting laboratory to probe baryonic
physics and astrophysical effects laid down in galaxy formation and evolution as
well as the physics of the IGM and intracluster medium. Galaxy clusters are also an
excellent laboratory for constraining the properties of dark matter, as in the case of
the Bullet cluster (Markevitch et al., 2004; Clowe, Randall, and Markevitch, 2007).

5.2.1 Formation and evolution

The cosmic structure we observe forms as a result of gravitational amplification of
primordial density fluctuations in conjunction with other physical processes like
gas dynamics, radiative cooling, and radiative transfer. Locally bound regions (ha-
los of dark matter) emerge, initially via infall, later via a combination of infall and
hierarchical merging. Galaxy clusters are massive bound structures residing in the
most massive dark matter halos of the cosmic web. The history of the evolutionary
dynamics of clusters embedded into the properties of dark matter halos has already
been well studied with N-body simulations in the highly non-linear gravitational
regime, as early as in Bertschinger (1998), up to cosmological volumes (Springel,
2005; Boylan-Kolchin et al., 2009; Crocce et al., 2010; Klypin, Trujillo-Gomez, and
Primack, 2011). The non-linearity of the processes, over a huge range of length
scales (from kpc to tens of Mpc), make this a difficult computational problem. This
is especially true when baryonic physics is included via hydrodynamical simula-
tions (see e.g. Schaye (2015) and Vogelsberger et al. (2014)), i.e. connecting physics
at sub-galactic scales with structure formation at the largest scales. Aside from
baryonic processes and the properties of dark matter, structure formation of course
is highly sensitive to the fiducial cosmological model, with recent simulative efforts



38 Chapter 5. Probing Cosmology and Structure Formation

for example starting to include dark energy phenomenology (Li et al., 2012; Puch-
wein, Baldi, and Springel, 2013; Llinares, Mota, and Winther, 2014; Dubois, 2014;
Khandai et al., 2015).

5.2.2 The halo mass function

The halo mass function (HMF) prediction is employed to compare observations
and theory for parameter estimation, and is introduced in this section. We elaborate
in more detail in Chapter 7 on the use of the cosmology-dependent HMF and its
re-calibration for differing cosmologies, in order to compare with observations of
galaxy clusters.

With N-body simulations, which follow the evolution of the large-scale struc-
ture for collisionless dark matter that only interacts gravitationally, masses and dis-
tributions of dark matter halos under some fiducial cosmology can be obtained. It
is crucial to define the halo boundaries in order to measure halo masses. The two
common algorithms to do so are via percolation, or friends-of-friends (FOF), and
via measuring spherical overdensities (SO). For the FOF method, particles within
a certain distance, to be set, are linked to each other and defined as belonging to-
gether, if they share other common links. Whereas in the SO method a critical
overdensity with respect to either background matter density or critical density of
the Universe is set and the density field filtered in spherical shells until the thresh-
old is reached. The SO method more directly mirrors what is done e.g. for X-ray
observations of clusters to define observed masses.

The highest density peaks of the initial field of density fluctuations that evolved
to the present-day large-scale structure correspond to the distribution of galaxy
clusters. Their expected functional form can be derived from a peak background
split within an excursion set approach. This simply amounts to counting the re-
gions that have an overdensity higher or equal to the collapse threshold δc as in-
troduced in Section 4.3.1, while smoothing the random Gaussian density field over
scales R, or equivalently mass M defined via the background density. Under the
assumption of spherical collapse, Press and Schechter (1974a) derived the expected
abundance of virialized objects above the collapse threshold. The fraction of col-
lapsed objects, with matter field variance σM , that remains Gaussian distributed, is
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with erfc (x) being the error function. For the expected number density dn of halos
in mass range dM , this yields
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with volume VM = M/ρ per collapsed object, which gives, see also equation (7.14),
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where an additional factor of 2 was included to normalize dn as
(
V
∫∞

0 dn/dM
)

=
1, meaning all mass is contained in some collapsed object. The cosmology-dependent
pre-factor that depends on both collapse threshold and matter variance is the so-
called multiplicity function. It is important here that the functional form of the
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multiplicity function f (σ) is fitted to HMFs as measured from N-body simula-
tions. Taking into account spheroidal collapse instead of spherical collapse Sheth
and Tormen (1999) and Sheth, Mo, and Tormen (2001) improved the fit, where the
multiplicity function now is a function of the peak height ν = δc/σM instead of
a function of matter variance alone, see also equation (7.18). Their mass function
was revised in Despali et al. (2016) to account for variations depending on over-
density definitions, but reaffirming the universal shape of the HMF with redshift
and cosmological model, when expressed as a function of peak height. Jenkins et
al. (2001) introduced a three-parameter fit, that does not fit simulations as well as
the Tinker et al. (2008) fit that is widely used in cosmological parameter estimation
with galaxy cluster number count data. For its functional form, see equation (7.14)
in Section 7.4, where we will employ a Tinker mass function re-calibrated with
cosmology-dependencies to constrain dark energy of negligible sound speed.

Similar to the mass function for halos, halo profiles have also been fitted to the
results from N-body simulations. Dark matter halos, driven by gravitational relax-
ation, exhibit a common structure with little scatter, down from smaller satellites
up to massive galaxy clusters. The form of this Navarro-Frenk-White radial pro-
file (Navarro, Frenk, and White, 1996a, NFW) is given by

ρ (r) =
ρcrit∆c

(r/rs) (1 + r/rs)
2 ,

∆c =
200c3

3 [ln 1 + c− c/ (1 + c)]
, (5.17)

with characterictic overdensity ∆c, scale radius rs and concentration c = r200/rs.
As has been shown e.g. in Gao et al. (2008), concentration and mass correlate,
with a concentration of c ∼ 4 suitable for the host halos of galaxy clusters, and
display a redshift dependence. To better fit observations, parametrizations of halo
density profiles derived from hydrodynamical simulations, e.g. in Di Cintio et al.
(2014), have been considered, they include effects of galaxy formation and might
alleviate discrepancies like the core-cusp problem. Density profiles derived from
simulations are crucial for converting observed masses to masses at different over-
densities, as often necessary for comparing galaxy cluster mass measurements with
theoretical expectations at the virial overdensity.

5.2.3 Cluster number counts

Today, galaxy clusters up to redshifts above one have been detected with masses of
∼ 1014M� to ∼ 4× 1015M�, the majority at low redshifts. For a ΛCDM cosmology
within current bounds, a bit short of 106 clusters above 1014M� and a bit more than
103 clusters above 1015M� are expected for the full sky, with median redshifts of
0.8 and 0.4, respectively for their distributions (Allen, Evrard, and Mantz, 2011).
The 105 most massive clusters will be mapped by upcoming surveys, with candi-
dates for the most massive cluster in the Universe already proposed by Holz and
Perlmutter (2012).

Halos are multi-component systems consisting of dark matter as well as baryons
in several phases, i.e. black holes, stars, cold molecular gas, warm or hot gas,
and non-thermal plasma. Observationally, this enables multi-messenger studies
of galaxy clusters, for example in the IR/optical (stars and gas), in the X-ray (non-
thermal plasma), via SZ effect and lensing. Figure 5.5 shows observations of the
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same cluster in X-ray, optical and SZ, already letting one see the wealth of informa-
tion that can be derived via observations of galaxy clusters.

Figure 5.5: Adapted from Allen, Evrard, and Mantz (2011): Images of Abell 1835
(z = 0.25) at X-ray, optical and mm wavelengths, exemplifying the regular multi-
wavelength morphology of a massive, dynamically relaxed cluster. All three im-
ages are centered on the X-ray peak position and have the same spatial scale, 5.2
arcmin or ∼1.2Mpc on a side (extending out to ∼ r2500; Mantz et al. (2010a)).
Figure credits: Left, X-ray: Chandra X-ray Observatory/A. Mantz; Center, Op-
tical: Canada France Hawaii Telescope/A. von der Linden; Right, SZ: Sunyaev
Zel’dovich Array/D. Marrone.

Mass estimates

The masses of collapsed structures are an important property to measure cosmic
growth, which can then, for example, for clusters be compared to predictions from
the halo mass function, connecting observations with underlying cosmology. Dif-
ferent tracers allow for different measurement methods.

Observationally, galaxy clusters are massive bound structures, defined by their
deep gravitational potential that results e.g. in characteristic dispersion velocities
for galaxies in clusters, as well as high gas temperatures for the plasma that makes
up the intracluster medium. Kinetic or thermal energy can be related to the grav-
itational energy via the Virial Theorem, in order to define a cluster assumed to
be virialized within its virial radius Rvir, with virial mass Mvir. In practice, ob-
servables like the gas temperature are measured out to radii that correspond to a
defined overdensity with respect to the background, or critical density, of the Uni-
verse, for example ∆ = 200. Masses derived for that overdensity can be converted
to virial masses for comparison with theoretical expectations using the NFW pro-
file, equation (5.17).

In the optical, dynamical masses are measured from projected galaxy number
densities and velocity dispersion profiles. Under the assumption of dynamical
equilibrium, the mass M within radius r is given by the Jeans equation (Jeans,
1915; Binney and Tremaine, 1987)

M (r) = −rσ
2
r (r)

G

[
d lnσ2

r

d ln r
+

d ln ν

d ln r
+ 2β

]
, (5.18)

with galaxy number density ν, velocity dispersion σr, and the (in general unknown)
velocity anisotropy parameter β. Masses derived from X-ray emission can be mea-
sured, by assuming hydrostatic equilibrium for the cluster gas, via (Sarazin, 1988)
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M (r) = −rkT (r)

Gµmp

[
d lnn

d ln r
+

d lnT

d ln r

]
, (5.19)

with gas temperature T and particle density n, as well as mean molecular weight
µmp. Another option to measure galaxy cluster masses, without the assumption of
dynamical or hydrostatical equilibrium, is weak lensing. Here gravitational shear
profiles, transversally averaged, are fitted with a mass model for the lenses. Also,
measuring the projected mass distribution with strong lensing in the presence of
gravitational arcs is possible. The thermal Sunyaev-Zel’dovich (SZ) signal arises
from the inverse Compton scattering of CMB photons off hot electrons in the intr-
acluster medium. It can serve as another mass proxy, as the size of the effect, i.e.
the distortion of the CMB spectrum, is proportional to the line of sight integral of
gas density times temperature, while conveniently the surface brightness of the SZ
signal stays constant with redshift and does not undergo dimming.

All these different methods to obtain cluster mass proxies have their advantages
and disadvantages, such as different sensitivity to projection effects, with for exam-
ple the main advantage of X-ray surveys being their purity, completeness and tight
correlation of observed quantities like luminosity. They complement each other in
the quest for an accurate measurement of the cluster number count in our Universe,
with the goal being to obtain observables that correlate as tightly as possible with
true cluster masses.

Scaling relations and parameter estimates

A successful approach to derive cosmological model information from galaxy clus-
ters has been to simultaneously fit the cosmology and the observable-mass scaling
relations, while accounting self-consistently for selection effects, covariances and
systematic uncertainties, that enter into a cluster number count likelihood (Mantz
et al., 2010b; Allen, Evrard, and Mantz, 2011).

To estimate cosmology with cluster data, including a simultaneous fit of cos-
mology and observable-mass scaling relations, a likelihood composed of several
building blocks is needed. We note that in practice the scaling relations are fitted
for a targeted subset of galaxy clusters with higher-quality data for e.g. cluster gas
temperature profiles in the case of X-ray data. The full likelihood corresponds to
one that in principle counts sources, with Poissonian noise, as a function of their
properties. To do so, a mass function (dn/d lnM) is needed, that together with
the expansion history of the background, predicts the expected distribution, i.e.
the number of clusters as a function of redshift and mass. Stochastic scaling rela-
tions then connect the observable quantities, say y to cluster masses and redshifts
via P (y|M, z). The observed quantities ŷ, M̂ and ẑ are related to the true cluster
properties y, M , z via sampling distributions P

(
ŷ, M̂ , ẑ|y,M, z

)
, that model the

measurement errors, as a function of mass, redshift and observable quantities. Fi-
nally, a selection function P

(
I|y,M, z, ŷ, M̂ , ẑ

)
needs to be applied, this gives the

probability distribution for clusters to be included in the final data sample. The
predicted number of clusters 〈Ndet,j〉 detected per bin j can then be written as

〈Ndet,j〉 =
(

∆M̂j∆ẑj∆ŷj

)∫
dMdz

dn

d lnM

dV

dz

∫
dy P (y |M, z)

× P
(
ŷj , M̂j , ẑj | y,M, z

)
P
(
I | y,M, z, ŷj , M̂j , ẑj

)
, (5.20)
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with volume element dV/dz and mass, redshift, and ŷ bins ∆M̂j , ∆ẑj and ∆ŷj of
observations.

Treating the full likelihood as a product of independent Poisson distributions
for each detection gives

L ({Nj}) ∝ e−〈Ndet〉
Ndet∏

i=1

〈ndet,j〉 , (5.21)

with 〈ndet,j〉 = 〈Ndet,j〉/(∆M̂j∆ẑj∆ŷj) and actual number of clusters detected in
bin j, Nj ∈ [0, 1].

Scaling relations that are employed in this work are the scaling of X-ray flux
with cluster mass, where the observed X-ray flux is a function of intrinsic lumi-
nosity L, temperature kBT , metallicity Z, and the luminosity distance to the clus-
ter. Following the self-similar model for the evolution of the distribution of cluster
masses and other properties from Kaiser (1986), the relation of L and kBT to the
total mass M of the cluster can be parametrized as

〈l (m)〉 =βlm0 + βlm1 m,

〈t (m)〉 =βtm0 + βtm1 m, (5.22)

with dimensionless variables defined at radius r500, for an overdensity of ∆ = 500
with respect to the background density, as

l = log10

(
L500

E (z) 1044ergs−1

)
,

m = log10

(
E (z)M500

1015M�

)
,

t = log10

(
kBT500

keV

)
. (5.23)

The intrinsic scatter in l and t can be modeled as a bivariate normal distribution
with scatter σlm and σtm. Mantz et al. (2010b) have shown that the data does not
favor the addition of additional complexity in the scaling relation, at least for the
moment. Figure 5.6 shows such scaling relations for X-ray luminosity L (left) and
temperature kBT (right) versus mass M500. In the same way as shown here for X-
ray observables, scaling relations for optical richness of clusters, for gas mass and
weak lensing mass (Mantz et al., 2016b), as well as for SZ observables (Haan, 2016;
Saro, 2016), are employed in the measurement of cluster masses.

Beyond cluster mass functions

A short mention should also be given to the fgas method for cluster gas mass frac-
tion measurements (Allen et al., 2004; Mantz et al., 2014), that depends on the angu-
lar diameter distance, and therefore the cosmological model, as fgas (z) ∝ dA (z)3/2.
Assuming galaxy clusters to be representative of the matter content of the Uni-
verse, due to their size, gives fgas ∝ (Ωb/Ωm). With Ωb constrained by CMB or
BBN observations, Ωm can be constrained by measuring the baryonic mass fraction
in clusters, which is dominated by the X-ray bright gas. In addition, the measured
cluster number counts are often used jointly with other cosmological probes, see
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Figure 5.6: Adapted from Mantz et al. (2016a): Scatter plots summarizing the inte-
grated thermodynamic quantities for which we fit scaling relations with M500 and
E (z). In each panel, the measurement covariance ellipse is shown for the most
massive cluster in the sample. Shaded regions show the 1σ predictions for a subset
of the model space we explore, specifically with the power of E (z) fixed to 2.0 (for
L), or required to be equal to the power of M500 (for kBT ).

Figure 5.7, where galaxy cluster data derived from number counts (X-ray and opti-
cal data), gas mass fraction as well as weak lensing measurements is used in com-
bination with CMB, SN Ia and BAO data. Note how galaxy cluster data serves well
in breaking parameter degeneracies when combined with the other probes. Also
for example the power spectrum for the clustering of clusters can be included in
the analysis, in order to tighten constraints on the parameters, which is envisioned
for upcoming large-scale structure surveys.

We will now proceed to go back in time to the Cosmic Dawn and the Epoch of
Reionization in Chapter 6, when the formation and growth of collapsed structures
lead the first galaxies to emit radiation. But first we will have a short excursion
on supernovae Ia as another cosmological probe and playground to test Bayesian
statistical methods for use with cosmological data.

5.3 Other probes and tools - Example: Bayesian bias search
and SN Ia

5.3.1 Supernovae Ia

Supernovae of type Ia (SN Ia) are extremely luminous events. They probably occur
when a white dwarf exceeds its Chandrasekhar mass limit of about 1.44M� due
to accretion, then the electron degeneracy pressure can no longer support against
gravitational collapse. Because of the similar masses and composition of the pro-
genitors, the light curves of SN Ia are relatively homogeneous and the intrinsic
luminosity is approximately constant at its peak, so that SN Ia can serve as stan-
dard candles. Distances can be inferred via the comparison of absolute and ap-
parent magnitudes. The absolute magnitudes are calibrated using nearby SN Ia
for whom other distance measurements are available, like Cepheids. A discovery
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Figure 5.7: Adapted from Mantz (2015): Constraints on constant-w dark energy
models with minimal neutrino mass (left) and constraints on evolving-w dark en-
ergy models with minimal neutrino mass and without global curvature (right) from
our cluster data (with standard priors on h and Ωbh

2) are compared with results
from CMB (WMAP, ACT and SPT), supernova and BAO (also including priors on
h and Ωbh

2) data, and their combination. The priors on h and Ωbh
2 are not included

in the combined constraints. Dark and light shading indicate the 68.3 and 95.4 per
cent confidence regions respectively, accounting for systematic uncertainties.

chart is shown in Figure 5.8, together with the corresponding light curve measure-
ments for different bands. To correct for the dispersion nevertheless present in peak
luminosities, the quite tight correlation between the characteristic timescale (rep-
resented by the light curve width) and the intrinsic luminosity or absolute mag-
nitude of the event (which due to metallicity depends on diffusion timescales) is
employed. The distance modulus µ, which is the difference between absolute and
apparent magnitude, equation (3.32), is directly related to the luminosity distance
dL, equation (2.19), in units of the Hubble constant H0. The luminosity distances
thus obtained are to be compared to the distances expected for a certain model, e.g.
standard ΛCDM, which can be fitted to the data. The distance moduli of a SN Ia
sample as a function of the redshift often is displayed in form of a Hubble diagram,
see Figure 5.9 for the Union2.1 compilation of SN Ia (Suzuki, 2012).

5.3.2 Robustness and Bayesian model selection

Bayes’ theorem is used to invert conditional probabilities. It can be used to connect
the Bayesian evidence, which is the likelihood averaged over the parameter prior
range, to the probability of a certain underlying model, given the data. The ratio of
the Bayesian evidence, the Bayes factor, for two different models therefore assesses
which model is preferred by the data. For a more detailed introduction see the
appended publication in Appendix B, especially Section 2.1 therein with Bayes’
theorem stated in equation (1) and the Bayes factor in equation (5).

Interestingly, the Bayes factor, or its logarithm that we dub internal robustness,
see equation (8.1), can be employed for assessing if certain sub-partitions of a SN Ia
data prefer a model that is statistically different from the overall best-fitting model
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Figure 5.8: Adapted from (Suzuki, 2012): Left: Composite color (i775 and z850)
image of SCP06G4 from the HST Cluster Supernova Survey, shown in a box of
3.2”×3.3” (North up and East left). Right: Corresponding light curve fits by
SALT2 (Guy, 2007). Flux is normalized to the z850-band zeropoint magnitude. ACS
i775, ACS z850 and NICMOS F110W data is color coded in blue, green and red, re-
spectively.
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Figure 5.9: Adapted from Suzuki (2012): Hubble diagram for the Union2.1 compi-
lation. The solid line represents the best-fit cosmology for a flat ΛCDM Universe
for supernovae alone.
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for the full sample. In principle this can be done for any choice of model and ob-
servable, and even data. In Chapter 8 we search for biased subsets of data as deter-
mined by their distance modulus errors, motivated by a distinctive trend of the er-
rors to become larger with increasing redshift. The error model is parametrized by
a phenomenological parametrization, a polynomial in redshift, mσ (z) =

∑
i λiz

i,
summing over parameters i. The likelihoods for the different partitions of the data
that enter the Bayes ratio can be approximated as Fisher matrices Fpq for large
enough sample sizes. For our phenomenological parametrization up to linear or-
der, see Heneka, Marra, and Amendola (2014), equation (16), Section 2.3 in Ap-
pendix B,

Fpq ≡ −
∂2 logL
∂θp∂θq

=
∑

i

fi,pfi,q
σ2
i

− 1

S0

N ′∑

i

fi,p
σ2
i

∑

j

fj,q
σ2
j

, (5.24)

where θ = (λ0, λ1) denotes the set of parameters, and the sum S0, of the binned
variance σi of the distance modulus errors in this case, is defined as

S0 =

N ′∑

i

1

σ2
i

(5.25)

for sample sizeN ′. Using equation (5.24) to calculate the corresponding Bayes ratio
for different partitions of the data, while assuming no prior knowledge, we strive
to find the partition that has minimal robustness and therefore is different in its
statistical sample properties, hinting at systematics at play. We show in Chapter 8
results for subsets of minimal internal robustness found with a genetic algorithm. By
genetic algorithm we mean letting partitions of data evolve in size and composition
according to selection rules (here samples with lower robustness are favored for
selection), while mutating and crossing over parts of the partition randomly in each
iteration step.

Alternatively, as done in the publication in Appendix B for a cosmological stan-
dard model together with the distance moduli of SN Ia, one can search in a targeted
way by, for example, dividing the data set by separation, survey, redshift, or into
hemispheres and comparing the results to unbiased mock data. This demonstrates
the wide and varied applicability of this Bayesian formalism to the quest for accu-
rate model estimates with cosmological data.



Chapter 6

CROSS-CORRELATION
STUDIES OF REIONIZATION
THIS CHAPTER IS ADAPTED FROM THE ARTICLE:

Probing the IGM with Lyα and 21 cm fluctuations.

6.1 Summary

We study 21 cm and Lyα fluctuations, as well as Hα, while distinguishing between
Lyα emission of galactic, diffuse and scattered IGM origin. Cross-correlation in-
formation about the state of the IGM is obtained, testing neutral versus ionized
medium with different tracers in a semi-numerical simulation setup. In order to
pave the way towards constraints on reionization history and modeling beyond
power spectrum information, we explore parameter dependencies of the cross-
power signal between 21 cm and Lyα, which displays characteristic morphology
and a turn-over from negative to positive correlation at scales of a couple Mpc−1.
In a proof of concept for the extraction of further information on the state of the
IGM using different tracers, we demonstrate the usage of the 21 cm and Hα cross-
correlation signal to determine the relative strength of galactic and IGM emission
in Lyα. We conclude by showing the detectability of the 21 cm and Lyα cross-
correlation signal over about one decade in scale at high S/N for upcoming probes
like SKA and the proposed all-sky intensity mapping satellite SPHEREx, while also
including the Lyα damping tail as well as 21 cm foreground avoidance in the mod-
eling.

6.2 Introduction

At the epoch of reionization the first galaxies emerge some 100 million years af-
ter the Big Bang and their radiation reionizes the then cold, neutral hydrogen that
makes up for most of the intergalactic medium (IGM). Regions of ionized hydro-
gen increase more and more in size, until they completely overlap at the end of
reionization. Constraints from observations of the Lyα forest towards quasars put
the end of this epoch at about one billion years after the Big Bang, or at a redshift
of z ≈ 6 (Fan et al., 2006; McGreer, Mesinger, and D’Odorico, 2015). The exact
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reionization model itself is currently very uncertain, regarding, for example, ioniz-
ing sources that drive it, spatial structure, and the onset of reionization. Intensity
mapping of emission line fluctuations provides a powerful future avenue to test
reionization models and sources, star and galaxy formation, as well as the struc-
ture and composition of the intergalactic medium at high redshifts. It enables us to
test a wide range of scales, with the measurement of line fluctuation power spectra
being feasible with future probes.

One prominent example is the emission of the forbidden spin flip transition
of neutral hydrogen, the so-called 21 cm line. Interferometers such as the Low
Frequency Array (LOFAR, van Haarlem (2013)) and the Murchison Widefield Ar-
ray (MWA, Bowman et al. (2013)) aim to detect the global 21 cm signal; the MWA
is predicted to measure the 21 cm power spectrum over more than a decade in
scale (Lidz et al., 2008; Beardsley et al., 2013). Future probes as the Hydrogen epoch
of reionization Array (HERA) and the Square Kilometre Array (SKA) will be able to
detect power spectra of 21 cm fluctuations at high redshifts over up to two decades
in scale, mapping most of the sky, as well as constrain the timing and morphol-
ogy of reionization, the properties of early galaxies, and the early sources of heat-
ing (Pritchard et al., 2015; Koopmans et al., 2015; DeBoer et al., 2016). A lot of work
goes into modeling and preparing these detections, using semi-numerical simula-
tions, such as 21cmFAST (Mesinger, Furlanetto, and Cen, 2011) or SimFast21 (San-
tos et al., 2010), and hydrodynamical simulations exploring the parameter space
for reionization models, see e.g. Ocvirk et al. (2016a).

In addition to the 21 cm line, intensity mapping of emission lines like CO, C
II, O II, N II or Hα is a promising tool at high redshifts, testing the nature of the
IGM, of star and galaxy formation (Lidz et al., 2011; Gong et al., 2012; Serra, Doré,
and Lagache, 2016). Intensity mapping of the Lyα line, a tracer for the ionized
medium, has been explored and modelled for high redshifts in Silva et al. (2013)
and Pullen, Doré, and Bock (2014). Not only will intensity mapping at higher red-
shifts prove to be important, so too will the mapping of lines like CO and C II at low
redshifts and provide a wealth of information about the galactic and intergalactic
medium. Low-redshift intensity mapping will be able to disentangle foregrounds
for high-redshift measurements via cross-correlation of different tracers (Comaschi,
Yue, and Ferrara, 2016).

When constraining reionization, cross-correlation of different tracers, i.e., emis-
sion lines tracing the neutral versus ionized medium, provide important additional
information. For example as shown in Hutter et al. (2016a), coupling N-body/SPH
simulations (Springel, Yoshida, and White, 2001; Springel, 2005) with radiative
transfer code (Partl et al., 2011), a negative cross-correlation shows up when cross-
correlating 21 cm and Lyα fluctuations, that breaks parameter degeneracies present
in reionization models for power spectra alone. Also, the cross-correlation of 21
cm emission and Lyα emitters improves constraints on the mean ionized frac-
tion (Sobacchi, Mesinger, and Greig, 2016). Encouragingly, the measurement of
line fluctuations beyond 21 cm will be feasible with future missions, as for example
the all-sky infrared intensity mapping satellite SPHEREx proposed in Doré et al.
(2014).

In this chapter we want to show how robust information on reionization is ob-
tained with tools other than the power spectrum, when cross-correlating intensity
maps of line emission for tracers of galactic emission and of neutral and ionized
medium. The cross-correlation signal of intensity maps is less prone to suffer from
systematics or incomplete foreground removal and is quite independent of the ex-
act modeling of line emitting galaxies. We therefore explore in detail, including
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a wealth of physical effects in the simulations, the cross-correlation signal for 21
cm (tracer of neutral IGM) versus Lyα (tracer of ionized medium), as well as Lyα
versus Hα (tracer of galactic emission). We demonstrate the measurability of the
cross-correlation signal, which is highly sensitive to the structure of ionized ver-
sus neutral medium and therefore crucial in constraining reionization history and
models.

Our chapter is organised as follows. We start with a detailed discussion of our
simulation of intensity maps for 21 cm fluctuations, for different Lyα emission com-
ponents and for Hα emission, and show the respective power spectra in Section 6.3.
In Section 6.4 we present the cross-correlation signals of 21 cm and Lyα, as well as
Lyα and Hα, and vary some of the model parameters. We conclude with signal-to-
noise calculations for both 21 cm and Lyα auto spectra as well as their cross-power
spectra for a combined measurement with SKA stage one and SPHEREx in Sec-
tion 6.5.

6.3 Simulation of line fluctuations

6.3.1 21 cm fluctuations

In this section we briefly review the simulated 21 cm line emission, which traces the
neutral intergalactic medium, and will be used for cross-correlation studies in later
sections. Semi-numerical codes efficiently simulate ionization and 21 cm temper-
ature maps, while showing good agreement with both N-body/radiative transfer
codes, as well as analytical modeling at redshifts relevant for the epoch of reion-
ization (Trac, Cen, and Loeb, 2008; Santos et al., 2008). By 21 cm temperature, we
mean the brightness temperature for the forbidden spin flip transition of neutral
hydrogen in its ground state. We aim at achieving time efficient exploration of
model parameter space, especially when coupling the simulation of 21 cm and Lyα
fluctuations for cross-correlations studies, while modeling relevant effects as physi-
cally accurate as possible and improving the modeling with parametrizations from
observations. For the simulation of galactic Lyα and Hα emission contributions in
later sections we also want to create halo catalogs beyond perturbed Lagrangian
density fields. We therefore use the parent code to 21cmFAST, DexM (Mesinger
and Furlanetto, 2007) 1, to create linear density, linear velocity, as well as evolved
velocity fields at first order in Langrangian perturbation theory (Zel’dovich ap-
proximation, Zel’dovich (1970)) and ionization fields in the framework of an ex-
cursion set approach, while having a halo finder option to create a corresponding
halo catalogue. With density, velocity, and ionization fields, the 21 cm brightness
temperature offset δTb of the spin gas temperature TS from CMB temperature Tγ at
redshift z is obtained via

δTb (z) =
TS − Tγ

1 + z

(
1− e−τν0

)
(6.1)

≈ 27xHI (1 + δnl)

(
H

dvr/dr +H

)(
1− Tγ

TS

)(
1 + z

10

0.15

Ωmh2

)(
Ωbh

2

0.023

)
mK,

where redshift is related to observed frequency ν as z = ν0/ν − 1, optical depth
τν0 at rest frame frequency ν0, ionization fraction xHI, non-linear density contrast
δnl = ρ/ρ̄0− 1, Hubble parameter H (z), comoving gradient of line of sight velocity
dvr/dr, as well as present-day matter density Ωm, present-day baryonic density Ωb,

1http://homepage.sns.it/mesinger/Download.html
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and hubble factor h. The approximation in equation (6.1) assumes a post-heating
regime with the CMB background temperature being much smaller than the spin
gas temperature Tγ � TS, so that the full spin gas temperature evolution with
redshift can be neglected when calculating the brightness temperature offset δTb.
For the simulation results shown in this study, we nevertheless ran the full spin
temperature evolution from redshift z = 35 down to z = 6, which is more compu-
tationally costly, for consistency with the calculations of Lyα intensity fluctuations
in the IGM in Section 6.3.2 and 6.3.2, where the full gas temperature evolution is
required. Throughout this work our fiducial cosmology assumes ΛCDM with pa-
rameters

w = −1, Ωm = 0.32, ΩK = 0, Ωb = 0.049,

h = 0.67, σ8 = 0.83, ns = 0.96, Ωr = 8.6× 10−5 ,

as well asNeff = 3.046 and YHe = 0.24. Reionization model parameters are ionizing
photon mean free path RUV

mfp, minimal virial temperature of halos contributing ion-
ising photons Tvir, efficiency parameter for the number of X-ray photons per solar
mass of stars ζX , the fraction of baryons converted to stars f∗, and the efficiency
factor for ionized bubbles ζ. A bubble of radius R is said to be ionized when the
collapse fraction smoothed on scale R fulfils the criterium fcoll ≥ ζ−1. The fiducial
reionization model parameters used throughout this analysis, unless stated other-
wise, are

RUV
mfp = 40 Mpc, Tvir = 104 K,

ζX =1056, f∗ = 0.1, ζ = 10.

All distances and scales are expressed in physical units, not in units of h−1 in the
following.

Figure 6.1 shows the simulated density field (top panels) and 21 cm brightness
temperature offset (middle panels) in a simulation box slice of (200 x 200) Mpc at
redshift z = 10 for mean neutral fraction x̄HI = 0.87 (left panels) and at z = 7 for
x̄HI = 0.27 (right panels). Going from z = 10 to z = 7, i.e., from high to low redshift,
a more peaked density field is obvious, as well as the growth of ionized patches
with negligible 21 cm emission, as 21 cm emission is tracing neutral hydrogen. The
two bottom panels show for comparison the corresponding simulation box of total
Lyα surface brightness for the same density field; the simulation of Lyα emission is
discussed in detail in Section 6.3.2.

We calculate temperature fluctuations on the grid δ21 (x, z) as

δ21 (x, z) =
δTb (x, z)

T̄21 (z)
− 1 (6.2)

with average temperature T̄21 (z); analogous for fluctuations in surface brightness.
In the following we define the dimensionless 21 cm power spectrum as ∆̃21 (k) =
k3/

(
2π2V

) 〈
|δ21|2

〉
k

and the dimensional power spectrum as ∆21 (k) = T̄ 2
21∆̃21 (k).
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Figure 6.1: Slices of simulated density (top) and corresponding 21 cm brightness
temperature offset δTb (middle) in a 200 Mpc box. Left: redshift z = 10 and mean
neutral fraction of x̄HI = 0.87; Right: redshift z = 7 and x̄HI = 0.27; parameter
settings as in Section 6.3.1. The two bottom panels show for comparison the total
simulated Lyα surface brightness in erg s−1cm−2sr−1; for a detailed descriptions
of these simulations, and a description of different contributions to Lyα emission
taken into account, see Section 6.3.2.
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6.3.2 Lyα fluctuations

The simulation of Lyα fluctuations during reionization for both the galactic con-
tribution and the emission stemming from the intergalactic medium (IGM) is de-
scribed in this section. By galactic component we mean the contribution coming
from within the virial radius of Lyα emitting galaxies (LAE) themselves; the IGM
component comprises both the Lyα background caused by X-ray/UV heating and
scattering of Lyman-n photons, as well as the diffuse ionized IGM around galaxies
where hydrogen recombines. Lyα emission itself is the transition of the electron in
neutral hydrogen to the lowest energy state n = 1 from n = 2.

Parametrizing Lyα luminosities

We start by describing our procedure for modeling the Lyα emission from galax-
ies. The different contributions to the Lyα emission from galaxies are closely re-
lated to star formation and therefore can be connected to the star formation rate
(SFR) of galaxies as a function of redshift and halo mass. The dominant source
of Lyα galactic emission is mainly hydrogen recombination, as well as collisional
excitation. Two more subdominant contributors to galactic Lyα emission are con-
tinuum emission via stellar, free-free, free-bound and two photon emission, as well
as gas cooling via collisions and excitations in gas of temperatures smaller than
TK ≈ 104 K (Fardal et al., 2001; Guo et al., 2011; Dopita et al., 2003; Fernandez and
Komatsu, 2006).

We start with recombination as a source of galactic Lyα emission. Ionizing equi-
librium in the interstellar gas is assumed, so that a fraction frec ≈ 66% of hydrogen
recombinations result in the emission of one Lyα photon, for spherical clouds of
about 104 K (Gould and Weinberg, 1996). The fraction of Lyα photons not absorbed
by dust is parametrized as in Hayes et al. (2011)

fLyα (z) = Cdust10−3 (1 + z)ζ , (6.3)

with Cdust = 3.34 and ζ = 2.57. From simulations, the escape fraction of ionizing
photons can be fitted by

fesc (z) = exp
[
−α (z)Mβ(z)

]
, (6.4)

with halo mass M . α and β parameters are functions of redshift as in Razoumov
and Sommer-Larsen (2010). The number of Lyα photons emitted in a galaxy per
second can then be expressed as

ṄLyα = AHefrecfLyα (1− fesc) Ṅion , (6.5)

with the photon fraction that goes into helium ionizationAHe = (4− Yp) / (4− 3Yp),
with helium mass fraction Yp, and the rate of ionizing photons emitted by stars
Ṅion = Qion×SFR. The average number of ionizing photons emitted per solar mass
of star formation is taken to be Qion ≈ 6× 1060M−1

� , following the parametrization
of stellar lifetime and number of ionizing photons emitted per unit time for pop-
ulation II star spectral energy distributions (SED) of solar metallicity in Schaerer
(2002) and integrating over a Salpeter initial mass function. The galactic compo-
nent of Lyα luminosity due to recombination is then simply given by

Lgal
rec = ELyαṄLyα , (6.6)
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where we assume emission at the Lyα rest frequency ν0 = 2.47× 1015 Hz at energy
ELyα = 1.637× 10−11 erg.

The Lyα emission from excitation during hydrogen ionization is estimated in Silva
et al. (2013) for thermal equilibrium, taking SED results from Maraston (2005) to
get an average ionizing photon energy of Eν = 21.4eV, which relates to the energy
emitted as Lyα radiation due to collisional excitation as Eexc/Eν ≈ 0.1 (Gould and
Weinberg, 1996). The Lyα luminosity from excitations of the interstellar medium
then reads

Lgal
exc = fLyα (1− fesc)AHeEexcṄion , (6.7)

again, as in the recombination case, depending on the parametrization of the SFR
as a function of mass and redshift via the rate of ionizing photons Ṅion.

The crucial relation between star formation rate and halo mass for the calcu-
lation of Lyα luminosities is parametrized to match the observed trend of an in-
creasing SFR for smaller mass halos, becoming almost constant for larger halo
masses with M > 1011M� (Conroy and Wechsler, 2009; Popesso et al., 2012). The
parametrization we use throughout this work is taken from Silva et al. (2013) and
was obtained by fitting to a reasonable reionization history, together with a Lyα
luminosity function compatible with observations. This SFR reads

SFR

M�/yr
=
(
2.8× 10−28

)
Ma

(
1 +

M

c1

)b(
1 +

M

c2

)d
, (6.8)

with fitting parameters a = −0.94, d = −1.7, c1 = 109M�, and c2 = 7 × 1010M�.
Plugging this SFR into Lyα luminosities equation (6.6) gives the dependency of Lyα
luminosity on halo mass at fixed redshift. The redshift evolution of Lyα galactic
emission depends on escape fraction fesc (z), fraction of Lyman-photons not ab-
sorbed by dust fLya (z), as well as halo number, mass, and distribution (also creat-
ing a spatial distribution of galactic luminosities). The total galactic Lyα luminosity
due to recombination and excitation is given by

Lgal (M, z) = Lgal
rec (M, z) + Lgal

exc (M, z) , (6.9)

for each halo of massM at redshift z. For simulation boxes with each voxel defined
by position x and redshift z, one can sum the luminosities per voxel and divide by
the comoving voxel volume, in order to get a smoothed luminosity density (per co-
moving volume) on the grid lgal (x, z). For the luminosities per voxel we smoothed
the Lyα emission over virial radii. The comoving luminosity density then can easily
be converted to surface brightness Igal

ν (x, z) via

Igal
ν (x, z) = y (z) d2

A (z)
lgal (x, z)

4πd2
L

, (6.10)

with comoving angular diameter distance dA, proper luminosity distance dL, and
y (z) = dχ/dν = λ0 (1 + z)2 /H (z) (for comoving distance χ, observed frequency
ν and rest-frame wavelength λ0 = 2.46 × 10−15m of Lyα radiation). By assign-
ing Lyα luminosities to host halos depending on halo masses, we have created a
spatial distribution of galactic luminosities in our simulation that follows the halo
distribution and therefore is naturally position-dependent, as can clearly be seen
in Figure 6.2 (top panels). Here we show the Lyα surface brightness for the direct
galactic emission component Igal

ν (x, z) in slices through our simulation, box length
200 Mpc, at redshift z = 10 (left) and z = 7 (right), with more halos emitting in Lyα



54 Chapter 6. Cross-correlation studies of Reionization

Figure 6.2: Slices of simulations of Lyα surface brightness in erg s−1cm−2sr−1 at
(z = 10, x̄HI = 0.87) (left) and (z = 7, x̄HI = 0.27) (right), 200Mpc box length; Top:
Galactic Lyα emission νIgal

ν (x, z) as described in Section 6.3.2; Bottom: Scattered
IGM component νIsIGM

ν (x, z) as described in Section 6.3.2.

as reionization progresses.

Lyα emission from the diffuse IGM

In addition to direct galactic emission, the Lyα emission region is also comprised
of the ionized diffuse IGM around halos (Pullen, Doré, and Bock, 2014). Here ion-
izing radiation escapes the halos of Lyα emitting galaxies and can ionize neutral
hydrogen in the diffuse IGM. Similar to the emission from within halos, Lyα radi-
ation is then re-emitted through recombinations. The comoving number density of
recombinations in the diffuse IGM reads

ṅrec (x, z) = αAne (z)nHII (z) , (6.11)
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with the case A recombination coefficient αA for moderately high redshifts, free
electron density ne = xinb (depending on ionization fraction xi and baryonic co-
moving number density nb), and with nHII = xinb (4− 4Yp) / (4− 3Yp), the co-
moving number density of ionized hydrogen (Yp is the helium mass fraction). The
comoving recombination coefficient αA depends on the IGM gas temperature TK

via (Abel et al., 1997; Furlanetto, Oh, and Briggs, 2006)

αA ≈ 4.2× 10−13
(
TK/104K

)−0.7
(1 + z)3 cm3s−1. (6.12)

The Lyα luminosity density due to recombinations in the IGM is given by

lIGM
rec (x, z) = frecṅrec (x, z)ELyα, (6.13)

where we insert frec ≈ 0.66 for the fraction of Lyα photons emitted per hydrogen
recombination as in Section 6.3.2 for the galactic contribution and a Lyα rest frame
energy of ELyα = 1.637× 10−11erg.

We simulate the number density of recombinations per pixel by evolving gas
temperature TK, baryonic comoving number density nb, and ionization fraction xi

in the IGM and by calculating the Lyα luminosity density for each pixel in our sim-
ulation box. The baryonic comoving number density nb (x, z) is calculated making
use of the non-linear density contrast generated by the DexM code (Mesinger and
Furlanetto, 2007), see also Section 6.3.1, via nb (x, z) = n̄b (1 + z)3 [1 + δnl (x, z)],
where we take the present-day mean baryonic number density to be n̄b (x, z) =
1.905× 10−7cm−3. When evolving gas temperature fluctuations, we extract the gas
temperature TK (x, z) from the evolution equations for the full spin temperature
evolution in the DexM code, which keeps track of the inhomogeneous heating his-
tory of the gas. Alternatively, we can make a conservative estimate for Lyα bright-
ness fluctuations by neglecting fluctuations in gas temperature TK and in baryonic
density nb. When ignoring density perturbations we can set the comoving baryonic
number density to n̄b (z) = 1.905× 10−7 (1 + z)3cm−3. For the case of constant gas
temperature in halos we choose TK = 104 K, corresponding to typical halo virial
temperatures.

The luminosity density lIGM
rec (x, z) can easily be converted into surface bright-

ness IIGM
ν,rec (x, z) of the diffuse IGM via

IIGM
ν,rec (x, z) = y (z) d2

A (z)
lIGM
rec (x, z)

4πd2
L

, (6.14)

as was done in equation (6.10) for the galactic contribution to the total Lyα surface
brightness.

In Figure 6.3 we compare simulations of the Lyα surface brightness for the dif-
fuse IGM component when making a conservative estimate of the brightness fluc-
tuations, by neglecting fluctuations in gas temperature TK and in comoving bary-
onic density nb (top panels), when taking into account fluctuations in gas temper-
ature TK (middle panels), and when taking into account fluctuations in both gas
temperature TK and comoving baryonic density nb (bottom panels), for the case of
redshift z = 10 (left panels) and z = 7 (right panels). As expected, fluctuations in
surface brightness become more pronounced when taking into account fluctuations
in gas temperature and baryonic density.
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Figure 6.3: Slices of simulations of 200 Mpc box length at (z = 10, x̄HI = 0.87) (left)
and (z = 7, x̄HI = 0.27) (right) of Lyα surface brightness in erg s−1cm−2sr−1 for the
diffuse IGM IIGM

ν,rec (x, z). Top panels depict the brightness fluctuations for constant
gas temperature and comoving baryonic density, middle panels for varying gas
temperature and constant comoving baryonic density, and bottom panels for both
gas temperature and comoving baryonic density varying.
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Lyα emission from the scattered IGM

In this section we briefly describe the scattered Lyα IGM background during reion-
ization. The contributors are X-ray and UV heating, as well as direct stellar emis-
sion via scattering in the IGM of Lyman-n photons emitted from galaxies. Unlike
the galactic contribution in Section 6.3.2, where the parametrization boils down to
a dependence on halo mass via the SFR, for the scattered IGM emission in Lyα we
need to follow the evolution of gas temperature and ionization state at each point
(x, z) in the simulation box, as done for the diffuse IGM in the previous section. We
make use of the Lyα background which has been evolved as described in Mesinger,
Furlanetto, and Cen (2011) for 21cmFAST/DexM. It takes into account X-ray exci-
tation of neutral hydrogen, with X-ray heating balanced by photons redshifting out
of Lyα resonance (Pritchard and Furlanetto, 2007), as well as direct stellar emission
of UV photons emitted between the Lyα frequency and the Lyman limit, which red-
shift into Lyman-n resonance and are absorbed by the IGM. The emission due to
stellar emissivity is estimated as a sum over Lyman resonances as e.g. in (Barkana
and Loeb, 2005). Snapshots of the spherically averaged Lyα photon counts per
unit area, unit time, unit frequency, and unit steradian Jα due to X-ray heating
and direct stellar emission in the UV, are extracted and converted to Lyα surface
brightness of the scattered IGM IsIGM

ν (x, z) via (Silva et al., 2013)

IsIGM
ν (x, z) =

6ELyαd
2
A

(1 + z)2 d2
L

Jα. (6.15)

We note, that in the setup used here, the Lyα background does not include soft-
UV sources such as quasars. It is also important to mention that the same density
fields, and therefore ionization and halo fields derived, are used for both the dif-
fuse and scattered IGM components shown, along with the galactic emission in
Lyα. Figure 6.2 (bottom panels) shows the extracted IGM component in Lyα sur-
face brightness at z = 10 and z = 7. Between z = 10 and z = 7 the scattered
IGM is clearly lit up by Lyα, with filamentary structures more pronounced at lower
redshift.

Power spectra and summary Lyα simulation

The steps taken to simulate the Lyα surface brightness fluctuations are summed up
in the following.

After parametrizing the Lyα luminosities as a function of redshift and halo mass
in Section 6.3.2, we need to assign luminosities to host halos. We run a halo finder
on the density field at a given redshift, evolved from one set of initial density fluc-
tuations. Then luminosities are assigned to galaxy host halos with halo masses
above a minimum mass Mmin (corresponding for example to Mmin = 1.3× 108M�
at z = 7), equivalent to a minimum virial temperature Tvir = 104 K needed for suffi-
cient efficiency of baryonic cooling when forming galaxies. Maximum halo masses
found correspond to ≈ 3 × 1011M� at z = 10 and ≈ 2 × 1012M� at z = 7. As
mentioned in Section 6.3.2, equation (6.8) is a parametrization of the star formation
rate that captures a reionization history and luminosity function compatible with
observations, fitting the abundance of Lyα emitters. A possible further tuning of
the simulated luminosities to an observed luminosity function can be obtained in
this step by varying the duty cycle fduty, which randomly assigns fduty-percent of
halos as hosting a galaxy. A duty cycle fduty = 1 means that all halos above Mmin

are assumed to host a galaxy that emits in Lyα; a duty cycle smaller than one takes
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into account that not all halos might host a galaxy bright in Lyα. We set fduty to
one here, as our SFR was tuned to fit luminosity functions from observations, but
will briefly show the impact of introducing a duty cycle smaller than one in Sec-
tion 6.4.1. One can account for the distribution of satellite galaxies to further refine
the distribution of Lyα emitters in future analyses. After assigning Lyα luminosi-
ties to host halos, we build the smoothed field of the galactic contribution Igal

ν (x, z)
to Lyα surface brightness as in equation (6.10); shown in Figure 6.2 (top panels) for
redshift z = 10 (left) and z = 7 (right).

In addition to the surface brightness due to direct galactic emission, the emit-
ting region is also comprised of ionized diffuse IGM around halos, as discussed
in Section 6.3.2. The resulting Lyα surface brightness IIGM

ν,rec (x, z) is given by equa-
tion (6.14) and presented in Figure 6.3 for redshift z = 10 (left panels) and z =
7 (right panels), when neglecting fluctuations in gas temperature and comoving
baryonic density (top panels), when taking into account fluctuations in gas temper-
ature TK (middle panels), and in both gas temperature TK and comoving baryonic
density nb (bottom panels). Alongside with the modeling of galactic emission from
the halo and emission from the surrounding diffuse IGM, we run the evolution
of the scattered Lyα background for the same density, ionization field, and halo
fields, taking into account UV/X-ray heating and scattering of Lyman-n photons.
We therefore only treat one realization of density, luminosity, and brightness fields.
The UV/X-ray heating and scattering of Lyman-n photons gives the scattered IGM
contribution to the Lyα surface brightness IIGM

ν,diff (x, z), as described in Section 6.3.2
and shown in Figure 6.2 (bottom panels) for redshift z = 10 (left) and z = 7 (right).
For the simulation of both emission from the scattered and the diffuse IGM, we run
the full evolution of gas temperature and gas density, as well as ionization fraction
of the IGM.

Having simulated the different contributions to Lyα surface brightness, the fluc-
tuations in the smoothed surface brightness field read

δIν (x, z) =
∑

i

νIν,i (x, z)

νĪν,i (z)
− 1 , (6.16)

summing, when wanted, pixelwise at observed frequency ν, over Lyα contribu-
tions to the surface brightness, i.e., galactic, diffuse, and scattered IGM, with mean
Lyα surface brightness Īν (z). We express the dimensionless power spectrum as
∆̃Lyα (k) = k3/

(
2π2V

) 〈
|δIν |2

〉
k

and, when a comparison of emission strength is
desirable, we use the dimensional power spectrum ∆Lyα (k) =

(
νĪν
)2

∆̃Lyα (k).
Figure 6.4 shows the power spectra at redshift z = 10 (top panel) and z = 7

(bottom panel) for the three dominant contributions to Lyα surface brightness fluc-
tuations, i.e., for direct galactic emission (gal), for diffuse IGM emission (dIGM),
when neglecting fluctuations in gas temperature and comoving baryonic density,
and for scattered IGM emission (sIGM), as well as total emission (tot). The Lyα
surface brightness of the diffuse IGM component proves to be sub-dominant and
less k-dependent in comparison to the galactic emission component, and again the
power increases at lower redshift towards a fully ionized universe. Table 6.1 sums
up the corresponding mean intensities for each emission component. To check con-
sistency, we compare with Lyα power spectrum results from other work in Ap-
pendix A.1.

Figure 6.5 depicts the power spectra of Lyα surface brightness for the diffuse
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Table 6.1:
Mean surface brightness of Lyα emission, for different sources at redshift z = 10
and z = 7. See Figure 6.4 for corresponding power spectra.

Source of emission νIν (z = 10) νIν (z = 7)
(erg s−1 cm−2 sr−1)
Total 3.1× 10−9 1.8× 10−8

Galactic 3.3× 10−10 1.0× 10−8

Diffuse IGM 2.7× 10−9 5.1× 10−9

Scattered IGM 2.5× 10−11 2.9× 10−9

Figure 6.4: Lyα power spectra in surface brightness (νIν): total emission (tot, red),
galaxy (gal, blue), diffuse IGM (dIGM, cyan) and scattered IGM (sIGM, orchid)
contributions for redshift z = 10 (top panel) and z = 7 (bottom panel).

IGM both when neglecting and when taking into account fluctuations in gas tem-
perature and comoving baryonic density for redshift z = 10 (top panels) and red-
shift z = 7 (bottom penals). As expected, taking into account temperature and
density fluctuations increases the power. We will take the simulation of the Lyα
emission in the diffuse IGM for constant gas temperature and constant baryonic
density as a conservative lower bound for our cross-correlation studies in the fol-
lowing sections, as also our simulation of 21 cm emission deal with a uniform ion-
ization field (each pixel is assigned to be either fully ionized or neutral).

6.3.3 Hα fluctuations and power spectra

Unlike Lyα, which also has an IGM component, both diffuse and scattered, Hα
emission can be assumed to be of purely galactic origin. It traces the ionized hy-
drogen component in galaxies. Thus Hα is an interesting tracer of the galaxy-only
component in emission, as compared to Lyα, and can be used to single out the
amount of the galactic contribution versus IGM contribution in Lyα brightness via
cross-correlation of the two tracers.

Similar to the assignment of Lyα luminosities depending on halo mass and red-
shift in Section 6.3.2, we also parametrize the Hα luminosities to ultimately depend
on halo mass and redshift. We use the relation between total star formation rate SFR
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Figure 6.5: Lyα power spectra in surface brightness (νIν) for the diffuse IGM contri-
bution: taking into account fluctuations in both gas temperature TK and comoving
baryonic density nb (orchid, top), only fluctuations in gas temperature TK (blue,
middle), and for constant TK and nb (cyan, bottom), at redshift z = 10 (top panel)
and z = 7 (bottom panel).

and Hα luminosity from Kennicutt (1998), which reads

LHα = 1.26× 1041
(
erg s−1

)
× SFR

(
M�yr−1

)
, (6.17)

and assign intrinsic Hα luminosities to host halos according to their mass. Again,
as for the modeling of Lyα emission, we assume a minimum host halo virial tem-
perature of Tvir = 104 K for baryonic cooling to be efficient and halos to be able to
host a galaxy. For the power spectrum we calculate surface brightness fluctuations
per pixel smoothed over virial radii, analogous to equation (6.9) for Lyα galactic
emission. The power spectrum (for fluctuations in brightness intensity) is shown
together with the distribution of luminous halos at redshift z = 10 and z = 7 in
Figure 6.6. Note that the intrinsic power in Hα is about two orders of magnitude
lower than for Lyα, which approximately reflects the intrinsic line ratio of about
8.7 (Brocklehurst, 1971; Hummer and Storey, 1987) between the two emission lines.
We neglect for now dust obscuration of Hα sources, as we aim in Section 6.4.3 at a
proof of concept for singling out the IGM part of Lyα emission via cross-correlation
with galactic Hα emission.

6.4 Cross-correlation studies

In this section we present results for the cross-correlation signal of brightness fluc-
tuations in 21 cm, Lyα and Hα emission; their simulation has been described in
the previous sections. The goal is to explore robust methods beyond the power
spectrum, which will enable us to probe the state of the IGM during reionization.
We start with the cross-correlation signal for 21 cm and different components of
Lyα brightness fluctuations in Section 6.4.1. We proceed to show the impact on
the cross-correlation signal when varying some of the model parameters in Sec-
tion 6.4.1. We finish by presenting a method to single out the IGM component
in Lyα brightness fluctuations by cross-correlating with Hα fluctuations in Sec-
tion 6.4.3.

We define the dimensionless cross-power spectrum as ∆̃I,J = k3/
(
2π2V

)
< 〈δIδ∗J〉k

for fluctuations δI and δJ , as well as the dimensional cross-power spectrum as
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Figure 6.6: Top: Simulated box slices of (200 x 200) Mpc at z = 10 (left) and z = 7
(right) of Hα intrinsic surface brightness (not corrected for dust absorption) in
erg s−1cm−2sr−1 for luminosities assigned to host halos as in equation (6.17). Bot-
tom: Corresponding power spectra at z = 7 (blue) and z = 10 (red).
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Figure 6.7: Dimensional cross-power spectra (left) and cross-correlation coefficient
CCC (right) of 21 cm fluctuations and total Lyα brightness fluctuations (tot, red),
as well as three components of Lyα emission, being galactic (gal, blue) and both
diffuse IGM (dIGM, cyan) as well as scattered IGM (sIGM, orchid) at z = 10, xHI =
0.87 (top panels) and z = 7, xHI = 0.27 (bottom panels); depicted is the absolute
value, crosses denote positive, points negative cross-correlation.

∆I,J (k) = ĪI ĪJ∆̃I,J (k) for mean intensities ĪI and ĪJ . As a measure of how cor-
related or anti-correlated modes are, we also give the cross-correlation coefficient
CCC. 0 < CCC < 1 for correlated modes and −1 < CCC < 0 for anti-correlated
modes; it is defined as

CCCI,J (k) =
∆I,J (k)√

∆I (k) ∆J (k)
, (6.18)

with power spectra ∆I and ∆J of fluctuations δI and δJ , and the cross-power spec-
trum ∆I,J .

6.4.1 21 cm and Lyα fluctuations

Galactic, diffuse IGM and scattered IGM

The cross-correlation between fluctuations in 21 cm and Lyα brightness is useful
to characterize the intergalactic medium (IGM), as 21 cm emission traces the neu-
tral part of the IGM, and Lyα emission is more closely connected to ionized re-
gions. Lyα emission is made up of galactic emission and emission in the diffuse
ionized IGM, plus a sub-dominant contribution from scattering in the IGM. The
cross-correlation with 21 cm emission therefore is sensitive to the clustering and
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Figure 6.8: Dimensional cross-power spectra (left) and cross-correlation coefficient
CCC (right) of 21 cm fluctuations and the diffuse IGM component of Lyα emission:
taking into account fluctuations in both gas temperature TK and comoving baryonic
density nb (orchid), only fluctuations in gas temperature TK (blue), and for constant
TK and nb, at z = 10, xHI = 0.87 (top panels) and z = 7, xHI = 0.27 (bottom panels);
depicted is the absolute value, points denote negative cross-correlation.
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size of ionized regions. An anti-correlation between 21 cm and Lyα emission which
is sensitive to the structure of the ionized medium during the epoch of reionization
can be expected at large and intermediate scales; as well as a turnover to posi-
tive correlation at small scales (as both tracers follow the same underlying density
field).

We cross-correlate 21 cm fluctuations simulated as described in Section 6.3.1
with the components of Lyα fluctuations presented in Section 6.3.2, i.e., diffuse
and scattered IGM components, and the galactic emission component. Figure 6.7
shows the breakdown of the dimensional cross-power spectrum (left) and the cross-
correlation coefficient (CCC, right) for diffuse and scattered IGM components, as
well as the galactic component of Lyα fluctuations cross-correlated with 21 cm
fluctuations. Going from redshift z = 10 to z = 7 and from a higher mean neu-
tral fraction of x̄HI = 0.87 to x̄HI = 0.27, the morphology of the cross-correlation
clearly shifts to a stronger anti-correlation at small k (larger scales), with the cross-
correlation signal as shown in the dimensional cross-power spectrum dominated
by galactic emission, and diffuse emission gaining importance towards lower red-
shifts. The diffuse IGM component proves to be strongly anti-correlated with a
CCC close to -1, closely tracing the extended ionized medium. Take for example
at z = 7 the dimensional Lyman-α power spectra from Figure 6.4; at a couple of
Mpc−1 the emission for the diffuse IGM is about four magnitudes smaller than the
galactic emission and the CCC (from Figure 6.7, right) is two magnitudes higher
for the diffuse IGM. This translates into a similar power for the dimensional cross-
power spectrum of the diffuse IGM versus galactic emission at a couple of Mpc−1

in the left panel of Figure 6.7, when comparing with equation (6.18). The scattered
IGM displays a turn-over from negative cross-correlation at small k (large scales)
to positive cross-correlation at larger k (small scales) that is shifted to larger scales
with respect to the turn-over for galactic emission, as one can anticipate already
from the extension of emitting regions for different Lyman-α components in the
simulation boxes shown above.

We also observe in our model, at lower redshift, a smaller negative CCC for
the turn-over from negative to positive cross-correlation at k ≈ 4 − 5 Mpc−1, to-
gether with stronger anti-correlation at large scales, meaning the ionized bubbles
extend to larger scales more frequently throughout the IGM when the universe is
more ionized. The turn-over scale around a few Mpc−1 is somewhat sensitive to
reionization history, as it gives an idea of the typical size of the smallest resolved
ionized regions, whereas the morphology of the cross-correlation shows a clear
dependence on reionization model parameters like the ionizing photon mean free
path RUV

mfp (see for example Figure 6.9 in the following section). We leave the exact
parameter dependence for the shift of the turn-over scale for future studies, keep-
ing the overall reionization history fixed throughout this study, except for a brief
discussion in Section 6.4.1.

Lidz et al. (2009) noted that the cross-power spectrum with Lyman-α emit-
ters turns positive on small scales around 1 Mpc−1. When the minimum detectable
galaxy host mass is below the minimum host mass for ionizing sources, then a
changed minimum detectable host mass leads to a shift in the turnover scale. For
the relation between luminosity and halo mass chosen here, this shift seems to be
negligible. Further studies with varied minimum host masses for galaxies and
for ionizing sources, preferably at higher resolution, might be advisable. Also
in Sobacchi, Mesinger, and Greig (2016) a similar turn-over seems possible above
≈ 1 Mpc−1 when cross-correlating 21 cm fluctuations with Lyα emitters. And Silva
et al. (2013) find a turn-over at high k, here at scales of the order of ≈ 10 h Mpc−1,
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Figure 6.9: Cross-correlation coefficient CCC of 21 cm and galactic contribution
to Lyα fluctuations for mean free path of ionizing radiation Rmfp = 40 Mpc with
x̄HI = 0.27 (points) and Rmfp = 3 Mpc with x̄HI = 0.37 (triangles) at redshift z = 10
(top) and z = 7 (bottom); depicted is the absolute value, points denote negative
CCC, crosses positive CCC; black point and triangle denote the mean size of ion-
ized regions for Rmfp = 40 Mpc and Rmfp = 3 Mpc, respectively, when tracing
through the simulation box along the z-axis line-of-sight.

when neglecting IGM emission and assuming Lyα to be a biased tracer of the
dark matter field, calculating the Lyα-galaxy/21 cm cross-correlation via cross-
correlation power spectra between the ionized field and matter density fluctua-
tions, and the matter power spectra themselves. This work suggests that when
the fraction of ionized hydrogen becomes higher at lower redshift, the turn-over
scale is shifted to larger scales. Given differences in modeling and approximations
made, for example when defining ionized regions themselves, a similar behaviour
with scale is encouraging for future modeling efforts.

In Figure 6.8 we illustrate the change of the dimensional cross-power spectra
(left panels) and the cross-correlation coefficient (right panels) for the diffuse IGM
component of Lyα emission at redshift z = 10 (top panels) and z = 7 (bottom pan-
els), when neglecting fluctuations in gas temperature TK and comoving baryonic
density nb, versus taking them into account, as discussed for simulation boxes and
power spectra in Section 6.3.2. The cross-correlation for constant gas temperature
and comoving baryonic density sets a lower limit for the cross-correlation signal of
diffuse IGM emission in Lyα. The characteristic shape is similar in all three cases
depicted at redshifts z = 10 and z = 7.

Some parameter studies

Here we show the impact of varying model parameters on the cross-correlation sig-
nal between 21 cm and Lyα brightness fluctuations. The parameters which we vary,
while keeping the overall reionization history fixed, are the duty cycle fduty, which
determines the halo occupying fraction for Lyα emitting galaxies as introduced in
Section 6.3.2, and the escape fraction fesc of Lyα photons from Lyα emitting galax-
ies. As an example we also vary the mean free path of ionizing radiation RUV

mfp,
which will affect the reonization history. We note, that the variation of parameters
like the escape fraction fesc will also alter the reionization history, when, instead
of the usual ionizing efficiency ζ as an effective parameter for the amount of ion-
izing radiation released, the equilibrium between ionizing and recombination rate
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Figure 6.10: Cross-correlation coefficient CCC of 21 cm and galactic Lyα fluctua-
tions for duty cycles fduty = 1 and fduty = 0.05; depicted is the absolute value,
points denote negative CCC, crosses positive CCC.

Figure 6.11: Cross-correlation coefficient CCC of 21 cm and total Lyα fluctuations
for 30% higher and lower escape fraction fesc as compared to the fiducial values
from Razoumov and Sommer-Larsen, 2010 at redshifts z = 10 (top) and z = 7 (bot-
tom); depicted is the absolute value, points denote negative CCC, crosses positive
CCC.
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is used to define ionized regions, as was done in Silva et al. (2013). Studying the
impact on the cross-correlation of the definition applied for ionized regions might
be an interesting future avenue.

In Figure 6.9 the cross-correlation coefficients (CCC) for a mean free path of ion-
izing radiationRmfp = 40 Mpc andRmfp = 3 Mpc are compared. At redshift z = 10,
the CCC shows a very similar behaviour for ionized regions of mean size≈ 1.5 Mpc
in both models, marked by a black dot and triangle. Until redshift z = 7 both mod-
els differ more strongly, and the case of a higher mean free path Rmfp = 40 Mpc
displays a lower neutral fraction of x̄HI = 0.27 as well as larger ionized regions of
≈ 12.8 Mpc on average, as opposed to x̄HI = 0.37 and average sizes of ≈ 6.5 Mpc
for Rmfp = 3 Mpc, rendering models with different reionization parameters distin-
guishable. Also the variation of ionizing efficiency ζ and virial temperature Tvir

will have the effect of altering the reionization history.
Regarding parameter variations, we keep the reionization history fixed, Fig-

ure 6.10 shows the cross-correlation coefficient for two assumed duty cycles fduty =
1 and fduty = 0.05 at redshift z = 10 and z = 7 and tests the impact it has on the
cross-correlation signal to reduce the fraction of halos occupied with Lyα emitting
galaxies; where halos above a minimum mass Mmin that corresponds to a virial
temperature of Tvir = 104 K were randomly populated. As expected, a reduction of
the fraction of halos that host a Lyα emitting galaxy also reduces the power of our
cross-correlation signal. We also test the impact of varying the Lyα escape fraction
fesc in Figure 6.11 for redshift z = 10 (top panel) and z = 7 (bottom panel). The two
cases of increasing and decreasing the escape fraction by 30% are shown together
with the fiducial case that follows Razoumov and Sommer-Larsen, 2010. Increas-
ing the escape fraction fesc has a slight tendency to decrease the cross-correlation
signal at some scales, while decreasing fesc can slightly increase the signal. It needs
to be noted again though, that both varying fduty and fesc will have an effect on the
reionization history, when defining ionized regions not via mean collapse fraction,
but via radiation equilibrium within the ionized regions.

To sum up, the cross-correlation signal of 21 cm and Lyα fluctuations during the
epoch of reionization is sensitive to parameters that change the reionization history
or the clustering properties of emitting galaxies.

6.4.2 Lyα damping tail

In order to more realistically simulate the observed galactic Lyα emission, IGM
attenuation due to the damping tail of Lyα needs to be taken into account. We
relate the intrinsic luminosity in Lyα assigned to halos as in equation (6.9) to the
observed luminosity via optical depth τLyα for Lyα. This gives for the observed
galactic Lyα luminosity

Lgal
obs = Lgale−τLyα . (6.19)

The optical depth at Lyα line resonance in neutral hydrogen, which makes up the
not yet ionized part of the IGM, can under the assumption of uniform gas distribu-
tion be approximated at high redshift by (Gunn and Peterson, 1965; Barkana and
Loeb, 2001)

τs ≈ 6.45× 105x̄HI

(
Ωbh

0.03

)(
Ωm

0.3

)−0.5(1 + zs

10

)1.5

, (6.20)

with source redshift zs, average neutral hydrogen fraction x̄HI, and present-day
density parameters of matter Ωm and of baryons Ωb.
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Figure 6.12: Left panels: Dimensional Lyα power spectra (top), dimensional cross-
power spectra (middle) and cross-correlation coefficient CCC21,Lyα (bottom) for the
galactic contribution to the Lyα emission with (triangles) and without (points) Lyα
damping at redshift z = 10 (cyan, orchid) and z = 7 (blue, red), assuming com-
monest filter scale as the typical size of an ionized region. Right panels: Same as
left panels, but Lyα damping calculated for tracing of ionized regions through the
simulation along the z-axis line-of-sight. Depicted is the absolute value, points and
triangles denote negative and crosses positive cross-correlation.
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The Lyα radiation is redshifted between the emitting source sitting in an ionized
bubble and the edge of the neutral medium around the bubble, and therefore gets
shifted from the line core in resonance to the line wings of lower optical depth on
the way to the observer. For Lyα emission at source redshift zs, which redshifts by
zs−zobs before reaching the edge of the neutral IGM fully ionized at zreion, Miralda-
Escudé (1998) finds for the optical depth τLyα of Lyα emission the analytical result

τLyα (zobs) = τs

(
2.02× 10−8

π

)(
1 + zobs

1 + zs

)1.5 [
I

(
1 + zs

1 + zobs

)
− I

(
1 + zreion

1 + zobs

)]
,

(6.21)

with the helper function I (x) defined as

I (x) =
x4.5

1− x
+

9

7
x3.5 +

9

5
x2.5 + 3x1.5 + 9x0.5 − 4.5 ln

(
1 + x0.5

1− x0.5

)
. (6.22)

In order to calculate the redshift shift between source and the neutral IGM sur-
rounding it, we need to know the size of ionized bubbles around galaxies in halos.
We therefore match our halo catalogue at given redshift to sizes of corresponding
ionized regions, assuming for now each galaxy to be in the center of the halo it is
assigned to. For each halo we go from assigned sizes of the ionized region to the
corresponding redshift shift and therefore zobs in our fiducial cosmology, and cal-
culate τLyα following equation (6.21). We use the optical depth in order to correct
intrinsic luminosities and calculate observed luminosities for each halo that include
Lyα damping, following equation (6.19).

To determine the sizes of the ionized regions surrounding each halo, we com-
pare two approximations. The first simple approach consists of taking the com-
monest filter scale as the typical size of an ionized bubble, which is similar for most
halos at a given redshift and corresponds to about 4 Mpc at z = 10, and about
20 Mpc at z = 7 for our fiducial model. In the second, more accurate, approach
we trace through our simulation box along a line-of-sight, chosen to be from each
halo center along the z-axis here, until we cross the phase transition from ionized
to neutral. Mean sizes of ionized regions are ≈ 1.5 Mpc at z = 10 and ≈ 12.8 Mpc
at z = 7, therefore about a factor of two smaller than in our first simple approach,
leading to a generally stronger damping effect.

In Figure 6.12 we show the uncorrected dimensional power spectra (top), cross-
power spectra (middle) and cross-correlation coefficient (bottom) for redshift z =
10 and z = 7 alongside the corrected power spectra for galactic emission in Lyα,
left panels for the first simple approach of assuming commonest filter scale as the
typical size of an ionized bubble, right panels for sizes of ionized bubbles via trac-
ing through the simulation. As at a given redshift the typical bubble sizes are fairly
similar, we observe a rather uniform decrease in power with scale, with a stronger
decrease for high k in the case of tracing ionized region sizes. Also, at higher red-
shift the ionized bubbles are significantly smaller, the redshifting away from the
line core until the bubble edge is smaller, and therefore the damping effect is bigger
(up to two orders of magnitude) at redshift z = 10 as compared to z = 7, where the
effect is at the level of 10 to 20% for the method of using the commonest filter scale
and at the level of≈60% for tracing along the line-of-sight. For the cross-correlation
power spectra (middle panels), as well as the cross-correlation coefficient (bottom
panels), taking into account Lyα damping lowers the power in the (more accurate)
approach of tracing the ionized regions in the simulation.
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Figure 6.13: Hα to Lyα cross-correlation coefficient CCCHα,Lyα of brightness fluc-
tuations at redshift z = 10 and z = 7. Shown is the cross-correlation with total Lyα
fluctuations “Lyα-tot” and with the diffuse IGM contribution “Lyα-dIGM” (top), as
well as the scattered IGM contribution “Lyα-sIGM” (bottom); depicted is the abso-
lute value, points and triangles denote now positive CCC, whereas crosses denote
negative CCC.

6.4.3 Cross-correlation of Lyα and Hα

Different line fluctuations trace galactic and intergalactic emission in differing ways.
For example Hα fluctuations only stem from galactic emission, whereas Lyα fluc-
tuations stem both from galactic emission, plus a contribution from the IGM. We
therefore cross-correlate Hα and Lyα fluctuations in order to pick out the IGM
contribution of Lyα emission from the total Lyα emission. The resulting cross-
correlation coefficient is shown in Figure 6.13; it is defined as

CCCHα,Lyα = ∆Hα,Lyα/
√

∆Hα∆Lyα (6.23)

(see equation (6.18)) and is equal to one if the two variables are perfectly correlated
with each other.

When cross-correlating Hα emission with total Lyα emission, “Lyα-tot” in both
panels of Figure 6.13, the cross-correlation coefficient is close to one both at redshift
z = 10 and z = 7, with a slight decrease towards higher k. When cross-correlating
Hα emission with both the diffuse (top panel) and the scattered (bottom panel)
IGM component of Lyα emission, the cross-correlation coefficient sharply decreases
towards smaller scales (higher k). There even is a turn-over from positive cross-
correlation at lower k to negative cross-correlation at high k, both at redshift z = 10
and z = 7, with negative cross-correlation marked by crosses. The most prominent
decrease of the cross-correlation coefficient with k is visible for the diffuse IGM at
redshift z = 7 (top panel, orchid dots). Interestingly, the redshift behaviour of the
cross-correlation coefficient for diffuse IGM versus scattered IGM is different.

The different redshift behaviour for components of Lyα emission when cross-
correlated with Hα emission (tracing galactic emission only), as was shown in this
section, can be used to single out the IGM contribution to the total Lyα emission
and distinguish galactic and IGM components of Lyα emission.
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6.5 Signal-to-noise calculation

Now that we have simulated 21 cm and Lyα emission in order to calculate their re-
spective auto and cross power spectra, as well as investigated parameter effects, we
turn to estimating the detectability of these spectra by future probes of the Epoch
of Reionization (EoR). We first discuss the 21 cm and Lyα noise auto spectra, and
then their noise cross-power spectra in the following sections.

6.5.1 21 cm noise auto spectrum and foreground wedge

In this section we consider the noise power spectrum of 21 cm emission, with our
signal-to-noise calculation including cosmic variance, as well as thermal and in-
strumental noise. We proceed to integrate the so-called 21 cm foreground wedge
in our signal-to-noise calculations. Instrument specifications are taken to match the
Square Kilometre Array (SKA) stage 1 (Pritchard et al., 2015) for line intensity map-
ping of the 21 cm brightness temperature during the EoR.

The variance for a (dimensional) 21 cm power spectrum estimate for mode k
and angle µ between the line of sight and k (McQuinn et al., 2006a; Lidz et al.,
2008), when neglecting systematic effects such as imperfect foreground removal,
reads

σ2
21 (k, µ) =

[
P21 (k, µ) +

T 2
sysVsur

B tintn (k⊥)
W21 (k, µ)

]
, (6.24)

where the first term is due to cosmic variance, the second term describes thermal
noise of the instrument, and the window function W21 (k, µ) includes the limited
spectral and spatial instrumental resolution. As we want to consider SKA stage 1,
we take B = 8 MHz for the survey bandwidth, a total observing time time of tint =
1000 hrs, an instrument system temperature Tsys = 400 K, as well as an effective

survey volume of Vsur = χ2∆χ
(
λ21 (z)2 /Ae

)2
, with redshifted 21 cm wavelength

λ21 (z), effective area per antenna Ae = 925m2 (z = 8), and comoving distance and
survey depth χ and ∆χ. The antenna distribution enters via number density of
baselines n (k⊥) = 0.8 that observe transverse wavenumber k⊥ (McQuinn et al.,
2006b). The window function W21 (k, µ) reads, as in Lidz et al. (2011),

W21 (k, µ) = e(k‖/k‖,res)
2
+(k⊥/k⊥,res)

2

, (6.25)

with parallel modes k‖ = µk along the line of sight and perpendicular modes

k⊥ =
(
1− µ2

)1/2
k. The spectral and spatial instrumental resolution in parallel

and perpendicular modes is given by

k‖,res =
2πRresH (z)

c (1 + z)
(6.26)

and
k⊥,res =

2π

χ (z) θmin
, (6.27)

with comoving distance χ (z) and angular beam (or spatial pixel) size in radians
θmin = (xpix/60) (π/180). The instrumental resolution for a radio telescope is de-
termined by Rres = ν21 (z) /νres, with frequency resolution νres = 3.9 ∗ 103Hz for a
SKA stage 1 type survey, and angular resolution xpix = (λ21 (z) /lmax) (π/180) /60,
with maximum baseline lmax = 105cm . For example at redshift z = 7 we have
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k‖,res (z = 7) ≈ 100 and k⊥,res (z = 7) ≈ 1500. The total variance σ2 (k) for the full
spherically averaged power spectrum is the binned sum over all angles µ, or equiv-
alently all modes k2 = k2

‖+k2
⊥, divided by the respective number of modes per bin;

it is given by
1

σ2 (k)
=
∑

µ

Nm

σ2 (k, µ)
, (6.28)

with number of modes Nm = ∆k∆µk2Vsur/
(
4π2
)

for binning logarithmically in
k, survey volume Vsur, and mode as well as angle bin sizes ∆k and ∆µ. In our
signal-to-noise calculation we explicitly counted the number of modes Nm in each
bin. The sum over angles µ is restricted by minimal and maximal allowed val-
ues µ2

min = max
(

0, 1− k2
⊥,max/k

2
)

and µmax = min
(
1, k/k‖,min

)
(McQuinn et al.,

2006a) that are determined by minimum mode k‖,min = 2π/rpix due to survey depth
and maximum mode k⊥,max = k⊥,res spatially resolvable by the survey.

Besides thermal and instrumental noise, as well as cosmic variance, we want to
incorporate the so-called 21 cm foreground wedge in our signal-to-noise calcula-
tion, in order to restrict ourselves to a EoR window where foreground model errors
do not contaminate the signal. This 21 cm foreground wedge stems from a combi-
nation of foregrounds and instrument systematics due to leakage in the 21 cm radio
window. By subtraction of the foreground wedge, we mask, i.e. avoid, a signifi-
cant amount of foreground. The wedge is defined for the cylindrically averaged
2D power spectrum via a relation between mode k⊥ perpendicular and mode k‖
parallel to the line of sight. This relation reads (Morales et al., 2012; Liu, Parsons,
and Trott, 2014)

k‖ ≤
χ (z)E (z) θ0

dH (1 + z)
k⊥ , (6.29)

with characteristic angle θ0, comoving distance χ (z), Hubble distance dH , and
Hubble function E (z) = H (z) /H0, which determine the slope of the wedge. The
most pessimistic assumption for the characteristic angle θ0 would be to include
contamination from sources on the horizon, i.e., θ0 = π/2. But contaminations
from residual sources are band limited by the instrument field-of-view, so that it
is possible to avoid contamination from sources outside the primary beam, which
would make the EoR window significantly larger (Pober, 2014; Jensen et al., 2016)
and θ0 significantly smaller, of the order of 10 degrees. Figure 6.14 shows the cylin-
drically averaged 21 cm power spectrum both with and without foreground wedge
subtraction for a survey with characteristic angle θ0 ≈ 15◦ for redshift z = 10 (top
panels) and z = 7 (bottom panels). The same characteristic angle was used for
the 21 cm spherically averaged noise power spectrum with foreground avoidance
shown in Figure 6.15 (right panel). The subtraction of the foreground wedge leads
to loss in power and signal-to-noise for larger k-modes as compared to the 21 cm
noise power spectrum without the wedge removed (left panel); in both panels error
bars account for cosmic noise, thermal noise and instrumental resolution. Encour-
agingly the loss in power for the spherically averaged power spectrum is restricted
to higher k-modes and a reconstruction of the full power spectrum from data might
be possible. As we can see here, the detection of the power spectrum of 21 cm
fluctuations over around two decades in spatial scale is feasible with future 21 cm
experiments, making the detection range of the Lyα power spectrum the limiting
factor for the cross-correlation of 21 cm and Lyα fluctuations.
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Figure 6.14: Cylindrically averaged 21 cm power spectra at z = 10, x̄HI = 0.87
(top) and z = 7, x̄HI = 0.27 (bottom). Left: No foreground removal, full power
spectra extracted from the simulation boxes with 200Mpc box length as shown in
Figure 6.1 (middle). Right: Cylindrically averaged 21 cm power spectra where
the foreground wedge defined in Equation (6.29) for survey characteristic angle
θ0 ≈ 15◦ is removed.
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Figure 6.15: Left: 21 cm noise power spectrum (spherically averaged), including
cosmic variance, thermal and instrumental noise for a SKA stage 1 type survey;
Right: 21 cm noise power spectrum after removal of the foreground wedge defined
in Equation (6.29), for survey characteristic angle θ0 = 15◦; again including cosmic
variance, thermal and instrumental noise; see Table 6.2 for instrument specifica-
tions; redshift z = 7 and mean neutral fraction x̄HI = 0.27 in blue, z = 10 and
x̄HI = 0.87 in cyan.

Table 6.2: Instrument specifications for 21 cm survey: SKA stage 1

νres lmax Tsys tint B (z=8) Ae (z=8) n⊥
(kHz) (cm) (K) (hrs) (MHz) (m2)
3.9 105 400 1000 8 925 0.8

Table 6.3: Instrument specifications for Lyα survey: SPHEREx
See Section 6.5.2 for details on error calculations; specifications taken from Doré
et al. (2014).

xpix Rres Rres σN Vvox

(”) (0.75-4.1µm) (4.1-4.8µm) (erg s−1cm−2Hz−1sr−1) (Mpc3)
6.2 41.5 150 3× 10−20 0.3

6.5.2 Lyα noise auto spectrum

Here we consider the noise power spectrum of total Lyα emission, comprised of
galactic, diffuse and scattered IGM contributions. In the signal-to-noise calcula-
tion we include cosmic variance, as well as thermal and instrumental noise, while
taking also Lyα damping into account (see Section 6.4.2). In the following we
use instrument specifications of the proposed all-sky near-infrared survey satel-
lite SPHEREx (Doré et al., 2014) for line intensity mapping at high redshifts, as
summarized in Table 6.3. For the thermal noise variance we take σN ≈ 3 kJy sr−1,
corresponding to σN ≈ 3 × 10−20 erg s−1cm−2Hz−1sr−1, which is consistent with
sensitivity at 5σ given in Doré (2016) of 18–19 in AB magnitude for relevant bands2.

2magnitude to flux density converter:
http://ssc.spitzer.caltech.edu/warmmission/propkit/pet/magtojy/
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Figure 6.16: Left: Lyα noise power spectrum for a SPHEREx type survey, including
cosmic variance, thermal and instrumental noise with k‖ > 0.3 cut (for the choice of
this cut see discussion in Section 6.5.2 and A.2); Right: Lyα noise power spectrum
after removal of the foreground wedge defined in Equation (6.29) for survey charac-
teristic angle θ0 ≈ 15◦; again including cosmic variance, thermal and instrumental
noise with k‖ > 0.3 cut for a SPHEREx type survey (see Table 6.3 for instrument
specifications); redshift z = 7 and neutral fraction x̄HI = 0.27 in blue, z = 10 and
x̄HI = 0.87 in cyan; all power spectra include Lyα damping for tracing of ionized
regions through the simulation along the z-axis line-of-sight.

Assuming a pure white-noise spectrum the thermal noise power spectrum reads

PN,Lyα = σ2
NVvox . (6.30)

The comoving pixel volume corresponds to Vvox = Apix rpix ≈ 0.3 Mpc3, product
of pixel area Apix = 6.2′′ × 6.2′′ in comoving Mpc and comoving pixel depth rpix =
χ (Rres), which corresponds to the comoving length at frequency resolution Rres.
The frequency resolution is Rres = 41.5 in the 0.75-4.1µm range of interest for Lyα
emission during reionization. The variance, as a function of k-mode and angle µ
between line of sight and mode k, reads

σ2
Lyα (k, µ) =

[
PLyα (k, µ) + σ2

N VvoxWLyα (k, µ)
]
. (6.31)

The first term is due to cosmic variance, σN includes thermal noise and the window
function WLyα (k, µ) accounts for limited spatial and spectral instrumental resolu-
tion and is defined analogous to equation (6.25). For example at redshift z = 7
equation (6.26) and (6.27) give an angular resolution of k‖,res (z = 7) ≈ 0.1 and a
spectral resolution of k⊥,res (z = 7) ≈ 23.7 for the characteristics of the SPHEREx
satellite. The total variance σ2

Lyα (k) for the full spherically averaged power spec-
trum again is the sum over the upper-half plane of angles µ, or equivalently k-
modes with k2 = k2

‖ + k2
⊥, divided by the respective number of modes per bin

defined in equation (6.28). We explicitly counted the number of modes Nm in each
bin.

Figure 6.16 shows the noise power spectrum of Lyα fluctuations at z = 10 (cyan)
and z = 7 (blue). The error bars account for cosmic noise and thermal noise, as
well as instrumental noise. A cut in parallel modes of k‖ > 0.3 was applied, as
for a SPHEREx-like experiment the instrumental noise in parallel modes, i.e., the
limitation due to spectral resolution, dominates over the signal at higher modes.
As shown in Appendix A.2, this cut roughly corresponds to the k-mode where the
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signal-to-noise drops below 1. Of course this presents a trade-off between a loss
of power and gain of precision for the measurement via perpendicular modes at
higher k. A high significance Lyα power spectrum measurement is possible across
more than a decade in spatial scale, which is encouraging for cross-correlation stud-
ies with 21 cm emission.

6.5.3 21 cm - Lyα cross-power spectrum

We now consider the detectability of the 21 cm - Lyα cross-power spectrum, a sig-
nal enabling us to constrain structure and evolution of ionized regions in the IGM
during the Epoch of Reionization.

For a single mode k and angle µ the variance estimate of the cross-power spec-
trum reads (Furlanetto and Lidz, 2007; Lidz et al., 2009)

σ2
21,Lyα (k, µ) =

1

2

[
P 2

21,Lyα (k, µ) + σ21 (k, µ)σLyα (k, µ)
]
, (6.32)

where P21,Lyα (k, µ) is the 21 cm - Lyα cross-power spectrum, the variance of the
21 cm and Lyα auto spectra are σ21 (k, µ) and σLyα (k, µ), respectively, and both
encompass cosmic variance, instrumental and thermal noise as defined in equa-
tions (6.24) and (6.31). The variance σ2

21,Lyα (k) for the full spherically averaged
power spectrum here too is the sum over the upper-half plane of angles µ, or equiv-
alently k-modes with k2 = k2

‖+k2
⊥, divided by the respective number of modes per

bin, as in equation (6.28). Note that the 21 cm brightness temperature Tb has been
converted to brightness intensity I21 for the cross-power spectra shown in this sec-
tion, using Planck’s law at observed frequency ν as

I21 (ν, Tb) =
2hν3

c2

(
e
hPlν

kBTb − 1

)−1

, (6.33)

with Boltzmann constant kB and Planck’s constant hPl.
Figure 6.17 shows the dimensionless 21 cm - Lyα noise cross-power spectra at

redshift z = 10 and z = 7 and the corresponding detectable S/N , including cos-
mic variance, thermal noise and instrumental resolution effects; instrument spec-
ifications of the 21 cm and Lyα experiments are taken as in table 6.2 and 6.3, re-
spectively. The two top rows of panels show the result for the 21 cm - Lyα noise
cross-power spectra when including Lyman-α damping assuming the commonest
filter scale as the typical size of an ionized region, see Section 6.4.2, while the two
bottom rows of panels depict the same, but the power spectra include Lyman-α
damping for the tracing of ionized regions through the simulation along the z-axis
line-of-sight. Note the absence of the turn-over to positive cross-correlation at high
k for the stronger Lyα damping when tracing through the simulation (bottom two
rows), which is due to the diffuse IGM contribution gaining importance.

For both left and right panels in Figure 6.17 a cut of k‖ > 0.3 Mpc−1 is ap-
plied to avoid the impact of limited spectral resolution in our Lyα experiment, as
described in the previous Section 6.5.2 and appendix A.2. The right panels in ad-
dition show the impact of foreground avoidance for the 21 cm signal, where we
cut the so-called foreground wedge as described in Section 6.5.1 for a characteristic
scale of θ0 ≈ 15◦. Cutting away the foreground wedge means cutting away higher
perpendicular modes k⊥, which together with the cut of k‖ > 0.3 Mpc−1 degrades
the signal at k above that scale, but leaves the shape of the cross-correlation signal
mostly unaltered.
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Measuring 21 cm fluctuations in the foreground window might be possible
though by dedicated foreground modeling (Liu, Parsons, and Trott, 2014; Wolz
et al., 2015), which improves the prospect of detecting of the 21 cm - Lyα cross-
correlation signal at higher k. Alternatively, a higher instrumental resolution around
Rres ≈ 200− 300 and an adjustment of instrument specifications might even render
the turn-over around a couple of Mpc−1 from negative to positive in the cross-
correlation signal to be detectable. For the optimistic case of improved foreground
avoidance, a detection of the 21 cm - Lyα cross-correlation signal is feasible over one
to two decades in scale, depending on assumptions, and reaching a detectability
above 5-σ confidence over about a half a decade to a decade in scale. Detecting the
cross-power spectrum at high redshift for use in joint analysis with power spectra
themselves is therefore feasible. It is possible to measure the varying morphology
of the cross-correlation signal at different redshifts, which in turn depends on the
morphology and ionization fraction of the IGM during reionization, and therefore
reionization model parameters.

6.6 Discussion

We demonstrate the feasibility to detect cross-power spectra with future intensity
mapping probes, by simulating fluctuations in 21 cm, Lyα and Hα emission. Fast
and semi-numerical modeling of different tracers will be crucial when constraining
the Epoch of Reionization, probing the ionized and neutral medium back to when
the first galaxies started to ionize the medium around them. Making use of infor-
mation other than power spectra themselves will help to break degeneracies and
constrain reionization model parameters.

We started by presenting modeling and power spectra for 21 cm emission trac-
ing the neutral IGM, for Lyα galactic, diffuse IGM and scattered IGM components,
as well as Hα emission. Proceeding to the cross-power spectra between 21 cm emis-
sion and different Lyα components, we showed the variation of the cross-power
signal with some of the model parameters, laying the ground for future parameter
determinations. On top of that, the cross-power spectrum between 21 cm emission
and lines other than Lyα can be used to extract further information on the state
of the intergalactic medium, as shown for the cross-correlation with Hα emission.
Here the relative strengths of different Lyα emission components can be extracted
from the cross-correlation signal. We show the detectability of the 21 cm and Lyα
cross-correlation signals with future probes like SKA and SPHEREx, also for the
case when the Lyα damping tail and foreground avoidance are included in the er-
ror calculations.

To extend this study, further parameter explorations and a refinement of fore-
ground treatment, as well as the derivation of possible future parameter constraints
involving accurate semi-numerical modeling, are needed. Together with further
adjustment of the modeling in light of high redshift data, as well as hydro-numerical
simulations, this will bring us closer to extracting as much information as possible
about the high-redshift Universe from upcoming intensity mapping experiments.
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Figure 6.17: Top two rows: Dimensionless cross-correlation power spectra (CCC, top) and
signal-to-noise (S/N, bottom) of 21 cm and total Lyα fluctuations with error calculations
including cosmic variance, thermal and instrumental noise for a survey of 21 cm emission,
type SKA stage 1, and a survey of Lyα emission, type SPHEREx, for experiment character-
istics see Table 6.2 and 6.3; points denote negative and crosses positive cross-correlation;
Left: Cut of k‖ > 0.3 (see discussion in Section 6.5.2 and A.2); Right: Cut of k‖ > 0.3 and
removal of the foreground wedge defined in Equation (6.29) for survey characteristic angle
θ0 ≈ 15◦; redshift z = 7 and neutral fraction x̄HI = 0.27 in red, z = 10 and x̄HI = 0.87 in
orchid. All spectra include Lyα damping assuming commonest filter scale as the typical
size of an ionized region, see Section 6.4.2.
Bottom two rows: Same as above, but power spectra include Lyα damping for tracing of
ionized regions through the simulation along the z-axis line-of-sight.



Chapter 7

COSMOLOGY WITH GALAXY
CLUSTERS
THIS CHAPTER IS ADAPTED FROM THE ARTICLE:

Cold dark energy constraints from the abundance of galaxy

clusters.

7.1 Summary

We constrain cold dark energy of negligible sound speed using observations of the
abundance of galaxy clusters. In contrast to standard quasi-homogeneous dark en-
ergy, negligible sound speed implies clustering of the dark energy fluid at all scales,
allowing us to measure the effects of dark energy perturbations at cluster scales. We
compare both models and set the stage for using non-linear information from semi-
analytical modeling in cluster growth data analyzes. For this, we re-calibrate the
halo mass function with non-linear characteristic quantities, the spherical collapse
threshold and virial overdensity, that account for model and redshift dependent
behaviours, as well as an additional mass contribution for cold dark energy. We
present the first constraints from this cold dark matter plus cold dark energy mass
function using our cluster abundance likelihood, which self-consistently accounts
for selection effects, covariances and systematic uncertainties. We also combine
these cluster results with other probes using CMB, SNe Ia and BAO data, and find
a shift between cold versus quasi-homogeneous dark energy of up to 1σ. We then
employ a Fisher matrix forecast of constraints attainable with cluster growth data
from on-going and future surveys. For the Dark Energy Survey, we obtain ∼50%
tighter constraints for cold dark energy compared to those of the standard model.
In this study we show that cluster abundance analyzes are sensitive to cold dark
energy, an alternative viable model that should be routinely investigated alongside
the standard dark energy scenario.
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7.2 Introduction

Cosmology has entered a phase where more and more precise measurements
enable us to put increasingly tight constraints on model parameters. Since
evidence was found for late-time accelerated expansion (Riess, 1998; Perlmutter,
1999), the possibility of either a cosmological constant, dynamical dark energy or
modifications of gravity has been a question central to cosmology (for reviews see
e.g. Copeland, Sami, and Tsujikawa (2006) and De Felice and Tsujikawa (2010)). To
guarantee the accuracy of such precise constraints, our modeling toolkit needs to
be extended. For this, it is key to explore a wider range of model and parameter
spaces, while correctly translating model characteristics into quantities testable
against data. The objective is to maximize the information gain and to not overlook
distinctive signatures.

Both in the linear and non-linear regimes, galaxy cluster surveys are highly
competitive probes of cosmological models and fundamental physics. This has
been shown in results ranging from estimating standard cosmological parame-
ters (Mantz et al., 2008; Vikhlinin et al., 2009; Mantz et al., 2010a; Rozo et al., 2010;
Allen, Evrard, and Mantz, 2011; Benson et al., 2013; Mantz et al., 2014; Mantz et al.,
2015; Applegate et al., 2016) to constraining non-Gaussianities of primordial den-
sity fluctuations (Sartoris et al., 2010a; Shandera et al., 2013; Mana et al., 2013) and
testing predictions of General Relativity and modified gravity scenarios (Schmidt,
Vikhlinin, and Hu, 2009; Rapetti et al., 2010; Lombriser et al., 2012; Rapetti et al.,
2013; Cataneo et al., 2015). The high mass end of the halo mass function, which
can be constrained by observations of galaxy clusters, is particularly sensitive to
cosmological models through both the background evolution and the linear and
non-linear growth of structure formation. For a vanilla model with a cosmological
constant and cold dark matter (ΛCDM), the halo mass function has been carefully
modelled and calibrated (Sheth and Tormen, 1999; Tinker et al., 2008; Jenkins et
al., 2001; Maggiore and Riotto, 2010; Tinker et al., 2010; Corasaniti and Achitouv,
2011; Despali et al., 2016; Bocquet et al., 2016). Beyond this standard assumption,
continued efforts have been directed to modeling the mass function for extended
theories (Schmidt et al., 2009; Bhattacharya et al., 2011; Cui, Baldi, and Borgani,
2012; Barreira et al., 2013; Kopp et al., 2013; Cataneo et al., 2016). For some mod-
els beyond ΛCDM, dark energy can be effectively parametrized as a fluid with an
equation of state, w, and a sound speed of perturbations, c2

s . For dynamical dark
energy models, a sound speed different from one (speed of light), even time- and
scale-dependent, is quite natural. One of the simplest examples for dark energy
models with a varying sound speed is Quintessence with non-canonical kinetic
terms, known as K-essence (Armendariz-Picon, Damour, and Mukhanov, 1999;
Armendariz-Picon, Mukhanov, and Steinhardt, 2000).

First attempts to constrain the sound speed of dark energy at the linear level
came from Weller and Lewis (2003) using cosmic microwave background (CMB),
large scale structure (LSS) and supernova data, Bean and Doré (2004) using CMB
and CMB LSS cross correlation data, and Hannestad (2005) using CMB, galaxy
clustering and weak lensing data. Later on, Abramo, Batista, and Rosenfeld, 2009
forecasted such measurements from galaxy cluster number counts as did Appleby,
Linder, and Weller, 2013, but for the combination of these with CMB data sets,
and Hojjati and Linder, 2016 studied the potential use of CMB lensing data for this
purpose. Creminelli et al., 2010b and Batista and Pace, 2013 extended the analysis
of dark energy models with negligible sound speed to the non-linear level of struc-
ture formation utilizing the spherical collapse formalism. Basse, Eggers Bjælde,
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and Wong (2011) and Basse et al. (2014) followed a similar approach but for dark
energy models with an arbitrary speed of sound, and also forecasted parameter
constraints.

The goal of this chapter is to capture the rich non-linear information of structure
formation enclosed into our cluster growth data. For this, we implement a semi-
analytical framework that incorporates the dominant effects of cold dark energy
into the halo mass function. Using this data analysis, we present the first observa-
tional constraints on cold (clustering) dark energy (c2

s = 0). We also compare these
results with those for quasi-homogeneous dark energy (c2

s = 1) to investigate the
impact of the common assumption of c2

s = 1 when constraining w and the other
relevant standard parameters (see Section 7.6). We also then study the difference
between constraints on these two models from upcoming cluster measurements
such as those from the Dark Energy Survey (see Section 7.7).

This chapter is organised as follows. Section 7.3 describes the semi-analytical
framework we use to calculate the non-linear model characteristics of interest for
both cold and quasi-homogeneous dark energy, and illustrates their behaviour. In
Section 7.4 we proceed to re-calibrate the halo mass function with these non-linear
quantities. Section 7.5 briefly describes the data we use to constrain cosmological
parameters. In Section 7.6 we present our results on standard cosmological pa-
rameters for both cold and quasi-homogeneous dark energy, and in Section 7.7 we
forecast such constraints for ongoing and upcoming surveys. We summarise our
findings and discuss the broader implications in Section 7.8.

7.3 Non-linear characteristics

In this section we review the effects of assuming cold dark energy on non-linear
quantities such as the cosmology-dependent linear threshold of collapse, the virial
overdensity, and the cold dark energy mass contribution to virialised objects. We
use the spherical collapse formalism to calculate the perturbations stemming from
dark energy being clustering instead of quasi-homogeneous. This enables us to
re-calibrate the cluster mass function for cold dark energy by implementing into it
these non-linear quantities.

Cold dark energy designates a dark energy fluid whose sound speed is ex-
tremely low, i.e. approaching the limit of zero sound speed. Dark energy fluids
of sound speed smaller than one are obtained for example in Quintessence the-
ories with non-canonical kinetic terms known as K-essence (Armendariz-Picon,
Mukhanov, and Steinhardt, 2000). Also, in Quintessence zero sound speed is re-
quired for co-called phantom values of the equation of state, or a phantom cross-
ing (Creminelli et al., 2009). In the following we will assume a dark energy fluid
with an effective sound speed c2

s and equation of state w, at the limits where c2
s → 0

for cold dark energy and c2
s = 1, i.e. the speed of light, for quasi-homogeneous

dark energy. The effective sound speed is defined here as c2
s = δpe/δρe, with δpe

and δρe being the pressure and density perturbations of the dark energy fluid, re-
spectively (Hu and Eisenstein, 1999). This relation is more general than that of the
adiabatic sound speed c2

a, where c2
s = c2

a only for perfect fluids. We restrict our
current analysis to an effective constant equation of state w = pe/ρe, where pe is
the pressure and ρe the energy density of the fluid. In addition, we assume negli-
gible anisotropic stress and a flat Friedmann-Lemaître-Robertson-Walker (FLRW)
background.
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7.3.1 Fluid equations and spherical collapse

Here we describe the set of equations we employ within the spherical collapse
framework to derive the non-linear quantities needed to re-calibrate the halo mass
function in Section 7.4.

The background evolution is governed by the first Friedmann equa-
tion in the presence of dark matter and dark energy fluids, H2 (a) =
H2

0

[
Ωm,0a

−3 + Ωde,0e
−3(1+w)

]
, with Ωm,0 and Ωde,0 being the present-day

mean matter and dark energy densities, and H0 the Hubble constant. We neglect
the impact of baryons and radiation, with baryons being an extra minor matter
contribution in this setup and radiation being negligible at the late times relevant
for this study. The continuity and Euler equation read

∂ρI
∂t

+ ∇r · (ρI + pI)vI = 0 , (7.1)

∂vI
∂t

+ (vI ·∇r)vI +
∇rpI + vI ṗI
ρI + pI

+ ∇rΦ = 0 , (7.2)

with density ρI , three-velocity vI and pressure pI for each species I , with Φ de-
noting the Newtonian potential. At late times, all scales relevant for structure for-
mation are well within the horizon and we can safely take the Newtonian limit of
the fluid equations (7.1) and (7.2). Moreover, to investigate the non-linear evolu-
tion of density fluctuations we expand the fluid quantities, both for dark matter
and dark energy (Pace, Waizmann, and Bartelmann, 2010; Pace, Batista, and Del
Popolo, 2014). Fluctuations in density δI and pressure δpI , as well as the peculiar
velocity uI , are defined for each species I through ρI = ρ̄I (1 + δI), pI = p̄I + δpI ,
and vI = a [H (a)x + uI ], respectively, where x is the comoving coordinate and
overbars denote the corresponding background quantities. For fluids with constant
sound speed cs,I and constant equation of statewI , the corresponding equations for
density perturbations and velocity potential θI = (∇x · u)I in the Newtonian limit
read

δ̇I + 3H
(
c2

s,I − wI
)
δI +

θI
a

[
(1 + wI) +

(
1 + c2

s,I

)
δI
]

= 0 , (7.3)

θ̇I + 2HθI +
θ2
I

3a
= ∇2Φ . (7.4)

The Poisson equation describes how the potential Φ is sourced by the density and
pressure perturbations, that is

∇2Φ = −4πG
∑

I

(
1 + 3c2

s,I

)
a2ρ̄IδI , (7.5)

where the sum runs over each species considered, here dark matter and dark en-
ergy. In the case of quasi-homogeneous dark energy with cs = 1, the non-linear
equations and their linearised counterparts are taken in the limit of negligible dark
energy perturbations with δde → 0 for the system of coupled equations (7.3)–(7.5),
neglecting large-scale modes. For cold dark energy with cs → 0 we have negligible
dark energy pressure perturbations δpde � δρde, since δpde = c2

sδρde.
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For cold dark energy, the combination of the linearised version of equations
(7.3)-(7.5) for dark matter and dark energy gives

δ̈m + 2Hδ̇m = 4πG (ρ̄mδm + ρ̄deδde)

δ̇de − 3Hwδde = (1 + w) δ̇de . (7.6)

Initial conditions are chosen during matter domination when δm ∝ a holds. The
initial dark energy contrast δde,i can be expressed in terms of the dark matter den-
sity contrast δm,i as

δde,i =
1 + w

1− 3w
δm,i , (7.7)

and δ̇m,i = H (ai) δm,i at the initial scale factor ai.
As stated, we want to derive the non-linear quantities that describe the

cosmology-dependent formation of bound structures within the spherical collapse
framework. These are the density threshold of collapse, the overdensity at
virialisation and a cold dark energy mass contribution to the bound objects. Their
behaviour will be discussed in detail in the following Sections from 7.3.2 to 7.3.4.
To compute these quantities, for dark energy and dark matter we evolve the set of
coupled non-linear equations (7.3)-(7.5) and their linearisation using equation (7.7)
for both standard quasi-homogeneous dark energy with sound speed c2

s = 1
and cold dark energy with c2

s = 0. The evolution of the non-linear equations
determines the point of collapse, defined as the singularity where the non-linear
matter density perturbation diverges. The solution of the linear equations at the
time of collapse gives then the linear threshold of collapse. And the solutions
of the non-linear equations at the time of virialisation provide us with the virial
overdensity and the dark energy mass contribution at virialisation. The initial dark
matter density contrast δm,i is adjusted such that the point of collapse takes place
at low redshifts of interest.

The point of collapse for an overdensity is reached when the non-linear mat-
ter density perturbation diverges. This corresponds to tracking the evolution of
a spherical homogeneous top-hat overdensity of radius R until its radius reaches
zero, i.e. the point of collapse. For Birkhoff’s theorem, this is equivalent to the evo-
lution of a separate closed FLRW universe where the scale factor a is replaced by a
distinct scale factor R within the overdensity. The radius evolution of the spherical
overdensity is obtained from the isotropic and homogeneous solution of the Eu-
ler equation (7.2) in the Hubble flow v = Hx, which corresponds to ä/a = −∇Φ
with the scale factor a replaced by the radius R and inserting the gradient potential
∇Φ = (4πG/3)

∑
(ρI + 3pI)x. Hence, the evolution of the spherical overdensity

in the presence of cold dark energy is described by (Creminelli et al., 2010a)

R̈

R
= −4πG

3
(ρm + ρde + 3p̄de) , (7.8)

where we have used δpde ≈ 0. For quasi-homogeneous dark energy with cs = 1
we have ρde = ρ̄de. For the evolution of the dark matter and dark energy densities
within a spherical overdensity of radius R, the continuity equation (7.1) gives

ρ̇I + 3
Ṙ

R
(ρI + pI) = 0 . (7.9)

In order to solve for collapse, equations (7.8) and (7.9) are evolved until a singular-
ity is reached. At the initial time ti, we set the radius to Ri = 1, the expansion rate



84 Chapter 7. Cosmology with galaxy clusters: Cold dark energy cosmology

in the linear regime during matter domination to dR/dt|i = 2 (1− δm,i/3) /(3ti),
and employ equation (7.7) for the initial dark energy density contrast.

We checked that solving for the radius of the spherical overdensity using equa-
tions (7.8) and (7.9) gives the same time of collapse as obtained from the non-linear
set of equations (7.3)-(7.5). In fact, these two approaches are equivalent. This can
for example be shown for dynamical mutation of dark energy, as in Abramo et al.,
2008. Here, for the collapse overdensity we have pc = wcρc and ρc = ρ̄ (1 + δ),
for which the continuity equation (7.9) reads δ̇ + 3 (1 + δ) [h (1 + wc)−H (1 + w)],
with h = Ṙ/R. This is the same as equation (7.3) when expressing the equation of
state inside the overdensity, wc, in terms of the background equation of state via
wc = w +

(
c2

s − w
)
δ/ (1 + δ). We additionally include the approach of following

the radius evolution, as we directly connect the radii at turn-around with the radii
at virialisation through energy conservation. This will be needed in Sections 7.3.3
and 7.3.4.

Note that for dark energy sound speeds different from one or zero the top-hat
profile evolution for density perturbations, with which equations (7.3)-(7.5) com-
ply, does not hold. The absence of a sharp top-hat profile leads to a scale- (or
mass-) dependence in the perturbations, which propagates to derived quantities
like the density threshold of collapse, so that either an interpolation down to the
well-behaved case of sound speed zero or an averaging of the derived quantities,
e.g. the threshold of collapse, over a top-hat profile are necessary (Basse, Eggers
Bjælde, and Wong, 2011; Basse et al., 2014). We can define a Jeans mass depend-
ing on the sound speed of the dark energy fluid. This leads to a characteristic
scale, where the effects of clustering due to dark energy perturbations becomes im-
portant. For example, sound speeds of the order of 10−4 and 10−5 correspond to
masses of the order of 1014M� and 1015M�, respectively, which are typical masses
for galaxy clusters. In this work we opt for comparing cold dark energy of negli-
gible sound speed against the standard quasi-homogeneous dark energy. The ad-
vantage is that these two limiting cases are fully consistent with the semi-analytical
treatment described above, in which the top-hat evolution of the spherical over-
density is physically motivated.

7.3.2 Collapse threshold

Here we discuss the cosmology-dependent linear density threshold of collapse
for exemplary parameter values of the present-day matter density and dark en-
ergy equation of state. To solve for the evolution of a spherical overdensity we
evolve equations (7.3)-(7.5) until the non-linear density perturbation diverges and
the point of collapse is reached. The linear density contrast of matter at the time
of collapse is the so-called spherical collapse threshold δc. In an Einstein-de Sit-
ter (EdS) universe (i.e. Ωm = 1) δc = 1.686, independent of redshift and initial
overdensity (see e.g. Bertschinger and Jain, 1994; Martel and Shapiro, 1999). The
inclusion of dark energy modifies the dynamics of the spherical collapse, intro-
ducing a redshift-dependence in the threshold of collapse. This redshift depen-
dency of the collapse threshold is displayed in the top left panel of Figure 7.1 for a
w ∈ [−1.4,−0.6] in steps of 0.2 from top to bottom, for c2

s = 1 and c2
s = 0. Note that

for ΛCDM, i.e. w = −1, these two cases coincide. The presence of non-phantom
dark energy with w > −1 lowers δc with respect to that of ΛCDM, while dark
energy with w < −1 has the opposite effect. For cold dark energy, instead, the
collapse threshold is lowered for w < −1 and enhanced for w > −1.
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As can be seen from the radius evolution of the spherical overdensity in the
middle panels of Figure 7.1, the change of collapse dynamics with w translates into
a slightly delayed collapse in a cold dark energy scenario as opposed to quasi-
homogeneous dark energy for w < −1. This is because dark energy becomes im-
portant earlier, hindering the collapse. The opposite is true for w > −1, where
spherical overdensities collapse earlier, as dark energy starts to dominate later. In
all cases, cold dark energy tends to bring radius evolution and collapse threshold
closer to those of ΛCDM. Also, the modification of the spherical collapse dynamics
by the inclusion of dark energy becomes more apparent when further away from
an EdS scenario, i.e. the lower Ωm the lower δc. This behaviour is shown in the top
right panel of Figure 7.1 for different values of Ωm < 1, with w = −1 fixed.

7.3.3 Virial overdensity

In the context of the Press-Schechter formalism (Press and Schechter, 1974b) and its
extensions (see e.g. Zentner, 2007), a halo mass is defined as the mass enclosed by
the virial radius Rvir within which there is an interior mean overdensity ∆vir with
respect to a reference background density ρ̄ref . In general, the virial overdensity
∆vir depends on redshift and cosmology. On the other hand, observational masses
are associated with more convenient fixed overdensities, with typical values such
that the interior average density is ρint = 300ρ̄m or ρint = 500ρ̄crit, where ρcrit =
3H2

0/ (8πG) is the critical density of the Universe. Thus, to compare the predicted
number of collapsed objects with cluster number count data we need to derive ∆vir

explicitly for each cosmology.
In the spherical collapse framework the time, or redshift, of virialisation is ob-

tained by relating it to the turn-around of the collapsing sphere via the virial theo-
rem. The time of turn-around is reached when the radius of the sphere is maximal,
and equivalently the quantity log (δNL + 1) /a3, with non-linear density contrast
δNL, is minimal (Pace, Waizmann, and Bartelmann, 2010) before diverging at the
time of collapse. Radius and overdensity at turn-around can then be connected
to radius and overdensity at virialisation by making use of energy conservation.
We use the connection between virial and turn-around radius as given in Lahav
et al. (1991), where the virial radius gives us the time, or scale factor, of viriali-
sation by tracking the radius evolution of the sphere as described in Section 7.3,
in equations (7.8) and (7.9). Having the time and radius of virialisation, the virial
overdensity ∆vir is due to mass conservation given by (Basilakos, Sanchez, and
Perivolaropoulos, 2009; Lee and Ng, 2010; Meyer, Pace, and Bartelmann, 2012)

∆vir = (δNL,vir + 1) = (δta + 1)

(
avir

ata

)3( Rta

Rvir

)3

, (7.10)

where ata and Rta are the turn-around scale factor and radius, and avir and δNL,vir

are the scale factor and non-linear density contrast, respectively, at the time of viri-
alisation.

The virial overdensity needs to be calculated for every redshift and cosmologi-
cal parameter set of interest. In order to speed up the calculations, we fit the virial
density threshold on a grid of both Ωm and w, aiming at sub-percent accuracy.
The fitting formula is an expansion around the EdS case at Ωm = 1 of constant
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Figure 7.1: Top left panel: Collapse threshold δc as a function of redshift for w =
−1.4 to w = −0.6 in steps of 0.2 (top to bottom curves) for fixed Ωm = 0.3. Solid
blue curves correspond to cases of quasi-homogeneous dark energy with sound
speed cs = 1, and dashed magenta curves of cold dark energy with sound speed
cs = 0. The EdS case with constant δc = 1.686 is shown in brown. Top right panel:
δc (z) for fixed w = −1 and curves of varying Ωm as indicated. Middle left panel:
Time evolution of the radius R over the initial radius Ri of spherical overdensities
for w = −1.3,−1,−0.7, and fixed Ωm = 0.3, for cs = 1 (solid curves) and cs = 0
(dashed curves). Middle right panel: Detail of the middle left panel. Bottom left
panel: Virial overdensity ∆vir as a function of redshift for cs = 1 (solid) and cs = 0
(dashed) withw varying as indicated fromw = −1.4 tow = −0.6 in steps of 0.2 (top
to bottom curves), and fixed Ωm = 0.3. The EdS value of ∆vir,EdS = 18π2 is shown
in brown. Bottom right panel: ∆vir(z) for Ωm as indicated, and w = −1 fixed. Note
that for w = −1 all these quantities are the same for the two speeds of sound.
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Figure 7.2: Left panel: Ratio εvir between the dark energy mass Mvir,de and cold
dark matter mass Mvir,m at virialisation as a function of redshift. Ωm is fixed to 0.3
andw varies as indicated. Right panel: The same quantity εvir(z) forw fixed to−0.5
and Ωm varying as indicated.

∆vir = 18π2. It reads

∆vir (z) =

[
18π2 + a (1− Ωm (z)) + b (1− Ωm (z))2

]

Ωm (z)
, (7.11)

with fitting parameters a, b, and the fractional matter density parameter Ωm (z).
For our halo mass function calculations in Section 7.4, we interpolate the values of
the virial density threshold on the fitted grid to convert observed cluster masses to
virial masses.

The bottom panels of Figure 7.1 show the virial overdensity for different values
of w and Ωm. As it was the case in Section 7.3.2 for the collapse threshold, the pres-
ence of dark energy tends to increase the virial density threshold compared to the
constant EdS case. The effect is bigger the earlier dark energy becomes important.
When comparing cold to quasi-homogeneous dark energy in the bottom left panel
of Figure 7.1, the virial overdensity is larger for w < −1, as collapse is hindered,
and lower for w > −1, with cold dark energy helping the collapse in this case. For
a cosmological constant, the bottom right panel of Figure 7.1 makes clear again that
lowering Ωm increases the virial overdensity.

7.3.4 Dark energy mass contribution

In the case of cold dark energy, where dark energy of negligible sound speed is
comoving with dark matter, dark energy perturbations can contribute to the total
mass of the object. We therefore include the contributions from dark energy pertur-
bations to the total mass by altering the predicted halo mass function. To estimate
the extra dark energy contribution to the total mass, we calculate the dark energy
mass at virialisation as shown in Creminelli et al. (2010a). We assume a top-hat
profile and calculate the virial radius Rvir as in Section 7.3.3 within the spherical
collapse framework. We define the dark energy mass contribution at virialisation
as

Mvir,de = 4π

∫ Rvir

0
dRR2δde , (7.12)

with non-linear dark energy density contrast δde. The total halo mass M is then
rescaled by the dark energy mass contribution as M → M (1 +Mvir,de/Mvir,m).
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This ratio between dark energy and dark matter mass at virialisation εvir (z) =
Mvir,de/Mvir,m is shown in the left panel of Figure 7.2 for different values of w.
As expected, the extra dark energy mass contribution grows further as w deviates
from the ΛCDM value of w = −1, i.e. with increasing inhomogeneity, and changes
sign from a positive to a negative contribution when going from the non-phantom
w > −1 to the phantom w < −1 side. The right panel of Figure 7.2 shows the ratio
εvir (z) for different values of Ωm and fixed w = −0.5. The positive mass correction
is higher the lower Ωm, as the dark energy mass contribution increases compared
to that of dark matter. Generally, the dark energy contribution also becomes more
significant at lower redshifts for the same reason.

An alternative to integrating only over the perturbed dark energy density δde

is to include also the dark energy background density in equation (7.12), which
leads to slightly higher deviations. The inclusion of this smooth background dark
energy component in the calculation of mass is debatable though. Another possi-
bility is to rescale the total mass by integrating over a dark energy accretion rate
for the halo, see again Creminelli et al. (2010a). As a conservative, lower estimate,
throughout this analysis we will use only the dark energy mass contribution from
the inhomogeneous part.

7.4 Re-calibrated Halo Mass Function

In this section we show the impact of cold dark energy on the halo mass function
(HMF), i.e. the comoving number density of halos as a function of mass and red-
shift. We also re-calibrate the standard HMF for cold dark matter to account for
non-linear perturbative effects stemming from dark energy being cold (clustering)
instead of quasi-homogeneous. To do so we include the non-linear characteristic
quantities derived in Section 7.3 into our mass function re-calibration, as described
below. For this, it is crucial to evaluate these quantities, i.e. δc, εvir and Mvir,de, for
each set of cosmological parameters when estimating and forecasting constraints
in Section 7.6 and Section 7.7, respectively.

In practice, we calculate both the Tinker HMF (Tinker et al., 2008) and the Sheth-
Tormen HMF (Sheth and Tormen, 1999) for each set of cosmological parameters.
We then form the ratio between the Sheth-Tormen HMF of cold dark energy to
the Sheth-Tormen HMF of quasi-homogeneous dark energy and multiply it by the
standard Tinker HMF. The ratio of Sheth-Tormen HMFs therefore encapsulates the
difference between cold and quasi-homogeneous dark energy, i.e. the impact of
cold dark energy on the halo mass function. The functional form of the Tinker
HMF is based on linear perturbation theory and provides an accurate (enough) fit
to cold dark matter N-body simulations. The re-calibrated HMF for the expected
number of halos of mass M at redshift z in a cold dark energy scenario reads

dncal

dM
(M, z) =

dnST/dM (M, z; cs = 0)

dnST/dM (M, z; cs = 1)
× dnT

dM
(M, z) , (7.13)

with “ST” designating a Sheth-Tormen and “T” a Tinker HMF. A similar ratio has
been employed in Sartoris et al. (2010b) and Cataneo et al. (2015) in order to con-
strain primordial non-Gaussianity, as first prescribed in LoVerde et al. (2008), in the
former, and to distinguish f(R) modified gravity theories from GR+ΛCDM, in the
latter.
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As a reminder, the Tinker HMF is defined by the multiplicity function f(σ) (Tin-
ker et al., 2008)

f (σ) = A

[(σ
b

)−a
+ 1

]
e−c/σ

2
, (7.14)

with the parameters fitted using cold dark matter simulations, and the functional
form of a HMF under spheroidal collapse

dnT
dM

(M, z) = f (σ)
ρ̄m

M

d log σ−1

dM
. (7.15)

The parameters A, a, b and c depend on the definition of cluster mass as multiples
of the overdensity ∆ with respect to ρcrit. The variance σ (R) of the density field
smoothed at radius R is defined as

σ2 (R) =
1

2π2

∫
P (k) |W (kR)|2 k2dk . (7.16)

This integrates the matter power spectrum P (k) over the top-hat window function
W (kR) for a sphere of radius R in Fourier space. The theoretical uncertainty of the
Tinker HMF from simulations is ≤ 5%. We include this uncertainty in our cluster
analysis by increasing the width of the Gaussian priors on the parameters of the
HMF to 10%, as well as accounting for their covariance.

The Sheth-Tormen HMF accounts for ellipsoidal instead of spherical collapse,
giving an improved fit to numerical simulations. It is given by the multiplicity
function (Sheth and Tormen, 1999)

νf (ν) = A

√
2aν2

π

[
1 +

(
aν2
)−p]

exp
[
−aν2

]
, (7.17)

with parameters a and p fitted to simulations, where a is determined by the number
of massive halos, p by the shape of the mass function at the low mass end, and
A is the normalization ensuring the integral of f (ν) over all ν gives unity. The
functional form for the HMF states

dnST

dM
(M, z) = νf (ν)

ρ̄m

M2

d log ν

d logM
. (7.18)

f (ν) depends now on the peak height ν = δc/σ, with collapse threshold δc (z), and
not solely on σ as in the case of the Tinker HMF. As can be seen in equation (7.18),
the Sheth-Tormen HMF depends on the cosmological background via the mean
matter density ρ̄m, as well as on linear density perturbations through σ and the
linear growth function D (z).

When comparing the halo mass function to observations, the non-linear infor-
mation on the properties of collapsed structures can be included via δc, ∆vir and εvir.
Generally, these quantities are redshift-dependent, as well as change with cosmol-
ogy, and therefore depend on the dark energy sound speed. Comparing structure
formation data to theoretical expectations, collapse threshold and virial overden-
sity sometimes are taken at their constant EdS values, or as fitting functions for
a ΛCDM cosmology (see e.g. Kitayama and Suto (1996) and Nakamura and Suto
(1997)).

We go beyond this practice and advocate a more accurate calibration of the
model-dependent non-linearities in the halo mass function by using the results ob-
tained within the spherical collapse framework shown in Sections 7.3.2 to 7.3.4.
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Figure 7.3: Top left panel: Re-calibrated halo mass functions at z = 0 for quasi-
homogeneous dark energy (cs = 1; solid lines) and cold dark energy (cs = 0; dashed
lines) for w = −0.7 (bottom curves) and w = −1.3 (top curves), as well as w = −1
for which both cases coincide. Ωm is fixed to 0.3 for all curves. Top right panel:
Ratios of re-calibrated halo mass functions with respect to the ΛCDM case at z = 0,
for cs = 0 (dashed) and cs = 1 (solid). The ratios > 1 are for w = −1.3 and
those < 1 for w = −0.7; this is the same in the next panel. Bottom left panel:
Ratios of Sheth-Tormen HMFs for cs = 0 over cs = 1 dark energy at z = 0 for
Ωm values as indicated from the top to the bottom lines. Bottom right panel: Re-
calibrated halo mass functions at z = 0 for cs = 1 (solid) and cs = 0 (dashed), and
for Ωm = 0.2, 0.3, 0.4 bottom to top, with w = −0.7 fixed.
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We then insert δc (z) for a given cosmology into the Sheth-Tormen HMF of equa-
tion (7.18), both for quasi-homogeneous and cold dark energy, and form the ratio
in equation (7.13). We convert between observed cluster and virial masses, de-
fined using ∆vir from Section 7.3.3, assuming a Navarro-Frenk-White (NFW) pro-
file (Navarro, Frenk, and White, 1996b; Hu and Kravtsov, 2003). The standard use
of the NFW profile comes from N-body simulations with a quasi-homogeneous
dark energy component only in a background and cold dark matter particles. How-
ever, we expect this profile to hold reasonably well for a case with cold dark energy,
since for negligible sound speed dark energy is comoving with dark matter and
therefore should not significantly alter the radial profile. We also include the mass
correction at virialisation due to dark energy calculated as in Section 7.3.4. This
accounts for differences in virialisation, as well as for the mass shift introduced in
the halo mass function due to cold dark energy.

In the top left panel of Figure 7.3 we show the re-calibrated mass function of
equation (7.13) as a function of virial mass for both cs = 1 and cs = 0, and w = −1
(ΛCDM), w < −1 and w > −1, with Ωm = 0.3 fixed for all curves. The pre-
dicted cluster abundances are systematically lower for cold compared to quasi-
homogeneous dark energy when w < −1, and systematically higher for w > −1.
For w = −1 both curves coincide, as dark energy perturbations vanish. This be-
haviour is to be expected, since the contribution from dark energy perturbations
suppresses structure formation for w < −1 and enhances it for w > −1 with re-
spect to the quasi-homogeneous case. The bottom left panel of Figure 7.3 under-
lines these sizeable deviations, showing the ratio between the Sheth-Tormen clus-
ter mass functions of cs = 0 to cs = 1 dark energy for different values of w. We
re-calibrate the halo mass function with this ratio. The top right panel of Figure 7.3
shows the ratio between the re-calibrated cluster mass functions for cold and quasi-
homogeneous dark energy to the mass function in a ΛCDM universe for the same
set of parameters as in the top left panel. For a cold dark energy scenario, this ratio
indicates deviations from ΛCDM by up to a number of times, depending on the
mass and parameters chosen. The effect is especially pronounced at the high-mass
end where massive clusters of galaxies reside. The bottom right panel of Figure 7.3
shows the dependence on Ωm of the re-calibrated cluster mass function, for both
cs = 1 and cs = 0 dark energy. We display curves for Ωm = 0.2, 0.3, 0.4 at fixed
w = −0.7. As expected, the predicted cluster abundances are systematically higher
for cold compared to quasi-homogeneous dark energy as it was in the correspond-
ing case in the bottom left panel for aw > −1. Note that the difference between cold
and quasi-homogeneous dark energy is more pronounced for low matter densities,
as the relative importance of dark energy grows.

Even though here we focused on displaying the parameter dependence of the
mass function re-calibration on Ωm, w and cs, we want to stress that the mass func-
tion estimate to be obtained with our Markov Chain Monte Carlo (MCMC) data
analysis crucially depends on a multitude of parameters, such as those of the mass-
observable relations fitted simultaneously with cosmology. In Section 7.6 we will
use the re-calibrated mass functions presented here to constrain cosmological pa-
rameters with measurements of cluster number counts.

7.5 Data

For the parameter constraints in Section 7.6 we present results from both a cluster-
only data set and a combination of clusters, CMB, baryon acoustic oscillation
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(BAO), and type Ia supernova (SN Ia) data. The cluster data used here1 consist
of three X-ray samples of clusters taken from the ROSAT All-Sky Survey (RASS;
Truemper, 1993), the Brightest Cluster Sample (BCS; Ebeling et al., 1998), the
ROSAT-ESO Flux Limited X-ray sample (REFLEX; Boehringer, 2004) and the bright
sample of the Massive Cluster Survey (MACS; Ebeling et al., 2010), together with
follow-up X-ray and optical imaging data. To select for high-mass clusters and
avoid incompleteness, a flux limit of 0.1–2.4 keV luminosities > 2.5 × 1044h−2 erg
s−1 was applied; furthermore systems with X-ray emission dominated by active
galactic nuclei have been removed. After cuts, the sample contains 224 clusters.
For 94 clusters of the sample, follow-up ROSAT and/or Chandra data were used
to derive X-ray luminosities and gas masses in order to constrain cluster scaling
relations (see Mantz et al., 2010b). The absolute cluster mass scale is calibrated
using state-of-the-art weak lensing measurements for 50 massive clusters taken
from the Weighing the Giants program introduced in von der Linden et al.
(2014), Applegate et al. (2014) and Kelly et al. (2014).

When using our cluster data set alone, consisting of RASS catalogues, and
follow-up X-ray and lensing data, we also include Gaussian priors on the cosmic
baryon density 100 Ωbh

2 = 2.202 ± 0.045 (Cooke et al., 2014) and the present-day
Hubble parameter h = 0.738 ± 0.024 (Riess et al., 2011). For the full combination
of clusters+CMB+BAO+SNIa, priors on h and Ωb are not required. For the CMB
data, we combine Planck (1-year release plus WMAP polarisation data; Planck
Collaboration et al., 2014) together with Atacama Cosmology Telescope (ACT;
Das et al., 2014) and South Pole Telescope (SPT; Keisler et al., 2011; Reichardt
et al., 2012; Story et al., 2013) measurements at high multipoles. We also use the
Union2.1 compilation of SNIa data (Suzuki, 2012), as well as BAO data from the
6-degree Field galaxy Survey (6dF; Beutler et al., 2011) and the Sloan Digital Sky
Survey (SDSS; Padmanabhan et al., 2012; Anderson et al., 2014).

In the following we will employ both our cluster-only data set and its combina-
tion with the above complementary data sets to constrain cosmological parameters
for both cold and quasi-homogeneous dark energy, using the re-calibrated mass
function introduced in the previous section.

Analysis σ8 Ωm w

Clusters only, cs = 0 0.866 ± 0.039 0.186 ± 0.038 -0.96 ± 0.21

Clusters only, cs = 1 0.870 ± 0.038 0.187 ± 0.041 -1.02 ± 0.18

Clusters + CMB + BAO + SNIa, cs = 0 0.806 ± 0.014 0.302 ± 0.013 -1.14 ± 0.05

Clusters + CMB + BAO + SNIa, cs = 1 0.823 ± 0.017 0.296 ± 0.013 -1.19 ± 0.07

Table 7.1: Marginalised best-fitting values and 68.3 per cent confidence intervals
for σ8, Ωm and w, for both cold dark energy with sound speed cs = 0 and quasi-
homogeneous dark energy with cs = 1. Results are shown for clusters-only and
clusters+CMB+BAO+SNIa data as described in Section 7.5.

1Note that we do not include measurements of the gas mass fraction, fgas, experiment (Mantz
et al., 2014), as the relation between X-ray gas mass, total cluster mass and baryonic fraction has not
been investigated yet for cold dark energy cosmology.
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Figure 7.4: Confidence contours for quasi-homogeneous dark energy of sound
speed cs = 1 using a Tinker HMF (in blue), and for cold dark energy of sound
speed cs = 0 employing a re-calibrated mass function (magenta), using either clus-
ter growth data only (left panels) or a combination of these with CMB, BAO and SN
Ia data as described in Section 7.5 (right panels). Dark and light shading indicate
the 68.3 and 95.4 per cent confidence regions.
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7.6 Parameter estimation

Here we present the first observational constraints on a dark energy model with
constant w and cs = 0. For this, we employ our cluster growth data both with and
without additional complementary data sets, as described in the previous section.

Our likelihood analysis and parameter estimation via an MCMC sampler in-
cludes theoretical and experimental scatter in the halo mass function and the mass-
observable scaling relations, and also incorporates modified characteristic quanti-
ties for structure formation: collapse threshold (see Section 7.3.2), virial overden-
sity (Section 7.3.3) and cold dark energy mass contribution at virialisation (Sec-
tion 7.3.4). These quantities are interpolated on a grid for computational speed,
aiming at per cent accuracy. We proceed as follows. For each trial cosmology, the
ratio of the Sheth-Tormen HMF for cold to that of quasi-homogeneous dark energy
of equation (7.13) is formed, depending both on mass and redshift. Hereby the
cosmology-dependent collapse threshold is included into the Sheth-Tormen HMF,
on top of the background and linear level calculations taken from CAMB2 (Lewis,
Challinor, and Lasenby, 2000; Howlett et al., 2012). In addition, the cold dark en-
ergy mass contribution is taken into account, resulting in a shift of the mass scale,
i.e. adding mass forw > −1 and reducing mass forw < −1 (see Section 7.3.4). Halo
masses are then converted to virial masses assuming an NFW profile to map into
any overdensity (Hu and Kravtsov, 2003). Equation (7.13) is then used as our re-
calibrated cold dark matter plus cold dark energy mass function to compare with
observed cluster number counts. Virial masses are converted to observed masses
using ∆vir, as derived in Section 7.3.3, which accounts for differences in virialisa-
tion between the cold and quasi-homogeneous dark energy models.

We use a modified version of CosmoMC3 (Lewis and Bridle, 2002; Lewis, 2013),
which incorporates a module that evaluates our cluster growth likelihood (Mantz
et al., 2015) using the data described in Section 7.5. We also employ uniform priors
on Ωmh

2 ∈ [0.025, 0.3], Ωbh
2 ∈ [0.005, 0.1] and w ∈ [−1.5,−0.5] in order to keep

the spherical collapse calculations valid and numerically stable. Throughout our
analysis, we assume a spatially flat cosmology, the standard effective number of
relativistic species Neff = 3.046 and the minimal species-summed neutrino mass∑
mν = 0.056.
Figure 7.4 shows our constraints on Ωm, w and the matter density field variance

at 8 h−1Mpc, σ8, when using cluster growth data only (top panels), and the com-
bination of cluster growth data with CMB, BAO and SN Ia data described in Sec-
tion 7.5 (bottom panels). The blue contours show the results for the standard mass
function analysis of quasi-homogeneous dark energy with sound speed cs = 1, em-
ploying the Tinker HMF, and the magenta contours those for cold dark energy with
sound speed cs = 0. For the latter, we employ the re-calibrated cluster mass func-
tion of Section 7.4 as implemented into our cluster growth likelihood analysis. We
find that the impact of assuming cold instead of quasi-homogeneous dark energy
on these parameters is only marginal for current cluster data. For the combination
of data sets, the slight shift between the confidence contours for cold versus quasi-
homogeneous dark energy hints at an effect that will be important to investigate
with upcoming, more precise measurements.

In Table 7.1 we show the corresponding marginalised best-fitting values and
68.3 per cent confidence intervals for σ8, Ωm and w. The derived best-fitting val-
ues for cold and quasi-homogeneous dark energy agree within their respective

2 Version March 2013; http://camb.info/
3Version October 2013; http://cosmologist.info/cosmomc/
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68.3 per cent confidence intervals for cluster growth data only. Both cases dis-
play a slight preference for phantom (w < −1) values of the dark energy equa-
tion of state, and their confidence intervals are similar in size for current data.
For the full combination of clusters+CMB+BAO+SNIa data though, differences in
the marginalised best-fit values at the 1–2σ-level start to appear between cold and
quasi-homogeneous dark energy, as to be expected, already for present-day data.
This indicates that interesting avenues might be opening up in the future with im-
proved data. Another example would also be the ability to constrain the dark en-
ergy sound speed using structure formation data in the non-linear regime sensitive
to scale-dependent behaviour, which occurs for sound speeds different from zero
or one.

7.7 Fisher forecast

In this Section we use a Fisher matrix formalism to forecasts constraints on cos-
mological parameters from cluster number counts for the case of both cold and
quasi-homogeneous dark energy. We want to address the question of whether the
choice between these two models will have a significant impact on the inference of
parameters such as w for upcoming cluster constraints. For this analysis we use the
cosmological parameter vector p = {Ωm,Ωb, h, ns, σ8, w}, of which we only vary
three of them: Ωm, σ8 and w. As fiducial values we take those of the Planck best-fit
for the base case wCDM lowl+highL+SNLS in Planck Collaboration et al. (2014)4,5,
being Ωm = 0.28, Ωb = 0.044, h = 0.709, ns = 0.9581, σ8 = 0.87 and w = −1.124.
Note also that we do not include a galaxy cluster power spectrum analysis.

The Fisher matrix for cluster number counts, with Nl,m number of clusters in
the l-th redshift bin and m-th observed mass bin, reads

Fij =
∑

l,m

=
∂Nl,m

∂pi

1

Nl,m

∂Nl,m

∂pj
, (7.19)

where the inverse covariance is given by C−1
l,m = 1/Nl,m. The Nl,m expected for a

survey with sky coverage ∆Ω is (Majumdar and Mohr, 2003)

Nl,m =
∆Ω

4π

∫ zl+1

zl

dz
dV

dz
∫ Mob

l,m+1

Mob
l,m

dMob

Mob

∫ +∞

0
dM n (M, z) p

(
Mob|M ; z

)
, (7.20)

with comoving volume element per unit redshift interval dV/dz, halo mass
function n (M, z), and probability to assign an observed mass Mob to a cluster of
true mass M , p

(
Mob|M

)
. The cosmology-dependent comoving volume element is

given by
dV

dz
=

4πc (1 + z)2

H (z)
d2

A (z) , (7.21)

with angular diameter distance dA (z) and Hubble function H (z). For quasi-
homogeneous dark energy with sound speed cs = 1 we use the halo mass function
n (M, z) from Tinker et al. (2008) at an overdensity of ∆ = 200 with respect to

4 https://wiki.cosmos.esa.int/planckpla/index.php/
Cosmological_Parameters

5PLA/base_w_planck_lowl_lowLike_highL_post_SNLS



96 Chapter 7. Cosmology with galaxy clusters: Cold dark energy cosmology

the background density. For cold dark energy with sound speed cs = 0, we use
instead the re-calibrated HMF of equation (7.13) with cosmology-dependent δc

(Section 7.3.2) and εvir (Section 7.3.4). It is worth noting that here εvir effectively
introduces a mass bias between true and observed mass.

Following Lima and Hu (2005) and assuming a lognormal distribution with
variance σ2

lnM we have

p
(
Mob|M ; z

)
=

exp
[
−x2

(
Mob,M, z

)]
√(

2σ2
lnM (z)

) , (7.22)

where x
(
Mob,M, z

)
relates true and observed mass as

x
(
Mob,M, z

)
=

lnMob − lnMbias(z)− lnM√(
2σ2

lnM (z)
) . (7.23)

And inserting equation (7.22) into equation (7.20) we have,

Nl,m =
∆Ω

4π

∫ zl+1

zl

dz
dV

dz
∫ +∞

0
dM n (M, z) [erfc (xm)− erfc (xm+1)] , (7.24)

with xm = x
(
Mob
l,m,M, zl

)
.

As in Sartoris et al. (2010b) and Sartoris (2016), we model the mass-observable
relation using the bias between observed and true masses lnMbias and the intrinsic
scatter σ2

lnM as

lnMbias (z) = BM,0 + α ln (1 + z) ,

σ2
lnM (z) = σ2

lnM,0 − 1 + (1 + z)2β , (7.25)

with fiducial parameters

pN = {BM,0 = 0, α = 0, σlnM,0 = 0.4, β = 0.0} . (7.26)

For the quasi-homogeneous dark energy model, this choice of fiducial parameters
corresponds to no bias in the mass-observable scaling relation. For cold dark en-
ergy, the shift between true and observed mass introduced by εvir translates into
a mass- and redshift-dependent mass bias. Also, a mass scatter of σlnM = 0.4 is
assumed. We selected the mass-observable scaling relation parameters to be con-
sistent with the observed mass-richness relation for massive, X-ray selected clus-
ters at z<0.5 (Mantz et al., 2016b). The richness measurements for that relation
were drawn from Sloan Digital Sky Survey (SDSS) data using the redMaPPer algo-
rithm (Rykoff et al., 2014; Rozo et al., 2015), which is a red sequence cluster finder
designed to handle an arbitrary photometric galaxy catalog with excellent photo-
metric redshift performance, completeness and purity, and which is currently in
use for Dark Energy Survey (DES) cluster studies. We caution, however, that the
scatter chosen may be optimistic when applied to optically selected clusters, as in
some cases projection effects can boost the measured richness. Also, the redshift
evolution of the scatter is not well known and the details will depend on the selec-
tion algorithm used. We therefore assume that it remains constant. Even though
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Survey fsky[%] Mthr [M�] ∆ log (M/M�) zmax ∆z

DES 12 1× 1014 0.2 1.0 0.05

Table 7.2: Survey specifications used to Fisher matrix forecast cosmological param-
eters with cluster number counts, see Section 7.7.

the validity of this assumption may deteriorate at higher redshifts, because there
the impact of projection effects is expected to increase.

We choose our fiducial nuisance parameters for the mass-observable scaling
relation to be representative of those currently expected for DES6. In our Fisher
matrix forecast we fix the nuisance parameters α, σlnM,0 and β to their fiducial val-
ues and account for the expected uncertainty in the absolute mass calibration by
leaving BM,0 to vary within 3%. The cluster mass threshold of detection Mthr is ap-
proximated as independent of redshift, although in practice Mthr becomes higher
at higher redshifts depending on the survey-specific selection function. For DES,
we use a sky coverage of 5000 deg2 from z = 0.1 out to z = 1.0 with ∆z = 0.05 to
match the expected photo-z error for masses larger than Mthr ≈ 1014M� (Abbott,
2016b; Rykoff, 2016). We bin the mass in steps of ∆ log

(
Mob/M�

)
= 0.2 from the

threshold mass Mthr up to a maximum of log
(
Mob/M�

)
≤ 16. The survey specifi-

cations used for the Fisher matrix forecasts performed in this section are summed
up in Table 7.2. Figure ?? shows the redshift-binned number density of clusters to
be expected for DES in the redshift range 0.1 < z < 1.0 for both cold (magenta) and
quasi-homogeneous (blue) dark energy. The inset panel shows the corresponding
ratio of cs = 1 over cs = 0, with about 3% more clusters detected in the z = 0.1−0.2
bin in the cs = 1 model.

For this analysis, we have implemented our halo mass function re-calibration
of Section 7.4 and the Fisher matrix calculation for cluster number counts sketched
above into the publicly available CosmoSIS code (Zuntz et al., 2015)7. Within the
latter we ran the provided Fisher matrix sampler together with CAMB8, making use
of the existing routine9 for the calculation of the Tinker and Sheth-Tormen HMFs.

In Figure 7.6 we show the resulting marginalised forecasted constraints for cold
(dashed, magenta contours) versus quasi-homogeneous (solid, blue contours) dark
energy, where we find that those for cold dark energy are tighter. The differences
in marginalised confidence intervals are summed up in Table 7.3, together with
a Figure of Merit (FoM) that we define similarly to that of the Dark Energy Task
Force (DETF – Albrecht, 2006). That is, the square root of the determinant of the

inverse Fisher matrix, FoM = 1/
√
|F−1
i |, in our case in the (Ωm, w) plane. We

obtain constraints of the order of ≈ 10−3 for Ωm and σ8, and ≈ 10−2 for w, as well
as a FoM ≈ 104, with that of the cold dark energy case being about a factor of 1.5
higher.

We note, that for Euclid10 and Large Synoptic Survey Telescope (LSST)11 data,
with higher sky coverages and a larger redshift range, constraints on cosmological

6http://www.darkenergysurvey.org
7 Version 1.4; https://bitbucket.org/joezuntz/cosmosis/wiki
8Version January 2015.
9http://www.mpa-garching.mpg.de/∼komatsu/crl/

10http://www.euclid-ec.org
11https://www.lsst.org/lsst_home.shtml
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Figure 7.5: Number density of detected clusters for cs = 1 (blue line) and cs = 0
(magenta line), and the corresponding ratio of cs = 1 over cs = 0 (inset), for the
survey characteristics of DES in Table 7.2, and for the fiducial cosmological and
nuisance parameter values as stated in the text.

parameters are at least an order of magnitude stronger. Since both LSST and Euclid
extend to higher redshifts than DES, investigating the impact of cold dark energy
with a varying dark energy equation of state should be particularly interesting.
We therefore, and due to the uncertain mass-observable scaling, postpone such
analyzes for later studies.

7.8 Discussion

Cold dark energy of sound speed zero presents an interesting phenomenology by
adding on top of the clustering of matter an extra clustering component due to
dark energy perturbations that renders the model potentially distinguishable from

∆σ8 [10−3] ∆Ωm [10−3] ∆w [10−3] FoM [103]

cs = 0 2.6 2.8 30.3 16.7

cs = 1 3.2 5.6 45.5 10.8

Table 7.3: Marginalised 68.3 per cent confidence intervals for DES, for the Fisher
matrix forecasts of Section 7.7 for both cs = 0 and cs = 1. We also show the FoM
in the (Ωm, w)-plane as defined in Section 7.7. The fiducial parameter values are
{Ωm, σ8, w} = {0.287, 0.87,−1.124}.
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Figure 7.6: Forecasted constraints for DES as described in Section 7.7 for cs = 1
(solid, blue contours) and cs = 0 (dashed, magenta contours) at the 68.3 and 95.4
per cent confidence levels. Black dots mark the fiducial model of {Ωm, σ8, w} =
{0.287, 0.87,−1.124}.
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standard quasi-homogeneous dark energy of sound speed one. Within the semi-
analytical spherical collapse framework, in this work we derived the non-linear
characteristic quantities required for the re-calibration of the cluster mass function
for cold dark energy. These are the collapse threshold, the virial overdensity and a
dark energy mass contribution for cold dark energy. We incorporated these quanti-
ties into the halo mass function, including in this way the non-linear cosmological
model information needed for a new cold dark matter plus cold dark energy mass
function.

We used the re-calibrated mass function to constrain cosmological parameters
for both quasi-homogeneous dark energy and cold dark energy with current state-
of-the-art cluster growth data, as well as adding a combination of standard cos-
mological data sets. For the combined data set a shift in the best-fitting parameter
values of up to one sigma can be detected, with for example σ8 = 0.806± 0.014 for
sound speed zero and σ8 = 0.823±0.017 for sound speed one. These results and the
comparison of our re-calibrated mass functions for both models makes clear that in-
cluding further non-linear model information has the potential to distinguish cold
dark energy from the standard quasi-homogeneous case.

In order to predict the ability to distinguish cold versus quasi-homogeneous
dark energy with upcoming cluster growth data, we Fisher matrix forecasted cos-
mological parameter constraints for ongoing and future surveys. We find that for
the ongoing DES cluster survey, Ωm and σ8 constraints of the order of 10−3, and
of 10−2 for w, lead to a significant difference in our Figure of Merit, defined in the
(Ωm, w) plane, about 50% higher for cold dark energy. Besides these differences in
the constraints, we also obtain differences in the directions of the parameter degen-
eracies between the cold and quasi-homogeneous dark energy models.

More and better data, as well as combinations with other data, should enhance
the differences in the estimated parameters for cold versus quasi-homogeneous
dark energy. An interesting direction for further studies would be a more realis-
tic treatment that either allows both the dark energy sound speed and equation of
state to vary as free parameters, or employs models for which these parameters
naturally evolve with redshift.



Chapter 8

SEARCHING FOR BIAS AND
CORRELATIONS IN A BAYESIAN
WAY
THIS CHAPTER IS ADAPTED FROM THE ARTICLE:

Searching for bias and correlations in a Bayesian way -

Example: SN Ia data.

8.1 Summary

A range of Bayesian tools has become widely used in cosmological data treatment
and parameter inference (see Kunz, Bassett, and Hlozek (2007), Trotta (2008), and
Amendola, Marra, and Quartin (2013)). With increasingly big datasets and higher
precision, tools that enable us to further enhance the accuracy of our measurements
gain importance. Here we present an approach based on internal robustness, intro-
duced in Amendola, Marra, and Quartin (2013) and adopted in Heneka, Marra,
and Amendola (2014), to identify biased subsets of data and hidden correlation in
a model independent way.

8.2 Introduction and method

Our objective is the identification of subsets that differ from the overall data set
in having a deviating underlying model. This deviation becomes evident in form
of a shift and change in size of likelihood contours (see ’biased’ subset d1 in blue
as opposed to overall set d in green in Figure 8.1, left). Our method is useful for
identifying deviating populations otherwise not distinguishable ’by eye’ (see blue
data points of lowest robustness in Figure 8.1, right). We apply the formalism on
supernova Ia data, the Union2.1 compilation (Suzuki et al. 2012) of 580 supernovae
from z = 0.015 to z = 1.414. Observables are apparent magnitudes, stretch and
colour corrected, as well as apparent magnitude errors.
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Figure 8.1: Top: Sketch showing shift and change of size for likelihood contours
when removing a biased subset (d1) from the overall set (d). Bottom: Hubble di-
agram for the 580 SN Ia of the Union2.1 compilation (Suzuki, 2012), best-fit cos-
mology in green, distance moduli with errors of subset of minimised robustness
(R ≈ −280) in blue, complementary set in red. Note that the otherwise indistin-
guishable biased set d1 is identified.

Internal Robustness Formalism

We employ the Bayes’ ratio to assess the compatibility between subsets statistically,
making use of the full likelihood information. The hypothesis of having one model
set of parameters MC to describe the overall dataset d is compared with the hy-
pothesis of having two independent distributions, i.e. parameter sets MC and MS

for subsets d1 and d2. The corresponding Bayes’ ratio of the evidences states, where
we dub the logarithm of this ratio internal robustness R,

Btot,ind =
E (d;MC)

E (d1;MS) E (d2;MC)
and R ≡ logBtot,ind (8.1)
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Internal Robustness probability distribution function (iR-PDF)

As an analytical form for the distribution of robustness values is not available, un-
biased synthetic catalogues are necessary to test for the significance of the robust-
ness values of the real data. They were created by randomising the best-fit function
of the observable. In practice we start by partitioning the data into subsets and
choosing a parametrisation, followed by the evaluation of the robustness value for
each partition. Finally, robustness values for real and synthetic catalogues can be
compared to detect deviations, see Figure 8.2.

Genetic Algorithm (GA)

We employ a genetic algorithm in order to find subsets of minimal robustness.
Again, the parametrisation and initial subsets are chosen and their robustness val-
ues evaluated, followed by an iteration cycle of selection (in favour of subsets of
lower robustness), reproduction (replacement of disfavoured with favoured sub-
sets) and mutation (random data points are replaced) till convergence.

8.3 Results

We employ the internal robustness formalism to search for statistically significant
bias or correlations present in SN Ia data. The applicability to detect biased subsets,
i.e. to identify subsets of deviating underlying best-fit parametrisation, is demon-
strated. There are two ways to treat the data to form the iR-PDF: by randomly
partitioning it into subsets to test in an unprejudiced way or by sorting the data
after specific criteria to test prejudice on the occurrence of bias (for example angu-
lar separation, redshift, survey or hemisphere). Observables are both supernova Ia
distance moduli and distance modulus errors. The tests of subsets partitioned due
to certain prejudices showed no statistically significant deviation between real data
and unbiased synthetic catalogues. This result demonstrates a successful removal
of systematics for these cases and possible non-standard signals of anisotropy or
inhomogeneity at only low level of significance. Figure 8.2 compares the iR-PDF
of unbiased synthetic catalogues in grey with the real catalogue robustness value
in red for anisotropies as reported by Planck (Ade, 2014). For random partition-
ing subsets of low robustness can be identified. We show in Figure8.3, left panel,
the occurrence of distance modulus errors for the least robust set found by random
selection.

The genetic algorithm (GA) randomly selects subsets for robustness analyses
and transforms them due to selection rules in order to find subsets of minimal ro-
bustness. Seeking for the detection of systematics, distance modulus errors are
analysed. Subsets of minimal robustness are found at low values of R ≤ −280.
Figure8.3, right panel, shows the occurrence of distance modulus errors with red-
shift for a subset of lowest robustness found via genetic algorithm minimisation.
Remarkably, most SNe found in these subsets occupy a confined region in distance
modulus error - redshift - space and belong to distinct surveys of the overall com-
pilation.

8.4 Conclusion

The applicability of the internal robustness formalism to detect subsets of data
whose underlying model deviates significantly from the overall best-fit model is
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Figure 8.2: Adapted from Heneka, Marra, and Amendola (2014). Robustness test
for three anisotropies reported by Planck: hemispherical asymmetry (left), dipole
anisotropy (centre) and quadrupole-octopole alignment (right). The red vertical
lines are robustness values of the Union2.1 Compilation, the distribution of the
1000 unbiased synthetic catalogues is shown in grey.

demonstrated. Subsets of lowest robustness for further investigation are identified,
having higher probabilities of being biased. Both the degree to which systematics
or cosmological signals unaccounted for are present can be quantified in an unprej-
udiced and model-independent way. This is crucial in order to detect contaminants
or signals in cosmological or any astronomical data, especially with upcoming sur-
veys rendering a hunt for bias ’by-hand’ more and more problematic.
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Figure 8.3: Colour-coded contour plots for the occurrence of SN Ia in distance mod-
ulus error-redshift-space. Top: Contour plot for a subset of R ≈ −31, the subset of
lowest robustness found for random 105 subsets. Bottom: Contour-plot for the SN
subset of minimal R ≈ −283 found via GA.





Chapter 9

CONCLUSION AND PERSPECTIVES

In this thesis we have gone on a journey from the formation of the first observable
gravitationally collapsed structures at the Cosmic Dawn and the Epoch of Reioniza-
tion, to the most massive objects in our present-day Universe, clusters of galaxies.
However, we can only scratch the surface of all the information contained from the
earliest to the latest structures over cosmic time in this thesis. We strive to extract
some new information and observables, that will be helpful in our quest to under-
stand the astrophysics and the cosmology at play in our Universe to answer some
of the most fundamental questions regarding it. For example, how do structures
evolve over cosmic times? What are the energy components and the underlying
physical models that drive this evolution? What are the dark and bright parts in
our Universe and how do they interact with each other? These are crucial ques-
tions, as in the end the cosmology we choose, and how we constrain it, shapes our
picture of the Universe.

With these questions in mind, we modeled emission coming from the first struc-
tures forming during reionization. When compared to observations, the modeling
will tell about the evolution of structures at early times, as well as the astrophysics
of the first stars and galaxies. We focussed on line cross-correlation studies as a
new avenue to extract more information beyond that given by global emission and
power spectra. This is complemented by measuring the growth of structures with
clusters of galaxies for both a simple wCDM model, as well as a dark energy model
of negligible sound speed that (in contrast) exhibits a high level of perturbations.
When detected, the signatures of these perturbations can point to the nature of the
dark energy that drives cosmic acceleration and improve our understanding of this
energy component which currently dominates the energy budget of our Universe.

We briefly summarize our thesis and the main findings in the following. Keep-
ing in mind that we need to connect physical cosmology and astrophysics, we mod-
eled, simulated and constrained both astrophysics and cosmology. Firstly, we intro-
duced the framework of General Relativity, together with standard cosmology with
a cosmological constant to drive the present-day accelerated expansion. We then
motivated the search for alternative dark energy models and new physics beyond
a cosmological constant, where both signatures at the non-linear level in structure
formation and at high redshifts during reionization will be important. We also in-
cluded as an alternative way to search for modifications of gravity our findings
on constraints and forecasts of kinematical dark energy models with supernovae
Ia data. After an introduction to the linear and non-linear treatment of structure
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formation employed in this thesis, we connected the theory of structure formation
with both the astrophysics at early times in the Epoch of Reionization and with the
theoretical and observational basis for measurement of cosmic growth using galaxy
clusters. This was followed by a short introduction on the use of Bayesian tools, in
order to explore statistical sample properties of subsamples of data, with the exam-
ple of supernovae Ia. This can point to systematics and helps to pave the way to
(together with accurate modeling of observables) high precision, but also accurate,
cosmology.

Testing the IGM with 21 cm and Lyα fluctuations
Comparing models with observations will be more accurate at high redshifts when
information from line cross-correlations to probe the inter-galactic medium dur-
ing the Epoch of Reionization is included. This line intensity mapping opens up
a new and exciting window at higher redshifts than previously tested, to study
both cosmology and galaxy formation, as well as the first ionising sources during
the Cosmic Dawn. The cross-correlation of line fluctuations is a statistical measure
of ionized regions and a tool to probe the inter-galactic medium and properties
of emitting galaxies, like their escape fraction and star formation rate. Cosmolog-
ical volumes of Lyα were simulated, with galactic, diffuse inter-galactic medium
and scattered inter-galactic medium components, as well as 21 cm and Hα line
fluctuations, in order to calculate their respective power and cross-power spectra.
This allows us to track the evolution of the ionization fraction, test reionization
and cosmological model parameters and improve on the modeling of Lyα emitters,
as demonstrated in this work. We show that the cross-correlation signal for 21cm
(tracing the neutral inter-galactic medium) versus Lyα (tracing pre-dominantly the
ionized inter-galactic medium) emission is detectable in over a decade in scale for
upcoming satellite missions when used jointly with the Square Kilometre Array
data. Including 21 cm foreground avoidance and the Lyα damping tail in the mod-
eling proves crucial, as in general overcoming foreground and systematic contam-
ination poses the biggest challenge to 21 cm observations alone (Beardsley, 2016),
while cross-correlation can reduce contaminants. The cross-correlation studies in
this work show how intensity mapping and semi-numerical modeling, comple-
mented by observations and hydrodynamical simulations, can exploit different
tracers, jointly with the 21cm signal, to extract model information on reionization
and the properties of the first galaxies. Ultimately, this will help in making sense of
(and extracting the most information from) upcoming detections of line emission
at high redshifts.

Cluster cosmology in the non-linear regime
The next project in this thesis considered galaxy clusters that trace the density
peaks of the large-scale structure of the Universe, and whose predicted mass func-
tions are central to cosmological parameter estimation. At the same time they are
rich laboratories of the baryonic physics of structure formation. This work has in-
cluded the non-linear information encoded in structure formation by employing
semi-analytical modeling of the cluster mass function, in order to compare with
data. Characteristic non-linear quantities like the threshold of collapse or the virial
overdensity were derived to re-calibrate the halo mass function for different cos-
mologies and constrain parameters using MCMC, simultaneously fitting the astro-
physical scaling relations and cosmology, including a self-consistent treatment of
systematic uncertainties, with state-of-the-art galaxy cluster X-ray data and lensing
data for the mass calibration. Also, constraints for current surveys like the Dark En-
ergy Survey were forecasted. These estimates of large-scale structure observables
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with non-linear modeling are an important part of the quest to explore parameter
spaces for cosmic structures.

Bayesian analyses of supernovae Ia
Furthermore, it is very important to control for systematics in order to achieve accu-
rate measurements of cosmology. Therefore, we explored novel Bayesian methods
to search in a model-independent way for bias in cosmological data. These meth-
ods distinguish sub-populations via the analysis of statistical sample properties,
in principle applicable to any sample, at the cross-roads with research in statistics.
With the example of supernovae Ia data, subsets of low internal robustness, that
favor a statistically significant different model from the overall population can be
identified by employing a genetic algorithm.

Future Directions
Furthering the usage of linear and non-linear information encoded in cosmological
structures to derive observables, accurately model structure formation and increase
information gain from surveys of cosmic structures is crucial. It is an exciting time
to combine theoretical and numerical modeling with observations, with the ulti-
mate aim to obtain a better understanding of structure formation in our Universe,
as well as the underlying cosmology.

The inclusion of model properties at linear and non-linear scales enables us
to both include baryonic effects and signatures of gravity theories beyond Gen-
eral Relativity with a cosmological constant. This makes it possible to test which
model of gravity truly fits in a cosmological setting and on cosmological scales, and
which astrophysics are at play in the governing of structure formation. Using semi-
analytical tools for non-linear regimes of structure formation, one can go beyond
standard wCDM analysis by taking the energy sound speed as a model parameter
into account, as done at the linear level in Hojjati and Linder (2016) and Appleby,
Linder, and Weller (2013); or even testing the most general class of single scalar-
field models described by the Horndeski Lagrangian, which can in the quasi-static
limit be constrained by only two scale and time dependent functions (Amendola
et al., 2013). In addition, the signatures of non-Gaussianity and massive neutri-
nos in structure formation can be derived with modeling in the non-linear regime.
These signatures should be detectable in galaxy clustering properties, as well as in
the abundance and characteristics, like galaxy peculiar velocities, of galaxy clus-
ters. The very same observables can also be re-calibrated analytically to include
non-linear information on baryonic physics, which in turn can be compared to and
tuned with numerical simulations. One goal is therefore to derive and include both
baryonic and dark energy phenomenology in a consistent manner.

Extensive semi-numerical simulations of line emission in cosmological volumes
during the reionization, as well as its analysis with power and cross-power spec-
tra and predictions of signal-to-noise ratios, will enable improved interpretation
of observables for intensity mapping. This research goal is timely, as future satel-
lites and the Square Kilometre Array will soon do line intensity mapping at high
redshifts. Supplementing studies of power spectra of 21 cm line emission with
cross-correlation studies will enable the extraction of further model information.
For example the cross-correlation of the 21cm signal, that traces the neutral, not
yet ionized and less dense medium, with tracers of the ionized medium like Lyα
radiation, measures the statistics of the sizes of ionized regions jointly with prop-
erties of Lyα emitters, while being more robust against contamination from fore-
ground leakage. This breaks degeneracies between the escape fraction and ioniz-
ing efficiencies of galaxies, and therefore better constrains properties of the first



110 Chapter 9. Conclusion and Perspectives

emitting galaxies (Hutter et al., 2016b). Another interesting possibility is the de-
tection of the BAO signal in cross-correlation studies at sufficiently high redshifts,
when the 21cm emission is still a good tracer of the density field, while ionized
regions already have begun to form. The modeling of large volumes with fast
semi-numerical simulations, while comparing with hydrodynamical studies is im-
portant here. Further possible cross-correlation studies include line emission and
the Sunyaev-Zel’dovich effect with galaxy surveys to probe the matter distribution
and galaxy evolution (Wolz et al., 2016). Also the correct modeling and substrac-
tion of foregrounds and systematics is crucial for both 21cm studies, as well as, even
though to a lesser extent, cross-correlation studies with other emission lines. This
will decide to what extent the cross-correlation, size statistics of ionized regions
or BAO modeling mentioned can give us precise information on the reionization
model.

Numerical simulation of galaxy evolution are a perfect complement to semi-
numerical modeling. Information gained on parameter dependencies, for exam-
ple for star formation densities or parameters like the escape fraction of ionizing
galaxies, can then be compared with and fed into larger numerical simulations, or
vice versa for re-calibration. Signatures at large scales, which are hard to simu-
late with full numerical simulations because of computational cost, can possibly be
evaluated with a semi-numerical approach. Combining expertise in reionization
modeling with galaxy formation simulations, the challenge of combining the local
Universe with reionization modeling and its impact on galaxy formation has to be
addressed, as begun by Ocvirk et al., 2016b. Only this way the impact of reioniza-
tion properties like the dominant ionizing sources on e.g. the present-day galaxy
population can be investigated.

Once the reionization model is more tightly constrained, line intensity mapping
will prove an important tool to test cosmology and gravity at large scales and high
redshifts, closing the gap of Cosmic Microwave Background constraints and lower
redshift studies, while allowing for various cross-correlation studies. Including
model information at linear and non-linear scales for as wide a class of cosmo-
logical models as possible enables us to test which model of gravity truly fits in a
cosmological setting and on cosmological scales, all the way down from reioniza-
tion to galaxy clusters, that give some of the most stringent constraints to date on
cosmology.

Bayesian methods should be employed to improve the accuracy of the estima-
tion of cosmological parameters using cosmological data, as done here for cosmo-
logical parameter inference from supernovae Ia data. This can be done in a model-
independent way and for any type of data, assuring accurate measurements.

To refine our view of the Universe and the energy components at play, the effort
to detect, model and simulate the formation of structures and large-scale structure
observables over cosmic time is crucial. Now that we are at the brink of a new data-
rich period, it is important to refine our modeling in order to deduce underlying
effects at play; benefiting from the use of as many observables as possible to break
parameter degeneracies and increase information gain.



Chapter A

Notes on Cross-correlation studies

A.1 Comparison of Lyα spectra - other work

Here we compare, for consistency, the Lyα power spectra in surface brightness
(νIν) obtained in this work for the galactic contribution, as well as diffuse and
scattered IGM contributions, see Figure 6.4 in Section 6.3.2, with Lyα power spec-
tra from other work. Figure A.1 compares against the total galactic power spec-
trum from Silva et al. (2013) (black lines, left panels), and against the theoretical
power spectrum for halo emission from Pullen, Doré, and Bock (2014) (dashed and
dash-dotted lines, right panels), both at redshift z = 10 (top) and z = 7 (bottom).
Encouragingly, the power spectra roughly agree with each other, especially given
the differing approaches in modelling.
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Figure A.1: Comparison of Lyα power spectra in surface brightness (νIν) for galac-
tic contribution, as well as diffuse and scattered IGM contributions, see Figure 6.4 in
Section 6.3.2, with spectra taken from Silva et al. (2013) (left, black lines) and Pullen,
Doré, and Bock (2014) (right, top panel dash-dotted for z = 10, bottom panel
dashed for z = 6 and dash-dot for z = 8).



A.2. S/N and mode cuts 113

A.2 S/N and mode cuts

For completeness we show here the Lyα power spectra in surface brightness (νIν)
for redshift z = 10 and z = 7 in Figure A.2 (left panel), including cosmic variance,
thermal and instrumental noise, but before mode cuts have been applied. The sharp
drop-off in signal-to-noise around k = 0.3 Mpc−1 (right panel) is due to the spectral
resolution limit in parallel modes for a SPHEREx type satellite. We therefore chose
for all plots shown in Sections 6.5.2 and 6.5.3 a cut of k‖ < 0.3, around the mode
where the S/N drops below 1, in order to avoid instrumental noise dominating the
signal.

Figure A.2: Left: Lyα noise power spectrum in surface brightness (νIν) , including
cosmic variance, thermal and instrumental noise for a SPHEREx type survey. Right:
Corresponding detectability of the Lyα power spectrum, showing the total S/N,
with for example a S/N of 10 indicating a detection at 10-σ confidence; redshift
z = 7 and neutral fraction x̄HI = 0.27 in blue, z = 10 and x̄HI = 0.87 in cyan.
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ABSTRACT
The use of advanced statistical analysis tools is crucial in order to improve cosmological
parameter estimates via removal of systematic errors and identification of previously un-
accounted for cosmological signals. Here, we demonstrate the application of a new fully
Bayesian method, the internal robustness formalism, to scan for systematics and new signals
in the recent supernova Ia Union compilations. Our analysis is tailored to maximize chances
of detecting the anomalous subsets by means of a variety of sorting algorithms. We analyse
supernova Ia distance moduli for effects depending on angular separation, redshift, surveys and
hemispherical directions. The data have proven to be robust within 2σ , giving an independent
confirmation of successful removal of systematics-contaminated supernovae. Hints of new
cosmology, as for example the anisotropies reported by Planck, do not seem to be reflected in
the supernova Ia data.

Key words: methods: statistical – supernovae: general – cosmological parameters.

1 IN T RO D U C T I O N

The big quest in cosmology today is to put on firm grounds our
understanding of cosmic acceleration, first discovered by Perlmutter
et al. (1999) and Riess et al. (1998) with supernova Ia (SNIa) data.
The presence of cosmic acceleration has since then been verified
using a number of SNIa data sets (Hamuy et al. 1996; Riess et al.
1998; Schmidt et al. 1998; Perlmutter et al. 1999; Knop et al. 2003;
Tonry et al. 2003; Barris et al. 2004; Krisciunas et al. 2005; Astier
et al. 2006; Jha et al. 2006; Miknaitis et al. 2007; Riess et al. 2007;
Amanullah et al. 2008; Holtzman et al. 2008; Kowalski et al. 2008;
Hicken et al. 2009; Contreras et al. 2010), now compiled together
in the Union 2.0 and 2.1 catalogues (Amanullah et al. 2010; Suzuki
et al. 2012). A variety of other cosmological probes, e.g. baryonic
acoustic oscillations (Eisenstein et al. 2005; Blake et al. 2011) and
anisotropies of the cosmic microwave background [CMB; Komatsu
et al. 2011; Ade et al. (Planck Collaboration) 2013; Aghanim et al.
2013], confirm cosmic acceleration. Especially now that we are
entering an era of precision cosmology, with the number of observed
supernovae increasing significantly over the next 5–15 years by
up to 1 or 2 orders of magnitudes – for example with the Dark
Energy Survey (Bernstein et al. 2009) and the Large Synaptic Survey
Telescope [Abell et al. (LSST Collaboration) 2009] – improvements
of cosmological parameter estimation rely more and more on a better
handling of our systematic error budget.

On the other hand, we strive as well to expand the interpretation
of our results by revealing possible new cosmological signals that

� E-mail: caroline@dark-cosmology.dk

have not been considered in a standard cosmological treatment of the
data. As cosmological parameter estimates and model comparisons
can only be performed in a robust statistical framework, especially
given our situation of being unable to rely on controlled laboratory
conditions, we need to apply improved statistical tools to identify
systematics or new cosmological signals that are as yet unaccounted
for. In other words, we naturally want to get as much as we can out
of the data available. But how can this be done?

Here, we want to focus on analyses of SNIa data, more specif-
ically the recent Union 2.0 and 2.1 catalogues (Amanullah et al.
2010; Suzuki et al. 2012) that have been compiled from a range of
different surveys, taking into account different possible systematics
and strategies to appropriately standardize the supernovae; it should
be stressed though that also other types of data can be tested via the
method outlined here. Some of the known effects that could alter
the SNIa apparent magnitudes are local deviations from the Hubble
flow (e.g. as in Marra et al. 2013b), dust absorption (Corasaniti
2006; Menard, Kilbinger & Scranton 2010), lensing by foreground
structures (Jonsson et al. 2010; Marra, Quartin & Amendola 2013a;
Quartin, Marra & Amendola 2013) and a change of systematics
when moving between observational bands or supernovae com-
ing from different populations (see e.g. Astier et al. 2006; Wang
et al. 2013). Additional cosmological effects altering the supernova
magnitudes can be described by non-standard models, such as in-
homogeneous models displaying a variation of the expansion rate
with redshift (see the review Marra & Notari 2011, and references
therein), or anisotropic models with anisotropic expansion rates as
in Graham, Harnik & Rajendran (2010).

A wide range of statistical tests and cross-checks are already
being applied to the data so as to assess the ability of a model to
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describe observations (e.g. goodness-of-fit test, which however is
not sensitive to the full likelihood), as well as to compare the per-
formance of different models (e.g. likelihood-ratio test). However,
analyses performed so far of these effects have always assumed a
specific type of effect to then estimate its statistical significance. A
previously introduced fully Bayesian method, the Bayesian estima-
tion applied to multiple species (BEAMS) formalism (Kunz, Bassett
& Hlozek 2007), estimates parameters based on the probability of
data belonging to different underlying probability distributions, thus
dealing with different underlying populations present, and includes
the treatment of correlations in Newling et al. (2011).

As we do want to be as unprejudiced as possible and do not want
to speculate about the exact nature of possible deviations from the
overall model estimate, we will use a model-independent tool – the
fully Bayesian method introduced in Amendola, Marra & Quartin
(2013), dubbed internal robustness (iR). This method searches for
statistically significant signals of incompatible subsets in the data,
without assuming any specific model and taking into account the
full likelihood when forming Bayesian evidence. The iR is able to
identify subsets of supernovae that can be better described by a set
of parameters differing from the best-fitting model of the overall
set, i.e. we do not search for single outliers but instead search
for incompatible subpopulations in the data. In a more abstract
statistical sense, we search for subgroups having a deviating trend in
the variance, a property that is sometimes called heteroscedasticity.

Another particularity here is that, in addition to blind analysis,
we want to raise our chances of finding the subsets that are most
likely to be biased by applying a suite of sorting algorithms to
the data. In principle, there exist a variety of ways to partition the
SNIa data, for example sorting by angular separation between pairs
of supernovae, motivated by the suspicion that angularly clustered
supernovae undergo comparable systematic effects or to focus on
new cosmological signals by e.g. testing the isotropy of the data.
Our goal is to assess the robustness of SNIa data with regard to
systematics or hints of unaccounted for cosmological signals and to
identify systematically biased subsets in order to improve cosmo-
logical parameter estimation.

In Section 2, we recapitulate the formalism introduced in
Amendola et al. (2013) and introduce its extension to systematic pa-
rameters. Section 3 describes the real and synthetic catalogues used
and the iR calculation procedure. Section 4 presents the analysis and
results for the robustness test of the Union 2.0 and 2.1 catalogues in
an angular separation-, redshift-, survey- and directional-dependent
way to look for systematics or new signals of inhomogeneity or
anisotropy. We will discuss our findings in Section 5.

2 FOR M A LISM

2.1 Bayesian evidence and internal robustness

Bayes’ theorem allows us to obtain the conditional probability
L(θM ; x) of the n theoretical parameters that describe the model
M, θM = (θ1, . . . , θn), given the N random data x = (x1, . . . , xN ).
It states (see e.g. Trotta 2008)

L(θM ; x) = L(x; θM )P(θM )

E(x; M)
, (1)

where L(x; θM ) is the likelihood of having the data x given the
model parameters θM , P(θM ) is the prior on the parameters and

E(x; M) is the normalization. The normalization is often referred to
as Bayes’ evidence and can be calculated via

E(x; M) =
∫

L(x; θM )P(θM ) dnθM . (2)

Applying Bayes’ theorem a second time, one obtains the posterior
probability L(M; x) of model M under data x:

L(M; x) = E(x; M)
P(M)

P(x)
, (3)

where P(M) is the prior on a particular model M and P(x) is the
(unknown) probability of having the data x. We can then compare
quantitatively the performance of two models M1 and M2 to describe
the data by taking the ratio of the posterior probabilities [P(x)
cancels out]:

L(M1; x)

L(M2; x)
= B12

P(M1)

P(M2)
, (4)

with the Bayes’ ratio B12 being

B12 = E(x; M1)

E(x; M2)
. (5)

It is usually assumed that P(M1) = P(M2) so that the Bayes’ ratio
B12 > 1 says that current data favours the model M1, and vice versa.

To come back to our aim of testing the robustness of SNIa data,
we compare two alternative hypotheses concerning the underlying
models, following the formalism introduced in Amendola et al.
(2013), which extends the previous results of March et al. (2011).
The first hypothesis is that all data (xtot) is best described by one
overall model MC; the alternative hypothesis is that data are com-
posed of two (complementary) subsets – x1 and x2 – which are
described by two independent models, MC and MS, respectively.
The first model is referred to as the ‘cosmological’ model, while the
second one as the ‘systematic’ model, which is a model, other than
MC, that well describes a subset of the data. This could be due to
the fact that part of the data set is heavily affected by experimental
errors or because intrinsically they are different, e.g. supernovae
with different progenitors. The statistical significance of the pref-
erence for one of these assumptions is assessed by comparing the
correspondent Bayesian evidence:

Btot,ind = Etot

Eind
= E (xtot; MC)

E (x1; MC) E (x2; MS)
, (6)

where the evidence for the independent model assumption is simply
the product of the individual evidence. The logarithm of the Bayes’
ratio (6),

R ≡ logBtot,ind, (7)

dubbed iR, is now a suitable quantity to test the assumption of having
one underlying model instead of two independent ones. This search
will be conducted by integrating the evidence via equation (2) and
calculating the corresponding R for the chosen partitions x1,2 of the
data set.

If the subset sizes are sufficiently big, the Fisher approximation
can be used and the likelihood functions can be approximated as
Gaussian both in data and in parameters. In section 3 of Amendola
et al. (2013), it was empirically found that the Fisher approxima-
tion can be used if the smaller subset has more than Nmin = 90
elements. The evidence of the (very large) complementary set is
always computed using the Fisher approximation. In this paper, the
Fisher-approximated iR was only used for the robustness calcula-
tions of Section 4.2, where subset sizes are well above N = 100.
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The Fisher-approximated iR, as derived in Amendola et al. (2013),
is then

R = R0 − 1

2

(
χ̂2

tot − χ̂2
1 − χ̂2

2

) + 1

2
log

( |L1||L2|
|Ltot|

)
, (8)

where correlations have been neglected. R0 includes the unknown
systematic prior determinant, and the quantities χ̂2

tot, χ̂2
1 and χ̂2

2

are the best-fitting chi-square values for the overall set, subset 1
and complementary subset 2, respectively. The third term takes into
account the change in parameter space volume via the ratio of the
determinants of the Fisher matrices for the set xtot, x1,2.

2.2 Cosmological parametrization

In our analysis, the observable is the apparent magnitudes of
the supernovae. The likelihood for the case of the cosmologi-
cal parametrization – marginalized over absolute magnitude and
present-day value of the Hubble rate H0 – is as usual (Amendola
et al. 2013):

− logL =
N ′∑

i

log(
√

2πσi) + 1

2
log

S0

2π
+ 1

2

(
S2 − S2

1

S0

)
, (9)

where we neglected correlations among supernovae and N′ denotes
the number of elements in the data set. The sums Sn are defined as

Sn =
N ′∑

i

δmn
i

σ 2
i

, (10)

where δmi = mobs,i − mth,i are the magnitude residuals, i.e. the dif-
ferences between observed apparent magnitudes and theoretically
expected ones.

The Fisher matrix in terms of Sn and derivatives is

Fpq ≡ −∂2 logL
∂θp∂θq

= 1

2
S2,pq − 1

S0

(
S1S1,pq + S1,pS1,q

)
, (11)

where the comma denotes derivative with respect to model parame-
ters. In the cosmological parametrization, the predicted magnitude
is calculated via the cosmology-dependent luminosity distance dL:

mth,i(z) = 5 log10 dL(zi) , (12)

where dL is in units of the (irrelevant) H−1
0 . From equation (11), it

then follows that

Fpq = 5

ln 10

∑

i

1

σ 2
i

(
dLi,pdLi,q

d2
Li

− dLi,pq

dLi

)(
δmi − S1

S0

)

+ 25

(ln 10)2

⎛
⎝∑ dLi,pdLi,q

σ 2
i d2

Li

− 1

S0

∑

i

dLi,p

σ 2
i dLi

∑

j

dLj,q

σ 2
j dLj

⎞
⎠ .

(13)

As pointed out earlier, in the present analysis we are neglecting
correlations in the distance moduli of the supernovae (a possible
correlation between the errors is inconsequential). Correlations stem
from the fact that we will use processed rather than raw data, so
as to simplify the numerically challenging task of obtaining the
evidence. This caveat should be kept in mind when interpreting our
findings as it may potentially decrease the sensitivity of the iR test.

2.3 Systematic parametrization

The parameters that describe the systematic model are in general dif-
ferent from the ones that describe the overall cosmological model.

We adopt here two opposite philosophies. In one, we test the hy-
pothesis that a data subset is described by a different cosmology,
still parametrized by the same cosmological parameters of the over-
all model for xtot, e.g. �m, ��. This is in some cases the obvious
choice, for instance when we test the idea that the Universe is
anisotropic and therefore the cosmological parameters in one direc-
tion are different from those in another.

The second philosophy is that if we have no clue of what the MS

parameters could be then we can just make the simplest choice,
i.e. a linear model. In this second case, the phenomenological
parametrization can be chosen as

m(z) =
∑

i

λi fi(z) , (14)

with parameters λi and the redshift-dependent functions fi(z). The
parametrized observable does not necessarily have to be the mag-
nitude, it can be any other observable we choose to analyse. We
take fi(z) to be polynomials in the redshift z, so that the observable
parametrized by n parameters is

m(z) =
n∑

i=0

λi zi . (15)

As this parametrization is linear in the λi, the second derivatives in
equation (11) vanish and the Fisher matrix becomes

Fpq =
∑

i

fi,pfi,q

σ 2
i

− 1

S0

∑

i

fi,p

σ 2
i

∑

j

fj,q

σ 2
j

. (16)

For the systematic parametrization, the best fit is analytical as well
and can be found easily by maximizing the likelihood. By making
use of equation (9) one finds

1

2
S2,q − S1S1,q

S0

∣∣∣∣
λ=λp

= 0. (17)

Inserting the sums (10) and replacing the parametrized residuals
δmi = mobs,i − λjfj (zi) gives

∑

i

mobs,ifi,q

σ 2
i

− 1

S0

∑

i

mobs,i

σ 2
i

∑

j

fj,q

σ 2
j

−
∑

i

λkfkfi,q

σ 2
i

+ 1

S0

∑

i

λkfk

σ 2
i

∑

j

fj,q

σ 2
j

∣∣∣∣∣∣
λ=λp

= 0. (18)

The best-fitting parameters λp can then be calculated via

λp = F−1
pq

⎛
⎝∑

i

mobs,ifi,q

σ 2
i

− 1

S0

∑

i

mobs,i

σ 2
i

∑

j

fj,q

σ 2
j

⎞
⎠ . (19)

We make use of this phenomenological parametrization either when
cosmological parameter estimation fails, for example due to subset
sizes being too small, or when searching for a purely systematical
signal in the data.

3 M E T H O D O L O G Y

3.1 Real catalogues

The data used for our analyses are the supernova Union 2.0 com-
pilation (Amanullah et al. 2010) of 557 supernovae with redshifts
ranging from z = 0.015 to 1.4 and the updated Union 2.1 compi-
lation (Suzuki et al. 2012) of 580 supernovae with redshift in the
range from z = 0.015 to 1.414. The Union 2.1 compilation adds
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1858 C. Heneka, V. Marra and L. Amendola

to the 17 surveys compiled together in Union 2.0 two more recent
surveys, while discarding due to new quality cuts some previously
included supernovae. We choose these two compilations due to their
widespread employment in cosmological parameter inference and
the wide range of redshift and partial surveys they cover. Throughout
this paper, our observable is apparent magnitudes, stretch and colour
corrected. We used global stretch- and colour-correction parameters,
which have been fixed to the best-fitting values: {α, β} = {0.1219,
2.466} for the Union 2.1 compilation and {α, β}= {0.1209, 2.514}
for the Union 2.0 compilation. Consequently, a possible redshift de-
pendence of the colour parameter β (see Kessler et al. 2009) has
been neglected.

3.2 Creation of synthetic catalogues

As no analytical form for the expected iR probability distribution
function (iR-PDF) is available for now, unbiased synthetic cata-
logues have to be created to test for the significance of the iR values
obtained for the real catalogue. The iR-PDF is indeed a very non-
trivial object, formed by sampling possible partitions within a fixed
overall realization (see Amendola et al. 2013, section 2.3). The
synthetic catalogues were created by adding a Gaussian error to the
best-fitting function of the distance modulus, using as σ the distance
modulus errors of the real catalogue.

3.3 Creation of sublists

As it is not feasible to scan all possible partitions of the Union
catalogues, different strategies for partitioning the data have to be
employed in order to test the subsets and their underlying best-
fitting model parametrizations for their compatibility with the com-
plementary subsets. One possibility is to randomly pick a number
of subsets out of all possible subsets, constraining the subset size to
vary between some minimal value necessary to determine the model
parameters and a maximum of half the size of the total set. This way
of partitioning the data is chosen when one does not want to test
for a specific prejudice but instead to search for any possible signal
and has been carried out in Amendola et al. (2013). There it was
found that the Union 2.1 compilation does not possess a significant
amount of systematics.

To test a certain prejudice regarding the occurrence of either
systematics or new cosmological signals, we divide the total set
into subsets in a way to maximize the chances of finding a subset of
low robustness. This approach has a potential sensitivity higher than
the one relative to the blind search carried out in Amendola et al.
(2013). We partition SN data according to the following criteria.

(i) Section 4.1: subsets chosen according to angular separation
on the sky,

(ii) Section 4.2: data divided into hemispheres,
(iii) Section 4.3: data partitioned according to redshift,
(iv) Section 4.4: supernovae grouped according to their survey

of origin.

It should be noted that while we select partitions according to a
given prejudice, the statistics that we use – the iR test – remains
unchanged. This should make our analysis robust and fair, avoiding
the risk of using a statistics which has potentially been tailored a
posteriori.

3.4 Robustness analysis

The analysis of the Union catalogue is conducted as follows. The
iR is calculated following the formalism introduced by Amendola
et al. (2013) and briefly summarized in Section 2.1. To do so, the ob-
servables were parametrized either cosmologically or phenomeno-
logically, as discussed in Sections 2.2 and 2.3. After having chosen
a way to partition the data, the robustness value for each chosen
partition was calculated for real as well as for unbiased synthetic
catalogues. For a set of partitions, one thus obtains an iR-PDF. The
iR-PDF of the real catalogue is then to be compared to the iR-PDF
of the synthetic catalogues in order to assess the significance of the
signal, as an analytical form for the iR-PDF is not available. Possi-
ble deviations between real iR-PDF and synthetic unbiased iR-PDF
tell us how compatible are the sublists formed with each other or
rather their underlying best-fitting models. A strong incompatibility
of robustness values between real catalogue and synthetic unbiased
catalogues therefore is a signal for possible unaccounted for system-
atics or new cosmological signals that influence the cosmological
parameter estimation.

4 R ESULTS

4.1 Angular separation

In this section, we analyse the robustness of supernovae sorted by an
angular separation �θ on the celestial sphere, which can be found
using the following relation:

cos(�θ ) = sin(90◦ + δ1) sin(90◦ + δ2) cos(α1 − α2)

+ cos(90◦ + δ1) cos(90◦ + δ2) , (20)

where α and δ are right ascension and declination, respectively.
We will use a cosmological parametrization (see Section 2.2) for
their distance moduli. This angular sorting is expected to maximize
our chances of finding a signal due to e.g. dust extinction affecting
angularly grouped supernovae.

4.1.1 Fixed subset sizes

We will carry out our analysis in two steps. In the first step, for each
supernova of the Union 2.0 compilation, we form a subset made
of the 10–80 nearest supernovae, for a total of 71 × 557 = 39 547
subsets. The angular extension of the subsets is not constant (we will
carry out a complementary analysis in Section 4.1.2), and it will be
larger when the central supernova belongs to a region of the sky with
few supernovae or smaller when belonging to a dense region, such
as the Sloan Digital Sky Survey (SDSS) stripe (clearly visible in the
lower left of Fig. 1). It is also interesting to point out that subsets in
dense regions are more likely to contain supernovae at more similar
redshifts than supernovae in sparse regions. An upper bound of 80
for the size of the smaller subset of the partition was chosen so
as to cover a not too large area of the sky. A typical partition is
illustrated in Fig. 1. Partitions with larger fractions of the sky will
be covered by the hemispherical analysis of Section 4.2. The lower
bound on the subset size of 10 supernovae was chosen such that the
percentage of subsets, for which the procedure of model parameter
estimation and robustness calculation fails, makes up around 1 per
cent at most of the total subset population.

Small supernova data sets have indeed likelihoods which tend to
be partially degenerate and spread on large supports. It is numer-
ically problematic to compute the evidence for subsets with less
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Extensive search for bias in SNIa data 1859

Figure 1. Mollweide plot of the Union 2.0 compilation (Amanullah et al.
2010). The red dots show the 80 nearest (in terms of angular separation)
supernovae to the supernova marked with a larger and lighter dot. The black
dots show the complementary set.

than 10 supernovae – even in the case of the very extend parameter
space of equation (21) – and we therefore exclude such partitions
from our analysis. We use the following parameter space for the
cosmological parameters (�m, ��):

−20 ≤ �m ≤ 20 and −45 ≤ �� ≤ 20 , (21)

which is much broader than the conventional physical one as it is
supposed to also describe possible systematic effects. Following the
approach described above, we were able to successfully compute
robustness values for 38 858 subsets, from which the binned iR-
PDF of the Union 2.0 catalogue was obtained (orange solid line in
Fig. 2). Our computing scheme failed for only about 1 per cent of
the subsets, thus achieving the desired performance goal.

The procedure for obtaining the binned iR-PDF has been repeated
– in exactly the same way – for 145 unbiased synthetic catalogues.
The distribution of synthetic iR-PDF in a given robustness bin al-
lows us then to assess the significance of possible anomalous signals
in the iR-PDF of the Union 2.0 catalogue. In Fig. 2, we show in
grey Gaussian 1σ , 2σ , 3σ bands and the mean of the synthetic cat-
alogues, together with the binned iR-PDF for the real catalogue in
solid orange. As can be seen, the Union 2.0 PDF is always within
the 2σ band, and we can conclude that the catalogue seems robust

with regards to systematics, even when having limited the analysis
to angular-separation-sorted sublists.

4.1.2 Fixed angular separation

In the second step, we want to keep fixed the angular scale of the
subsets tested. For each supernova of the Union 2.1 compilation, a
subset is formed by selecting all the supernovae within an angular
separation of 5◦, amounting to subset sizes ranging from 10 to 62 su-
pernovae. This amounts to 351 subsets tested, as subsets containing
less than 10 supernovae were removed in order to ensure parameter
estimation. We chose this angular scale in order to test small areas
on the sky for possible deviations of their properties with respect to
the full sky. This analysis is therefore complementary to the one of
Section 4.1.1.

In Fig. 3, we show the results for the chosen angular separation
of 5◦. Again, no signal of systematics was found.

4.2 Hemispherical anisotropy

In Section 4.1, we searched for signals of low robustness by group-
ing supernovae according to their angular position. In particular, the
idea was to search for small subsets of supernovae that – if found
systematics driven – could be removed from the full data set in order
to improve parameter estimation. In this section, we will perform a
similar analysis by partitioning the data set into hemispheres. The
aim, however, will not be to purge the data set of systematics-driven
supernovae but rather to search for a cosmological signal suggesting
large-scale anisotropies in the Universe.

Indeed, signals suggesting deviation from isotropy have already
been detected, using both SNIa data (Colin et al. 2011; Cai et al.
2013; Kalus et al. 2013; Rathaus, Kovetz & Itzhaki 2013; Yang,
Wang & Chu 2014) and CMB maps [Ade et al. (Planck Collabora-
tion) 2013; Aghanim et al. 2013]. Depending on the analysis, the
anisotropic signal is more or less in agreement with the expected
one in a � cold dark matter universe. Therefore, further analyses
are required so as to understand if there are or not reasons to suspect
a departure from the standard model of cosmology.

Figure 2. Left-hand panel: binned iR-PDF of Union 2.0 compilation (orange solid line) obtained by sampling partitions according to their angular separation.
More precisely, for each supernova a subset made of the 10–80 nearest supernovae was formed. In grey Gaussian 1σ , 2σ , 3σ bands from 145 unbiased synthetic
catalogues are shown. Right-hand panel: zoom on the low-robustness tail. As can be seen, the Union 2.0 PDF is always within the 2σ band, and we can
conclude that the catalogue seems robust with regard to systematics possibly related to the angular position of supernovae. See Section 4.1.1 for more details.
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1860 C. Heneka, V. Marra and L. Amendola

Figure 3. Same as in Fig. 2, but for subsets formed by grouping all supernovae within 5◦ of a given supernova in the Union 2.1 catalogue. As can be seen,
the Union 2.1 PDF always lies within the 2σ band and so the catalogue seems robust with regard to systematics possibly related to the angular position of
supernovae. See Section 4.1.2 for more details.

4.2.1 Hemispheres for special directions

We will search for hemispherical anisotropy following two ap-
proaches. The first one consists in examining directions along which
anisotropic signals have been found: the direction of hemispheri-
cal asymmetry (quite coinciding with the ecliptic plane), the one
of dipole anisotropy and the one of quadrupole–octupole align-
ment (chosen as the quadrupole direction of maximal quadrupole–
octupole alignment), as summarized in Table 1.

In order to test for these three directions of anisotropy, the data
were divided into hemispheres with their poles centred on the di-

Table 1. Significance in σ -units of the robustness value of the Union 2.1
compilation with respect to unbiased synthetic catalogues for various direc-
tions of hemispherical anisotropy. See Section 4.2 for more details.

Type (α, δ) Significance

Hemispherical asymmetry (270◦, 66.◦6) 1.26σ

[Ade et al. (Planck Collaboration) 2013]
Dipole anisotropy (167◦, −7◦) 0.39σ

(Aghanim et al. 2013)
Quadrupole–octupole alignment (177.◦4, 18.◦7) 0.35σ

[Ade et al. (Planck Collaboration) 2013]

Direction of lowest robustness (150◦, 70◦) 2.20σ

(See Section 4.2.2)

rections of maximal anisotropy. This partitioning clearly yields one
single robustness value for the Union 2.1 catalogue. To test for the
significance of the results, we perform the robustness analysis for
1000 synthetic catalogues partitioned into hemispheres in the same
way as the real catalogue. The parametrization chosen for the analy-
sis is the standard cosmological one as we are looking for a signal of
cosmological origin. Furthermore, this will help in comparing with
previous results as the latter use the framework of standard cosmol-
ogy. We show the results of this analysis in Fig. 4. As can be seen,
the red vertical line – corresponding to the Union 2.1 compilation
– is always well within the body of the distribution of robustness
values from the synthetic catalogues. Therefore, we conclude that
the directions reported by the Planck Collaboration do not seem to
be reflected, at least not at a significant level, in supernova data.

In addition to the preferred Planck directions tested, we find low
significance and therefore low level of anisotropy for the Union 2.1
preferred direction reported in Yang et al. (2014).

4.2.2 Grid of hemispheres

The second approach consists in testing a grid of hemispherical
directions in order to determine the least robust one. To do so, we
drew a grid of 5◦ × 5◦ on both spherical coordinates, whose inter-
sections determine the directions of hemispherical poles. The ro-
bustness values for the corresponding partitions was then computed.

Figure 4. Tests for the three hemispherical directions report by the Planck Collaboration: the hemispherical asymmetry (left), the dipole anisotropy (centre)
and the quadrupole–octupole alignment (right); see Table 1 for the angular coordinates. The red vertical lines show the iR values of the Union 2.1 compilation,
which are always well within the distribution of robustness values from the 1000 unbiased synthetic catalogues analysed. See Section 4.2.1 for more details.

MNRAS 439, 1855–1864 (2014)

 at R
oyal L

ibrary/C
openhagen U

niversity L
ibrary on N

ovem
ber 30, 2016

http://m
nras.oxfordjournals.org/

D
ow

nloaded from
 



Extensive search for bias in SNIa data 1861

Figure 5. Same as in Fig. 2, but for subsets formed by grouping all supernovae in hemispheres whose north poles lie on a grid of 5◦ × 5◦ on both spherical
coordinates. As can be seen, the Union 2.1 PDF lies within the 2σ band and so the catalogue seems robust with regard to possible hemispherical anisotropy.
See Section 4.2.2 for more details.

The same procedure on the same grid was then followed for 100
synthetic catalogues. The iR-PDFs of the real catalogue in green
with σ -bands from the synthetic catalogues in grey are shown in
Fig. 5. As can be seen, the real catalogue stays within the 2σ band:
no significant direction-dependent effect can therefore be detected.
The hemispherical direction of lowest robustness can be found in
Table 1 and does not point in a direction similar to any of the
anisotropic directions reported by the Planck Collaboration. In or-
der to find the significance of this specific direction, we followed
the procedure of Section 4.2.1.

4.3 Redshift dependence

Another method of tailoring partitions in order to test for a specific
prejudice is to divide the supernova catalogue into a subset and
a complementary set, respectively, below and above selected red-
shifts. The motivation to do so is, for example, the shift of the super-
nova light curves from visible bands to UV, e.g. around a redshift of
z = 0.8 (Astier et al. 2006), which could systematically change the
measurements, or as well the search for a signal of inhomogeneous
cosmology. In Amanullah et al. (2010), the Union compilation was
already tested for redshift-dependent effects by forming five red-
shift bins and fitting stretch and colour correction as well as absolute
magnitude in each bin; however, fixing the cosmology. We take a
different approach here and always fit the cosmology – possibly us-
ing also the systematic parametrization for the smaller subset when
necessary – in a fully Bayesian context. As the division in redshift
performed here yields only one subset plus complementary set per
analysis, one is able, as in Section 4.2.1, to analyse a higher number
of synthetic catalogues (1000). As for the parametrization chosen,
we use a cosmological one for the subset and complementary set
when partitioning up to redshift z = 0.3. For partitions at higher red-
shift, the cosmological parameter estimation for the high-redshift
subset fails because the likelihood contours become too degener-
ate. Therefore, the phenomenological parametrization of supernova
magnitudes of equation (15) is adopted in these cases. A chi-square
test was performed in order to estimate the number of systematic
parameters that reasonably parametrize the apparent magnitudes.
For partitions at redshifts higher than z = 0.3, the number of free
parameters required was estimated to be 2.

We show the results of our analysis of the Union 2.0 catalogue
in Fig. 6, for the indicated redshifts (used for partitioning). A label
‘c’ or ‘s’ next to the redshift value indicates which parametriza-
tion – cosmological or systematic – was used. A minimum redshift
z = 0.04 was chosen so that the size of the smaller low-redshift
subset would not be too small and cause the robustness evaluation
to fail. The corresponding significances of possible low-robustness
signals (the red vertical lines in Fig. 6) are listed in Table 2. As can
be seen, the significance is always very low and does not display any
clear trend with redshift, therefore proving that the Union 2.0 com-
pilation is robust against possible redshift-dependent systematical
effects.

4.4 Robustness of surveys

The Union 2.1 compilation presented in Suzuki et al. (2012) com-
prises 19 different surveys, each one with its own peculiarities and
systematics. The consistency of the Union 2.1 compilation as far
as the different surveys are concerned has been already studied in
Suzuki et al. (2012) by comparing the average deviation of the dif-
ferent samples from the overall best-fitting model. Here, we do not
want to compare to an overall best fit, potentially hiding/missing
information, but directly assess if deviations of single surveys with
respect to the other surveys are statistically detectable.

The various surveys differ in angular and redshift ranges covered
and number of supernovae detected, as can be seen in Table 3 where
the main properties of the 19 surveys are summarized. In this paper
our aim is not to go into the details of the systematics of the various
surveys and the way the latter were compiled consistently into
one single catalogue but rather to have an independent test of the
robustness of each survey against the other surveys taken together.
The idea is to search for possible systematic effects hidden in the
Union 2.1 catalogue, which could potentially influence parameter
estimation.

As before, we will calculate the iR values for the real cata-
logue, with each survey being in turn the (smaller) subset, as well
as the distribution of robustness values from 1000 synthetic unbi-
ased catalogues. We show in Fig. 7 the results for surveys no. 8
and 17. Survey 8, together with surveys 14 and 15, was analysed
using the cosmological parametrization. This is possible because
these surveys contain a sufficient number of supernovae spread on a
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1862 C. Heneka, V. Marra and L. Amendola

Figure 6. Robustness values relative to the Union 2.0 compilation (red vertical lines) and distributions from 1000 unbiased synthetic catalogues (grey solid
lines) for various partitions according to redshift. A label ‘c’ or ‘s’ next to the redshift value indicates which parametrization (cosmological or systematic) was
used. The (low) significances of the signals are listed in Table 2. See Section 4.3 for more details.

sufficiently large redshift range – condition necessary for having a
non-degenerate likelihood. In order to test with the cosmological
parametrization the robustness of surveys with otherwise degen-
erate likelihoods, we chose to add to the latter surveys the set of

supernovae with z < 0.1. The significance of the corresponding
values of iR are given in Gaussian σ -units in Table 3.

Survey 17 (right-hand panel in Fig. 7) was instead analysed
employing the systematic parametrization of equation (15). The
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Extensive search for bias in SNIa data 1863

Table 2. Significance in σ -units of the robust-
ness value relative to the Union 2.0 compilation
with respect to unbiased synthetic catalogues
for various partitions according to redshift. A
label ‘c’ or ‘s’ next to the redshift value indi-
cates which parametrization (cosmological or
systematic) was used. See Section 4.3 for more
details.

z Significance z Significance

0.04 c 0.99σ 0.4 s 0.66σ

0.05 c 0.86σ 0.5 s 0.04σ

0.06 c 1.04σ 0.6 s 1.06σ

0.07 c 0.67σ 0.7 s 0.42σ

0.08 c 1.23σ 0.8 s 0.02σ

0.09 c 0.65σ 0.9 s 0.95σ

0.1 c 0.56σ 1.0 s 0.81σ

0.2 c 0.36σ 1.1 s 0.94σ

0.3 c 0.57σ 1.2 s 0.22σ

0.3 s 0.24σ 1.3 s 0.26σ

appropriate number of parameters λi to be used (in square brackets
in Table 3) was again found by performing a chi-square test for
each survey individually. The significances of the values of iR for
the surveys analysed with the systematic parametrization are again
listed in Table 3.

Summarizing the finding of this section, neither survey no. 19
with the highest redshift supernovae nor survey no. 1 being the oldest
part of the compilation show a significant signal of systematics. We
conclude that the different surveys have been combined in quite a
robust way.

5 C O N C L U S I O N S

In this paper, we apply an advanced Bayesian statistical tool – iR – to
recent compilations of SNIa data, the Union 2.0 and 2.1 catalogues.
Our aim is to quantify the presence of both systematic effects and
cosmological signals unaccounted for in previous analyses of the
data set. Internal robustness enables us to search for subsets favour-
ing a different underlying model than the overall set, without having
to assume specific effects and making at the same time use of all
information available in the full likelihood. Our findings confirm
a successful removal of systematics from the Union 2.0 and 2.1
compilations (Amanullah et al. 2010; Suzuki et al. 2012), leaving
only a low level of systematics and proving these compilations most
suitable for cosmological parameter estimation. Furthermore, sig-
nals of anisotropy or inhomogeneity do not seem to be significantly
reflected in the data.

Facing a huge number of possible partitions and striving to max-
imize our chances of finding the most likely contaminated subsets,
we sorted the data by a variety of criteria: angular separation be-
tween pairs of supernova, redshift, hemispheres on the celestial
sphere and surveys that are a subset of the overall compilation.

The analysis of the angular-separation-sorted supernovae shows
no significant detection of deviations, with highest signals being
still within 2σ . The compilation thus is robust towards angular-
separation-dependent effects. The robustness of the compilation
depending on redshift turns out to be at least as good, even at high
redshift, proving successful removal of systematics-driven super-
novae. As regards our tests of celestial hemispheres, the anisotropies
as reported by Planck [Ade et al. (Planck Collaboration) 2013;
Aghanim et al. 2013] are not reflected in the SNIa data. The direc-
tion of minimal robustness as found for the Union 2.1 compilation
corresponds to (α, δ) = (150◦, 70◦). This also does not coincide with

Table 3. Properties of the 19 different surveys making up the Union 2.1 compilation of Suzuki et al. (2012) (first four columns).
Significance in σ -units of the robustness value relative to the Union 2.1 compilation with respect to unbiased synthetic catalogues
when partitioning data according to each survey in turn, and using systematic and cosmological parametrization (fifth and sixth
columns). In the fifth columns, numbers in square brackets indicate the number of systematic parameters λi used. In the seventh
(last) column, a low-redshift SN sample was added to the survey being analysed, in case the latter had a degenerate likelihood.
When given in round brackets, the significance was obtained via a model parametrization that actually showed degeneracies
and/or failure in chi-square testing. See Section 4.4 for more details.

Survey no. No. of SNe zmin zmax Significance Significance Significance
(systematic (cosmological (cosmological par.

parametrization) parametrization) with low-z sample)

1 (Hamuy et al. 1996) 18 0.0172 0.1009 0.94σ [1] (0.71σ ) –
2 (Krisciunas et al. 2005) 6 0.0154 0.0305 0.16σ [1] – –
3 (Riess et al. 1999) 11 0.0152 0.1244 1.03σ [2] (0.17σ ) –
4 (Jha et al. 2006) 15 0.0164 0.0537 1.04σ [2] – –
5 (Kowalski et al. 2008) 8 0.015 0.1561 0.04σ [1] – –
6 (Hicken et al. 2009) 94 0.015 0.0843 0.26σ [2] (1.94σ ) –
7 (Contreras et al. 2010) 18 0.015 0.08 – – –
8 (Holtzman et al. 2008) 129 0.0437 0.4209 (0.99σ [3]) 0.56σ –
9 (Schmidt et al. 1998) 11 0.24 0.97 0.50σ [1] (0.15σ ) –
10 (Perlmutter et al. 1999) 33 0.172 0.83 0.33σ [3] (0.42σ ) –
11 (Barris et al. 2004) 19 0.3396 0.978 – – –
12 (Amanullah et al. 2008) 5 0.178 0.269 – – 0.02σ

13 (Knop et al. 2003) 11 0.355 0.86 0.03σ [2] – 0.11σ

14 (Astier et al. 2006) 72 0.2486 1.01 (0.08σ [2]) 0.41σ 0.40σ

15 (Miknaitis et al. 2007) 74 0.159 0.781 (0.15σ [3]) 0.03σ 0.21σ

16 (Tonry et al. 2003) 6 0.278 1.057 – – 0.66σ

17 (Riess et al. 2007) 30 0.216 1.39 1.16σ [2] (2.11σ ) 0.73σ

18 (Amanullah et al. 2010) 6 0.511 1.124 – – 0.23σ

19 (Suzuki et al. 2012) 14 0.623 1.414 0.01σ [1] – 1.53σ
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1864 C. Heneka, V. Marra and L. Amendola

Figure 7. Left-hand panel: survey no. 8 tested against all other surveys using the cosmological parametrization. The robustness value for the real catalogue
is shown in red and the distribution of 1000 synthetic catalogues in grey. Right-hand panel: same for survey no. 17. The (low) significances of the signals are
given in Table 3. See Section 4.4 for more details.

the directions of maximal anisotropy reported in Colin et al. (2011),
Kalus et al. (2013), Cai et al. (2013), Yang et al. (2014) and Rathaus
et al. (2013). The relatively low level of evidence for deviation from
isotropy (2.2σ ) agrees with earlier findings. Other data than SNIa
could prove more appropriate to detect anisotropic signals. Finally,
the compilation of the 19 different surveys constituting Union 2.1
does not display a significant signal of systematics and therefore
attests a robust combination of the different surveys.

Concluding, we can claim that the Union compilations have
proven their robustness via this independent cross-check, even when
sorting them in a way to maximize the incidence of a signal for both
systematics and new cosmology. An interesting future development
could be extracting the most likely biased subsets of supernovae
having lowest iR values. Also very interesting could be to subdi-
vide the supernova sample according to supernova and host galaxy
observational properties, such as the host galaxy type and mass.
Internal robustness could indeed help in confirming known correla-
tions and finding new systematic effects.
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Chapter C

Abbreviations, constants and
symbols





List of Abbreviations

BAO Baryonic Acoustic Oscillations

BBN Big Bang Nucleosynthesis

CC Cosmological Constant

CDM Cold Dark Matter

CMB Cosmic Microwave Background

DE Dark Energy

DES Dark Energy Survey

DM Dark Matter

EDE Early Dark Energy

EoR Epoch of Reionization

FLRW Friedmann-Lemaître-Robertson-Walker

GA Genetic Algorithm

GR General Relativity

HERA Hydrogen Epoch of Reionization Array

HMF Halo Mass Function

IGM Inter-galactic Medium

iR internal Robustness

JLA Joint Light-curve Analysis (SN Ia)

Λ CDM Λ Cold Dark Matter

LAE Lyα emitting galaxies

LSS Large-Scale Structure

LSST Large Synoptic Sky Survey

NFW Navarro-Frenk-White (profile)

Q Quintessence

QFT Quantum Field Theory

SFR Star Formation Rate
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SKA Square Kilometre Array

SN Ia Supernovae of Type Ia

SPH Smoothed Particle Hydrodynamics

ST Sheth-Tormen (HMF)

S/N Signal-to-Noise

SZ Sunyaev-Zel’dovich

T Tinker (HMF)



Constants and Units

Speed of Light c = 2.997 924 58× 108 m s−1

Electron Volt 1eV = 1.60217646× 10−19J

Planck mass mpl = 1.2211× 1019GeV

Reduced Planck mass Mpl = 2.4357× 1018GeV

Gravitational constant G = 1.67× 10−8 cm3 g−1 s−2

Megaparsec 1Mpc =3.09× 1016m

Present-day Hubble parameter H0 = 100hkm sec−1Mpc−1

Rest-frame wavelength Lyα λLyα = 1.21567× 10−7m

Rest-frame wavelength 21cm emission λ21 = 0.21106m

erg 10−7W

Boltzmann constant kB = 1.38065× 10−23m2kg s−2K−1

Planck’s constant hPl = 6.62607× 10?34Js





List of Symbols

Scale factor a a0 = 1

Cosmic time t

Conformal time η

Derivative with respect to t .

Derivative with respect to η
′

Redshift z

Wavelength λ

Hubble parameter H H0 = 100hkm s−1Mpc−1

Conformal Hubble parameter H H = aH

Angular diameter distance dA

Luminosity distance dL

(Energy) density ρ

Pressure p

Equation of state parameter w

Density parameter Ω

Effective number of neutrinos Neff

Slope primordial power spectrum ns

Variance matter fluctuations (at 8Mpc) σ8

Curvature K

Ricci scalar R

Sound speed cs

Gravitational potentials Φ, Ψ

Temperature T

Brightness Intensity Iν

Mean free path Rmfp

Efficiency ζ
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Comoving wavenumber k

Power spectrum P (k)

Density contrast δ

Velocity divergence θ

Growth function D

Cosmological constant Λ

Metric tensor gµν

Einstein tensor Gµν

Energy-momentum tensor Tµν

Scalar field φ

Scalar field potential V (φ)

Action S

Lagrangian density L
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