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Abstract

The abundance of matter to antimatter in the universe is not explained by the Standard Model (SM).
Two Higgs Doublet Models (2HDMs), which introduce additional Higgs particles, and in particular the
A→ ZH channel may partly explain the origin of the matter asymmetry.

A search for the A→ ZH signature is done using 139 fb−1 of integrated luminosity at a center-of-
mass energy of

√
s = 13 TeV recorded by ATLAS during 2015–2018 proton–proton collisions at the LHC.

The heavy A boson (300 < mA < 800 GeV) is produced by gluon–gluon fusion. The heavy H boson
(200 < mH < 700 GeV) decays to WW that further decay to qqqq. Z decays to a pair of electrons or muons.
The individual W bosons are reconstructed from the final state quarks. Signal shapes are interpolated
from Monte Carlo simulations. The rates of known (background) processes are constrained by dedicated
control regions in data. No excess above the SM predictions is found. The upper limits at the 95% confi-
dence level for σ(gg→ A)× BR(A→ ZH)× BR(H →WW) are set to 0.023–8.9 pb, depending on mass.
Using the results and taking the natural width of A into account, exclusions are placed on the phase space
of type-I 2HDMs.

In a separate performance analysis, the electron identification of the ATLAS Transition Radiation
Tracker is calibrated using Z → ee, µµ events obtained by the tag and probe method applied to LHC data
recorded by ATLAS in 2016 as well as simulated data. The new calibration solves the issue of a rising
number of electrons with low probabilities. The background efficiency is reduced by 1.45 (3.31) percentage
points in data (simulation) at 95% signal efficiency compared to the previous calibration.

Dansk resumé

Overvægten af stof i forhold til antistof i universet er ikke forklaret af standardmodellen (SM). To Higgs
Doublet-modeller (2HDM’er), der introducerer yderligere Higgs-partikler og især A→ ZH-kanalen kan
delvist forklare oprindelsen af stofasymmetrien.

En søgning efter A→ ZH-signaturen udføres ved hjælp af 139 fb−1 af integreret luminositet ved en
massecenterenergi på

√
s = 13 TeV optaget af ATLAS under proton–proton-kollisioner ved LHC i lø-

bet af 2015–2018. Den tunge A-boson (300 < mA < 800 GeV) er produceret af gluon–gluon-fusion. Den
tunge H-boson (200 < mH < 700 GeV) henfalder til WW, der yderligere henfalder til qqqq. Z henfalder
til et elektron- eller muonpar. De enkelte W-bosoner rekonstrueres af kvarker i sluttilstanden. Signal-
former interpoleres fra Monte Carlo-simuleringer. Rater for kendte (baggrunds-)processer begrænses
af dedikerede kontrolregioner i data. Resultaterne er i overensstemmelse med SM’s forudsigelser. Øvre
grænser på σ(gg→ A)× BR(A→ ZH)× BR(H →WW) ved 95 % konfidensniveau sættes til 0.023–8.9 pb,
afhængig af masse. Ved at bruge resultaterne og tage den naturlige bredde af A i betragtning placeres der
udelukkelser i faseområdet for type-I 2HDM’er.

I en separat teknisk analyse kalibreres elektronidentifikationen af ATLAS’s Transition Radiation Tracker
ved hjælp af Z → ee, µµ-begivenheder opnået ved hjælp af "tag and probe"-metoden benyttet på LHC-data
optaget af ATLAS i 2016 samt simuleret data. Den nye kalibrering løser problemet med et stigende antal
elektroner med lave sandsynligheder. I data og simulering reduceres baggrundseffektiviteten med hhv.
1,45 og 3,31 procentpoint ved 95 % signaleffektivitet sammenlignet med den tidligere kalibrering.
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Introduction

The nineteen-sixties was a fruitful decade for the particle physics
community. The Higgs mechanism was formulated in an attempt to
explain why elementary particles have mass, and this work evolved
into the Standard Model (SM) of today. It was also the decade where
CP violation was first discovered. Just a few years later, Andrei
Sakharov proposed his three conditions [2] that must be met in or-
der to generate a baryon asymmetry: baryon number violation, C and
CP violation, and a phase transition. With the discovery of the Higgs
boson in 2012, an important piece of the puzzle was put into place,
but the puzzle is far from finished, and several questions are still
unanswered to this day. Among the questions is, why does matter
even exist today?

Shortly after the Big Bang, as the universe expanded and cooled,
matter and antimatter were created in equal numbers. As the uni-
verse further expanded, they stopped annihilating, and the universe
would then contain equal numbers of matter and antimatter.

This is not the case, and the question is why that is. To answer
this, many hypotheses have been presented. Perhaps they separated
into different galaxies and "anti-galaxies", or perhaps the antimatter
moved outside the observable universe? Since we have not observed
any interaction between matter and antimatter (there should be a wall
of light at their border from the annihilations), other mechanisms
must be at play that lead the initial baryon symmetry to become
asymmetric. If so, any mechanism able to explain this must follow
Sakharov’s three conditions.

The current level of CP violation in the SM is not enough to ex-
plain the level of asymmetry observed. An extension to the SM
known as the Two Higgs Doublet Model (2HDM) introduces a new
Higgs doublet with which 4 new Higgs bosons are hypothesized.
The 2HDM model is able to fulfill the phase transition and possibly
the CP violation conditions for some parts of its parameter space.
One specific case is the A→ ZH decay, which may be considered the
smoking gun for electroweak baryogenesis.

This thesis covers two studies, a performance analysis and a
physics analysis.

In the performance analysis, the electron identification of ATLAS’s
Transition Radiation Tracker (TRT) is calibrated in data in order to
improve its identification performance and its scaling with multiple
interactions per bunch crossing. As the LHC moves towards higher
instantaneous luminosity, the number of multiple interactions per
bunch crossing increases, which in turn increases the occupancy in
the TRT. The TRT electron identification tool had also shown regres-
sions in its identification of electrons towards the low end of the elec-
tron probability distribution. It was therefore necessary to calibrate
the tool anew. The calibration has been done in real and simulated
data separately using Z → ee and Z → µµ events obtained using the
tag and probe method.



The physics analysis is a search for additional Higgs bosons be-
yond the SM. The analysis has searched for the A→ ZH signature
where Z decays to leptons and H decays as H →WW → qqqq, where
A and H (mH > 125 GeV) are heavier cousins to the SM Higgs. A dis-
covery of new Higgs bosons in the context of 2HDM may be used to
explain the baryon asymmetry that is observed in the universe. The
WW channel covers one part of phase space that is away from the
alignment limit and is a novel search in the context of 2HDM.

The physics analysis is the second iteration of a 2HDM analysis
in ATLAS, which originally only considered the A → ZH → ``bb
channel. I contributed to the first iteration (and am an author on
the paper), but my main work lies in the second iteration. As I have
worked extensively in ``WW channel of this analysis, results will
primarily be from this channel. I have been a part of a great deal of
the ``bb channel as well, and the thesis will refer to this channel at
times.





Part I

Background





1 Theory

The theoretical foundation for the two analyses in this thesis is laid out in this
chapter. We will go through a short introduction of the Standard Model of particle
physics and the Two Higgs Doublet Model. The final section is dedicated to physics
at hadron colliders including particle production in collisions and their interactions
with detectors. The concepts will be used in the following chapters on the ATLAS
experiment and the reconstruction of objects recorded by ATLAS.

Contents
1.1 The Standard Model of Particle Physics . . . . . . 15
1.2 2HDM: Beyond the Standard Model . . . . . . . . 19
1.3 Hadron collider physics . . . . . . . . . . . . . . . . 27

In the field of particle physics, one wants to explain the properties
and interactions of matter at any energy scale using the most ele-
mentary particles, e.g. the mass of electrons and the electromagnetic
forces between them. The Standard Model is the framework that ac-
complishes this, and it is a more fundamental theory, which is able
to explain as much as previous theories in some limit (slow parti-
cles, low energy, etc.) while also being able to make new predic-
tions. Maxwell’s equations can be derived from the electromagnetic
interactions of the Standard Model in the same way that Newto-
nian mechanics can be derived from special relativity in the limit
v � c. While the Standard Model has been able to predict and ex-
plain a great deal, there are still unanswered questions. One of these
is the evident asymmetry of particles and antiparticles in the universe
(baryon asymmetry). In the following sections, the Standard Model
is introduced along with an extension that can explain the baryon
asymmetry.

1.1 The Standard Model of Particle Physics

The Standard Model (SM) of particle physics is an ensemble of quan-
tum field theories (QFTs), which describes all fundamental particles
and their interactions. The interactions are described as fermions (mat-
ter particles) exchanging gauge bosons (force carriers), where fermions
and bosons are the usual half-integer and integer spin particles, re-
spectively. The particles are listed in Fig. 1.1. Apart from the fermions
and force carriers, there is the Higgs boson, which is the particle that
is associated with the Higgs field. The Higgs boson has 0 spin in con-
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Figure 1.1: The Standard Model of
particle physics. The matter parti-
cles (first three columns) are given
in purple for the quarks and green
for the leptons. The bosons (last
two columns) are given in red for
the gauge bosons and yellow for
the Higgs boson. The interactions
between the matter particles and
the gauge bosons are indicated by
the light gray outline with light
beige background: The quarks
"feel" the strong force (gluons), the
quarks and charged leptons feel
the electromagnetic force (pho-
tons), and every matter particle
feels the weak interactions (Z and
W bosons). Adapted from [3].

trast to the gauge bosons, which are spin 1. Three of the four forces
of nature — electromagnetic, weak, and strong, but not gravity —
are each described by Quantum Electrodynamics (QED), weak inter-
actions, and Quantum Chromodynamics (QCD), respectively. The
electromagnetic and weak interactions are together described by the
Electroweak Theory (EW).

Figure 1.2: Representation of the
color charge as a function of the
quantum numbers isospin I3 and
hypercharge Y.

In QFTs, every particle and interaction is associated with a field.
Electrons are quantized excitations of the electron field, and they
interact electromagnetically with each other using photons through
their couplings to the photon field. Such couplings require interaction
terms in the Lagrangian density1 between electrons and photons.

1 The Lagrangian L of classical me-
chanics operates on generalized coor-
dinates qi and their time derivatives,
often written using Newton’s notation
q̇i . The Lagrangian density (or just
Lagrangian for short) L replaces the
discrete coordinates with continuous
fields qi → φi(t, x, y, z) and the time
derivatives by derivatives to all four
space-time coordinates xµ, written as
∂µφi ≡ ∂φi

∂xµ .

QFTs are gauge theories, meaning their Lagrangians are invariant
(do not change) under local gauge transformations [4]. In ordinary
words, this means that the model is independent of the underlying
mathematical formulation. Each invariance is a symmetry of the
model (e.g. invariance under a small rotation φ → φ′ = φ + δφ means
rotational symmetry). Noether’s theorem states that this symmetry
leads to a conserved quantity, in this case, conservation of angular
momentum. To construct a QFT, one starts with an equation for a free
matter particle and requires that it is invariant under a local gauge
transformation φ(x) → φ′(x) = exp(iθ(x))φ(x). Consequently, this
requirement implies that one has to introduce additional gauge fields.
The gauge field is introduced by replacing the derivative ∂µ with the
covariant derivative ∂µ → Dµ = ∂µ + X, where X is the generator of the
symmetry group. This extra term describes the interaction between
the particle and the gauge field. In the case of QED, X = iqAµ and
the field Aµ is identified as the photon.
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QCD [4] is a Quantum Field Theory (QFT) with an SU(3) sym-
metry. The strong interaction between particles with color charge
(with the three states red, green, and blue) is mediated by gluons.
Particles with color charge include quarks but also gluons, and since
gluons themselves have color, they will self-interact (shown later in
Fig. 1.13b). The quarks carry two quantum numbers related to the
strong interaction, the (third component of the) isospin I3 and hy-
percharge Y. See Fig. 1.2 for the representation of the color charges.
Color is overall conserved in the exchange of gluons between quarks,
ie. a red quark sends an rḡ gluon to a green quark while at the same
time the green quark sends a gr̄ gluon to the red quark, which ef-
fectively swaps their colors (while a 1√

2
(rr̄ − gḡ) exchange will not

change color).
The lack of existence of free quarks is hypothesized to be due to

color confinement, which states that objects with a net color charge can-
not exist freely. This also explains why gluons, seeing as they carry
color charge, do not propagate freely either. The color confinement
can be understood as coming from gluon self-interactions between
gluons exchanged between quarks, which lead to a potential linearly
increasing with the distance between the quarks. This potential will
increase until the energy stored allows for the creation of additional
quarks that combine into separate quark pairs. The color confine-
ment implies that colored particles must be colorless singlets, ie. only
hadrons (bound states of quarks) that become colorless can exist freely.
Being a colorless singlet is not sufficient; the color ladder operators
applied to the color wave functions must yield zero as well.

Figure 1.3: The colored octet and
colorless singlet formed by com-
binations of colors and anticolor.
The octet is the same for gluons
but missing labels for the two
gluons at the origin, ( 1√

2
(rr̄ − gḡ)

and 1√
6
(rr̄ + gḡ− 2bb̄).

The gluon self-interactions have further consequences for the
strong force. The interactions between quarks can be expressed as
the exchange of gluons to the first order. However, the interactions
have higher-order terms that include both quark and gluon loops,
which lead to a decrease in the effective strength or coupling of the
strong force at higher energies. This is known as asymptotic freedom.
The consequences of color confinement and asymptotic freedom will
be explained later (Sect. 1.3).

Combinations of colors for mesons (bound states of a quark and an
antiquark) give 3⊗ 3̄ = 8⊕ 1 color states, which are a colored octet
and a colorless singlet. The singlet is the state ψ = 1/

√
3 (rr̄ + gḡ +

bb̄). The octet and singlet are shown in Fig. 1.3. Combinations of col-
ors for baryons (three quarks) also produce colorless singlets. Larger
permitted hadrons include tetraquarks qq̄qq̄ [5] and the pentaquarks
qqqq̄q̄ recently discovered by LHCb [6]. LHCb has also very recently
discovered a possible cc̄cc̄ [7].

QED [4] is the QFT for the electromagnetic interactions with the
photon (γ for the particle or A for the field) associated with the
UEM(1) symmetry, which couples to the electric charge. Photons do
not carry electric charge themselves and do therefore not self-couple.
The weak interactions are mediated by the heavy W± ("charged
current") and Z ("neutral current") bosons and couple to the weak
isospin I3

W .
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The weak interactions couple differently to particles of different
chirality. The field of a particle can be decomposed into left-handed
and right-handed components by use of the chiral projection operators,

ψR = PRψ, PR = 1
2 (1 + γ5),

ψL = PLψ, PL = 1
2 (1− γ5),

where γ5 is the fifth gamma matrix1. Chirality is analogous to helic-1 γ5 ≡ iγ0γ1γ2γ3 =

( 0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

)
ity, which is defined as the direction of the projection of a particle’s
spin on its momentum vector. For massive particles, helicity is not
invariant under boost. However, for massless particles (or approx-
imately so for massive particles with E � m), the eigenstates of
helicity are identical to those of chirality.

The weak interactions couple to left-handed particles (and right-
handed antiparticles) in weak isospin doublets,

( νl
l
)

L (l = e, µ, τ)
as well as ( u

d′ )L, ( c
s′ )L, and

( t
b′
)

L, where the first components have
I3
W = 1/2 and the second components I3

W = −1/2. The weak isospin
doublets allow for particles to transform/rotate between each other
within a doublet (e.g. ` → Wνe). The primed quarks are weak eigen-
states, which are linear combinations of the mass eigenstates of the
quarks as given by the CKM matrix,(

d′
s′
b′

)
=

(
Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb

)(
d
s
b

)
. (1.1)

The CKM matrix contains complex phases and is the only known
source of CP violation in the quark sector in the SM. The mixing
provided by the CKM matrix allows quarks to change generation
under weak interactions (e.g. s → Wu). The weak interactions do
not couple to right-handed particles (nor left-handed antiparticles),
making the symmetry group for the weak interactions SUL(2), where
the subscript L indicates that the gauge bosons only interact with
left-handed particles.

However, the Z boson does couple to right-handed particles. This
issue is solved in the EW Glashow–Salam–Weinberg model [4], which
mixes the symmetries UY(1)⊗ SUL(2) to give four generators, W(1),
W(2), W(3), and B. The first two are associated with the W+ and W−

bosons,

W±µ = 1√
2
(W(1)

µ ∓ iW(2)
µ ). (1.2)

The latter two are linearly combined to give the Z and γ bosons,

Aµ = Bµ cos θW + W(3)
µ sin θW , (1.3)

Zµ = −Bµ sin θW + W(3)
µ cos θW , (1.4)

where θW is the Weinberg angle. The U(1) component of the Z boson
can now interact with right-handed particles, though not as strongly
as it interacts with left-handed particles. UY(1) introduces the quan-
tum number weak hypercharge YW , which together with the weak
isospin gives the electric charge Q = 1

2 YW + I3
W . Unfortunately, the
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gauge bosons are massless, which is in disagreement with the known
masses for the W and Z bosons.

The Higgs mechanism is responsible for giving mass to the fermions
through their couplings to the Higgs field1. The Higgs mechanism 1 The neutrinos are considered mass-

less in the SM. This is one of several
known, significant shortcomings of the
SM since neutrinos are experimentally
known to have mass due to their flavor
oscillations.

is also responsible for giving mass to the weak gauge bosons, W±

and Z. For the massive gauge bosons to obtain masses, the symme-
try must be spontaneously broken [4]. This is achieved in the Higgs

mechanism by introducing a complex doublet field φ =
(

φ+

φ0

)
=

1√
2

(
φ1+iφ2
φ3+iφ4

)
in a Lagrangian of the form,

L = (∂µφ)†(∂µφ)− µ2(φ†φ) + λ(φ†φ)2, (1.5)

which must give masses to the weak bosons and a boson associated
with the Higgs field (but not the photon).

Figure 1.4: The characteristic
Higgs potential. From [8].

For the potential to have a finite minimum, λ > 0. For µ2 > 0,
the minimum is at φ+ = φ0 = 0. For µ2 < 0, the potential will
take on the characteristic "wine-bottle" potential2 shown in Fig. 1.4,

2 The potential may be better known
as the Sombrero or "Mexican hat"
potential.

and the minimum will be at v2 = −µ2

2λ , where v = 246 GeV is the
vacuum expectation value (vev). The non-zero vacuum has broken
the symmetry of the Lagrangian. For the photon to remain mass-
less, only the neutral component φ0 can remain non-zero. This gives
〈φ〉 = 1√

2
( 0

v ) using the unitary gauge, in which a proper gauge trans-
formation transforms additional Goldstone bosons into polarizations
of the weak bosons3. This can be expanded about the minimum as 3 This is (in)famously referred to as the

gauge "eating" the Goldstone bosons.
φ(x) = 1√

2

(
0

v+h(x)

)
, where the scalar field h will be associated with

the Higgs boson. By replacing the derivatives in the Lagrangian with
the covariant derivatives with generators from UY(1) and SUL(2),

∂µ → Dµ = ∂µ + 1
2 igW~σ · ~Wµ + ig′

Y
2

Bµ, (1.6)

and having the covariant derivative act on the Higgs doublet φ(x)
(following Eq. (1.5)), one can identify mass terms generated by
(Dµφ)†(Dµφ) by the terms that are quadratic in the fields. For the
W(1) and W(2) terms, one obtains mW = 1

2 gWv. The W(3) and B terms
are written in matrix form and diagonalized giving mA = 0 and

mZ = 1
2 v
√

g2
W + g′2 , where Aµ and Zµ are identified as Eq. (1.3) and

Eq. (1.4) with tan θW = g′
gW

.
Triple field terms in (Dµφ)†(Dµφ) such as VVh, where V = W±, Z,

give couplings between the weak bosons and the Higgs boson h,

gSM
hVV = gVmV . (1.7)

Additional Yukawa couplings let the Higgs field give masses to the
massive fermions.

1.2 2HDM: Beyond the Standard Model

The SM as it stands does not explain dark matter, which makes up
the majority of the matter in the universe; the masses of the neu-
trinos, which are now known to have masses due to their flavor
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oscillations; nor the baryon asymmetry observed in the universe,
among other things [4, 9]. Slightly after the Big Bang, baryonic mat-
ter was at equilibrium with the photons γ + γ 
 p + p̄. As the
universe cooled, the forward direction ceased. Then, with further
expansion, the density of baryons and antibaryons fell, and the back-
wards process also fell, eventually freezing the number of baryons
and antibaryons (known as baryogenesis) with a number density ra-
tio of nB−nB̄

nγ
≈ 10−9, which is calculated from measurements [4, 9].

The amount of matter today is not explained by the limited CP viola-
tion provided by the CKM matrix. A successful extension of the SM
must explain the baryon asymmetry as the universe transitioned from
thermal equilibrium.

Simple extensions of the SM include adding one [10] or two [11]
real, scalar singlets; one complex singlet [12]; or one complex dou-
blet. The Two-Higgs-Doublet-Models (2HDMs) [13, 14] are the latter.
2HDM introduces 5 new bosons and consists of several types, both of
which will be introduced in a moment. It is a popular and versatile
extension, which can be used as a general benchmark for additional
Higgs bosons or as part of the Minimal Supersymmetric Standard
Model [14, 15]. 2HDMs may be used to explain the baryon asym-
metry [16–19] through electroweak baryogenesis [20], and similar
models with two complex Higgs doublets are also part of some dark
matter [21] and neutrino mass [22] models.

The discovery [23, 24] and precise measurements [25–32] of the
SM Higgs boson [33–38] have put some constraints on the possible
phase space of extensions. Previous LHC searches for single 2HDM
particles include heavy H → WW/ZZ [39–44], H → hh [45, 46],
A → Zh [47, 48], and A/H → ττ/bb [49–51]. However, the focus in
this thesis will be on the heavy A decaying to a Z boson and another
heavy Higgs H, which has been covered by CMS in the A → ZH →
``bb/``ττ channels1 [52, 53] as well as ATLAS in the A → ZH →1 The quoted references also consider

the H → ZA decays, and they only
quote exclusions for type-II.

``bb channel [54].
In 2HDM, an additional complex SU(2) doublet is added to the

Higgs sector. After symmetry breaking, the two Higgs doublets each
obtain their vacuum expectation value (vev) [14]:

〈Φ1〉 = 1√
2

( 0
v1

)
, 〈Φ2〉 = 1√

2

( 0
v2

)
,

where v1 (v2) is the vev for the Φ1 (Φ2) doublet, and v2
1 + v2

2 = v2 =

(246 GeV)2. Other vevs are possible, including "inert" models where
one doublet is 0 at the minimum or vevs with complex phases [14].
While these vevs may be interesting as well, the "normal" SM-like
minimum is chosen in this case. The potential for the two doublets is
[14],

V = m2
11Φ†

1Φ1 + m2
22Φ†

2Φ2 −m2
12(Φ

†
1Φ2 + Φ†

2Φ1)

+ λ1/2(Φ†
1Φ1)

2 + λ2/2(Φ†
2Φ2)

2 + λ3Φ†
1Φ1Φ†

2Φ2

+ λ4Φ†
1Φ2Φ†

2Φ1 + λ5

[
(Φ†

1Φ2)
2 + (Φ†

2Φ1)
2
]

,

where some parameters may be complex and therefore provide CP-
violating phases.
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The 2HDM types include (see also Fig. 1.5),

• type-I, in which the right-handed (RH) up- and down-type quarks
and the RH charged leptons couple to Φ2;

• type-II, in which only the RH up-type quarks couple to Φ2 and the
RH down-type quarks and the RH charged leptons couple to Φ1

• lepton-specific, where to the RH quarks couple to Φ2 and the RH
charged leptons Φ1; and

• flipped, where the RH up-type quarks and the RH charged leptons
couple to Φ2 and RH down-type quarks Φ1.

Φ1

Φ2

e

d

u
(a) Type-I

Φ1

Φ2

e

d

u
(b) Type-II

Φ1

Φ2

e

d

u
(c) Lepton-
specific

Φ1

Φ2

e

d

u
(d) Flipped

Figure 1.5: The four 2HDM types
that suppress flavor-changing neu-
tral currents (FCNCs) at leading
order. e symbolizes the charged
leptons. d, u, and e are all right-
handed.

It is common to assume or enforce that CP is conserved, that CP
is not spontaneously broken (which may happen if one of the vevs
include a complex phase), and that discrete symmetries suppress
flavor-changing neutral currents (FCNCs) at leading order to match
what is seen experimentally. The latter is ensured by imposing the
Z2 symmetry Φ1 → −Φ1 in type-I and type-II. Type-II additionally
needs di

R → −di
R [14]. This leads to the classification of models into

these types. The Z2 symmetry is softly broken in the aforementioned
potential by not setting m2

12 to zero while otherwise keeping the
Lagrangian invariant under the Φ1 → −Φ1 interchange to ensure CP
conservation.

The 8 degrees of freedom from the two complex doublets give
rise to the same three weak bosons as well as 5 Higgs bosons, two
charged (H±), two CP-even (h and H), and one CP-odd (A) [16]. The
two light CP-even bosons are found by mixing the Goldstone bosons
h1 and h2, and A is found by mixing h3 and h4:

h = −h1 sin α + h2 cos α, (1.8)

H = h1 cos α + h2 sin α, (1.9)

A = h3 sin β− h4 cos β, (1.10)

where α (−π/2 < α < π/2) is the mixing angle after diagonalizing
the mass matrix for the neutral scalars, and tan β ≡ v2

v1
is the ratio

of vevs and also the mixing angle for the pseudoscalars. It is im-
portant to note that the literature has different definitions of α, and
the convention used in this thesis follows Branco [14]. However, the
benchmark models are taken from Dorsch [16], which uses a different
convention, where α is shifted by π/2. Therefore, cos(β− α) = 0 is
the alignment limit (or weak decoupling limit) [55], in which h obtains
SM-like properties.

The coupling of H to a pair of vector bosons follows the SM with
an additional factor of cos(β− α) [14], and A couples to V and either
of the neutral scalars as,

gHVV = cos(β− α) gSM
hVV , (1.11)

gAZh ∝ cos(β− α), (1.12)

gAZH ∝ sin(β− α). (1.13)

For type-I and lepton-specific, the gluon-gluon fusion production
for A dominates (as for the SM Higgs) in proton–proton collisions,
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while b-associated production (b-quark fusion) becomes important for
the other two models for large tan β [14, 56].

The ability for 2HDM to generate a strong phase transition is
found through Monte Carlo simulations with a wide range of mA,
mH± , tan β, and α − β [57]. Any point satisfying unitarity and per-
turbativity as well as precision constraints and collider bounds are
considered physical, while points also passing vc/Tc > 1 (vc being
the magnitude of the broken vev at Tc) will lead to a strong phase tran-
sition. The results are shown in Fig. 1.6a as heat maps visualizing
the density of points passing the criteria. In general, models near
alignment are favored, especially for higher mH ; a relatively large dif-
ference in A and H masses is also favored with a clear preference for
mA > mH .

(a)

(b)

(c)

Figure 1.6: (a) Heat map of phys-
ical points (left column) and
points with a strong phase
transition (right column). The
points are shown as a function
of α− β (Ref. [16] convention)
or mA as well as mH . (b) Ma-
jor branching ratios for the H
decay as a function of mH for
mA = mH± = 400 GeV, tan β = 2,
α− β = 0.001π (solid lines; near
alignment) and α− β = 0.1π (dot-
ted lines; away from alignment),
again using the convention from
Ref. [16]. (c) Major branching ra-
tios for the A decay as a function
of mH following the same setup
as for middle figure. All adapted
from [16].

Figs. 1.6b and 1.6c show the branching ratios for H and A close
to and away from alignment as a function of mH . For the H decay,
WW dominates away from alignment. For the A decay, the alignment
matters less, and A→ tt̄ becomes dominant at mH ≈ 250 GeV and be-
yond in either case. The last figure especially gives some preliminary
indications on the expected sensitivity for the A→ ZH → ``WW
decay; one should expect falling sensitivity past mH ≈ 250 GeV.
There is one ATLAS study on the A→ tt̄ channel using limited Run 1
data [58], but extra care has to be taken on the interference with SM tt̄
decay.

Further assumptions are made on the properties of the Higgs
bosons. The lightest CP-even boson (h) is assumed to be the SM
Higgs at mh = 125 GeV with mH > mh, the heavier CP-even boson
is lighter than the CP-odd (mH < mA), and the charged bosons have
the same mass as the CP-odd (mH± = mA). m2

12 is defined as,

m2
12 ≡ m2

A tan β/(1 + tan2 β),

following ATLAS recommendation. Production cross-sections are
calculated by SusHi 1.7.0 [59–65] using the LHAPDF 6.3.0 [66] library,
and partial widths and branching ratios are calculated by 2HDMC
1.7.0 [67]. These values have been calculated for cos(β− α) between
−1 and 1 in steps of 0.1, tan β between 0.5 and 3.0 in steps of 0.5,
and (mA, mH) = (300, 200) to (800, 700) GeV in steps of 50 GeV
in both masses and with the condition that mA > mH . Under these
constraints, the A→ ZH decay dominates [16, 68].

Fig. 1.6b from Ref. [16] with mA = 400 GeV, tan β = 2, α− β = 0.1π

(their convention) is recreated with mA = 400 GeV, tan β = 2, and
cos(0.1π − π/2) ≈ 0.3 in Fig. 1.7, where −π/2 is to convert from
their convention. The calculated branching ratios are plotted against
the figure and shows perfect agreement until mH = 250 GeV, where
the hh decay becomes kinematically allowed. The H →WW branch-
ing ratio falls at about the same mH = 250 GeV where A → tt̄ be-
comes dominating, further reducing the sensitivity beyond this point.

The cross-section for gg→ A times branching ratios for A→ ZH
and H →WW is shown in Fig. 1.9 for different A and H masses
as a function of the tunable parameters tan β and cos(β− α). For
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mH < 250 GeV, where H → hh is forbidden, the branching ratio for
H →WW becomes constant (at least for cos(β− α) > 0.3) as expected
[14]. Since gAZH ∝ sin(β− α) but gHVV ∝ cos(β− α), the peak will
be "somewhere in the middle". The highest sensitivity is expected
for low tan β, medium to low cos(β− α), and very low mH , which is
consistent with the observations on the A and H branching ratios.

Using the same configuration, the relative H width is shown in
Fig. 1.10. Darker colors are < 1% width and may be considered
narrow-width compared to the detector and reconstruction resolu-
tions. However, the width may be up to 35% for high mH with some
dependence on cos(β− α) and tan β. Regardless, for large parts of the
phase space, the H width may be considered narrow-width. The case
is different for the A width in Fig. 1.11 where the width is several
percent even for low masses and especially for very low tan β, which
is part of the phase space in which the analysis is sensitive.

Figure 1.7: Major branching ratios
for the A decay as a function of
mH for mA = 400 GeV, tan β = 2,
α− β = 0.1π (dotted lines; their
convention). The result of the
calculation in the text is plotted
against the figure and shown as
points. The WW (pluses) and
ZZ (open circles) channels fit the
curves for mH = 200 and 250 GeV.
They deviate after 250 GeV when
the hh (asterisks) decay becomes
possible. Adapted from [16] and
augmented. Original figure shown
in Fig. 1.6b.

Current limits on α and β are shown in Figs. 1.8a–1.8c. The re-
sult from Fig. 1.8a is made at alignment. The results from Figs. 1.8b
and 1.8c are not directly comparable to Fig. 1.8a and the results of the
AZH analysis in this thesis, as the former papers are indirect searches
that assume very high masses for A and H, making it possible to in-
tegrate out the heavy fields [14]. No CMS result for type-I was found.

(a) Limits from previous paper

(b) Latest ATLAS results

(c) Limits from global fits of ATLAS+CMS data

Figure 1.8: Exclusions for type-I
for (a) the previous iteration of
the AZH analysis (from [54]), (b)
combined results from ATLAS
and CMS (from [69]), and (c) latest
ATLAS results (from [25]).
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Figure 1.9: σ(gg→ A)·BR(A→ ZH)·BR(H →WW) in pb (scale up to 20 pb) as a function of cos(β− α) and mA in
slices of mH (columns) and tan β (rows). Empty bins are either due to the mH < mA requirement or values below
10−4 pb.
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Figure 1.10: H width divided by its mass in percent (scale up to 40%) as a function of cos(β− α) and mA in slices of
mH (columns) and tan β (rows). Empty bins are due to the mH < mA requirement. The decay width does not depend
on the A mass. The width increases up to ≈ 35% for tan β = 3.0 and cos(β− α) ≥ 0.9.
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Figure 1.11: A width divided by its mass in percent (scale up to 40%) as a function of cos(β− α) and mA in slices of
mH (columns) and tan β (rows). Empty bins are due to the mH < mA requirement. The width increases up to ≈ 35%
for tan β = 0.5.
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1.3 Hadron collider physics

Circular accelerators will accelerate two counter-rotating sets of parti-
cles to great energies and bring them to collision inside experiments
on the ring. Many particles produced in the collisions are unstable
and decay before even reaching the first layer of the detector. The Z
boson, for instance, has a mass1 of about 91 GeV and an extremely 1 Particle physicists often use natural

units, where h̄ = c = 1, meaning
masses are given in units of eV instead
of eV/c2.

short lifetime. For an ensemble of unstable particles (e.g. radioac-
tive isotopes), the number of particles falls as exp(−t/τ), where τ

is the lifetime. The lifetime is related to the total decay width through
Γ = 1/τ for single particles. This affects the shape of the probability
distribution of the observed invariant mass of the Z boson, which is
described by the Breit-Wigner distribution shown in Fig. 1.12 [4, 70].
The full-width-at-half-maximum of the distribution is Γ/2 away from
the median.

p
max

p
max

2

P(E)

MΓ
2M− Γ

2M+

Figure 1.12: The Breit-Wigner
distribution. From [71].

The probability to produce a pair of particles from a two-to-two
process can be calculated from the differential cross-section dσ that is
determined using Fermi’s golden rule, which can be expressed in the
form,

dσ ∝ |M|2 dΩ, (1.14)

whereM is the matrix elements and Ω is the solid angle over which
the integration is done in the center of mass frame, neglecting nor-
malization and momentum factors [4]. Integrating over Ω gives the
cross-section σ for a process. At the lowest order, the matrix elements
are given by2 M ∝ 〈 f |Ĥ′|i〉 for initial states i and final states f , where 2M is analogous to the wave functions

entering Schrödinger’s equation and
may be called the amplitude. |M|2 is
similarly the probability.

Ĥ′ is the Hamiltonian of the perturbation.
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Figure 1.13: (a) Coulomb scatter-
ing between two electrons through
the exchange of a virtual photon.
The strength of the interaction
is related to the product of the
vertices, αEM. (b) Example of an
NLO process. Adapted from [72].

The expansion of the matrix elements can be expressed in terms
of Feynman diagrams. Fig. 1.13a describes the lowest-order, or lead-
ing order (LO; also known as tree level), term inM for two-to-two
interactions. Higher-order terms include an increasing number of
vertices and are named next-to-leading order (NLO), NNLO, etc. An
example of an NLO process is shown in Fig. 1.13b. Terms in the ma-
trix elements can be reduced to coupling constants depending on the
interaction between two particles. The coupling α(q2) for the elec-
troweak interactions is the fine structure constant, approximately
1/137, at the energy q2 = 0, and it only slowly increases for higher
energies. As each higher-order term gains an additional factor of
α(q2), they quickly become insignificant. αS(q2) for the strong in-
teraction is around 1 at low energies and non-perturbative (the ex-
pansion of the matrix elements will contain many significant terms),
but αS(q2) decreases asymptotically for higher q2 to about 0.1 at rele-
vant energies (typically set to the mass of the Z boson), which makes
QCD perturbable at higher energies. However, 0.1 is still not small, so
higher-order QCD terms are still significant [4]. The falling αS(q2) for
higher energies is the asymptotic freedom mentioned earlier.
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Partial decay widths for one-to-two processes can be expressed simi-
lar to Eq. (1.14),

Γi ∝
w
|M|2 dΩ. (1.15)

Unstable particles may decay to different final state particles, yielding
anM and hence Γi for each decay channel. The total decay width
is found from the sum of the partial decay widths. The relative
frequency of a partial decay width is given by the branching ratio,
BRi = Γi/Γ. For the Z boson, the branching ratios are approximately
70% to quarks, 20% to neutrinos, and 10% to leptons [73].

q

q

q
q

Figure 1.14: The pdfs for quarks
and gluons at two energy scales.
Adapted from [74].

The probability to extract specific partons (quarks and gluons)
from the proton–proton collision and having these interact to form a
specific particle can be calculated independently and is known as the
factorization theorem [9, 75],

σX = ∑
a,b=q,g

w 1

0
dx1dx2 fa(x1, µ2

F) fb(x2, µ2
F) (1.16)

× σ̂ab→X

(
x1, x2, {pµ

i }; αS(µ
2
R), α(µR)

2, q2/µ2
R, q2/µ2

F

)
.

The function fa(x) is the probability distribution for extracting parton
a with a momentum fraction x from the parent proton; these parton
distribution functions (pdfs) are shown in Fig. 1.14 at two energy scales
q2. At low energy scales (q2 = 10 GeV2), the valence quarks of pro-
tons (uud) are more probable at high x than the virtual sea quarks.
Note that the y-axis is scaled by the momentum fraction; it is most
probable to extract very low momentum partons, especially gluons,
for which reason most proton–proton collisions produce results in
soft scatter of little interest to high-energy physicists. The first term
in Eq. (1.16) integrates the pdfs over all momentum fractions. The
second term in Eq. (1.16) gives the probability for forming particle X
from the partons a and b, which (following Eq. (1.14)) contains the
matrix elements for ab → X. Finally, the full product is summed over
for all gluons and quarks. The theorem depends on the factorization
µF and renormalization µR scales, which are introduced to suppress
divergences. The dependence of these unphysical scales decreases
when including higher-order Feynman diagrams [9].

Figure 1.15: The cross-sections for
producing various particles (for
different production mechanisms
for the Higgs boson) as well as the
total cross-section. The disconti-
nuity at 4 TeV is due to the switch
from proton–antiproton to proton–
proton collisions. High-energy
(HE) LHC is included. From [76].

Interactions can be classified into two categories, annihilations and
scatterings. Since four-momentum is conserved at every vertex, the
following are equivalent for two-to-two interactions [4],

s = (p1 + p2)
2 = (p3 + p4)

2, (1.17)

t = (p1 − p3)
2 = (p2 − p4)

2, (1.18)

u = (p1 − p4)
2 = (p2 − p3)

2, (1.19)

where p1 and p2 are the four-momenta of the initial state particles
and p3 and p4 are the four-momenta of the final state particles. The
s-channel refers to an annihilation (Fig. 1.13b) and the t-channel refers
to scattering (Fig. 1.13a). The u-channel refers to scattering with iden-
tical final state particles where p3 and p4 are indistinguishable but the
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momentum transfer is different between the two. At high energies
where the mass of the proton can be ignored, the invariant mass of a
proton–proton interaction is, therefore, M2 ≈ x1x2

√
s [4].

The sum of cross-sections for all possible processes, including
diffractive, gives σtot. The total event rate is known as the instan-
taneous luminosity L(t) and its integral is the integrated luminosity
L =

r
L(t)dt. From these, one can calculate the total number of in-

teractions, N = σtot L [4]. The instantaneous luminosity depends on
many factors, including the collision frequency f = 1/(25 ns) = 40 MHz,
the number of particles in the colliding bunches, and the cross-
sectional area of the beams. Using the equation for the total number
of interactions, one can calculate the cross-section of a given process
by, σ = N/(Lε), where ε contains selection efficiencies as well as
the detector acceptances. Fig. 1.15 shows the vast scale for the cross-
sections (and event rates at a given luminosity) of various processes;
every about 100 seconds, one Higgs boson is produced by gluon fu-
sion at the LHC. However, in the same time frame, 1010 events have
occurred, which must be filtered out by careful analysis.
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η=0

Figure 1.16: η is related to the
angle θ through η = − ln tan(θ/2).
The x-axis points towards the
center of LHC, the y-axis points
upwards, and the z-axis points
along the beam axis. The angle φ

(not drawn) is defined from the
positive x-axis in the xy-plane.
From [72].

ATLAS uses a right-handed Cartesian coordinate system. The x-
axis points from the center of the detector, the interaction point (IP),
towards the center of the LHC ring. The y-axis points upwards from
the IP. The z-axis is along the beamline [77]. ATLAS uses cylindrical
coordinates when referring to reconstructed objects in the transverse
plane. pT is defined as the momentum in the transverse plane to
the beamline. The azimuthal angle, φ, is defined to be around the
beamline. The pseudorapidity, η, is defined as η = − ln tan(θ/2).
For massless particles, the pseudorapidity is identical to the rapidity
y = 1

2 ln E+pz
E−pz [4]. This relation holds approximately for particles with

E� m. The coordinate system is drawn in Fig. 1.16. These cylindrical
coordinates are natural in hadronic colliding beams because differ-
ences in rapidity are invariant under boost along the beamline. As
such, different collision events1 can be directly compared (or filled 1 Henceforth simply referred to as

events.into histograms) without needing to know the center-of-mass energy.
A bonus is the interval of η or rapidity that spans from approx −2.5
to 2.5 (or beyond for forward physics), close to the range −π to π for
φ, making clusters in η − φ circular and the ∆R =

√
∆η2 + ∆φ2

measure2 meaningful without needing to transform. 2 The parentheses are omitted; the
deltas of the values are squared.Partons cannot exist as free particles due to color confinement as

explained in Sect. 1.1. Instead, a final state quark will radiate glu-
ons that split into gluons or quarks, leading to a cascade or shower
of quarks that cluster together to form hadrons when they reach en-
ergies below a few GeV. The final step of the process is known as
hadronization [9] and is phenomenologically modeled by the Cluster
Model [79] or the Lund String Model [80], the latter which is used
by Pythia [81], where the clusters generated by the particle showers
are still connected by QCD color strings. The Cluster Model forms
independent clusters from the particle showers. The full theoretical
picture is very complex and incomplete due to the non-perturbative
nature of low-energy QCD [4].
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Figure 1.17: Hard scatter (the
two-to-two interaction) includ-
ing ISR/FSR, particle showering
(from the hard scatter until the
gray ellipses), and hadronization
(gray ellipses and yellow circles).
Adapted from [78].

Barring color connections between the incoming partons, terms
that are relevant to this work include (cf. Fig. 1.17) [9]:

The hard scatter/process (black lines): A fraction of momentum
(x) is carried by the partons from the colliding protons (left-most
lines). These partons interact and form a virtual particle known as
the propagator (wavy line), which decays to two particles.

Underlying event: The remnants of the protons after the hard scatter
as well as soft particles produced in the color field between the
hard scatter and the remnants. This includes photons or gluons
radiated by the incoming (initial state radiation (ISR)) and outgo-
ing (final state radiation (FSR)) particles, shown as light pink wavy
lines. The underlying event may contain additional interactions be-
tween the partons, known as multiple (parton) interactions (MPI),
which may produce additional high-pT particles.

Minimum bias: A collision not producing any hard scatter. Most
collisions are minimum bias (>99.99%). Multiple protons interact
in ATLAS with up to about 55 [82] interactions per bunch-crossing
in Run 2, known as "pileup". The term "pileup" also covers the
average number of interactions per bunch-crossing 〈µ〉.1 These1 In other words, the loose term

"pileup" is jargon for all non-hard-
scatter collisions in an event as well
as the term for the average number
of these. To further the confusion,
"pileup" may sometimes include the
underlying event.

interactions happen a distance from the hard interaction along the
beamline and can be somewhat suppressed by reconstructing the
coordinates of the individual proton–proton interactions. Mini-
mum bias from an earlier or later collision may interfere with mea-
surements in the detectors and are known as out-of-time pileup.

Electrons, with their very low mass, will primarily lose energy
through bremsstrahlung ("braking radiation") at E > 7 MeV when
passing through absorbing matter (Fig. 1.18a). This effect is sup-
pressed by a factor of 1/m2, which makes it negligible for heavier
particles, e.g. it does not become relevant for muons until at least
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(a) Energy loss for electrons in lead in units of energy. (b) Energy loss for antimuons in copper.

Figure 1.18: The mean stopping
power (〈−dE/dx〉) for (a) elec-
trons and (b) muons. Adapted
from [73].

several hundred GeV as shown in the last part of Fig. 1.18b as radia-
tive losses [4, 70, 73]. In general, the energy loss per traversed length
for intermediate energies can be described by the Bethe formula
shown in the middle of Fig. 1.18b for muons. The formula depends,
among others, on the element of the matter and the momentum of
the projectile. The Bethe graph shows that muons are minimum ioniz-
ing particles (mips) in a rather large range of approximately 100 MeV
to 100 GeV, meaning that they will pass through even dense detec-
tors with minimal energy loss. Muons with higher momenta will
lose some energy to bremsstrahlung, but will then reach energies
where they become mips. At very low energies, particles (focusing on
electrons in Fig. 1.18a) quickly lose energy by ionizing the traversed
matter.

A characteristic traversal length through matter is the radiation
length X0 defined as the distance a particle travels to reduce the en-
ergy by a factor of 1/e. As electrons travel through (dense) matter,
they will radiate bremsstrahlung photons, which will travel a dis-
tance before producing a pair of electrons from their interactions with
the matter. This creates a cascade of pair-producing bremsstrahlung
photons, which is the main loss of energy for the electrons. After
traveling a distance of x radiation lengths, an electron will on average
have an energy of E/2x. This continues, until the energy of the elec-
tron becomes so low that it quickly loses all energy to ionization. In
a detector, the energy of the radiated photons can be transferred by
scintillators to be measured by photomultiplier tubes. For hadrons,
the length scale is called (nuclear) interactions lengths.

Other sources of energy losses are delta rays coming from liber-
ated matter electrons that ionize the matter and Coulomb scattering.
Coulomb scattering only cause significant energy loss for electrons,
but all particles will scatter randomly multiple times, which con-
tributes significantly to the momentum uncertainty [70].
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2 The ATLAS experiment

In this chapter, we will go through a short introduction to the Large Hadron Collider
(LHC), on which ATLAS is one of four main detectors. Then we will see an overview
of the ATLAS detector and delve into details regarding the relevant sub-detectors for
this thesis.
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(a) The CERN detector complex (b) The ATLAS experiment

Figure 2.1: (a) The CERN detector
complex picturing the accelera-
tors and connected experiments.
The protons in the LHC ring are
created in a linear accelerator
and passed to several circular
accelerators before entering the
LHC. Adapted from [83]. (b) The
ATLAS detector with its sub-
detectors and magnet systems.
From [77].

The Large Hadron Collider (LHC), located at CERN, is a circular par-
ticle accelerator that accelerates counter-rotating beams of protons
to 6.5 TeV each (or ions at lower energies) and brings them to colli-
sion in the four main experiments located on the ring [84]. The LHC
can be seen in Fig. 2.1a, in which it accepts accelerated particles from
the SPS with energies of 450 GeV in case of protons. During normal
operations, the LHC cycles between injection (filling of ring), ramp
(increase of energies), squeeze (reduction of beam size), stable beams
(collisions which typically lasts 10-15 hours), and dump followed by
ramp down (the beam is diverted into the cavern and the magnets
are ramped down). The protons are clumped together in bunches with
1.1 · 1011 protons each. There is about 2500 colliding bunches nb in
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the ring during operation. nb as well as the beam focusing β∗ at the
interaction points increased during Run 2 [82]. The numbers for nb

and β∗ and their influence on the luminosity and hence pileup are
listed in Tab. 2.1 per year. The 50 ns bunch spacing run of 2015 and
the high-pileup run during 2017 are not included.

Table 2.1: Some beam parameters
leading to larger instantaneous
luminosity and therefore pileup.
When the instantaneous lumi-
nosity is converted to pileup a
reference inelastic cross-section of
80 mb is assumed. From [82].

Parameter 2015 2016 2017 2018

nb 2232 2208 2544 2544
β∗ (m) 0.8 0.4 0.3 0.3–0.25
Peak L(t) (1033 cm−2s−1) 5 13 16 19
Approximate peak 〈µ〉 16 41 45 55

The ATLAS detector1 is a general-purpose detector [77] placed1 ATLAS is formed from the silly back-
ronym, A Toroidal LHC ApparatuS. on one of the four interaction points of the LHC. The cylindrically

shaped detector is also forward-backward symmetric along the beam-
line. It consists of a middle, or barrel, part and two end parts, named
end-caps. For the cylindrically shaped barrel, particles travel mainly
transverse to the beam pipe through sub-detectors. For the end-caps,
on the other hand, the sub-detectors are constructed as disks around
the beam pipe, and particles will travel mostly transverse to the disks.
The detector mainly consists of three sub-detectors: the inner detec-
tor that is responsible for tracking charged particles, the calorimeters
that are responsible for stopping particles and measuring their en-
ergies, and finally the muon spectrometer that measures the muon
momenta2. The sub-detectors and magnet systems are pictured in2 Muons are the only detectable, fun-

damental particles that escape the
calorimeters. Neutrinos escape the
detector without ever being detected
directly.

Fig. 2.1b, which shows the inner detector (Pixel detector, Semicon-
ductor tracker (SCT), Transition radiation tracker (TRT)), the solenoid
magnet, the calorimeters (LAr electromagnetic and tile calorimeters
in the barrel, LAr hadronic end-cap and forward calorimeters and tile
calorimeters in the end-cap and forward region), the toroid magnets,
and finally the muon chambers for the muon spectrometer in the
order from the interaction point and out.

Charged particles in a magnetic field will bend their trajectory
towards the magnetic field lines. The inner detector and the muon
spectrometer can measure the transverse momentum of a particle as
this scales linearly as a function of the curvature and the strength of
the magnetic field [70]. To measure energetic particles with relatively
low uncertainty, a strong magnetic field is required. For this task,
ATLAS has installed four magnets, which are the central solenoid
between the inner detector and the electromagnetic calorimeter and
three toroids around the muon spectrometers in the barrel and the
two end-caps. The solenoid provides a 2 T axial magnetic field, and
the toroids provide 0.5 and 1 T toroidal magnetic fields for the barrel
and end-cap regions, respectively [77].

Some sub-detectors must be cooled to lower thermally induced
noise. The Pixel and SCT are cooled to −7 °C, but the TRT must be
heated to stay at 20 °C [77].
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2.1 The inner detector

Figure 2.2: The inner detector.
From [77].

The inner detector (shown in Fig. 2.2) consists of two silicon-based
trackers (the Pixel and SCT) that provide precise tracking informa-
tion, which consists of precise momentum resolution and especially
precise angular resolution, and a straw tube tracker (the TRT) that
adds similar momentum resolution due to its distance from the in-
teraction point and the high number of hit straws on average. For the
barrel and end-caps, the silicon trackers cover up to |η| < 2.5, while
the TRT covers up to |η| < 2.0.

The silicon-based trackers can also measure the impact parame-
ter of a track, which aids the identification of heavy quarks and τ

leptons. The TRT can detect transition radiation (TR) from high γ

particles, which is used in electron identification.

2.1.1 The Pixel and Semiconductor trackers

Figure 2.3: The layers of the sub-
detectors of the inner detector. The
IBL is not drawn. From [77].

The Pixel detector consists of 1744 individual pixel sensors with
47232 pixels each, totaling approximately 80 million readout chan-
nels. The sensors are made of n-type wafers [77]. The minimum pixel
is 50× 400 µm2 in R− φ× z. The modules are arranged in three lay-
ers in the barrel and three disks in each end-cap. The Pixel detector
is placed close to the beam pipe; the first layer in the barrel is only
50 mm from the beamline (cf. Fig. 2.3). The Pixel modules have en
intrinsic accuracy of 10× 115 µm2 in R − φ × z in the barrel and in
R− φ× R in the end-caps [77].

The Pixel additionally contains the Inner B-Layer (IBL) placed
between the beam-pipe and the first layer of the Pixel detector. The
IBL contributes significantly to the tracking performance as well as
the identification of heavy quarks and τ leptons.

In the barrel, the SCT sensors use strips of silicon parallel to the
beamline with another set of strips crossing at a stereo angle of
40 mrad. The strip pairs are placed in four double layers in the barrel.
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In the end-caps, the strips run radially with the second set of strips
again crossing at an angle of 40 mrad. There are a total of 6.3 mil-
lion readout channels. The SCT modules have en intrinsic accuracy
of 17× 580 µm2 in R − φ × z in the barrel and in R − φ × R in the
end-caps [77].

2.1.2 The Transition radiation tracker
(a) 2015

(b) 2016

Figure 2.4: Gas configuration in
the TRT modules for the years
2015 and 2016. From [85].

The TRT is a gas-filled straw tube tracker. The tubes are 4 mm di-
ameter wide, 70 µm thin-walled straw tubes of coated polymers with
31 µm diameter gold-plated tungsten wires in the center [86, 87]. The
wall is held at approximately −1500 V with respect to the grounded
wire. In the barrel, the approximately 140 cm long straws are parallel
to the beamline and are split into two parts at η = 0. In the end-caps,
the straws are placed radially in the wheels with a length of 37 cm.
The TRT has approximately 350 000 readout channels [77]. Since the
TRT straws only run along the beamline with no crossing straws, the
TRT only provides R − φ information in the barrel with an intrinsic
accuracy of 130 µm per straw [77].

Figure 2.5: A simulation of elec-
tron drift in a 2 T field after an
electron with 10 GeV energy
passes through y = 0.1 mm of the
tube with standard xenon gas mix-
ture at 20 °C and 1 atm pressure.
The cascade near the wire is not
shown. Adapted from [88].

The gas mixture is 70% xenon, 27% CO2, and 3% O2. During the
years 2015 and 2016, the xenon gas has been replaced by argon in an
increasing number of modules as shown in Fig. 2.4 due to leaks.

Charged particles traversing the straws, will create approximately
5 ionization clusters per mm [87]. The electrons will drift towards the
wire due to the strong electric field and will end in a cascade close
to the wire that amplifies the signal by 4 orders of magnitude. See
Fig. 2.5 for a simulation of the ionization and drift.

For each straw, a 27-bit word is recorded over 75 ns [89], such that
each bit is 3.125 ns. The word is split into three even windows (25 ns
each), where the most significant bit is set if the high threshold was
exceeded in that window and the remaining bits are set if the low
thresholds were exceeded in the respective bits. The low threshold is
set to around 300 eV and the high threshold (HT) is around 6 keV. See
Fig. 2.6 for an example of this. Due to bandwidth limitations coming
from increased luminosity, the four least significant bits are discarded
and the signal must peak within the "validity gate" (green bits in
figure). Only the middle HT is saved.

Figure 2.6: A pulse recorded by
a straw and saved into the 27-bit
word. From [89].

The TRT is capable of providing electron identification through
the detection of TR photons created by ultra-relativistic (γ > 1 000)
charged particles passing through the passive radiator material in
front of the straws. This TR is identified by charge deposition that
exceeds the HT, as xenon is efficient in absorbing the TR photons.
Argon has a much lower efficiency in absorbing these photons but
shows similar tracking capabilities [87]. The details of electron identi-
fication will be presented in Chap. 4.

The current TRT electron identification is calibrated using only
simulated data. A study into deriving the calibration in data has been
done. The study shows little improvement in identification but does
eliminate issues with an increasing number of non-electrons at low
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non-electron probability and correction factors that show regression
in data only [90].1 1 This refers to the TRT analysis of this

thesis.Until recently, the TRT has only used the likelihood method for
electron identification. A recent study [91] on simulated data using
long short-term memory neural networks with all hits shows an
improvement in background reduction of up to a factor of 2. The
neural network is also less sensitive to increasing pileup.

2.2 The calorimeters

Figure 2.7: The calorimeters. From
[77].

The calorimeters consist of dense absorber material, with which
particles will interact and lose energy through various radiative pro-
cesses explained in Sect. 1.3, and active material, which will absorb
the photons and convert them to electric signals.

The calorimeters of ATLAS serve different purposes. The high
granularity liquid-argon (LAr) electromagnetic calorimeter with lead
as passive material identifies and measures electrons and photons
within |η| < 1.475 in the barrel (ECAL) and 1.375 < |η| < 3.2 in the
end-caps (EMEC), and the scintillator-tile hadronic calorimeter (Tile)
with steel as passive material, which is split into a central part with
extended parts on either side, measures hadrons within |η| < 1.7 in
the barrel [77]. In the end-caps, there is a LAr hadronic calorimeter
in the ranges 1.5 < |η| < 3.2 (HEC). Beyond this, there is a LAr
calorimeter (FCAL) for electromagnetic and hadronic energy mea-
surements in the ranges 3.1 < |η| < 4.9. The calorimeters can be
identified in Fig. 2.7.
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Figure 2.8: The three layers of the
ECAL after the pre-sampler. From
[77].

The ECAL is accordion-shaped to give full coverage in φ. This
can be seen in Fig. 2.8, which shows the three barrel layers of the
ECAL. The first layer is only coarsely segmented in φ but very finely
in η. The read-out electronics is at the back for layers 2 and 3, but
in front of the ECAL for layer 1. There is a pre-sampler – a layer 0
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– in front of the ECAL up to |η| < 1.8, which measures the energy
lost in front of the ECAL [77]. The second layer has a depth of 16 X0,
which captures the majority of the electron and photons even at high
energies.

The sizes of the calorimeters are determined by the containment
of particle showers needed in terms of radiations lengths X0 (for
electromagnetic particles) and interactions length λ (for hadronic
particles). The ECAL extends to > 22X0 in the barrel and > 24X0 in
the end-caps. The hadronic calorimeters cover approximately 10λ.

2.3 The muon spectrometer

Figure 2.9: The muon spectrome-
ter. From [77].

Figure 2.10: A cross-section of the
MS in the barrel with the toroid
magnet system in-between. From
[77].

The muon spectrometer (MS) consists of several subsystems, which
are mainly responsible for either tracking or triggering. The subsys-
tems encompass the calorimeters together with the toroid magnet
system (see Fig. 2.9). The muon chambers and toroid magnets are in-
tertwined as seen in Fig. 2.10 with a gap at |η| < 0.1 for cabling. This
outer part is rather large and mainly responsible for giving ATLAS
the diameter of 25 m compared to the 15 m of CMS.

Muons are mips (cf. Sect. 1.3), so they will traverse the calorime-
ters, and since they are the only known particles (except for the
neutrinos, of course) to do so, one can measure the momenta of the
tracks left in the MS by charged particles under the assumption that
these are left by muons. The magnetic field to bend the muon tracks
is provided by the barrel toroid for |η| < 1.4, by the end-cap toroids
for 1.6 < |η| < 2.7, and both the barrel and end-caps toroids in
1.4 < |η| < 1.6 [77].

The four subsystems, which will be detailed in a moment, are each
placed in multiple layers in the barrel and end-caps. The first two
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subsystems measure the track coordinates in the r − z plane (the
bending plane), from which the muon momentum can be derived.
The last two subsystems provide trigger information and additionally
provide coordinate information in the r − φ plane (the non-bending
plane) [92].

µ

29.970 mm

Anode wire

Cathode tube

Rmin

(a) A cross-section of an MDT tube.
From [77]

(b) The CSC wires and strips with a
pulse across one wire. Adapted from
[77]

Figure 2.11: The precision mea-
surement subsystems of the MS.

(a) A cross-section of an RPC.
Adapted from [77]
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(b) The TGC structure with the wires
and strips. From [77]

Figure 2.12: The triggering subsys-
tems of the MS.

The four subsystems are [77]:

Monitored Drift Tubes (MDTs): These modules, consisting of sev-
eral drift tubes, measure track coordinates with high precision –
resolutions in z of approximately 80 µm per tube or 35 µm per
module – within |η| < 2.7 (though only |η| < 2.0 for the inner-
most layer). The drift tubes are similar to those of the TRT as
in they are held at a potential (about −3000 V) with respect to a
tungsten-rhenium wire that will pull electrons that have been ion-
ized by the gas (93% argon and 7 CO2) towards the wire as drawn
in Fig. 2.11a. The MDTs are unable to unambiguously provide
coordinate information for more than one track per chamber, but
collinear muons can still be unambiguously resolved using the in-
ner detector (more on this in the reconstruction chapter, Sect. 3.3).

Cathode Strip Chambers (CSCs): These multiwire proportional
chambers are placed in the end-caps only with wires running ra-
dially from the center with strips perpendicular to the wire, from
which signals are read out, as shown in Fig. 2.11b. The chambers
operate at 1900 V with a gas mixture of 80% argon and 20% CO2.
These strips measure track coordinates in the bending plane with
resolutions of approximately 60 µm per plane or 40 µm per cham-
ber in the range 2.0 < |η| < 2.7. There are additional strips parallel
to the wires that give φ coordinates with resolutions of 5 mm. The
CSCs are capable of disambiguating two tracks and provide accu-
rate η and φ information for each due to the different pulse heights
left by the tracks.

Resistive Plate Chambers (RPCs): The chambers consist of paral-
lel resistive plates with a gas mixture of primarily C2H2F4. The
transverse and longitudinal strips shown in Fig. 2.12a provide
triggering information as well as coarse track information within
|η| < 1.05 with 10 mm resolutions in z and φ.

Thin Gap Chambers (TGCs): The TGC is also a multiwire pro-
portional chamber (Fig. 2.12b). It contains 55% CO2 and 45% n-
pentane with a 2900 V potential between its wires and the plates. It
provide triggering information in the range 1.05 < |η| < 2.4 as well
as track information with up to 6 mm in R and up to 7 mm in φ.

All three chambers (the MDT is not included) have adequate time
resolutions (7, 1.5, and 4 ns in the above order), making it possible
to tag beam-crossings. The trigger chambers, the RPCs and TGCs,
require coincidence between the last three layers to generate a trigger
with the curvature of the track matching well-defined pT thresholds,
where the TGCs can provide this information up to |η| < 2.7 [77].
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2.4 Trigger and data acquisition

Figure 2.13: The ATLAS TDAQ
flow chart showing the process by
which sub-detector information is
handled by the L1 and passed to
the HLT. Adapted from [84].

The ATLAS trigger and data acquisition (TDAQ) is responsible
for deciding which collisions are saved as they occur every 25 ns
(rate = 40 MHz) [84, 93, 94]. This is done in two steps that bring
the initial 40 MHz down to approximately 100 kHz using an analog
system named the first level trigger (L1) and further down to ap-
proximately 1 kHz using a software-based trigger running on a cpu
farm named the high-level trigger (HLT). The L1 will evidently make
fast decisions using rudimentary reconstructions of the events – by
defining regions of interest (RoIs) – within the 2.5 µs windows (to
keep the output rate at 100 kHz) and pass these triggered events to
the much slower HLT, which is capable of performing more complex
reconstructions to reject more background.

The flow is shown in Fig. 2.13. The L1Calo takes input from the
calorimeters and identifies candidates for electrons, photons, τ-
leptons, jets, and missing transverse energy from clusters in the
calorimeter. The L1Muon determines curvatures from hits in RPCs
and TGCs as mentioned in the previous section. For L1-triggered
events, data from the sub-detectors is sent to the HLT along with the
RoIs. The HLT has the full detector information available from the
calorimeters, MS, and the ID, which are not available at L1. The HLT
will reconstruct events within the RoIs. While the HLT uses the same
software as the offline reconstruction, much work has gone into mak-
ing it as fast as possible, including selecting particle candidates in
steps and stopping immediately when a criterion is not met.



3 Reconstruction

The previous chapters introduced the particles of the Standard Model and their
interactions in hadronic colliders (Chap. 1) as well as the sub-detectors of the ATLAS
detector (Chap. 2), which record the results of these interactions. It is now time to
connect these and look into how an event recorded by the ATLAS detector is related
back to the fundamental particles that are produced in a collision. This act is called
reconstruction. In this chapter, we will introduce vertices, tracks, and clusters,
which are integral for the reconstruction of leptons and jets.

Contents
3.1 Tracks and vertices . . . . . . . . . . . . . . . . . . . 44

3.2 Electrons . . . . . . . . . . . . . . . . . . . . . . . . . 45
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Collision events2 are reconstructed several times from the raw data 2 Non-collision events such as cos-
mic muon calibration runs are not
considered in this.

recorded by ATLAS into objects that are used in analysis, first by the
triggers and then finally offline. In Sect. 2.4, the trigger system was
introduced, in which it was stated that preliminary reconstruction is
done already at the L1 trigger and afterwards in the HLT. The raw
data as well as objects and decisions made by the triggers are written
to disk.

The L1 and HLT triggers identify particles of specific types under
given conditions using algorithms called "triggers", and their names
follow this convention [94]:

[Trigger level]_[object multiplicity][object type][minimum transvese energy in GeV],

with details listed in Tab. 3.1. The trigger level may refer to L1
or HLT and is often omitted. The object multiplicity is omitted
for single-particle triggers. The type refers to photons "g" or elec-
trons "e" for HLT triggers. The L1 trigger seeding the HLT trigger
is sometimes added as a suffix. As an example, the trigger named
e24_lhmedium_L1EM20VH fires when the HLT identifies an electron
candidate with ET > 24 GeV and passing LHMedium identifica-
tion coming from the L1 seed of an EM cluster with an average ET of
20 GeV, depending on η, and with an additional hadronic veto.

To keep the output rate from the L1 and HLT triggers level, trig-
gers that fire too often, due to increased activity, are ignored follow-
ing a probabilistic decision-maker [94]. This is called prescaling, and
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Photons Electrons

HLT Identification loose, medium, tight lhvloose, lhloose, lhmedium, lhtight
Isolation icalovloose, icalotight ivarloose

"nod0" - Transverse impact parameter not used ("no d0")
"etcut" ET-only requirement applied in the HLT

L1 "V" - η-dependence of ET threshold
"H" - Veto on hadronic activity

Table 3.1: Some suffixes and their
meanings for photon and electron
triggers. From [94].

extra care in calculating the recorded luminosity must be taken when
using prescaled triggers. Many analyses use unprescaled triggers since
they often have higher pT requirements anyway.

Triggers for electrons (and photons) at the L1 use a sliding window
called a trigger tower of size 4× 4 and granularity 0.1× 0.1 in η × φ

in the ECAL to build the RoI [94], in which the ET is calculated and
used as input for the different thresholds (20 GeV in the case of the
previously named trigger). A similar tower is built in the hadronic
calorimeter to apply the hadronic veto to electrons if the ET in the
hadronic tower exceeds an ET-dependent threshold. Similarly, the
isolation requirement fails the ET of any tower around the RoI in the
ECAL exceeds an ET-dependent threshold.

Recorded events are processed using the full offline reconstruction
framework using the raw and trigger data. This step reconstructs
tracks, vertices, leptons, jets, and more, and saves these in datasets to
disk. While these datasets can be used in analysis, they are incredibly
large in size (at least hundreds of terabytes), due to the number of
events recorded and the information recorded and constructed for
the events. In ATLAS, these datasets are converted to the xAOD
format, which keeps much less raw information. For analyses, even
the xAOD datasets are too large, and derived datasets, or DxAODs,
are made, which remove irrelevant events using simple selections in
accordance with signal signatures (e.g. for signals with a leptonically
decaying Z, at least two leptons with invariant mass above 50 GeV)
and unused objects and lastly unused variables for the remaining
objects. These DxAOD datasets will be on the order of percent in
size compared to their xAOD parent datasets. Even then, an analysis
may require many DxAODs with a total size of tens or hundreds of
terabytes.

The remaining sections of this chapter are dedicated to the recon-
struction of objects used by the analyses in this thesis and will end
with some universal selections used to clean events.

3.1 Tracks and vertices

As charged particles pass through the ID, they are detected by the hits
that they leave in the different layers. Their paths, or tracks, can be
reconstructed by connecting the hits [95, 96]. The tracks are seeded by
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three-dimensional coordinates, or space points, created from the hits
in the Pixel and SCT sub-detectors and extrapolated through to hits
in outer layers using the Kalman filter [97], which extrapolates tracks
to the next layers by inverting small covariance matrices, compares
the extrapolations to the actual hits, and detects outliers by their
higher contribution to the χ2 of the evolving fit [70, 96]. Tracks that
fail reconstruction may be retried under an electron hypothesis that
accounts for bremsstrahlung, if pT > 1 GeV and the track failed to
gather at least 7 Pixel and SCT hits [95]. The first step creates many
track candidates, which must be cleaned for shared hits, incomplete
tracks, and fake tracks that do not originate from single charged
particles (ie. noise or many crossing particles) [96]. Finally, the track
candidates are extended into the TRT, and tracks are refitted using all
sub-detectors.

Tracks can also be formed from seeds in the TRT in order to find
particles from secondary decays and converted photons, which are
photons that have pair-produced to real electron pairs [96]. These
converted photons originate from secondary vertices within the ID
and can be identified by regular or the TRT tracks.

Primary vertices are formed from tracks that are extrapolated back
to the beam spot [70, 96]. Only tracks that pass the following criteria
are considered in vertex formation [98]:

• pT > 400 MeV
• |η| < 2.5
• Number of Pixel+SCT hits ≥ 9 for |η| ≤ 1.65 and ≥ 11 for |η| >

1.65
• At least one IBL hit
• No Pixel holes1 1 A hole is a Pixel point, which is

passed by the track but was not
registered by the point. A veto on
holes suppresses fake tracks.

• At most one SCT hole

A vertex requires at least two passing tracks.
Tracks are parameterized in (z0, d0, θ, φ, q/p) from the perigee point,

which is defined as the point of closest approach to the beamline.
z0 is the longitudinal impact parameter and is the distance from the
perigee to the origin. d0 is the transverse impact parameter and is
the shortest distance from the track to the beamline. Usually, the
significance of d0 is used to suppress fake tracks. q/p is the track
curvature defined as the inverse of the momentum, where the sign of
q is the sign of the charge and hence the curvature of the track.

3.2 Electrons

Electrons and photons produce similar signatures in the ECAL, which
is reflected in the reconstruction. During the reconstruction of elec-
trons, several steps are taken to disambiguate them from converted
and non-converted photons. Therefore, this section will occasionally
cover photons when needed. Electron candidates are created from su-
perclusters made from topo-clusters, which are topologically connected
ECAL or HCAL cells, and matched to tracks from the ID. The steps
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leading up to the supercluster formations are as follows [99] (see also
Fig. 3.1).

Topo-clusters [100] are formed by seed cells in the second layer
of the ECAL. A cell with significance |ρEM

cell | > 4, where ρEM
cell =

EEM
cell /σEM

noise,cell, seeds a topo-cluster. σEM
noise,cell is the expected noise

in that cell and includes electronic noise and noise from the level of
pileup. All neighboring cells with |ρEM

cell | > 2 are added until the clus-
ter is surrounded by cells with |ρEM

cell | < 2. Clusters are combined if
they merge at this step. Finally, all cells immediately neighboring the
clusters are added. Clusters are split if they contain multiple cells
with EEM

cell > 500 MeV, at least four neighbors and no neighbor with a
larger signal. At this stage, the topo-clusters are formed.

Figure 3.1: The steps in recon-
struction of electrons and photons.
Adapted from [99].

Tracks that loosely match fixed-size clusters in the ECAL are
refitted with the Gaussian Sum Filter (GSF) algorithm, which is
more general than the Kalman filter and less sensitive to brems-
strahlung [101]. The tracks are then matched to the topo-clusters.
If multiple tracks match the same topo-cluster, a ranking system is
employed that, among other things, prioritizes tracks with more Pixel
hits.

Conversion vertices for converted photons are reconstructed from
the regular and TRT-seeded tracks, which are required to be identi-
fied as electrons by the TRT PID. Several steps are taken to identify
single- and double-track conversions and lower the fraction of uncon-
verted photons. The vertices are then matched to the topo-clusters.

Figure 3.2: The electron superclus-
ter. Adapted from [99].

Superclusters are then seeded by the ET-leading topo-clusters, if
they pass ET and ID hit requirements and have not been used already
in another supercluster. Topo-clusters in windows of 0.075× 0.125 in
∆η × ∆φ are added as satellites (first box of Fig. 3.2). Topo-clusters in
a larger window of 0.125× 0.300 (second box) are added as satellites
if their associated tracks are the same as the tracks associated to their
seeding clusters.

Electron and photon superclusters are built independently and
are therefore disambiguated by considering the possibly matched
tracks and their number of hits and the possibly matched conversion
vertices. This step may fail to disambiguate the clusters, and the
failed objects are placed in both containers with the "ambiguity"
author.

Calibrations are applied both before and after disambiguation,
including calibrations on the energy scale. Variables pertaining to
shower shapes, discrimination, etc. are calculated.

The quality of a candidate is asserted through different selection
criteria that identify the object to some level. Electrons are identified
using a series of likelihoods [99] for different energy and η ranges,
which use shower shape variables calculated from their clusters,
matching between cluster and track, and the TRT electron PID. The
identification seeks to reject especially hadronic jets (for which a
rejection factor of about 100 000 is needed at low energies, if memory
serves). Three working points (WPs) offer an increasing level of signal
purity at the expense of signal efficiency, namely LooseLH, MediumLH,
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and TightLH. The target signal efficiencies are quoted as 93%, 88%,
and 80%, respectively. However, the efficiencies of the selections
depend on energy and η with the loose WP having a signal efficiency
of at least 86% and the tight at least 58% for any η and energy [99].

A separate approach to the suppression of electrons from hadronic
decays is known as isolation [99]. The hadronic decays lead to larger
activity in the ID and calorimeters. Isolation is defined as the sum
of pT of tracks (pT > 1 GeV per track) or clusters, respectively, in
a cone of size ∆R =

√
∆η2 + ∆φ2 around the object in question,

where the object itself is not included in the sum. The isolation in
the calorimeter must be less than 20% (6%) of the electron’s pT for
a cone of size ∆R = 0.2 for the loose (tight) WP. The track isolation
requires 15% (6%) for a cone of size ∆R = min(10 GeV/pT, 0.2). A
WP, HighPtCaloOnly, efficient for highly energetic electrons, has a
threshold of 3.5 GeV on the sum of clusters in a cone of ∆R = 0.2.

3.3 Muons

Muons are created from tracks reconstructed at least either in the
muon spectrometer or inner detector.

Independent track segments are created in the various chambers
of the MS. Muon track candidates are fitted using the hits of these
segments. Muon tracks can share some of their segments with other
muons to allow for very collinear muons. During the full χ2 fits of
candidates, hits may be removed or added. There are four types of
muons that differ by the ability to reconstruct the muons’ traversal
through the whole detector [102]:

Combined (CB) muons are reconstructed from tracks in the MS and
ID, which are refit as a combined track.

Segment-tagged (ST) muons match an ID track with track segments
in the MDT or CSC1 of the MS. These types of muons are created 1 These are the two precision measure-

ment subsystems.when only one MS layer can be matched to the muon.
Calorimeter-tagged (CT) muons are ID tracks matched with low

energy deposit in the calorimeters left by mips. Due to their low
purity, these types of muons are only reconstructed in |η| < 0.1 to
recover lost acceptance.

Extrapolated (ME) or stand-alone (SA) muons are MS tracks that,
accounting for energy loss, loosely extrapolate back to the interac-
tion point. These types of muons are created in the 2.5 < |η| < 2.7
range to compensate for the lack of the ID.

The order listed is the priority given to the different types when
different types of muons share the same ID track.

Muon identification primarily relies on minimum requirements
on the number of hits in the different sub-detectors. For all types but
the extrapolated muons, a minimum number of Pixel and SCT hits
are independently required as well as a successful TRT extension for
the three inclusive WPs (loose, medium, and tight). Additionally, for
the medium and tight WPs, the tracks must have a minimum number
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of hits in the MS. Combined muons have further requirements on
the significance of the q/p imbalance between the ID and MS tracks
as well as the pT imbalance between ID and MS tracks against their
combined pT to suppress fakes from hadronic activity. To further
suppress fakes, the tight WP also selects on the normalized χ2 of the
combined fit [102]. All four muon types are considered for the loose
WP. For the medium WP, only CB and ME muons are used. Finally,
only CB muons can pass the tight WP. Almost all loose muons are
combined. For 20 < pT < 100 GeV, the signal efficiencies are approx.
98%, 96%, and 92% for loose, medium, and tight WPs, respectively,
according to Ref. [102]. These values may have changed since the
publication. Two special WPs can be used for very low pT (pT <

5 GeV) and very high pT muons (pT > 300 GeV).
Isolation for muons are similar to that of electrons. The isolation

in the calorimeter must be less than 30% (6%) of the electron’s pT for
a cone of size ∆R = 0.2 for the loose (tight) WP. The track isolation
requires 15% (6%) for a cone of size ∆R = min(10 GeV/pT, 0.3). The
efficiency of the loose WP is 96% at 15 GeV and increases steadily for
higher transverse momentum according to Ref. [102]. These values
may also have changed since the publication. A WP, TightTrackOnly,
has a threshold of 6% for a cone of size ∆R = min(10 GeV/pT, 0.2).

3.4 Jets

The physical process of forming jets in the detector was covered in
Sect. 1.3. In this section, the jets will be reconstructed from topo-
clusters1 in the HCAL [100, 103] by the anti-kt algorithm [104] with1 The process of forming topo-clusters

was introduced in the previous section. R = 0.4 using Fastjet [105].
The anti-kt algorithm belongs to a class of sequential recombina-

tion algorithms along with the kt [106] and Cambridge/Aachen [107]
algorithms, differing only by the power of the energy scale in the dis-
tance measure [104]. The distance measure and its upper limit per jet
are defined as,

dij = min
(

k2p
ti , k2p

tj

) ∆R2

R2 , ∆R2 = (yi − yj)
2 + (φi − φj)

2, (3.1)

diB = k2p
ti , (3.2)

where kti, yi, and φi are the transverse momentum, rapidity, and az-
imuthal angle of particle i, respectively. p = 1 and p = 0 recover the
kt and Cambridge/Aachen algorithms, respectively, while p = −1
is named the anti-kt algorithm. R = 0.4 is the radius parameter. The
distance metric dij has two parts, the energy scale and ∆R. The al-
gorithm combines two topo-clusters i and j, which have the smallest
dij. The p = −1 in the energy scale ensures that the size of the met-
ric is determined by the hardest2 particle, while dij between two soft2 Jargon for the pT-leading.

particles will be larger. As such, soft topo-clusters will combine with
harder topo-clusters. The process continues until diB < dij, at which
point the combined topo-cluster is called a jet and is removed from
the list. The combination then continues with the smallest dij. Due
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to p = −1, jets will be circular around the leading topo-cluster com-
ponent. If two jets are within 2R of each other, the leading jet 1 will
be circular, overlapping the sub-leading jet 2, in case of kt1 � kt2. If
their transverse momenta are similar, they will divide the area among
them. The result of an example event is shown in Fig. 3.3.

Figure 3.3: The jets formed
by the anti-kt, kt, and Cam-
bridge/Aachen algorithms, re-
spectively. From [104].

The Cambridge/Aachen algorithm is used to make R = 1.0 large-R
jets, which better capture the soft substructures within their cones
since the distance metric is independent of energy.

While the anti-kt algorithm is less sensitive to soft components,
which may lead to large jet areas for the other algorithms [104], sev-
eral steps are needed to correct for contributions from the underlying
event, pileup, and detector effects [108]. They include, in the follow-
ing order:

Origin correction: The origin of the jet is moved to the primary
vertex of the hard scatter without changing the energy.

Pileup correction: The contribution from pileup jets is subtracted
from the energy of the jet, based on the pileup of the event and jet
area.

Jet energy scale: The jet energy scale (JES) is corrected by applying
scale factors derived from simulation. An example is shown in
Fig. 3.4.

Figure 3.4: The jet energy response
Ereco/Etruth as a function of the jet
η calculated from the geometric
center of the detector for jets at
different energies. From [108].

Global calibration: The energy is further improved using calorime-
ter, MS, and track-based variables.

In situ calibration: A final correction is applied to jets in real data
using calibrations derived in situ.

Jets originating from pileup are suppressed by the jet vertex tagger
(JVT) [109], which assigns a probability for whether the jet originates
from the hard scatter. It is applied to jets with pT < 60 GeV to im-
prove purity in a regime otherwise dominated by pileup.

While there are means of identifying whether a gluon or a quark
originally initiated the jet (although the distinction is ill-defined
[110]), only discrimination between jets initiated by heavy and light
quarks is efficient.

Some jets can be reconstructed from processes other than the hard
scatter at the interaction point such as proton collision in the beam
pipe, cosmic rays, and calorimeter noise [111]. Since these "fake" or
"bad" jets do not originate from proton–proton collisions, they must
be identified through jet cleaning and disregarded in the analysis. Jet
cleaning has two WPs, LooseBad and Tight. The former is used in
most analyses.
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3.5 Event reconstruction quality

Several factors from detector malfunction to improper reconstruction
and non-collision backgrounds are taken into account when deter-
mining the quality of an event. The list includes but is not limited
to:

Good Runs List (GRL): The GRL [112] marks parts of runs as bad at
the luminosity block ("lumiblock", 1-minute intervals) level if they
are deemed unusable by any sub-detector or data quality groups.
There are many reasons to mark a lumiblock as bad such as bad
calibrations, noisy channels, etc.

Primary vertex: An event may seldom be reconstructed with no
vertex. An event must have at least one primary vertex with two
tracks.

Event cleaning: Several defects not covered by the GRL are grouped
into the selection known as "event cleaning". The event may con-
tain corrupted data from the ECAL, the Tile calorimeter, the SCT,
or due to a mid-run restart.

Bad jet veto: Since the fake jets (mentioned in the previous section)
may interfere with the reconstruction of hadronic jets, an event
must be discarded if a fake jet otherwise passes for a real jet [111];
if a jet passes the JVT and overlap removal1 (as well as the kine-1 Disambiguating different objects

built from the same information in
the event, e.g. an electron and muon
sharing the same ID track. The precise
approach will be defined in Sect. 9.3.

matic selections, pT > 20 GeV and |η| < 2.8), and is identified as a
fake jet, the event is discarded.



Part III

Performance analysis: TRT
electron identification





4 Analysis overview

We will obtain an overview of the calibration of the TRT PID from the theoretical to
the technical aspect. The particle identification section is taken from Ref. [113].

Contents
4.1 Particle identification . . . . . . . . . . . . . . . . . 54

The performance of particle identification (PID) using the TRT is
measured using LHC data recorded by ATLAS during 2016 as well
as simulated data. Calibrating in data allows for the full use of the
correction factors used by the TRT’s electron PID tool. Calibration
of the PID tool using data is feasible due to the tag and probe (T&P)
method, which provides unbiased and reasonably pure electron candi-
dates as input for the calibration. T&P combines one tightly identified
electron (which shall be called the tag) with one electron candidate
for which no TRT-provided ID selection is applied (called the probe).
Finally, the method requires that the invariant mass of the pair is
close to the Z boson mass. Since the tool to be calibrated has not been
used to select the probe, the selection is said to be unbiased, and the
probe is then used in the calibration. For background (non-electrons),
muons are used because their mass are similar to that of pions, and
they leave similar tracks in the TRT2. Specifically, muons from Z de- 2 Any effect from hadronic interactions

between actual non-electrons such as
pions, kaons, protons, etc. and the TRT
is assumed to be minor.

cays are used as they have comparable kinematics to the selected
electrons and can be similarly identified using the Z mass constraint.

This analysis is separated into the following chapters, whose con-
tents are shortly listed as well:

Selections: An initial event pre-selection is applied; electron and
muon pairs are separately identified, and all electron probes per
event are saved; finally, some preprocessing is done.

Analysis and results: The probes are filled into 2D histograms in
bins of γ and occupancy with the HT probability on the z-axis;
they are fitted using the expression later in this section, correction
factors (explained in this section) are calculated, and the perfor-
mance is compared to the previous calibration using ROC curves;
some further checks are done, including testing the occupancy-
independence of the correction factors.

Discussion: Several issues discovered during the calibration effort
are discussed.

Activity in the vicinity of the straws is known as track occupancy
(or sometimes wrongly known as local occupancy, which is not the
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same). The global occupancy is an absolute measure of activity in the
whole TRT. The global occupancy is roughly defined as the number
of hit TRT straws out of the total number of TRT straws. The local
occupancy is independently calculated in the 192 φ slices of the TRT.
The track occupancy is a weighted average of the local occupancies
from the φ slices that the track crosses; each slice is weighted by the
ratio of hits of the track in that region to the total number of hits
that make up the track. See Ref. [114] (especially Eqs. 1 and 2) for
in-depth explanations of the different occupancy definitions.

Figure 4.1: Track occupancy is
plotted against 〈µ〉 with data on
the left and simulation on the
right. The 2D figure is for muons
only with a profile along 〈µ〉 of
muons and electrons plotted on
top. The muons in data are fitted
with a second-order polynomial
and drawn in yellow on simula-
tion figure.
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Simulation 2015

The pileup 〈µ〉 is related to the track occupancy through Fig. 4.1.
As track occupancy began surpassing 50% during data taking in 2017,
it was crucial that the pileup-dependent behavior be well-modeled.
The pileup and track occupancy of the available 2016 data as well
as simulation is shown in the figure. The dashed, yellow line in the
simulation sub-figure is fitted from the data on the data sub-figure. In
simulation, the calculated track occupancy is consistently higher than
in data. This discrepancy is not understood.

A second issue, which prompted this calibration, was that an in-
crease in electron count at low electron probability was found. As
will be shown later in Fig. 6.4, the electron probabilities for both elec-
trons and muons in data and simulation are well-behaved with the
new calibration.

4.1 Particle identification

Charged particles with very high γ factors (γ > 1 000) will, with
some probability, produce transition radiation (TR) when entering a
medium of different dielectric permittivity. This medium is the pas-
sive radiative material in the TRT. Energetic electrons, due to their
very low mass, will often be ultra-relativistic in ATLAS and therefore
produce TR to a greater degree compared to heavier particles such
as muons/pions (which both have similar masses approximately 200
times greater than electrons). The xenon gas in the TRT is especially
sensitive to the energetic TR photons, which in turn will deposit a
high amount of charge in the straw when hit, as was explained in
Sect. 2.1.2. Repeating the section a bit more, the TRT operates with
two thresholds for charge deposition in straws. The low threshold
(LT) is above noise and is sensitive to ionization deposits from pass-
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ing charged particles, while the much higher high threshold (HT) is
sensitive to larger deposits as well as TR. Therefore, the HT is the re-
sponse to the combined effect of ionization and TR. Any track will on
average produce approximately 35 LT hits in the TRT. Electrons have
an approximately 30% chance of producing an HT hit compared to
non-electrons (e.g. muons/pions) at 10%. For 35 hits, this discrepancy
will give good separation power. The simple fraction fHT was used
for electron PID in the first half of Run 1:

fHT =
nHT

nLT
, (4.1)

where the number of HT hits are contained in the number of LT hits.
The HT count is influenced by the track occupancy. Thus, while

the simple fraction is powerful, the lack of incorporating the occu-
pancy as well as local corrections to HT hit probability will lead to
sub-optimal performance. To improve on this, HT probabilities for
electrons and non-electrons are individually constructed for single
hits and combined into electron and non-electron likelihoods for a
track,

Le,µ = ∏
TRT hits

pe,µ
HT if HT hit

1− pe,µ
HT else

(4.2)

The electron probability for a track is found from the likelihood
ratio,

P e =
Le

Le + Lµ . (4.3)

The hit probability depends mainly on the γ factor and the track
occupancy with small correction factors (CFs) factorized out:

pe,µ
HT = pe,µ

HT(γ, occ) · CF(SL) · CF(ZR) · CF(TW). (4.4)

Of course, the factorization assumes that the correction factors do not
depend on γ and occupancy, which will be shown to be correct for all
cases except for TW>1.8 mm for muons in the barrel.

CF(X) is computed by calculating the fraction of pHT at a given
X = x to the average pHT:

CF(X = x) =
pHT,X(x)
pHT,avg

. (4.5)

The three correction factors are, respectively, the straw layer in the
barrel/endcap, the Z distance from the xy-plane (barrel) or radial
distance from the beam pipe (endcap), and the track-to-wire distance
in millimeters (the straw tubes have a radius of approximately 2 mm).
pHT and the CFs are tuned in the barrel and two endcaps separately
as well for tubes with xenon and argon, making a total of 6 pe,µ

HT mod-
els. pHT, as figures later will show, can be modeled by a sigmoid
function in γ.
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The expression used for the fitting is as follows:

pHT(γ) =


p2 +

p3
1+exp (−(p0−p4)/p5)

+ p3
(1+exp (−(p0−p4)/p5)2)

exp (−(p0−p4)/p5)
p5

(log10 γ− p0) if log10 γ < p0

p2 +
p3

1+exp (−(p1−p4)/p5)
+ p3

(1+exp (−(p1−p4)/p5)2)
exp−(p1−p4)/p5

p5
(log10 γ− p1) if log10 γ > p1

p2 +
p3

1+exp (−(log10 γ−p4)/p5)
if p0 < log10 γ < p1

(4.6)

The first line describes the behavior at low γ with no TR and is
linear in ln(γ). The second line describes the very high γ particles
with enough TR to be consistently above the HT and is also linear.
The third line describes particles at the TR turn-on in the medium
γ regime and is modeled by a sigmoid. The rather long expressions
for the linear parts are for continuity of the function and their first
derivatives between the two points, p0 and p1. The equation describes
the onset curve at zero occupancy. The dependency on occupancy
can be modeled by a second order polynomial following the "Ana-
toli constraint". To model the occupancy dependency, the following
substitutions must be made:

p1 → p1 + p6 · occ (4.7)

p4 → p4 + p7 · occ (4.8)

pHT(γ, occ) = pHT(γ) + (1− pHT(γ))(p8 · occ + p9 · occ2) (4.9)



5 Selections

In this section, the event pre-selection and lepton selections will be outlined,
including the cut-flow diagrams. Afterwards, the output histograms and variables
will be explained.

Contents
5.1 Event and lepton selections . . . . . . . . . . . . . . 57

5.1.1 Event pre-selections . . . . . . . . . . . . . . 57

5.1.2 Lepton selections . . . . . . . . . . . . . . . . 58

5.1.3 Cut-flow for both selections . . . . . . . . . . 59

5.2 Preparation prior to analysis . . . . . . . . . . . . . 61

The TRT group produces their own samples, listed below for com-
pleteness2: 2 The "trt" tags are documented inter-

nally, https://twiki.cern.ch/twiki/
bin/view/Atlas/TrtxAOD.

group.det-indet.00303832.physics_Main.daq.TRTxAOD_Z.f716_trt098-00_EXT0
group.det-indet.00304178.physics_Main.daq.TRTxAOD_Z.f716_trt098-01_EXT0
group.det-indet.00304337.physics_Main.daq.TRTxAOD_f716_Ztnp3_EXT0
group.det-indet.361106.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Zee.recon.TRTxAOD.e3601_s2876_r7886_trt093-00_EXT0
group.det-indet.361107.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Zmumu.recon.TRTxAOD.e3601_s2876_r7886_trt093-04_EXT0

5.1 Event and lepton selections

The selections are split into event pre-selections (event-level selec-
tions) and lepton selections (selections on the leptons being selected
for). For any electron pair passing the final selection, the probe is
kept. For any muon pair passing the final selection, both are kept. All
combinations of pairs are attempted, and thus pairs with switched
labels are also accepted if they pass the selections. Even when a pair
has been accepted in the event, new pairs of (other) leptons are still
accepted after this, also with switched labels.

The pre-selection is listed in Tab. 5.1, and the electron and muon
selections are listed in Tab. 5.3. Some of the selections will be detailed
in the paragraphs below. Numbers for the selections in the tables can
be seen in Tab. 5.4, which uses shorter names for the selections.

5.1.1 Event pre-selections

The event pre-selections are listed in Tab. 5.1. The selection skips
new events if a previous event with the same event number has
already been processed. Sometimes in the past, events were du-
plicated in production, so this selection ensures that duplicates

https://twiki.cern.ch/twiki/bin/view/Atlas/TrtxAOD
https://twiki.cern.ch/twiki/bin/view/Atlas/TrtxAOD


58 in search of new higgs bosons

Table 5.1: Event pre-selections.
The lepton corresponds to the lep-
ton being selected for, not both.
The selections are detailed in the
text. 1Trigger selection is not ap-
plied for simulated data because
of reconstruction bugs at the time
of sample production.

Remove duplicated events
[Data] Event cleaning
[Data] Pass GRL
Any lepton trigger passed1

At least two leptons in the event

are not used (in the case that the duplicated events can be iden-
tified by their event number). Event cleaning refers to the usual
veto on events due to problematic regions of the detector or incom-
plete events (cf. Sect. 3.5). The good runs list for the 2016 data is,
data16_13TeV.periodAllYear_DetStatus-v88-pro20-21_DQDefects-00-
02-04_PHYS_StandardGRL_All_Good_25ns.xml.

electron channel
HLT_e24_lhmedium_L1EM18VH
HLT_e24_lhmedium_L1EM20VH
HLT_e60_lhmedium
HLT_e120_lhloose
HLT_e5_lhvloose
HLT_e12_lhvloose_L1EM10VH
HLT_e12_lhvloose_nod0_L1EM10VH
HLT_e15_lhvloose_L1EM7
HLT_e20_lhvloose
HLT_e20_lhvloose_L1EM12
HLT_e20_lhvloose_nod0
HLT_e24_lhmedium_nod0_L1EM20VH
HLT_e24_lhtight_nod0_ivarloose
HLT_e26_lhtight_nod0_ivarloose
HLT_e26_lhtight_smooth_ivarloose
HLT_e28_lhmedium_nod0_L1EM20VH
HLT_e28_lhtight_nod0_ivarloose
HLT_e28_lhtight_smooth_ivarloose
HLT_e50_lhvloose_L1EM15
HLT_e60_medium
HLT_e60_lhmedium_nod0
HLT_e140_lhloose_nod0
HLT_e300_etcut

muon channel
HLT_mu26_imedium
HLT_mu26_ivarmedium
HLT_mu28_imedium
HLT_mu28_ivarmedium
HLT_mu40
HLT_mu50

Table 5.2: The single lepton trig-
gers that have been used for the
calibration. See Chap. 3 for the
naming convention.

Finally, all triggers for the lepton being selected for are checked.
Tab. 5.2 contains all regular electron triggers (even prescaled to in-
crease electron count) and all unprescaled muon triggers for the years
2015 and 2016. If any trigger passes, the event is pre-selected, given
that the event contains at least two of the leptons being selected for.
For simulated data, no trigger selection was applied due to bugs in
the sample production.

5.1.2 Lepton selections

With the pre-selection passed, all the leptons of a given type are
paired in all combinations. For each pair, one candidate is tested as
the tag and the other as the probe. As soon as the tag or the probe
fails a selection, the next pair is tested. The selections in Tab. 5.3 are
detailed below.

Truth-matching of electrons is done by using the truth informa-
tion supplied by an algorithm during reconstruction. Prompt, FSR
and bremsstrahlung electrons are all accepted. Due to a bug in the
sample, no truth-matching is done for muons.

The pT selections are set to 5 GeV for electrons and muons in order
to keep efficiency high1. The invariant mass selection has an indirect1 The ATLAS Electron and Photon

Performance Group uses 25 GeV
and 15 GeV for tags and probes,
respectively, in their tag and probe
framework. Their framework was the
baseline of this work.

selection on the momentum that anyway indirectly raises the lower
momentum limit. The pT,trk > 0.25 · pT selection ensures that the
tracks of electrons passing with minimum pT still have a decent pT,trk.

The silicon hits are the sum of Pixel and SCT hits. All hits include
dead sensors.

The LLH ID includes all variables for electron PID, while the "cut-
based" ID has fewer variables and looser selections for looser PID.
The "cut-based" loose PID does not include TRT information.

The electron probe ID and isolation selections at the bottom of
the table are additional selections compared to the selections in the
framework by the ATLAS Electron and Photon Performance Group to
further clean the electron sample.
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Electron channel Muon channel

[Simulation] Both truth-matched [Simulation] Both truth-matched1

80 < mee < 100 GeV Both are combined muons with ≥ 2 precision hits
Both pass author 80 < mµµ < 100 GeV
Tag pT > 5 GeV At least one match trigger object
Probe pT > 5 GeV Both η < 2.0
Probe pT,trk > 0.25 · pT Both pT > 5 GeV
Both η < 2.0 Both hitspixel >= 1, hitssilicon >= 7, hitsTRT >= 15
Both pass OQ Both pass tight track iso, pvarcone30

T /pT < 0.06
Tag match trigger object Both pass tight calo iso, Etopocone20

T /pT < 0.06
Tag pass tight track iso, pcone20

T /pT < 0.06 Opposite sign (OS)
Tag pass tight calo iso, Etopocone20

T /pT < 0.06
Tag hitspixel >= 1, hitssilicon >= 7, hitsTRT >= 15
Tag pass tight LLH ID
Opposite sign (OS)
Probe pass same hits and non-LLH loose ID
Probe tight track iso
Probe tight calo iso

Table 5.3: Lepton selections for
electrons (left) and muons (right)
in the order that they are applied.
Some selections are detailed in
the text. 1Muon truth-matching is
not applied because of reconstruc-
tion bugs at the time of sample
production.

5.1.3 Cut-flow for both selections

The cut-flow diagrams can be found in Fig. 5.1. For both figures, the
red bins show the number of events passing the event pre-selection, and
blue bins show the number of leptons passing the lepton selection. Note
that the "InitialElectronZ" and "InitialMuonZ" show every pair before
any selection. They therefore get a contribution of n(n− 1) per event
with n being the number of leptons. Since the label switch is allowed,
all electrons are tried as both tags and probes. If the switch was not
allowed, the contribution would be n(n− 1)/2. Since these are mostly
low pT pileup, the first selection will clear out the majority of the
lepton pairs. The raw numbers are given in Tab. 5.4.
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Cut Probes Eff. Acc. eff.

InitialEvent 1953402
RemoveDuplicates 1807815
EventCleaning 1806534
GRL 1806360
TriggerFired 725917
EnoughLeptons 721161

InitialElectronZ 15994269
-
MassWindow 789362
BothAuthor 789362 100.00 100.00
TagPt 748174 94.78 94.78
ProbePt 714111 95.45 90.47
ProbeAtLeastRelPt 607149 85.02 76.92
TagEta 510486 84.08 64.67
ProbeEta 432711 84.76 54.82
BothOQ 430250 99.43 54.51
TagTrigger 255597 59.41 32.38
TagTrkIso 240406 94.06 30.46
TagCaloIso 224465 93.37 28.44
TagTrk 193578 86.24 24.52
TagIDTight 178654 92.29 22.63
OS 158166 88.53 20.04
ProbeQuality 110369 69.78 13.98
ProbeTrkIso 107763 97.64 13.65
ProbeCaloIso 100383 93.15 12.72

(a) Electrons, data

Cut Probes Eff. Acc. eff.

InitialEvent 603426
RemoveDuplicates 603426
-
-
-
EnoughLeptons 530642

InitialElectronZ 5555704
BothTruthmatching 649596
MassWindow 399638
BothAuthor 399638 100.00 100.00
TagPt 399491 99.96 99.96
ProbePt 399344 99.96 99.93
ProbeAtLeastRelPt 361351 90.49 90.42
TagEta 307853 85.20 77.03
ProbeEta 269437 87.52 67.42
BothOQ 267735 99.37 66.99
TagTrigger 267735 100.00 66.99
TagTrkIso 261204 97.56 65.36
TagCaloIso 223747 85.66 55.99
TagTrk 187276 83.70 46.86
TagIDTight 140981 75.28 35.28
OS 139867 99.21 35.00
ProbeQuality 110974 79.34 27.77
ProbeTrkIso 108588 97.85 27.17
ProbeCaloIso 95524 87.97 23.90

(b) Electrons, simulation

Cut Probes Eff. Acc. eff.

InitialEvent 1953402
RemoveDuplicates 1807815
EventCleaning 1806534
GRL 1806360
TriggerFired 426292
EnoughLeptons 425775

InitialMuonZ 2186928
quality 553615
MassWindow 383286
trigger 382925 99.91 99.91
eta 286866 74.91 74.84
pt 286463 99.86 74.74
trackQuality 279798 97.67 73.00
MuonTrkIso 270278 96.60 70.52
MuonCaloIso 250736 92.77 65.42
OS 250292 99.82 65.30

(c) Muons, data

Cut Probes Eff. Acc. eff.

InitialEvent 511614
RemoveDuplicates 511614
-
-
-
EnoughLeptons 430469

InitialMuonZ 4810508
quality 698389
MassWindow 463507
trigger 463507 100.00 100.00
eta 335984 72.49 72.49
pt 335554 99.87 72.39
trackQuality 325725 97.07 70.27
MuonTrkIso 309651 95.07 66.81
MuonCaloIso 285078 92.06 61.50
OS 284937 99.95 61.47

(d) Muons, simulation

Table 5.4: Cut-flow table for (a) electrons in data, (b) electrons in simulation, (c) muons in data, and (d) muons in
simulation. The efficiency of a selection is only given for particles passing all previous selections. The dashed lines
separate the event and lepton selections.
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Figure 5.1: Cut-flow diagram for
selections. The red histogram is
the number of events passing the
event pre-selection and the blue
is the number of leptons passing
their respective selections.

5.2 Preparation prior to analysis

The usual event information and particle kinematics are saved in
the output, including the following used for recalculating the prob-
abilities with the new tuning. The probe track variables are: trackP,
trackEta, trackOccupancy, electronProbabilityAth. The probe track hit
variables are: HighThreshold, GasType, TRTPart, StrawLayer, Track-
ToWire, ZToR. electronProbabilityAth is the TRT electron probability
using the current calibration. This variable is shown in some figures
as ’previous calibration based on 2015 Simulation’.

2D Histograms, with γ factor and track occupancy as axes, are
filled for each gas and TRT part. All hits are filled in the LT his-
togram, while only HT are filled into HT histograms. To calculate
pHT, the two histograms are divided. The average and per SL, TW,
and ZR values of pHT are also saved, from which the correction fac-
tors are derived. Finally, a few histograms for the appendix are also
made. These include histograms with the HT fraction calculated per
track and the correction factors as a function of occupancy.

The uncertainty of the fraction is recalculated for data. The bino-
mial uncertainty for fractions is used:

σ2 = f (1− f )/nLT, f = nHT/nLT. (5.1)

Bins in the 2D fraction histogram with fewer than 20 HT hits are
removed. The simulation weights ("MC weights" given by the gen-
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erators) have been normalized in the very beginning due to being
very high. Now, bins with few hits and no hits are weight-wise closer.
Events with negative weights are skipped to ease the computation of
some histograms. The amount of simulation with negative weights is
approximately 2 orders magnitudes smaller.

Following these selections, approximately 1.6 electron probes are
saved per event when at least one electron probe passes. See Fig. 5.2.
In data, much more so than in simulation, the occupancy (and hence
the pileup) has a great influence on the selection efficiency of elec-
trons (see Chap. 4 for definitions of the different occupancies). The
stark difference between data and simulation makes data-driven cali-
bration important for optimal performance.
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Figure 5.2: For events with at least
one electron probe passing, the av-
erage number of selected electron
probes per event is plotted against
the global occupancy (black), the
smaller track occupancy of the one
or two electron probe(s) selected
per any given event (blue), and the
greater track occupancy of them
(red).



6 Analysis and results

The tuning of the likelihood parameters will now follow. After this, the correction
factors will be analyzed. Finally, the full PID tool is applied and ROC curves2 are 2 https://en.wikipedia.org/wiki/

Receiver_operating_characteristicshown.
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6.1 Calibration tuning
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Before fit

Figure 6.1: The HT fraction plotted
as a function of the track occu-
pancy and the γ factor with the
left cluster in each sub-figure
coming from muons and the right
cluster coming from electrons.
This figure is only for xenon
straws in the barrel. The colored
lines correspond to the colored
points on the upper sub-figures of
Fig. 6.2c.

As explained in the previous section, each HT and LT hit is added
to their respective 2D histograms, which are a function of the γ factor
and the track occupancy. These histograms are separated into the bar-
rel, endcap A, and endcap B parts and further into argon and xenon
gases. When the histograms are filled, the HT and LT histograms
are divided to give the HT fraction (or probability), since the LT his-
tograms also contain the HT hits. These histograms can be seen in
Fig. 6.1 and Figs. 6.2a–6.2c for xenon in the barrel. See App. 18.A for
the other parts and gases.

Fig. 6.1 shows the fraction before fitting. The colored lines cor-
respond to the colored points on the upper sub-figures of Fig. 6.2c.

https://en.wikipedia.org/wiki/Receiver_operating_characteristic
https://en.wikipedia.org/wiki/Receiver_operating_characteristic
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After fit

(a) The HT fraction plotted as a function of the track occupancy and the γ factor after fitting Fig. 6.1. Muons are on the left
and electrons are on the right. This figure is only for xenon straws in the barrel.
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Ratio plot

(b) Ratio of HT fractions before (Fig. 6.1) and after the fit (Fig. 6.2a).
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(c) Onset curves after fitting in slices of occupancy. The above sub-figures show slices in track occupancy of the 2D his-
tograms before (points) and after (lines) fitting. The lower sub-figures show the 2D histograms before fitting for all γ values
(points) and after fitting for two choices of γ (lines). This figure is only for xenon straws in the barrel. The arrow in the
upper-right sub-figure points to a jump most clearly seen in simulation in the barrel with xenon.

Figure 6.2: (a) The HT fraction after fitting. (b) The ratio of the fit to the raw values. (c) The fit shown in slices of
occupancy (upper row) and γ factor (lower row).
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pe,µ
HT(γ, occ) is derived from these. The fast γ and slow occupancy

dependency is also seen in this figure.
Fig. 6.2a shows the fraction predicted by the fit. The outlined area

in red dashes shows the area that was used as input for the fit. The
fit is also applied to the outside of the fit area to show the behavior of
the model on unseen data.

Fig. 6.2b shows the ratio of the fraction before and after the fit.
In data, the deviation seems no larger than 10% for the bulk with
the edges being far off due to lower statistics (hence larger errors).
App. 18.B shows figures of z-scores (significances) that take the un-
certainties into account. They show no deviation in the edges.

Fig. 6.2c shows the 2D histograms before and after the fit in slices
of track occupancy and γ factor, respectively. The upper sub-figures
show pHT in occupancy slices of 10% up to 60%. The left points in
the two sub-figures show the onset of TR production for muons. For
the most part, the data points conform well to the dashed lines from
the fit. The electrons on the right has less statistics but for 20-40%
occupancy, the points follow the dashed lines. The lower sub-figures
show pHT as a function of occupancy. The fitted model is drawn for
two choices of γ that follow the electron and muon trends quite well.
It is important to note that no selection on γ is made, so the muons
from the onset on the upper sub-figure all go into the lower sub-
figures, and that the dashed line is not fitted to the points but drawn
from the fitted model.

Fig. 6.1 and Fig. 6.2b show a sudden, small jump in pHT in simula-
tion down the middle of the left cluster. This phenomenon is pointed
at in Fig. 6.2c. It is also seen in some other gas/parts in simulation
and real data, though most can be explained by statistical fluctua-
tions. This systematic effect is not understood.

Overall, judging from the figures sliced in γ and occupancy
(Fig. 6.2c), the model is quite well fitted to points with low uncer-
tainty. The fits converge, so the model describes the behavior well.
The only point of criticism would be that the model slightly overesti-
mates the HT fraction for muons at γ = 103 in simulation.

6.2 Correction factors (CFs)

The significant drivers of the PID tool are the γ factor and the track
occupancy. As the previous figures show, they model the overall
behavior very well. However, corrections to the electron probabilities
of the hits are needed. These correction factors (CFs) were factorized
out of the likelihood function. To be able to do this, the assumption is
that the CFs will modify ever so slightly (at most O(1)) the electron
probability of each hit.

The CFs are calculated as follows for each gas and part individu-
ally. The average HT fractions are filled into TProfiles1, and the HT 1 Histograms that show the average

value per bin instead of the sum of
values per bin; https://root.cern.
ch/doc/master/classTProfile.html

fractions as a function of SL, ZR, and TW are filled into each their
own TProfiles as well. The CFs are scaled by 1/avg (cf. Eq. (4.5)) and
then used in Eq. (4.4). Only tracks with momenta up to 80 GeV are

https://root.cern.ch/doc/master/classTProfile.html
https://root.cern.ch/doc/master/classTProfile.html
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used. The previous limit was 50 GeV. This threshold is put in to limit
the γ dependency that would otherwise follow into the correction
factors which are supposed to be independent (cf. Eq. (4.4)).
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Figure 6.3: Correction factor (first
row SL, second row TW, and third
row ZR) for the barrel. The first
two columns are electrons and
the last two columns are muons.
Columns 1 and 3 are data and
columns 2 and 4 are simulation.

Figures for the three CFs are shown for the barrel in Fig. 6.3. The
remaining CFs for the endcaps are attached in App. 18.D. The SL cor-
rection shows that the transition from short to long straws at SL = 9
affects simulation much more than data. The TW correction also
shows a great difference for muons between data and simulation at
around 2.0 mm. The ZR correction is mostly flat.

Raising the threshold to 80 GeV will include the muons on the ris-
ing part of the onset function as seen in Fig. 18.42 in App. 18.H. Anal-
ysis shows that the high momentum limit leads to little occupancy
dependency of the CFs; App. 18.F shows the CFs for low, medium,
and high occupancy (all with equal number of entries). All figures
show little discrepancy with the exceptions being low statistics (es-
pecially for endcap B and argon in general) and CF(TW) for muons
in the barrel (Fig. 18.32). The dependency on occupancy for CF(TW)
for muons will lead to slightly sub-optimal performance. However,
Fig. 18.41 in App. 18.G shows that truncating TW at 2.0 mm reduces
performance.

TW > 2.0 mm for a hit is unphysical, as the hit will be outside the
straw tube. These unphysical hits may stem from uncertainty on the
track position or from delta-rays knocked into the tube from nearby
tracks.

The conclusion therefore is that, for optimal performance, all cor-
rection factors should be used and in the full range of values. The
ROC curve in Fig. 6.4 in the next section will confirm this.
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6.3 Final performance
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Figure 6.4: Upper: Electron and
muon counts of electron proba-
bilities for the previous and new
tuning. Lower: ROC curves for
the previous calibration as well as
the new calibration with different
choices of CF combinations. This
figure is for the whole detector
and not just xenon straws in the
barrel. See App. 18.A for ROC
curves for the different parts and
gases. The background efficiency
reduction at 95% signal efficiency
for the new calibration with all
CFs compared to the old cali-
bration is shown in the figure as
percentage points and percentage.

pHT(γ, occ) and the CFs have been calculated. Fig. 6.2c shows the
tuning without correction factors. The tool is applied back on the
same sample from which the tuning is derived.

The probabilities given by the tool (using all CFs) are in the two
upper sub-figures of Fig. 6.4 along with the predictions of the previ-
ous tuning in dashed lines. The upper left sub-figure shows the count
of electrons in data now correctly going down at very low electron
probability. The upper right sub-figure also shows the muons in sim-
ulation now correctly going down at very high electron probability.

From the probabilities, ROC curves have been calculated for a
few CF combinations. These are shown in the lower sub-figures of
Fig. 6.4. A zoomed-in window is shown to help tell the slight im-
provement given by the incrementally added CFs. See App. 18.A for
ROC curves for the different parts and gases. For more combina-
tions of CFs, see App. 18.G. As shown in the figure, with all CFs, the
new calibration reduces the background efficiency by 1.45 percent-
age points (3.38%) in data and 3.31 p.p. (6.22%) in simulation at 95%
signal efficiency.

The significant increase in performance in simulation is not due to
the additional CFs (cf. App. 18.E). Rather, the performance was pre-
viously heavily degraded by the rising muon count at high electron
probability, which lead to a worse background reduction at high sig-
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nal efficiency in the ROC curves. The new calibration does not have
this issue.

The calculation of pHT (the fraction) is done by dividing all HT
hits by all LT hits per bin. Another approach is to divide the HT hits
by LT hits for each track, and then taking the average for each track
in each bin. Performing this tuning on fractions derived per track
shows very similar performance for gas/parts with great amount of
statistics but leads to more noisy data when very little statistics is
available. See App. 18.I for an in-depth explanation and figures.

6.4 Additional analysis

This section will summarize different concerns regarding the calibra-
tion and provide additional figures.

6.4.1 ROC curves for different occupancies
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Figure 6.5: ROC curves for the
previous calibration as well as the
new calibration with all CFs. The
new calibration is also shown in
three approximately equal occu-
pancy slices. As expected, lower
occupancy leads to a greater per-
formance. The upper sub-figure is
for the barrel only, while the lower
sub-figure is for the full detector.

The performance of the PID as shown in Fig. 6.4 is for all occupan-
cies. It is known that higher occupancy gives a higher baseline HT
fraction and thus lower performance. In Fig. 6.5, the calibrated PID
is applied to three occupancy slices: occ < 24%, 24 < occ < 32%,
and occ > 32%. The three occupancy slices are chosen such that they
each contain approximately one third of the entries in data. When
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more statistics at higher pileup is available, these ranges can be in-
creased. See Fig. 18.9 in App. 18.A for the reason behind the η slices
used in the ROC curves. This analysis can be used to predict the PID
performance as a function of increasing occupancy.

6.4.2 Applying simulation-tuned calibration on data
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Figure 6.6: ROC curves for the
new calibration tuned in data and
applied on data (left, for refer-
ence) and tuned in simulation
and applied on data (right). Even
with the additional CFs, tuning
in simulation leads to perfor-
mance worse than the previous
calibration and the data-tuned
calibration.

The previous calibration was made entirely in simulation and applied
on both simulated and real data samples. To see the performance dif-
ference between tuning in simulation and applying on data against
tuning in data and applying on data, the simulation-tuned calibra-
tion was applied on the data samples from which the ROC curves
in Fig. 6.6 have been derived. See App. 18.C for ratios of the 2D his-
tograms before and after fitting.





7 Discussion

The calibration was successfully derived from simulation and for the first time data
as well. The performance in data increased slightly, and we do not see the issues
of rising lepton counts at low or high electron probabilities. Some issues that were
stumbled upon during the calibration work were already mentioned throughout, but
we will discuss all here.

Simulation inconsistencies The consistently higher track occupancy
per 〈µ〉 in simulation compared to data in Fig. 4.1 is a known yet
unexplained issue. Understanding this discrepancy is not an issue for
PID as its calibration is now data-driven, unless one wants a tool with
identical calibration constants for data and simulation.

The jump in electron probability for muons in xenon in the barrel,
pointed at in Fig. 6.2c, is also a known issue. Bear in mind, truth-
matching was not applied. The issue might stem from a turn-on of
TR from muons in simulation with no effect below the threshold of
approximately 50 GeV. This jump also affects the ability of the model
to fit the lower plateau. No effort has been made to better model this,
as no electrons will be identified at such low momenta.

Additional statistics is needed Data taken during 2017 was not in-
cluded in this work, as not enough statistics was ready in time.
Furthermore, some gas/parts still have too little statistics with the
available 2016 data. Finally, the datasets with real data have no events
with track occupancy above 70%. When more real and simulated data
is available, the calibration must be remade to better model higher
occupancies as well as gas/parts now lacking the statistics.

Additional simulation backgrounds This calibration analysis intro-
duces, for the first time, tag and probe in data for the calibration of
the TRT’s PID. As such, care should be taken that the data samples
obtained through T&P are at purity levels sufficient for the tuning
of the current model as well as for future PID efforts that may use
machine learning. This may require using the tight "cut-based" PID
without the TRT part to reach higher purity. To estimate the amount
of background T&P picks up, simulation samples of W decaying to eν

and µν as well as jet samples (e.g. the "any two-to-two dijet" samples
JF17, JF35, JF50) should be used. Applying the signal T&P (used for
electrons) on these samples will help estimate the amount of non-
electron probes.
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More detailed comparison figures Additional analysis of the PID per-
formance for different occupancy slices (Sect. 6.4.1) shows, as ex-
pected, that the separation power decreases for higher occupancies.
However, Fig. 6.5 does not compare the current calibration against
the previous for the same occupancy slices; the previous calibration
is used for all occupancies. A proper comparison between the previ-
ous and current calibration for the same occupancy slices should be
made.

The first 9 straws of the barrel are so-called short straws. Instead
of being terminated at η = 0, which normally separates the A and
C side of the barrel, the short straws are terminated at some higher
|η| value (only the last 20 cm of the wires at each end of the modules
are active), rendering the middle part of the straws inoperational.
Separating all the barrel figures into short and long straw parts will
help visualize any possible differences between the current and the
previous calibrations as well as the different responses between short
and long straws.

Adjusting selections and corrections Some selections and corrections
were not included because of the significant increase in xAOD size
that they would bring; calorimeter cluster corrections on electrons
and b-jets require adding new containers. Therefore, there is no veto
on b-jets during selection nor any corrections to the electron clusters
at the moment. A test file for simulated data should be generated to
test the influence of adding these.

The η selection on electrons is currently from −2 to 2, including
the crack. Excluding tags and probes in the crack may help select
electrons of better quality.

The selection of electrons is quite tight. Only the pT selection has
been lowered to regain some efficiency (and even then, the invariant
mass selection has an indirect pT selection). Some selections could
be loosened to increase efficiency. The final three selections for elec-
trons in Tab. 5.3 (probe hits, loose "cut-based" ID, and isolation) are
additional selections not used by the ATLAS Electron and Photon
Performance Group in their tag and probe framework; removing
these selections could gain back some electrons, especially at higher
occupancies, hopefully without accepting too much background.

Low pT muons to fill lower plateaus To better fit the lower plateaus of
the onset curves (upper-left sub-figure of Fig. 6.2c and Fig. 18.2d), less
energetic muons are needed. Pions might also be a possibility, if a
pure enough sample is obtainable.

Single isolated, combined muons with tight ID are easily selected
and come with high purity.

One could obtain single muons in the 5 to 15 GeV range, which are
now lost due to the indirect momentum selection from requiring the
invariant mass to be approximately the Z mass.
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Checking CF-momentum correlation Calculating the CFs for low,
medium, and high occupancies show mostly no differences in shape,
with CF(TW) > 1.8 for muons being the greatest exception. When
calculating the CFs, an upper requirement of 80 GeV is put on the
momentum. This is made to ensure that the pHT is approximately
constant in the momentum range. For higher momenta, the muons
reach into the onset of the curve, and pHT will quickly rise. Follow-
ing the same procedure for CF-momentum as for CF-occupancy, one
should show CFs for low (e.g. p < 40 GeV), higher (e.g. 40 < p < 80
GeV), and very high (p > 80 GeV) momenta to verify the low depen-
dency on momentum for the correction factors.
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8 Analysis overview

In this chapter, we will define several concepts that will be used throughout the
analysis. Then we outline the analysis from the signal signature and objects used,
through the event selection and background reduction, before entering the fit model
and upper limits on the production cross-section as well as the 2HDM interpretation.
By the end of this chapter, the reader will have an understanding of the workflow and
overall process of the analysis. All details will, of course, be presented in the
respective chapters.

Contents
8.1 Data and simulated samples . . . . . . . . . . . . . 82

The motivation for searching for the A → ZH signature stems from
the need for a strong first-order phase transition in order to have
electroweak baryogenesis in the early universe, and 2HDMs are able
to explain the (level of) baryon asymmetry that exists today [14]. The
choice of signal signature was motivated in Sect. 1.2 by examining
Fig. 1.6a. A previous analysis [54] used data recorded by ATLAS from
2015 and 2016 to set exclusions on the models from Ref. [16]. Only
the H → bb channel was considered since this dominates very near
alignment. g

g

q̄

q̄

`
+

A
H

Z

W
+ q

W
�
q

`
�

Figure 8.1: The Feynman diagram
for the process and channel con-
sidered in this analysis. From our
paper.

A second iteration of the analysis using the full Run 2 data has
been done. In this analysis, models further away from alignment
have been considered. H → WW takes over as the dominant decay
channel in this regime, as was also discussed in Sect. 1.2. As such,
this analysis looks for the following signal signature:

• A hadronically decaying2 WW pair (diagram in Fig. 8.1) that 2 Only the fully-hadronic WW decay is
considered. The semi-leptonic WW de-
cay was also part of this analysis in its
early stages. Due to low personpower,
the semi-leptonic channel fell through
when the fully-hadronic was becoming
mature.

comes from an H boson decay where the H mass range covers3

3 Although the mass of the H boson
is assumed to be larger than that of
the h boson and can therefore be,
say, 130 GeV, the lower limit for the
H mass is set to 200 GeV. Below
this limit, effects from being near
the kinematic limit of the W bosons
would complicate the analysis, and
especially moving below 160 GeV
(which would mean one off-shell
W) would require careful analysis.
This would lead to this phase space
being treated separately at every point
of the analysis chain. It was then
decided to start at 200 GeV due to low
personpower. A future analysis must
consider moving the limit to 130 GeV.

200 < mH < 700 GeV;
• an `` pair (` = e or µ) that comes from a Z boson decay; and
• the 2`4q system that comes from the A → ZH decay where

300 < mA < 800 GeV.

The notation used in this analysis to refer to the additional Higgs
bosons is given in Tab. 8.1a. When referring to the theoretical or
simulated particles or when defining selection windows, the capital
letters are used for bosons; when referring to the reconstructed par-
ticle candidates, the particle systems (e.g. 2`4q) are used. q will refer
to both quarks and jets reconstructed from quark-initiated showers.
Jargon (especially local to this analysis) is explained in Tab. 8.1b.
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Particle Reconstructed Note

A 2`4q Neutral, CP-odd, chosen to be heavier than H

H 4q Neutral, CP-even, heavier than h

H± - Charged, CP-even

h - Neutral, CP-even, assumed to be the SM Higgs boson

Lepton ` Curly-l; electron or muon

(a) Particle names

Phrase Meaning

Fit The act as well as the result of minimizing the (negative log-)likelihood.

Floating, constrained, and
fixed parameters

Parameters in a model may be floating (free, unconstrained by any func-
tion), constrained (limited in range), or fixed (constant, possibly parame-
terized in other variables).

Simulated signal Signal events generated by a Monte Carlo generator and passed through
Geant4 and the ATLAS reconstruction.

Interpolated signal Signal events generated from fits derived from the simulated signals.

Window A selection on a variable with both lower and upper thresholds, ie. a win-
dow on x is a < x < b, where a and b are the lower and upper thresholds,
respectively.

Simulated and real data "Data" always refers to real data recorded by ATLAS but is prepended by
"real" when simulation is mentioned in the same sentence.

(300, 200) The masses, in GeV, of the simulated or reconstructed signal bosons, A
and H, respectively.

(b) Jargon

Table 8.1: (a) The Standard Model and additional 2HDM Higgs particles along with names for their reconstructed
objects. (b) Jargon that the reader will come across in reading this analysis.
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The event is selected by identifying a pair of electrons or muons,
for which the pT-leading lepton has triggered the event, and at least
four R = 0.4 jets1, from which the H candidate will be formed. In the 1 Jets were defined in Sect. 3.4.

mass range considered, the jets initiated by the final state quarks do
not merge until about or above the maximum mass of A considered.
Therefore, the analysis does not include boosted objects reconstructed
with large-R jets.

The signal signature consists of a real Z boson and four jets. Z+jets
will therefore be a significant irreducible background. Minor back-
grounds include tt̄ and VV.
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(a) Signal with large
mass-splitting.
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Figure 8.2: The topologies for
large mass-splitting signals,
Z+jets, and small mass-splitting
signals, respectively. In the labo-
ratory frame, the decay products
of Z and H are "back to back" for
signals with large mass-splittings
(small ∆R between quarks) and
much less so for signals with low
mass-splittings. The Z will recoil
against its jets; the topology will
be in-between the signals.

0 1H2

Small ΔM

Medium ΔM

Large ΔM

Figure 8.3: A drawing of H2 for
signals with three different mass-
splittings with the background
overlaid in orange.

The signal topology is shown in Fig. 8.2. It depends on the mass-
splitting ∆M = mA −mH . For large mass-splittings, the momenta
carried by the decay products of Z or H will be in the same direction
as the decaying particle, meaning that the transverse momenta of the
decaying particles will be close to the sum of the transverse momenta
of the decay products. This is sketched in Fig. 8.3 for the variable
H2, which will be introduced in Sect. 10.2. As such, depending on
the reconstructed masses of the 4q or 2`4q systems, the signal can be
selected from the expected H2 value.

Only the gluon–gluon fusion (normally shortened ggF, here short-
ened ggA) signal is considered for this channel. To cover the b-
associated production (bbA), yet another jet (or two) would have had
to be selected. Considering the level of mismodeling with already 4
jets2, bbA will require its own dedicated study. New Sherpa V+jets 2 The mismodeling will be covered in

Chap. 11.samples are being produced by ATLAS, which might have improved
modeling at large jet multiplicity3. 3 Alternatively, it would be necessary

to entirely switch generator.Since bbA is not considered, and ggA mostly produces central jets,
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forward jets are not included in this analysis.
All quark flavors are included, meaning that tt̄ will contribute

less compared to the main background, Z+jets. If jets initiated by
b-quarks were identified (to identify bbA), tt̄ would contribute more
and therefore tt̄ specific selections could be employed. Conversely,
since bbA is not considered, b-quarks could be identified and sup-
pressed as the signal would suffer little loss due to |Vqb| ≈ 4%. This
was not done in order not to introduce systematic uncertainties from
b-tagging.

The four jets in the final state present some issues regarding signal
selection. The jet combinatorics is resolved by considering pairs of
jets and whether they originate from W bosons.

After the initial event and signal selections, the background is re-
duced by applying a further selection, which considers the full signal
topology. The background will generally have lower pT but higher
m2`4q due to the large angular separation. The signal, however, will
have a higher pT that correlates with the m2`4q. This can be exploited
by the J variable1, which is defined as,1 Pronounced "Jvar".

J ≡

√
p2

T(`1) + p2
T(`2) + p2

T(q1) + p2
T(q2) + p2

T(q3) + p2
T(q4)

m2`4q
,

where ` and q are the selected leptons and jets, respectively. This vari-
able was chosen because the signals, independent of their masses,
produce very similar distributions that are separable from the back-
ground. This allows for a flat selection to be applied to any signal
regardless of the A and H masses.

A final step of the selection is the m4q window. A window moving
in steps of 10 GeV along m4q selects H candidates from compatible
signal hypotheses, e.g. a (600, 300) signal will have a window around
m4q = 300 GeV. The width of the window is optimized to maximize
signal significance. The window is optimized for narrow-width H
only, which is acceptable for large parts of the phase space as was
mentioned by the end of Sect. 1.2.

After the selections, the reconstructed A mass, mcor
2`4q, is fitted for

each signal hypothesis. The variable mcor
2`4q is defined as the mass of

the 2`4q system, in which the `` and 4q four-vectors are scaled such
that they reproduce the mass of the Z and H bosons, respectively.
This rescaling is not applied before the m4q window because the H
hypothesis is not yet decided before entering a window.

The signal region is defined at three levels with increasing signal
significance. The levels are:

• Level 1: Initial event selection and resolved jet combinatorics
• Level 2: The J variable selection
• Level 3: A m4q window

The signal regions are named "CRcutbased" at Level 1, "CRcutbased-
Jvar" at Level 2, and "SRcutbasedJvarH300" at Level 3 for an m4q

window at 300 GeV.
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At levels 1 and 2, the signal is considered diluted by the back-
ground, and the analysis is as such effectively blind. Therefore, the
distributions before the m4q windows are shown unblinded. After
entering an m4q window, the analysis is explicitly blinded.

Several regions are defined at Level 3. Apart from the signal re-
gions, two regions enriched with their respective backgrounds are
defined. The regions are discriminated as follows:

1. Signal regions (SRs): Same-flavor leptons
2. Side-bands: Same-flavor leptons with inverted m4q window
3. Top control regions (TCRs): Different-flavor leptons

There is one SR, side-band, and TCR per H hypothesis. This is
sketched in Fig. 8.4. The window will slide in steps of 10 GeV, and
regions will therefore overlap. For the range 200 < mH < 700 and
mH + 100 < mA < 800 GeV, this gives 1326 signal regions with ac-
companying control regions. The control regions will only be used to
constrain the Z+jets and tt̄ normalizations, which will be left floating
in the eventual likelihood fit. Since only normalization information is
required, the bins of the control regions will be combined into 1 bin
each during the fit.
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Figure 8.4: Left: A picture of the
region definitions for one m4q
window. The SR and TCR are
within the window but have same
and different lepton flavors, re-
spectively. The side-band covers
all of m4q outside the window.
Right: A second window drawn
on top of the first window (and
slightly raised to help see the
difference; the lepton flavors
are unchanged). The SR of the
first window is partly contained
within the side-band and SR of the
second window.

This analysis is separated into the following chapters, whose con-
tents are shortly listed as well:

Object definitions and preselection: Define leptons and jets used
in analysis and apply preselection during the production of cali-
brated input samples.

Object and event selection: Apply event selections to identify signal
signature; select signal jets; apply further selections using the J
variable to reduce background; and enter the signal regions using
the m4q windows.

Background modeling: Show various variables for the simulated
backgrounds and real data; evaluate the modeling accuracy of the
simulated backgrounds; and apply corrections.

Signal modeling: Fit the simulated signals and interpolate the fit
parameters; after this point, the simulated signals are replaced by
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these interpolated fits, which can be made for any arbitrary mass
point (mA,mH).

Systematic uncertainties: List the systematic uncertainties stemming
from the detector, reconstruction, and modeling.

Fit model: Introduce the likelihood function along with its nuisance
parameters; evaluate the fit using the simulated background and
test in real data outside the signal region; and evaluate the fit
model in the signal region with unblinded data.

Results: Apply the fit model to real data; calculate limits for narrow-
width and large-width signals; and interpret limits on large-width
signals in 2HDM.

Discussion: Discuss several issues discovered during the analysis
work.

8.1 Data and simulated samples

The analysis uses LHC-delivered data from
√

s = 13 TeV proton–
proton collisions recorded by the ATLAS detector between 2015 and
2018 with a total of 139 fb−1 of usable integrated luminosity. Fig. 8.5
shows the LHC-delivered and ATLAS-recorded data as well as actual
useful data selected by the GRL [112] where all parts of the detector
were working.

Figure 8.5: Instantaneous luminos-
ity delivered by LHC, recorded by
the ATLAS detector, and useful
for physics analysis (passing the
GRL). Adapted from [112].

Signal and background processes are simulated using various
Monte Carlo generators with some generators only simulating the
productions and then passing the event to others for fragmentation
and hadronization simulations. The details for the specific processes
will be given below. All background processes are passed through
Geant 4 [115] to simulate the traversal of particles through the ATLAS
detector [116] after the hadronization step. Signal samples are passed
through the much faster ATLFAST-II [116], which has great accuracy
and precision for the needs of the analysis1, in order to save time,1 ATLFAST-II gains its speed improve-

ment from having parameterized the
response of ATLAS calorimeters with-
out having to simulate every detail. Jet
substructure, forward jets using the
FCAL, among others, may be areas
where ATLFAST-II is lacking, but these
will not be necessary for this analysis.

so that more signal samples (more A and H hypotheses) could be
produced. Simulated events undergo digitization, which converts the
output into detector response digits, making the output of the Geant4
or ATLFAST-II identical to data in structure (with additional truth
information). After this, simulated and collision events undergo the
same reconstruction.

Signal, only produced from gluon–gluon fusion, is generated by
MadGraph5_aMC@NLO 2.3.3 [117, 118] at LO with parton showering
handled by Pythia 8.210 [119] with the A14 tune [120] and NNPDF2.3
PDF set [121].

Z+jets decaying leptonically (including taus) is generated by
Sherpa v.2.2.1 [122] using matrix elements (ME) at next-to-leading
order (NLO) for up to two partons and LO for up to four partons
with Sherpa’s own tune and the NNPDF3.0nnlo PDF set [123]. The
ME are calculated by the Comix [124] and OpenLoops [125, 126] li-
braries. The ME are matched to the Sherpa parton shower [127] using
the MEPS@NLO prescription [128–131]. The samples are normalized
to a next-to-next-to-leading order (NNLO) prediction [132].
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Dibosons decaying semi-leptonically (WW, ZZ, and WZ) are gen-
erated by the same generator as for Z+jets and with the same param-
eters.

tt̄ is generated by PowhegBox v2 [133–136] at NLO with the
NNPDF3.0nlo PDF set [123] and the parameter1 hdamp set to 1.5 mtop [137] 1 hdamp is one of the parameters that

regulates the high-pT radiation, which
the tt̄ system recoils against.

with parton showering, hadronization, and the underlying event han-
dled by Pythia 8.230 with the A14 tune and NNPDF2.3 PDF set. Bot-
tom and charm hadron decays are simulated by EvtGen v1.6.0 [138].

Top quark in association with a W (tW) and single-top s-channel
are generated by PowhegBox v2 [134–136, 139, 140] at NLO in αS

using the five-flavor scheme and the NNPDF3.0nlo PDF set. Interfer-
ence and overlap between tt̄ and tW are removed through diagram
removal [141]. Parton showering is handled by Pythia 8.210 with
the A14 tune and NNPDF2.3lo PDF set. Bottom and charm hadron
decays are simulated by EvtGen v1.2.0.

Inelastic proton–proton collisions are generated by Pythia 8.186
with the A3 tune [142] and NNPDF2.3lo PDF set to simulate the
pileup of the simulated samples. This pileup serves as the multiple
interactions in the current bunch-crossing and bunch-crossings before
and after. The pileup is normalized to the average number of inter-
actions per bunch crossing 〈µ〉 observed in data and is overlaid the
simulated samples at the digitization step.

The only background processes used in this analysis are Z+jets
(> 88% of total background depending on region), tt̄ +single-top (up
to 7%), and semi-leptonic dibosons (up to 6%). Smaller backgrounds,
such as W+jets, tt̄V, and Vh2, contributed less than 1.0% of the total 2 Remember, the lowercase h refers to

the SM Higgs boson.background and have been pruned from the analysis. W+jets would
be the most significant source of fake leptons but its contribution
is negligible. Multi-jet contamination is presumed negligible since
two loosely identified leptons with rather large pT are required, and
the leptons must lie in the range of the Z mass. This was specifically
tested in the two-lepton channel of the Vh analysis [47], which has an
event selection similar to this analysis but looser pT requirements on
the leptons. They found negligible contributions from multi-jets after
the event selection.





9 Object definitions and pre-
selection

This section will introduce the preselections that are applied during the creation of
the calibrated samples. The preselection will be presented verbatim, including
selections not relevant to this analysis, as the calibrated samples are used by multiple
analyses and the selections that are applied affect which events are saved. Technical
definitions of the object identifications, isolations, qualities, etc. were presented in
Chap. 3.
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As mentioned in Chap. 3, the data recorded by ATLAS and recon-
structed into datasets contain a significant number of irrelevant
events; a reduced dataset which includes light selections on leptons
and selections on the number of these will heavily reduce the number
of events without a significant loss of potential signal. The derived
dataset used by this analysis, HIGG2D4, includes light selections on
the kinematics of electrons, muons, and jets, and requires that at least
two leptons and one jet pass these selections.

The analysis uses fully-calibrated samples ("CxAOD" samples)
made from these derived datasets. During the production of the cal-
ibrated samples, several preselections are made on objects, and these
objects are used for the event preselection. The object preselections
and overlap removal will be presented in this chapter. The object
preselections will define different classes of preselected objects, e.g.
"loose" and "signal" leptons. Finally, selections on the number of pre-
selected objects are applied. Most notably, the event is required to
contain exactly two "loose" leptons, of which at least one is a "signal"
lepton, and at least two "signal" jets.

"Forward" (|η| ≥ 2.5) jets, large-R jets (∆R = 1.0), and tau leptons
are not part of this analysis. Yet, they do affect overlap removal and
event preselection and are mentioned for completeness but without
further introduction or explanation.
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9.1 Leptons

Basic selections are applied to all electrons and muons, including
identification, kinematics, and isolation. These define the "loose" lep-
tons. Loose leptons are then required to pass further kinematic selec-
tions to become "signal" leptons. All selections are listed in Tab. 9.1.
Note that electrons in the calorimeter crack are not vetoed.

Cut Electron selection Muon selection

Loose electrons Loose muons
Identification Pass LooseLH Pass Loose
Pseudorapidity |ηBE(2)| < 2.47 (in second layer of ECAL) -
Transverse momentum pT > 7 GeV pT > 7 GeV
Impact significance |dBL,sig

0 | < 5 |dBL,sig
0 | < 3

Track-vertex association |∆z0 sin θ| < 0.5 mm |∆z0 sin θ| < 0.5 mm
Shower shape quality Pass OQ -
Isolation Any of: Any of:

• pT > 100 GeV • pT > 100 GeV
• Pass Loose • Pass Loose
• Pass HighPtCaloOnly • Pass TightTrackOnly

Signal electrons Signal muons
Loose lepton Pass loose electron selections above Pass loose muon selections above
Transverse momentum pT > 25 GeV pT > 25 GeV
Pseudorapidity - |η| < 2.5

Table 9.1: Lepton preselection cut-
flow. Identification and isolation
WPs were defined in Chap. 3. 9.2 Jets

Jets also undergo a number of kinematic and isolation selections.
Central (|η| < 2.5) and forward (|η| ≥ 2.5) jets are selected individ-
ually. Both jet types must then afterwards pass further selections to
be considered "base" jets. Jets passing the first two base jet selections
(without checking the third) are considered "preselected" jets and
used in the coming overlap removal. Finally, "signal" jets are central
jets that pass base jet selections. See the list of selections in Tab. 9.2.
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Cut Selection

Central jets
Jet transverse momentum pT > 20 GeV
Jet pseudorapidity |η| < 2.5

Forward jets
Fwd. jet transverse momentum pfwd

T > 30 GeV
Fwd. jet pseudorapidity 2.5 ≤ |ηfwd| < 4.5

Base jets
Track-vertex association Pass JVT Medium
Central or forward jet Pass central or forward selections

above
Bad jet cleaning Pass LooseBad

Signal jets
Central and base jet Pass central and base jet selec-

tions above

Table 9.2: Jet preselection cut-flow.
Note that forward jets always pass
JVT, and no forward JVT selection
is applied. Jets are "preselected"
after passing the first two base jet
selections.

9.3 Overlap removal

Objects are reconstructed by separate algorithms using the same
detector information; tracks and clusters are not removed when an al-
gorithm has reconstructed an object from these. Therefore, it is neces-
sary to decide which two objects to use if they are reconstructed from
the same tracks, clusters, or other information in the same direction.
This process is known as overlap removal1. For the ∆R calculation, ra- 1 More information in this pre-

sentation internal to ATLAS,
https://indico.cern.ch/event/
631313/contributions/2683959/
attachments/1518878/2373377/
Farrell_ORTools_ftaghbb.pdf.

pidity is used. Only jets passing "preselection" and leptons passing
"loose" are considered for overlap removal.

The procedure is summarized in Tab. 9.3. For steps that are not
simple ∆R selections, the details are laid out here. The removal pro-
cess is done in the order given in the table; any object passing the
criteria is tested at the next step.

If two electrons share the same GSF2 track and either the first 2 See Sect. 3.2 for the definition.

electron is ambiguous and the second is not3 or the pT of the first is 3 This criterion is not speci-
fied in any documentation but
is applied in the code: https:
//gitlab.cern.ch/atlas/athena/
-/blob/21.2/PhysicsAnalysis/
AnalysisCommon/AssociationUtils/
Root/EleEleOverlapTool.cxx, line
192.

lower than that of the second, the first electron is removed.
If a CT4 muon shares its ID track with an electron, the muon is

4 See Sect. 3.3 for the definition.

removed.
If an electron shares its original ID track with a muon, the electron

is removed.
If a jet has fewer than three ghost-matched5 tracks and either the

5 Tracks are ghost-matched to jets, if the
tracks are within the area of the jet
when it is formed.

muon ID track was ghost-matched to the jet or the ∆R between them
is less than 0.2, the jet is removed.

The official overlap removal contains more steps, but they are not
relevant to this analysis (ie. rejecting photons).

https://indico.cern.ch/event/631313/contributions/2683959/attachments/1518878/2373377/Farrell_ORTools_ftaghbb.pdf
https://indico.cern.ch/event/631313/contributions/2683959/attachments/1518878/2373377/Farrell_ORTools_ftaghbb.pdf
https://indico.cern.ch/event/631313/contributions/2683959/attachments/1518878/2373377/Farrell_ORTools_ftaghbb.pdf
https://indico.cern.ch/event/631313/contributions/2683959/attachments/1518878/2373377/Farrell_ORTools_ftaghbb.pdf
https://gitlab.cern.ch/atlas/athena/-/blob/21.2/PhysicsAnalysis/AnalysisCommon/AssociationUtils/Root/EleEleOverlapTool.cxx
https://gitlab.cern.ch/atlas/athena/-/blob/21.2/PhysicsAnalysis/AnalysisCommon/AssociationUtils/Root/EleEleOverlapTool.cxx
https://gitlab.cern.ch/atlas/athena/-/blob/21.2/PhysicsAnalysis/AnalysisCommon/AssociationUtils/Root/EleEleOverlapTool.cxx
https://gitlab.cern.ch/atlas/athena/-/blob/21.2/PhysicsAnalysis/AnalysisCommon/AssociationUtils/Root/EleEleOverlapTool.cxx
https://gitlab.cern.ch/atlas/athena/-/blob/21.2/PhysicsAnalysis/AnalysisCommon/AssociationUtils/Root/EleEleOverlapTool.cxx
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Table 9.3: Overlap removal steps.
The steps are done from top to
bottom.

Reject Against Criteria
(first) (second)

electron electron Shared GSF track AND (first electron am-
biguous while second not OR pfirst

T < psecond
T )

tau electron ∆R < 0.2
tau muon ∆R < 0.2
muon electron Muon is of type CT AND shared ID track
electron muon shared ID track
jet electron ∆R < 0.2
electron jet ∆R < 0.4
jet muon NumTrack < 3 AND (ghost-matched OR

∆R < 0.2)
muon jet ∆R < min(0.4, 0.04 + 10 GeV/pmuon

T )

jet tau ∆R < 0.2
large-R
jet

electron ∆R < 1.0

9.4 Event preselection

Objects have been preselected and overlaps have been removed. The
event must pass the standard event quality selections and contain a
number of leptons and jets as listed in Tab. 9.4 to pass the preselec-
tion.

Table 9.4: Event preselection cut-
flow. The event quality selections
were introduced in Sect. 3.5. Fi-
nally, the event must contain at
least two leptons (mixed flavor is
allowed) and a minimum num-
ber of jets (either two jets or one
large-R jet).

Cut Selection

Good Runs List Pass GRL
Primary vertex Has primary vertex
Event cleaning Pass event cleaning
Bad jet veto Veto event if a jet passes the selections in

Sect. 3.5 but fails jet cleaning (LooseBad)
Lepton
multiplicity

The event must contain exactly two loose
leptons passing the overlap removal of which
at least one is also a signal lepton

Jet multiplicity The event must either contain at least two signal
jets passing overlap removal or

Large-R jet
multiplicity

at least one large-R jet passing pT > 200 GeV
and |η| < 2.5



10 Object and event selection

The signal and backgrounds were introduced in Chap. 8, while Chap. 9 defined the
objects that will be used in this analysis. In this chapter, we will look into how to
properly select our signal and suppress background events. Since the signal decays to
four quarks, which we reconstruct as four jets, we will discuss how to select the right
four jets in events with at least four jets.
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Case 2 Case 1

good bad good bad
12 34 12 35 1234 1235

12 45 1254
13 24 1534
13 25 5234
13 45
14 23
14 25
14 35
15 23
15 24
15 34
23 45
24 35
25 34

Table 10.1: Consider an event with
5 jets. One W boson decays to jets
1 and 2, and the other decays to
jets 3 and 4. To reconstruct the
individual W bosons, the two
dijets must be identified. As seen
in this table, for 5 jets, this leads to
15 combinations to consider com-
pared to only 5 if the individual
dijets are not identified.

The final state of the H → WW decay consists of four quarks. In the
event, there will often be additional jets coming from the underlying
event and pileup. This issue of combinatorics will shape the event
selection.

Choosing between 5 jets gives
(

N=5
4

)
× 3 = 15 combinations to

consider. For N = 6, this is already 45. The number of combinations
are derived this way: Choosing 4 jets from a pool of N = 5 jets yields
the binomial coefficient. If the individual W bosons are reconstructed,
there are 3 unique combinations due to the interchangeability of the
W candidates.

One also needs to consider whether to perform selections on the
final state objects themselves or on systems made of these objects; the
four jets can therefore be selected in two different ways:

Case 1: The H boson from all four jets are identified without resolv-
ing which jets belong to which W boson, or

Case 2: The correct dijets2 that make up the two W bosons are identi- 2 Dijet: An object made from a pair of
jets.fied.

An example of the combinatorics issue is shown in Tab. 10.1 for the
two above Cases. While Case 1 will have much fewer combinations
to consider, Case 2 has the added benefit of being able to use the
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reconstructed W candidates to suppress some bad combinations as
well as reduce background to some extent.

Two approaches (selection strategies), based on Cases 1 and 2, to
select the signal are realized in the following two ways:

1. "Hardest jets": The 4 pT-leading jets are selected (based on Case 1)
2. Resolving jet combinatorics: The 5 pT-leading jets are combined

into two W boson candidates that are required to pass several
selections (based on Case 2)

The analysis initially considered both approaches. However, dur-
ing the maturation of the analysis, preliminary upper limits on the
production cross-section of A were 1.4 to 4.1 times lower (=better)
for the approach that resolves jet combinatorics, depending on the
masses (see App. 19.A for the full table). The "hardest jets" approach
was therefore discontinued in favor of the more advanced approach.

Due to the level of combinatorics, it is important for the selection
to loosely reject bad combinations in order to keep a high signal effi-
ciency. Therefore, when the approach that resolves jet combinatorics
is derived and applied in the following sections, the selection win-
dows will approximately cover the samples within their 95% error
bars.

This chapter is structured as follows. Some initial selections are
done in Sect. 10.1 to derive a set of candidate events. In Sect. 10.2, the
approach that resolves jet combinatorics is introduced, derived, and
applied. Sects. 10.3 and 10.4 will introduce additional background
reductions that will finally be applied in Sect. 10.5, which also intro-
duces the signal and control regions. The final section will show full
cut-flow diagrams for the signal samples (Sect. 10.5.1).

10.1 Initial event selection

Trigger year

electron channel
e24_lhmedium_L1EM20VH 2015
e60_lhmedium 2015
e120_lhloose 2015
e26_lhtight_nod0_ivarloose 2016 - 2018
e60_lhmedium_nod0 2016 - 2018
e140_lhloose_nod0 2016 - 2018
e300_etcut 2016 - 2018

muon channel
mu20_iloose_L1MU15 2015
mu50 2015 - 2018
mu26_ivarmedium 2016 - 2018

Table 10.2: The single lepton
triggers that have been used in
this analysis. See Chap. 3 for the
naming convention.

The events were preselected in Chap. 9. Now, at this stage, the actual
event selection is applied. The event must pass the triggers, and the
features mentioned in the beginning of the chapter are selected for.

The event must pass any of the unprescaled single lepton triggers
with the lowest pT thresholds1. The triggers are listed in Tab. 10.2.

1 The electron triggers use calorime-
ter clusters and hence measure the
(transverse) energy of electrons. The
transverse energy is, however, colloqui-
ally called pT for electrons.

There are a few things to note regarding this list:

• As the instantaneous luminosity increased over the years, the
thresholds were likewise increased in order to keep a constant
event rate at the L1 trigger stage.

• The triggers with the lowest pT thresholds require tight (medium
for 2015) electrons or medium (loose for 2015) muons. The event
will therefore often contain at least one tight electron.22 The reader may realize at this point

that no ID requirement has nor will
be applied to the leptons except for
the initial loose requirement at the
preselection stage. Since the leading
lepton will be matched with the
triggers of the event, there should be
a corresponding ID selection on the
lepton matching the ID in the trigger.
This was not done.

• The list does not contain dilepton triggers. The efficiency is al-
ready quite high for higher masses. For the lowest simulated
signal, the trigger efficiency is about 80%. In this case, adding
2e17_lhvloose_nod0_2EM15VHI [94] to the list could regain some
lost events.
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The remaining selections are as follows. At least one of the two
pT-leading leptons must have pT higher than the smallest trigger
threshold for all years. The invariant mass of the two leptons, m``,
must be compatible with the mass of the Z boson. Muon pairs must
have opposite charge1. The event must contain at least 4 jets. 1 This requirement is not applied to

electron pairs. Bremsstrahlung or the
possibly resulting pair production
might flip the measured charge,
which would then lower the signal
efficiency without appropriately
lowering background as well. The
main background is already real
Z bosons, so little is gained from
applying this selection to electrons.

The precise selections applied are summarized in this list:

1. The event must pass the lowest un-prescaled triggers listed in
Tab. 10.2,

2. The two pT-leading leptons must have pT > 30, 15 GeV, respec-
tively,

3. For compatibility with the Z boson, 80 < m`` < 100 GeV,
4. For events with µµ leptons, the muons must have opposite charge,
5. The event must contain at least 4 jets within |η| < 2.4 and pT > 20

GeV, and
6. The pT of the two pT-leading jets must be 40 and 30 GeV, respec-

tively.

The jet pT selections were optimized such that no more than half
the signal events for the lowest mass point (mA, mH) = (300, 200) GeV
would be removed.

10.2 Resolving jet combinatorics

The approach makes use of the opening angles (∆R) between the jets
in each W candidate as well as measure of "back-to-backness" of the
reconstructed objects.

The procedure for selecting the four signal jets, which are pair-
wise reconstructed as W1 and W2, is as follows. Among the five pT-
leading jets, every combination, without double-counting, is consid-
ered. This gives 15 combinations per event. When the two W candi-
dates are formed, W1 will be the pT-leading W candidate. For every
combination, the W candidates must pass four selections. When more
than one combination remains after the selections, the combination
with the W candidate masses most consistent with that of a W boson
is chosen.

The variables for the four selections have been chosen due to their
ability to discriminate between correctly and wrongly combined
signals. The choice of these variable are based on the topological
considerations that were presented in Chap. 8.

The four selections and the final determining selection are:

1. Window selection on ∆R(q, q) of the pT-leading W, named ∆R(W1).
2. Window selection on ∆R(q, q) of the pT-sub-leading W, named

∆R(W2).

3. Window selection on2 H2 =
p``T + p4q

T

p`1
T + p`2

T + pW1
T + pW2

T

. 2 This variable is inspired by the HR
T2

variable presented in the internal note
of Ref. [143]. A public paper is also
available at Ref. [144].4.

√
(mW1 − 80 GeV)2 + (mW2 − 80 GeV)2 < 60 GeV; (mW1 , mW2)

must be within a circle with center (80, 80) GeV and a radius3 of 60 3 The W candidates of many bad
combinations either have very asym-
metrical or high masses, so they are
still rejected with the wide radius.

GeV.
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5. When more than one combination is left after the above selections,
the combination with lowest χ2 ∝ (mW1 − 80 GeV)2 + (mW2 −
80 GeV)2 is chosen (a constant uncertainty is chosen for the χ2).

The following two subsections will

• in Sect. 10.2.1 derive the lower and upper thresholds on H2,
∆R(W1), and ∆R(W2), for each simulated signal individually, and

• in Sect. 10.2.2 interpolate between the thresholds of the simulated
signals to make the windows.

10.2.1 Deriving the selections

In this section, the initial event selection introduced in Sect. 10.1 is
applied with additional selections per simulated signal that use the
simulated masses to identify the signal.

The right combinations are found using only the reconstructed
objects with an iterative method. The basis of the method is the a
priori knowledge of correctly-combined signals:

1. The reconstructed masses of m4q and m2`4q must be close to the
simulated masses mH and mA, respectively.

2. The reconstructed masses of W candidates, mW1 and mW2 , must
both be close to 80 GeV.

3. For heavier A bosons, the ∆Rs between the jets in each W candi-
date are small; for (generally low energy) pileup to lead to large
invariant masses, their ∆R must be large.

The base selection used in this iterative method is therefore:

|m4q −mH | < 10 GeV (10.1)

|m2`4q −mA| < 10 GeV (10.2)√
(mW1 − 80 GeV)2 + (mW2 − 80 GeV)2 < 36 GeV (10.3)

∆R(W1) < 2.5 (10.4)

∆R(W2) < 2.5 (10.5)

This procedure is used on the simulated signals separately, using
only signal samples produced for data taken during 2015 and 20161.1 This procedure was done early in the

analysis stage before signals for all
years were combined.

The requirements on the mass reconstruction are rather tight and will
skew the distributions for signals that have radiated, which is more
often the case for heavier signals if these radiated particles are not
within the radius of the jet. The procedure will be detailed below;
one can compare the steps taken with Fig. 10.1, which is shown at the
end.

Using this base selection, H2 is plotted and the bell-like distribu-
tion is fitted with an asymmetric Gaussian from which the mean µH2

of the distribution as well as the left-side width σH2
L and right-side

width σH2
R are extracted. See the top-left plot in Fig. 10.1.

The asymmetric Gaussian with a constant term is of this form:

C0e
− 1

2

(
x− µ

σ

)2

+ C1, where σ = σR for x > µ else σ = σL (10.6)
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These fit values are used to further constrain the combination
selection by appending H2 > µH2 − 3σH2

L and H2 < µH2 + 3σH2
R to the

base selection. Note that three times the width is used initially since
these estimates still contain some wrong combinations.

After this step, ∆R(W1) is plotted and fitted, and the results of the
fit is appended to the base selection in the same manner. See the top-
middle plot in Fig. 10.1. Finally, ∆R(W2) is plotted and fitted, and the
results are appended to the base selection. See the top-right plot in
Fig. 10.1.

The base selection is then frozen. It contains the previous selec-
tions as well as:

µH2 − 3σH2
L < H2 < µH2 + 3σH2

R (10.7)

µ∆R(W1)
− 3σ

∆R(W1)
L < ∆R(W1) < µ∆R(W1)

+ 3σ
∆R(W1)
R (10.8)

µ∆R(W2)
− 3σ

∆R(W2)
L < ∆R(W2) < µ∆R(W2)

+ 3σ
∆R(W2)
R (10.9)

The three variables, H2, ∆R(W1), and ∆R(W2), will now each be
fitted again, this time with the frozen base selection. The iterative
method is not used at this stage. The fit function is the same asym-
metric gaussian. The mean as well as the left and right widths will be
saved. These are the bottom three plots in Fig. 10.1 in the respective
order.

To summarize, the iterative method is done through these steps:

1. For the 5 pT-leading jets, perform every combination, leading to 15
signal candidates per event.

2. Apply the base selection on the combination and fit the H2 distri-
bution.

3. Apply the base selection on the combination as well as H2 >

µH2 − 3σH2
L and H2 < µH2 + 3σH2

R , and fit the ∆R(W1) distribution.
4. Apply the base selection on the combination as well as H2 >

µH2 − 3σH2
L , H2 < µH2 + 3σH2

R , ∆R(W1) > µ∆R(W1)
− 3σ

∆R(W1)
L , and

∆R(W1) < µ∆R(W1)
+ 3σ

∆R(W1)
R , and fit the ∆R(W2) distribution.

5. The final set of selections is: the base selection, H2 > µH2 − 3σH2
L ,

H2 < µH2 + 3σH2
R , ∆R(W1) > µ∆R(W1)

− 3σ
∆R(W1)
L , ∆R(W1) <

µ∆R(W1)
+ 3σ

∆R(W1)
R , ∆R(W2) > µ∆R(W2)

− 3σ
∆R(W2)
L , and ∆R(W2) <

µ∆R(W2)
+ 3σ

∆R(W2)
R .

6. There are now rough lower and upper thresholds for H2, ∆R(W1),
and ∆R(W2), which will be used to derive the actual thresholds;
the three variables will now be fitted again with the final set of
selections, and their means and widths are saved.

The iterative method is applied to each simulated signal. From
this, a set of thresholds is derived for each simulated signal. These
thresholds will be interpolated in the next subsection.
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Figure 10.1: The iterative process
of constructing the variable thresh-
olds for the (500, 350) sample. The
first row shows the H2, ∆R(W1),
and ∆R(W2) candidates after the
selections in steps 2-4, respectively.
The second row shows the final
distributions of the variables after
the final set of selections has been
found. The red arrows show the
peaks of the distributions, which
define the initial mean before the
fit is executed. Due to noise, some
plots show multiple peaks; only
the tallest peak is used.

10.2.2 Applying the selections

The three variables, H2, ∆R(W1), and ∆R(W2) with windows applied
are shown in Fig. 10.2.

All three variables, when plotted for all simulated signals, show
a clear correlation with the mass-splitting (m2`4q − m4q). There-
fore, the variables were plotted as a function of the mass-splitting,
but they still showed some correlation with m2`4q. Due to this, the
parametrization seen on the x-axis was manually adjusted until the
samples were following a trend that could be contained by simple
expressions. The parameterizations and derived windows are given
in the following list where the windows are split into their lower and
upper limits:

• ∆R(W1); x =
(

m2`4q −m4q

)0.0047
−m2`4q · 0.000048 [arb. units]; m2`4q, m4q [GeV]:

– Lower limit: 0.18x17·101
+ 0.28

– Upper limit: 0.89x12·101
+ 0.77

• ∆R(W2); x =
(

m2`4q −m4q

)0.0057
−m2`4q · 0.000030 [arb. units]; m2`4q, m4q [GeV]:

– Lower limit: 0.020x21·101
+ 0.28

– Upper limit: 0.030x27·101
+ 1.0

• H2; x =
(

m2`4q −m4q

)0.01
−m2`4q · 0.00001 [arb. units]; m2`4q, m4q [GeV]:

– Lower limit: 234958.9− 671743.2x + 640116.53x2 − 203309.9x3

– Upper limit: 277186.2− 794663.5x + 759336.8x2 − 241837.7x3

The choice of functions and their values for the lower and upper
limits for the three variables were decided on early in the analysis;
the lower and upper limits were fitted with the above expressions
against the tips of the error bars in Fig. 10.2.

The cut-flow table is listed in Tab. 10.3 for all simulated signals,
backgrounds by group, and real data.
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(a) ∆R(W1)

(b) ∆R(W2)

(c) H2

Figure 10.2: The windows for H2,
∆R(W1), and ∆R(W2). Each signal
sample is represented by a point
and parameterized by their sim-
ulated masses, mA and mH . The
red and blue lines represent the
windows used to select the correct
combinations. Note that the error
bars show two sigmas. See the text
for details.
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Values Individual efficiency [%] Accumulated eff. [%]

Sample In
iti

al

Pre
se

lec
tio

n

∆R(
W 1)

∆R(
W 2)

H 2 m W 1
, m

W 2

Pre
se

lec
tio

n

∆R(
W 1)

∆R(
W 2)

H 2 m W 1
, m

W 2

Pre
se

lec
tio

n

∆R(
W 1)

∆R(
W 2)

H 2 m W 1
, m

W 2

(300, 200) 21k 21k 18k 16k 15k 14k 100 87 89 90 97 100 87 78 70 68
(350, 250) 25k 25k 22k 19k 17k 17k 100 88 87 89 97 100 88 77 69 66
(400, 200) 30k 30k 27k 23k 22k 22k 100 89 85 97 97 100 89 76 74 71
(400, 300) 28k 28k 25k 21k 18k 18k 100 88 83 89 97 100 88 73 65 63
(500, 200) 35k 35k 31k 25k 25k 24k 100 89 82 98 97 100 89 73 71 69
(500, 300) 38k 38k 33k 28k 27k 25k 100 88 83 96 95 100 88 73 70 66
(500, 350) 37k 37k 32k 26k 24k 23k 100 88 80 92 97 100 88 71 65 63
(500, 400) 32k 32k 28k 21k 19k 18k 100 88 77 88 98 100 88 68 60 58
(600, 200) 39k 39k 35k 27k 27k 26k 100 90 78 98 96 100 90 70 69 66
(600, 300) 42k 42k 37k 29k 28k 26k 100 88 78 96 95 100 88 69 66 63
(600, 400) 41k 41k 36k 28k 26k 25k 100 88 77 94 97 100 88 68 64 62
(600, 480) 36k 36k 32k 24k 22k 21k 100 88 76 90 98 100 88 67 60 59
(700, 200) 41k 41k 37k 26k 25k 24k 100 89 70 98 96 100 89 63 61 59
(700, 300) 46k 46k 40k 29k 28k 27k 100 88 71 96 96 100 88 63 60 58
(700, 400) 45k 45k 40k 29k 27k 26k 100 87 73 94 97 100 87 64 60 58
(700, 500) 42k 42k 37k 28k 26k 25k 100 88 74 93 97 100 88 66 61 60
(700, 600) 34k 34k 30k 23k 19k 19k 100 88 76 84 98 100 88 66 56 54
(800, 200) 42k 42k 38k 24k 23k 22k 100 89 63 98 94 100 89 56 54 51
(800, 300) 47k 47k 40k 25k 25k 24k 100 85 64 97 96 100 85 54 53 51
(800, 400) 47k 47k 41k 27k 26k 25k 100 86 67 93 97 100 86 58 54 52
(800, 500) 47k 47k 40k 29k 26k 26k 100 86 72 92 97 100 86 62 56 55
(800, 600) 43k 43k 37k 27k 25k 25k 100 86 73 93 97 100 86 63 59 57
(800, 650) 40k 40k 35k 26k 23k 23k 100 86 74 90 97 100 86 64 58 56
(800, 700) 35k 35k 30k 22k 18k 17k 100 86 73 81 97 100 86 62 51 49

All backgrounds 578k 578k 407k 273k 234k 219k 100 70 67 85 94 100 70 47 40 38
Z 1310k 1310k 944k 650k 559k 523k 100 72 69 86 94 100 72 50 43 40
Top 93k 93k 67k 47k 40k 37k 100 72 70 85 93 100 72 51 43 40
Diboson 19k 19k 15k 10k 9k 9k 100 75 72 89 95 100 75 54 48 45

Data 1197k 1197k 862k 592k 510k 477k 100 72 69 86 94 100 72 49 43 40

Table 10.3: The raw counts after the selections involved in resolving jet combinatorics for all signal samples,
backgrounds by group, and data. The efficiencies show the ratio of events with at least one combination passing the
respective selections (and not the efficiency to choose the right combination since this cannot be known). The
individual efficiency is calculated for the given selection after passing the previous selections (and as such shows
higher efficiencies for correlated selections). For data, the efficiency columns show the fraction of events surviving the
selections.
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Some samples have longer tails in H2 and ∆R(W2) that are not ad-
equately captured by the mean plus two sigmas that is used for the
points and their error bars, and the tight selection on the masses in
the base selection removes signals that radiate outside the jet radius
as mentioned in the previous section. These issues lead to falling ef-
ficiencies as mA goes up. Conversely, the improvements in the limit
setting when using the approach that resolves jet combinatorics com-
pared to simply choosing the 4 pT-leading jets grows with increasing
mA. This is due to the approach shaping the backgrounds in m4q and
m2`4q toward lower values.

10.3 Optimization of the J variable

Figure 10.3: The J variable for a
combined background and all
individual signals corresponding
to data taken during 2015+2016.
The J distribution is similar for the
signals.

The discriminating variable, J, was introduced in the analysis
overview. The variable has similar shape and discriminatory power
across the different simulated signals as shown in Fig. 10.3.

To find the optimized selection per signal, asymptotic significances
are calculated from the signal and background event counts [145],

Z = sign(n− b)
√

2(n log(n/b)− n + b) , (10.10)

where n is the sum of signal and background counts. The J selection
will be done before the m4q window is applied. The significance is
calculated after each J selection for values between 0 and 1, and the
selection with the maximum significance is chosen. For an example of
the scan, see Fig. 10.4a.

After all samples have been scanned, their most significant se-
lections are plotted as a function of the sample mA and shown in
Fig. 10.4b. There is a clear trend increasing as a function of mA. To
be conservative, no attempts at complex selections are made, and 0.3
is simply chosen as the fixed selection for all samples. A significant
amount of background could, however, be removed by increasing the
threshold for higher masses, ie. J = 0.44 for the (800,700) signal.
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(a) Significance scan for J for two simulated signals. Left: (600,200). Right: (800,700).
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(b) Optimal selection on J for all simulated signals.

Figure 10.4: (a) Two examples of a scan over the J variable to find the optimal threshold with (600, 200) on the left and
(800, 700) on the right. The red curve represents the relative significance of the selections. The optimal selection is
highlighted by the red, vertical line. Signal is normalized to the integral of the background. (b) The result of
optimizing J for all simulated signals. Each point, annotated by the simulated signal, represents the optimal selection
for the given simulated signal. A definite upwards trend in mA can be seen, but no further correlation is obvious.
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10.4 m4q window optimization
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Figure 10.5: Two examples of
a scan over the m4q variable
to find the optimal selection
with (600, 200) on the left and
(800, 700) on the right. The red
and blue curves represent the rela-
tive significances of the selections
for the lower and upper scans,
respectively. The optimal selec-
tions are highlighted by the red
or blue vertical lines. The pre-fit
optimal points are drawn in solid
lines while the post-fit points are
shown with dashed lines. Signal is
normalized to the integral of the
background.

The m4q windows are made by selecting on m4q and examining
the signal significances in the m4q. A better approach is to select on
m4q and examine the significance in m2`4q. This has also been done
and the results are shown at the end. The windows in use were found
early on before many of these considerations were taken; since the
windows are very similar, the original windows are used.

For each simulated signal, the lower threshold is found by calculat-
ing the significance of a selection on m4q from x to infinity with x in-
creasing. The selection with the highest significance decides the lower
threshold x. Logically, the upper threshold would then be found by
selecting from the found x to y with y decreasing from infinity. How-
ever, because of the wide tails, the most significant selection is often
at maximum y. Instead of using the point of maximum significance,
the upper threshold is found by decreasing y until the significance
reaches 95% of the maximum significance. This works well as a proxy
for the correct upper threshold, had there been no excessive tail, but
mostly for simulated signals with low mass-splitting.

The lower and upper thresholds are plotted as a function of m4q

and fitted with first order polynomials, excluding points with mass-
splitting greater than 150 GeV. Two examples are shown in Fig. 10.5,
and the results are shown in Fig. 10.6.
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Figure 10.6: The obtained lower
(blue circles) and upper (red and
green circles) thresholds for the
m4q window. Samples with mass-
splitting greater than 150 GeV
(green circles) are not used in
the fit. The window currently in
use is shown in dashed line for
reference.
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10.4.1 Window optimization in 2D

Figure 10.7: The obtained lower
(blue circles) and upper (red cir-
cles) thresholds for the 2D m4q
window optimization. Unlike
in the previous optimization, all
points are used in the fit to the
upper threshold. The window cur-
rently in use is shown in dashed
lines for reference.
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To properly account for the correlations between m4q and m2`4q

and to also test directly on the m2`4q shape, the window optimization
has been repeated in 2D. m4q is finely binned along its axis to pre-
cisely find the optimal selection points, while m2`4q is roughly binned
(24 GeV per bin) along its axis and only evaluated on the 3 middle
bins when calculating the significances1. The mass-dependent width1 This works as a proxy for the like-

lihood fit that will be introduced in
Chap. 14 to set the upper limits on the
production cross-section.

of the signal is not taken into account, meaning the bin width is the
same for all signals.

The procedure is as follows. Like in the 1D case, for every sim-
ulated signal, a selection is applied on m4q from x (increasing x)
to infinity. After each selection, the 2D histogram is projected unto
the m2`4q axis, and the integral of the tallest bin and its two single
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neighbors to either side is used for the signal yield. Likewise, the
background yield is calculated for the same bins. From these yields,
the significance is calculated.

For the upper selection scan, m4q is scanned from x to y, with y
starting at x and moving to infinity. This is opposed to the previous
procedure where the point that gave 95% of the maximum signifi-
cance when scanning from x to y (y decreasing) was used.

The results are shown in Fig. 10.7. Three things are important to
note:

1. The 2D fit takes properly care of the tails for simulated signals
with large ∆M meaning no more large upper thresholds, and so all
upper thresholds are used for the upper threshold fit.

2. The new thresholds are close to the previously found thresholds
that are in use, validating the previous method.

3. The lower thresholds for some simulated signals with m4q = 200 GeV
are very low; this is due to the significance curve being very flat at
the beginning; this is not an issue since the fit for the lower thresh-
old converges on the same value at low m4q.

10.5 Final selection and summary

The event has been selected, the background has been reduced, and
the m4q window has been defined. The selections are summarized
in Tab. 10.4. The number of events before and after the J variable
selection is shown in Tab. 10.5 for the backgrounds and all signals.
The m4q window for compatibility with the H boson mass is found to
be,

mH − 53GeV < m4q < 0.97×mH + 54 GeV.

Since the analysis does not consider mA < 300 GeV, an explicit
requirement of m2`4q > 250 GeV is applied. The range between the
two numbers allows for wide signals and for some background in the
side-band control region. The analysis is not optimized for masses
below 250 GeV, and the modeling at this scale may require more
aggressive corrections.

Scale factors derived from the ratio of simulated backgrounds to
real data are separately calculated for the SR and TCR after Levels 1
and 2. The scale factors are derived for the total background in each
region. The scale factors are only used for demonstration in the pre-
fit plots, as the actual Z+jets normalizations are taken from the side-
bands and tt̄ normalizations from the TCR in data during the fitting
procedure.
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Table 10.4: Summary of the event
selection and region definitions.
Leptons are defined as ` = e, µ.

• Single-electron or single-muon trigger

• Exactly 2 leptons with pT > 30, 15 GeV, respectively

• 80 GeV < m``, eµ < 100 GeV

• Opposite electric charge for µµ pairs

• At least 4 jets with pT > 40, 30, 20, 20 GeV for the 4 leading

• Resolve jets (using H2 and ∆R of the dijets)

• J > 0.3

• m2`4q > 250 GeV

Signal ee or µµ pair

regions Within m4q window

Z+jets ee or µµ pair

control regions Outside m4q window

Top eµ pair

control regions Within m4q window

m4q window mH − 53 GeV < m4q < 0.97 ·mH + 54 GeV
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Signal region Top control region

Level 1 Level 2 Level 1 Level 2
Sample (Before J sel.) (After J sel.) Ratio (Before J sel.) (After J sel.)

All backgrounds 481979 343983 0.714 17722 14459
Z 447255 315083 0.704 131 87
Top 20870 17565 0.842 17394 14229
Diboson 13854 11334 0.818 197 143

Data 499110 348832 0.699 18962 15434

Scale factor 1.036 ± 0.002 1.014 ± 0.002 1.070 ± 0.004 1.067 ± 0.004

Signal Level 1 Level 2 Ratio Level 1 Level 2

(300, 200) 13578 12380 0.91 < 1 < 1
(350, 250) 16486 15284 0.92 < 1 < 1
(400, 200) 21615 19750 0.91 < 1 < 1
(400, 300) 17581 16554 0.94 < 1 < 1
(500, 200) 24896 22721 0.91 < 1 < 1
(500, 300) 26042 24442 0.93 < 1 < 1
(500, 350) 24321 22810 0.93 < 1 < 1
(500, 400) 18366 17327 0.94 < 1 < 1
(600, 200) 25195 23004 0.91 < 1 < 1
(600, 300) 26441 24826 0.93 < 1 < 1
(600, 400) 25879 24548 0.94 < 1 < 1
(600, 480) 22581 21285 0.94 < 1 < 1
(700, 200) 24458 22220 0.90 < 1 < 1
(700, 500) 25768 24444 0.94 < 1 < 1
(800, 200) 22780 20714 0.90 < 1 < 1
(800, 300) 23598 21979 0.93 < 1 < 1
(800, 500) 25052 23922 0.95 < 1 < 1
(800, 600) 24397 22985 0.94 < 1 < 1
(800, 650) 22246 20864 0.93 < 1 < 1
(800, 700) 16885 15795 0.93 < 1 < 1

Table 10.5: The number of data and background events as well as number of individual signal events after Levels 1
and 2, for both the signal region and the top control region, along with the scale factors between background and
data. Only uncertainty due to the finite number of generated events in the simulated signals is shown.
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10.5.1 Cut-flow tables

As described in Chap. 8, Level 3 is reached after applying all the se-
lections in the previous sections and finally entering an m4q window.
The relative acceptance times efficiency for all selections, using raw
event counts, is listed for all simulated signals in Tab. 10.6 and shown
in Fig. 10.8 for three mH slices. The raw event counts are used instead
of the weighted yield since weights are not applied at the preselection
stage. The absolute numbers for some signals are shown in Tab. 10.7.

Preselection Initial event selection SR Level 1 Level 2 Level 3
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300, 200 0.995 0.426 0.408 0.357 0.332 0.287 0.287 0.146 0.146 0.096 0.088 0.063
350, 250 0.995 0.426 0.416 0.362 0.339 0.291 0.291 0.179 0.179 0.117 0.108 0.075
400, 200 0.995 0.500 0.486 0.455 0.435 0.392 0.392 0.235 0.235 0.168 0.154 0.109
400, 300 0.996 0.428 0.422 0.367 0.343 0.294 0.294 0.205 0.205 0.127 0.119 0.077
500, 200 0.995 0.530 0.520 0.495 0.479 0.426 0.426 0.276 0.276 0.191 0.175 0.119
500, 300 0.995 0.508 0.503 0.473 0.452 0.405 0.405 0.303 0.303 0.203 0.191 0.122
500, 400 0.996 0.429 0.425 0.371 0.345 0.296 0.296 0.229 0.229 0.131 0.124 0.077
600, 200 0.995 0.545 0.538 0.516 0.503 0.445 0.445 0.301 0.301 0.197 0.180 0.121
600, 400 0.995 0.507 0.505 0.474 0.455 0.408 0.408 0.329 0.329 0.206 0.196 0.115
600, 480 0.996 0.455 0.452 0.405 0.380 0.344 0.344 0.287 0.287 0.173 0.163 0.104
700, 200 0.996 0.558 0.554 0.534 0.523 0.462 0.462 0.328 0.328 0.193 0.176 0.119
700, 300 0.995 0.552 0.550 0.350 0.342 0.302 0.302 0.235 0.235 0.134 0.125 0.079
700, 500 0.996 0.511 0.509 0.478 0.459 0.411 0.411 0.344 0.344 0.208 0.198 0.116
800, 200 0.995 0.569 0.565 0.547 0.537 0.471 0.471 0.346 0.346 0.181 0.165 0.112
800, 300 0.995 0.564 0.562 0.542 0.532 0.469 0.469 0.371 0.371 0.188 0.175 0.112
800, 500 0.995 0.539 0.538 0.514 0.500 0.445 0.445 0.370 0.370 0.201 0.192 0.108
800, 650 0.995 0.480 0.478 0.440 0.418 0.376 0.376 0.321 0.321 0.181 0.170 0.099
800, 700 0.995 0.440 0.438 0.383 0.357 0.306 0.306 0.261 0.261 0.128 0.120 0.072

Table 10.6: The relative acceptance
times efficiency of 120k events
for all simulated signals. GRL,
primary vertex check, and clean
event check (not shown) always
pass in simulation. Raw event
counts from the simulated signals
are used. LepSameFlavor is the
same-flavor selection.
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Figure 10.8: The relative accep-
tance times efficiency of 120k
events for all simulated sig-
nals. Raw event counts from the
simulated signals are used. Lep-
SameFlavor is the same-flavor
selection.
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Cut 300,200 500,300 700,200 800,700

CxAOD: initial 120000 120000 120000 120000
CxAOD: GRL 120000 120000 120000 120000
CxAOD: hasPV 120000 120000 120000 120000
CxAOD: isCleanEvent 120000 120000 120000 120000
CxAOD: jet cleaning (LooseBad) 119356 119408 119403 119462
CxAOD: Exactly two loose leptons 51170 51137 60015 51341
CxAOD: At least one signal jet 48933 49892 58269 50622
Event: Trigger 42823 43474 54548 44073
Event: Lepton pT > 30, 15 GeV 39891 40652 52159 41126
Event: 80 < m`` < 100 GeV 34406 34926 46991 35224
Event: Muons opposite charge 34406 34925 46990 35224
Event: 4+ jets, pT > 40, 30, 20, 20 GeV, |η| < 2.4 17523 21518 28249 24556
SR: Same-flavor leptons (ee or µµ) 17522 21516 28246 24551
Level 1: Resolve jets 11516 13996 20152 15200
Level 2: J > 0.3 10527 13006 18488 14326
Level 3: mH − 53GeV < m4q < 0.97×mH + 54 GeV 7562 9001 13098 9188

Table 10.7: The absolute number of events for some simulated signals leading into the SR. Raw event counts from the
simulated signals are used.



11 Background modeling

Now that the event selection is finalized, we will want to consider the pre-fit figures.
In this chapter, we will examine the accuracy of the simulated background processes
and correct the mismodeling in the transverse momentum of the reconstructed Z
boson as well as the transverse momentum of the leading jet.

Contents
11.1 Mismodeling . . . . . . . . . . . . . . . . . . . . . . 112

11.2 tt̄ modeling . . . . . . . . . . . . . . . . . . . . . . . 115

Figures of various variables will be shown at Levels 1 through 3 for
the SR. The variables are either used in the likelihood fit later (ie. the
reconstructed A and H masses), used to correct mismodeling, or part
of the background reduction. The pT of the `` system is shown to ver-
ify the modeling after the corrections applied later in Sect. 11.1. The
modeling of J is shown as well, since this variable was used for back-
ground reduction. During the work on reducing the mismodeling,
the masses of the W candidates as well as the pT of the H candidate
were examined but showed no modeling issues. The variable list is:

• m2`4q mass of the A candidate before and after mass scaling
• m4q mass of the H candidate
• p``T pT of the Z candidate
• J background-reducing variable
• mW1 , mW2 masses of the W candidates

• p4q
T pT of the H candidate

For Levels 1 and 2, only the unscaled m2`4q is shown2. J is shown 2 Since there is no H hypothesis yet.

for Level 1 and replaced by p4q
T in the Level 2 figure. For level 3, only

blinded m2`4q is shown, unscaled and scaled.
Figs. 11.1–11.5 show logarithmically and linearly scaled histograms

of the data and simulated background yield with the background
components color-coded. The background components are ordered
by yield3 with the main background Z+jets shown on top and fol- 3 This order is decided from these

figures and fixed for all subsequent
figures.

lowed by tt̄, dibosons, and an insignificant amount of single-top
production. The relative differences between data and the sum of
backgrounds are shown in the panel below. The systematic uncer-
tainties entering this panel have been symmetrized through random
sampling. The shape systematic is normalized to the nominal yield
during the random sampling.
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The figures quote results for reduced χ2 two-sample and binned
Kolmogorov-Smirnov (KS) tests, which are produced by the plotting
code. The reduced χ2 is a poor metric for testing histogram com-
patibility1, and the KS test cannot be done reliably on binned data21 Strictly speaking, the test is a mea-

sure of certainty for whether two
histograms originate from a common
distribution.
2 Read also ROOT’s own remarks on
the matter at, https://root.cern.
ch/doc/master/classTH1.html#
aeadcf087afe6ba203bcde124cfabbee4.

[146]. Regardless, taking the quoted reduced χ2 and KS at face-value,
the agreement between data and background is poor when only tak-
ing statistical uncertainty into account, and the agreement becomes
suspiciously good (reduced χ2 � 1, KS = 1) when systematics are
taken into account. This is either due to overestimated uncertainties
(to cover many analyses, ATLAS prefers conservative estimates for its
uncertainties, which may then be constrained by the likelihood fit) or
a happy coincidence3.3 For a back-of-the-envelope calcu-

lation, a χ2 of 3 with 15 degrees of
freedom gives p = 99.96% which one
would expect 0.04% of the time for
data that fits the model.

Additional figures for the signal leptons and jets are shown in
App. 19.B at Levels 1 and 2.

The figures show great agreement between real and simulated
data. m4q in Fig. 11.1 shows a slightly growing disagreement towards
lower values but is still within the systematic uncertainty at 10%
disagreement. J in Fig. 11.2 shows actual disagreement at J > 0.6.
This is, however, in a region of very little background and signal as
was shown in Fig. 10.3.

300 400 500 600 700 800 900

 [GeV]
2l4q

(unscaled) m

0.4−
0.2−

0

0.2

0.4

(D
a

ta
­B

k
g

)/
B

k
g

2−10

1−10

1

10

210

310

410

510

610

710

810

E
v
e
n
ts

 /
 5

0
 G

e
V

 = 13 TeVs   
­1

Ldt = 139.0 fb∫
 llWW(4q), CRcutbased→ ZH →A 

 2χ KS

Stat 6.16 1.56e­07

Syst 0.106 1
Data

Z

ttbar

Diboson

Single top

(Data­Bkg)/Bkg

Stat

Stat+Shape

Stat+Sys

300 400 500 600 700 800 900

 [GeV]
2l4q

(unscaled) m

0.4−
0.2−

0

0.2

0.4

(D
a

ta
­B

k
g

)/
B

k
g

0

20

40

60

80

100

120

3
10×

E
v
e
n
ts

 /
 5

0
 G

e
V

 = 13 TeVs   
­1

Ldt = 139.0 fb∫
 llWW(4q), CRcutbased→ ZH →A 

 2χ KS

Stat 6.16 1.56e­07

Syst 0.106 1
Data

Z

ttbar

Diboson

Single top

(Data­Bkg)/Bkg

Stat

Stat+Shape

Stat+Sys

100 200 300 400 500 600 700 800

 [GeV]4qm

0.4−
0.2−

0

0.2

0.4

(D
a

ta
­B

k
g

)/
B

k
g

2−10

1−10

1

10

210

310

410

510

610

710

810

E
v
e
n
ts

 /
 5

0
 G

e
V

 = 13 TeVs   
­1

Ldt = 139.0 fb∫
 llWW(4q), CRcutbased→ ZH →A 

 2χ KS

Stat 6.46 9.27e­13

Syst 0.281 1
Data

Z

ttbar

Diboson

Single top

(Data­Bkg)/Bkg

Stat

Stat+Shape

Stat+Sys

100 200 300 400 500 600 700 800

 [GeV]4qm

0.4−
0.2−

0

0.2

0.4

(D
a

ta
­B

k
g

)/
B

k
g

0

20

40

60

80

100

120

140

160

180

200

3
10×

E
v
e
n
ts

 /
 5

0
 G

e
V

 = 13 TeVs   
­1

Ldt = 139.0 fb∫
 llWW(4q), CRcutbased→ ZH →A 

 2χ KS

Stat 6.46 9.27e­13

Syst 0.281 1
Data

Z

ttbar

Diboson

Single top

(Data­Bkg)/Bkg

Stat

Stat+Shape

Stat+Sys

Figure 11.1: The m2`4q and m4q
mass distributions at Level 1.
Logarithmic scale on the left and
linear scale on the right.

https://root.cern.ch/doc/master/classTH1.html#aeadcf087afe6ba203bcde124cfabbee4
https://root.cern.ch/doc/master/classTH1.html#aeadcf087afe6ba203bcde124cfabbee4
https://root.cern.ch/doc/master/classTH1.html#aeadcf087afe6ba203bcde124cfabbee4


background modeling 109

0 100 200 300 400 500 600 700 800 900 1000

 [GeV]ll

T
p

0.4−
0.2−

0

0.2

0.4

(D
a

ta
­B

k
g

)/
B

k
g

2−10

1−10

1

10

210

310

410

510

610

710

810

E
v
e
n
ts

 /
 4

0
 G

e
V

 = 13 TeVs   
­1

Ldt = 139.0 fb∫
 llWW(4q), CRcutbased→ ZH →A 

 2χ KS

Stat 10.6 0.00405

Syst 1.03 1
Data

Z

ttbar

Diboson

Single top

(Data­Bkg)/Bkg

Stat

Stat+Shape

Stat+Sys

0 100 200 300 400 500 600 700 800 900 1000

 [GeV]ll

T
p

0.4−
0.2−

0

0.2

0.4

(D
a

ta
­B

k
g

)/
B

k
g

0

20

40

60

80

100

120

140

160

180

200

220

3
10×

E
v
e
n
ts

 /
 4

0
 G

e
V

 = 13 TeVs   
­1

Ldt = 139.0 fb∫
 llWW(4q), CRcutbased→ ZH →A 

 2χ KS

Stat 10.6 0.00405

Syst 1.03 1
Data

Z

ttbar

Diboson

Single top

(Data­Bkg)/Bkg

Stat

Stat+Shape

Stat+Sys

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

     J

0.4−
0.2−

0

0.2

0.4

(D
a

ta
­B

k
g

)/
B

k
g

2−10

1−10

1

10

210

310

410

510

610

710

810

E
v
e
n
ts

 /
 0

.0
5
 

 = 13 TeVs   
­1

Ldt = 139.0 fb∫
 llWW(4q), CRcutbased→ ZH →A 

 2χ KS

Stat 16.7 4.58e­06

Syst 0.971 1
Data

Z

ttbar

Diboson

Single top

(Data­Bkg)/Bkg

Stat

Stat+Shape

Stat+Sys

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

     J

0.4−
0.2−

0

0.2

0.4

(D
a

ta
­B

k
g

)/
B

k
g

0

20

40

60

80

100

120

140

160

180

3
10×

E
v
e
n
ts

 /
 0

.0
5
 

 = 13 TeVs   
­1

Ldt = 139.0 fb∫
 llWW(4q), CRcutbased→ ZH →A 

 2χ KS

Stat 16.7 4.58e­06

Syst 0.971 1
Data

Z

ttbar

Diboson

Single top

(Data­Bkg)/Bkg

Stat

Stat+Shape

Stat+Sys

0 20 40 60 80 100 120 140 160 180 200

1Wm

0.4−
0.2−

0

0.2

0.4

(D
a

ta
­B

k
g

)/
B

k
g

2−10

1−10

1

10

210

310

410

510

610

710

810

E
v
e
n
ts

 /
 8

 

 = 13 TeVs   
­1

Ldt = 139.0 fb∫
 llWW(4q), CRcutbased→ ZH →A 

 2χ KS

Stat 8.61 0.502

Syst 0.0538 1
Data

Z

ttbar

Diboson

Single top

(Data­Bkg)/Bkg

Stat

Stat+Shape

Stat+Sys

0 20 40 60 80 100 120 140 160 180 200

1Wm

0.4−
0.2−

0

0.2

0.4

(D
a

ta
­B

k
g

)/
B

k
g

0

20

40

60

80

100
3

10×

E
v
e
n
ts

 /
 8

 

 = 13 TeVs   
­1

Ldt = 139.0 fb∫
 llWW(4q), CRcutbased→ ZH →A 

 2χ KS

Stat 8.61 0.502

Syst 0.0538 1
Data

Z

ttbar

Diboson

Single top

(Data­Bkg)/Bkg

Stat

Stat+Shape

Stat+Sys

0 20 40 60 80 100 120 140 160 180 200

2Wm

0.4−
0.2−

0

0.2

0.4

(D
a

ta
­B

k
g

)/
B

k
g

2−10

1−10

1

10

210

310

410

510

610

710

810

E
v
e
n
ts

 /
 8

 

 = 13 TeVs   
­1

Ldt = 139.0 fb∫
 llWW(4q), CRcutbased→ ZH →A 

 2χ KS

Stat 8.21 0.777

Syst 0.0613 1
Data

Z

ttbar

Diboson

Single top

(Data­Bkg)/Bkg

Stat

Stat+Shape

Stat+Sys

0 20 40 60 80 100 120 140 160 180 200

2Wm

0.4−
0.2−

0

0.2

0.4

(D
a

ta
­B

k
g

)/
B

k
g

0

20

40

60

80

100

3
10×

E
v
e
n
ts

 /
 8

 

 = 13 TeVs   
­1

Ldt = 139.0 fb∫
 llWW(4q), CRcutbased→ ZH →A 

 2χ KS

Stat 8.21 0.777

Syst 0.0613 1
Data

Z

ttbar

Diboson

Single top

(Data­Bkg)/Bkg

Stat

Stat+Shape

Stat+Sys

Figure 11.2: The distributions for p``T , J variable, and W candidate masses at Level 1. Logarithmic scale on the left and
linear scale on the right.
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Figure 11.3: The distributions for p``T , p4q
T , and W candidate masses at Level 2. Logarithmic scale on the left and linear

scale on the right.
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Figure 11.4: The m2`4q and m4q mass distributions at Level 2. Logarithmic scale on the left and linear scale on the
right.
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Figure 11.5: The m2`4q distribution at Level 3. (b) The masses of the `` and 4q systems are scaled to the masses of the
Z and the H bosons, respectively. Linear scale plots are shown.
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11.1 Mismodeling

The analysis suffers from mismodeling that is known1 for some re-1 See Ref. [147] or the following in-
ternal presentation on the matter,
https://indico.cern.ch/event/
796353/contributions/3309032/
attachments/1791020/2917889/
2019_02_05_WJetsModelling_
ColinearVeto.pdf.

gion of phase space in Sherpa’s Z+jets samples. Fig. 11.6 shows the
uncorrected p``T , pT of the pT-leading jet of the event, m4q, and m2`4q

with the corrected figures for comparison. The two transverse mo-
menta are corrected by deriving a ratio between real and simulated
data in a signal-poor control region and applying these corrections
to the signal region. The corrections will be derived using the full
set of backgrounds, as similar issues are seen for the tt̄ sample. The
effects of the corrections on tt̄ will be covered in the next section. The
effects on the diboson background cannot be examined in an isolated
region, but given that the diboson samples have been generated us-
ing the same setup as for Z+jets, it is reasonable to assume a similar
mismodeling. In any case, the dibosons (and tt̄ for that matter) are
small compared to Z+jets and may not affect the likelihood fit with or
without prior corrections.

It is possible to define an orthogonal control region to the SR with
an inverted J selection, that is to say J < 0.3. The correction was
derived using 2015+2016 data only. However, using data from all
years shows little difference.

The correction procedure is as follows. The event is required to
pass all event-level selections (like Level 1) after which the J < 0.3
selection is applied. In this AntiJvar CR, p``T is plotted with 50 bins
from 0 to 500 GeV, which is rebinned such that each bin has at least
2000 events in data2. The ratio of real to simulated data is taken and2 The number, 2000, is a compromise

between having too few and too many
bins but the exact value is arbitrarily
chosen.

the ratio is applied bin-by-bin as weight to the simulation. After-
wards, the pT of the pT-leading jet of the event is plotted from 40 to
1000 GeV with 960 bins3 (1 GeV wide bins), and rebin in the same3 Remember, the event selection

requires the leading jet to have
pT > 40 GeV.

manner as before. The small bin width is due to the more complex
shape at low values as opposed to p``T that shows a monotonically
increasing disagreement. The ratio is then like-wise multiplied bin-
by-bin to the simulation weight.

The result of applying the corrections to the AntiJvar CR can be
seen in Fig. 11.7a. The ratios are fitted with envelopes, and half of
the fit values are applied as systematics for the mismodeling. The
corrections and the fits can be seen in Fig. 11.7b, which also shows
ratio for p``T using data from all years. The fit expressions and their
fitted parameters are listed in Tab. 11.1.

After applying the corrections derived in the AntiJvar CR, the
mismodeling is greatly reduced in the corrected variables in the SR.
For other variables, the disagreement in especially m2`4q in Fig. 11.6 is
noticeably reduced to well within the systematic band.

Table 11.1: The fitted parameters
for the ratio of real to simulated
data for p``T and plead jet, evt.

T .

Variable Expression

p``T

0.065, if p``T < 90 GeV

0.0941176− 0.0003235294p``T , otherwise

plead jet, evt.
T exp(−1.6− 1.5 · 10−5 plead jet, evt.

T ) + 0.024

https://indico.cern.ch/event/796353/contributions/3309032/attachments/1791020/2917889/2019_02_05_WJetsModelling_ColinearVeto.pdf
https://indico.cern.ch/event/796353/contributions/3309032/attachments/1791020/2917889/2019_02_05_WJetsModelling_ColinearVeto.pdf
https://indico.cern.ch/event/796353/contributions/3309032/attachments/1791020/2917889/2019_02_05_WJetsModelling_ColinearVeto.pdf
https://indico.cern.ch/event/796353/contributions/3309032/attachments/1791020/2917889/2019_02_05_WJetsModelling_ColinearVeto.pdf
https://indico.cern.ch/event/796353/contributions/3309032/attachments/1791020/2917889/2019_02_05_WJetsModelling_ColinearVeto.pdf
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Figure 11.6: Uncorrected p``T , pT of the leading jet of the event, m4q, and m2`4q at Level 2 on the left. On the right, the
corrected figures are shown for comparison. Logarithmic scales are shown.
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Figure 11.7: (a) The p``T (top) and pT of the pT-leading jet of the event (bottom) in the AntiJvar CR before (left) and
after (right) applying the corrections detailed in the text. Note, no scale factor has been derived for this region and
hence the ratio is not centered about 0, and the ratio is not perfectly flat due to different binning. (b) The ratio of real
to simulated data for p``T and the pT of the pT-leading jet in the event in the AntiJvar CR. The ratios are fitted with
functions that envelope the points.
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11.2 tt̄ modeling

It is possible to define a region pure in tt̄, in which the modeling
of the tt̄ process can be examined. This region will also be used to
correct the tt̄ normalization in the likelihood fit. Neither can be done
for the dibosonic backgrounds. The TCR is defined in the same way
as the signal region, with the difference that an eµ pair is required
instead of a same-flavor `` pair.

J at Level 1 is plotted in Fig. 11.8. meµ4q, m4q, peµ
T at Level 2 are

plotted in Figs. 11.9a–11.9c. The unscaled and scaled meµ4q at Level 3
are plotted in Figs. 11.9d and 11.9e. All figures contain the corrections
derived in the previous section. All figures except for Fig. 11.9b show
great agreement. The disagreement in Fig. 11.9b towards lower values
was also seen in the uncorrected m4q of Fig. 11.6, which suggests that
the derived correction was not adequate for the tt̄ process, although
the systematic uncertainty is slightly smaller in this regions compared
to the SR.

The effects of the corrections can be examined in Fig. 11.10, which
shows the two corrected momenta as well as the masses of the 4q
and eµ4q systems. While an inadequate correction is seen at about
100 GeV in peµ

T , the two masses and especially meµ4q are somewhat
corrected.
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Figure 11.8: The TCR distribution
for J at Level 1.
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Figure 11.9: (a-c) The TCR distributions for m2`4q, m4q, and peµ
T at Level 2. (d-e) m2`4q at Level 3; on the right, the

masses of the `` and 4q systems are scaled to the masses of the Z and the H bosons, respectively. Logarithmic scale on
the left and linear scale on the right.
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Figure 11.10: The TCR distributions for uncorrected p``T , pT of the leading jet of the event, m4q, and m2`4q at Level 2 on
the left. On the right, the corrected figures are shown for comparison. Logarithmic scales are shown.





12 Signal modeling

The signal was selected in Chap. 10. The selection was derived from and applied to "With four parameters I can fit an
elephant, and with five I can make him
wiggle his trunk."

- John von Neumann

simulated signal samples at representative mass points in a range that covers the
search scope of this analysis. From these simulated signals, we will now derive
functional representations for both the shapes and normalizations/acceptances, which
we will use to construct signals for arbitrary mass points.

Contents
12.1 Shape interpolation . . . . . . . . . . . . . . . . . . 120

12.1.1 Large-width signals . . . . . . . . . . . . . . 125
12.2 Acceptance interpolation . . . . . . . . . . . . . . . 126

The shape interpolation is done by fitting the m2`4q distributions of
each simulated signal with the double-sided crystal ball (DSCB) [148]
that has the following expression:

fDSCB(x; µ, σ, n1, a1, n2, a2) =
e−

1
2 a2

1[
|a1|
n1

(
n1
|a1|
− |a1| − x−µ

σ

)]n1
for

x− µ

σ
< −a1

= e−
1
2 (

x−µ
σ )

2

for − a1 ≤
x− µ

σ
< a2

=
e−

1
2 a2

2[
|a2|
n2

(
n2
|a2|
− |a2|+ x−µ

σ

)]n2
for

x− µ

σ
≥ a2

The DSCB has a Gaussian core (with the usual mean µ and width
σ) with power-law tails (parameters a1, a2, n1, n2). The points at
which the Gaussian core joins the power-law tails are controlled by
the a parameters, and the sizes of these tails are controlled by the n
parameters. The parameters of this function (except for the mean µ)
will be interpolated from the best-fit values obtained by individual
fits to the simulated signals. After this, the interpolated shapes will
be compared to the original shapes, and a shape uncertainty will be
derived.

Large-width signals will be convoluted with a modified Breit-
Wigner to properly account for the natural widths of these signals.

The yield interpolation will be done on the weighted number of
signal events passing the selection2 using thin-plate splines [149] in 2 The interpolation does not use the

yield from the shape fits in order not
to correlate the two.

the plane spanned by mA and mH .
The detector systematics for the interpolated signals will be ex-

plained in the next chapter.



120 in search of new higgs bosons

12.1 Shape interpolation

The fitting procedure will be done in multiple steps, detailed in the
list below. All simulated signals are fitted at each step. After each
step, some tail parameters are fixed, and the simulated signals are
fitted again. While any of the tail parameters are being fitted for, the
mean of the fit is fixed to mA. After the tail parameters have been
found, the mean is left floating. The normalization is always left
floating, and the width is left floating until the tail parameters have
been fixed and the width itself has been interpolated1.1 Some may disagree on this approach

and want that the width of the Gaus-
sian core be properly determined first.
If the fits allow all parameters to float,
one may argue that the fitted σ param-
eter may not represent the width of
the Gaussian core; instead, one should
first fit the core within a narrow mass
range (where the wide tails are not
seen by the fit), fix the σ parameter,
and then fit for the tail parameters.
This procedure was also tested, but
it was difficult to interpolate the tail
parameters.

The fit procedure is as follows:

1. A fully floating fit with the DSCB is done on each simulated sig-
nal. The fitted distributions are shown in Fig. 12.1 and the tail
parameters are shown in Fig. 12.2.

2. n1 shows a clear trend that is modeled by an exponential for mass-
splittings greater than 100 GeV, while n1 for ∆M = 100 GeV and n2

are fixed to constants.
3. With n1 and n2 fixed, a second fit is done with the remaining pa-

rameters floating. The new tail parameters are shown in Fig. 12.3.
4. a1 is constant for ∆M = 100 GeV and otherwise follows a second-

order polynomial in both ∆M and mH . a2 follows a first-order
polynomial in both ∆M and mH .

5. With the tail parameters fixed (Fig. 12.4), the signal is fitted a final
time, now leaving the mean floating.

6. The core parameters, µ and σ, are shown in Fig. 12.5 as a function
of the mass-splitting. The evolution of σ shows an additional de-
pendency on mH . This dependency has been fitted and shown in
the figure for slices in mH and listed in Tab. 12.2.

The expressions for the interpolated fit parameters are listed in
Tab. 12.1. Since there are no simulated signals with ∆M between
100 and 120 GeV, this region will be covered by the ∆M = 100 GeV
parameters.

Table 12.1: Expressions for the
interpolated parameters of the
DSCB function.

Parameter for ∆M < 120 GeV for ∆M ≥ 120 GeV

µ Floating Floating
σ Floating Floating
a1 4.61 max(0.5,−1.277 + 0.001856∆M

−0.0000001761∆M2

+0.007455m4q − 0.000005514m2
4q)

a2 0.1917 + 0.0006275∆M + 0.001149m4q

n1 100 23.68 exp(−0.01156∆M) + 1.752
n2 3.98 4.20

Table 12.2: The expression for
the core parameter σ fitted with
a second-order polynomial in
mA and mH incl. a cross-term:
σ(x) = p0 + p1m2`4q + p2m4q +

p3m2
2`4q + p4m2

4q + p5m2`4qm4q, in
GeV.

p0 p1 p2 p3 p4 p5

−0.3746 0.0595 −0.0665 −2.041× 10−5 3.603× 10−5 5.280× 10−6
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(a) mA = 300 GeV, mH = 200 GeV
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(b) mA = 400 GeV, mH = 200 GeV
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(c) mA = 700 GeV, mH = 200 GeV

Figure 12.1: Fully-floating fits of m2`4q using the DSCB for different simulated signals. Logarithmic scale on the left
and linear scale on the right. The pull is defined as the fit subtracted by the simulated data divided by the uncertainty
of the simulated data.
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Figure 12.2: Best-fit values of a1,
a2, n1, and n2 for the DSCB fit to
the simulated signals as a function
of the mass-splitting when all
parameters are allowed to float in
the fit.
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Figure 12.3: Best-fit values of a1
and a2 for the DSCB fit to the
simulated signals as a function of
the mass-splitting when n1 and n2
have been fixed.
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Figure 12.4: Fixed tail parameters
for the DSCB fit to the simulated
signals as a function of the mass-
splitting.
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Figure 12.5: Left: The mean µ

with mass points of the same mH
connected by lines. Right: The
width σ as a function of the mass-
splitting. The fit to σ comes from
Tab. 12.2.
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The shape uncertainties are shown in Fig. 12.6 for some signals
and in App. 19.C for the remaining. The procedure for deriving these
uncertainties is as follows. The interpolated parameters (σ, a1, a2, n1,
and n2) are varied randomly within 10% of their interpolated values
for the particular mass points, each time producing a new curve.
Then, from this set of curves, the largest and smallest variations per
m2`4q bin are chosen to define the up and down variations of the
shape systematic. The variations enclose the cores well with some
deviations in some ∆M = 100 GeV mass points and some deviations
in the tails for several other mass points. Since the signal will be
binned such that 68% of the core is in one bin during the likelihood
fitting stage (more on this in Sect. 14.1), deviations in the tails matter
little as Fig. 12.7 shows.
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Figure 12.6: The simulated signals
compared against interpolated sig-
nals along with their interpolation
uncertainties.
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Figure 12.7: Some of the mass
points from Fig. 12.6. The interpo-
lated signals have been rebinned
such that the core contains 68% of
the signal following Sect. 14.1.

12.1.1 Large-width signals

For the 2HDM models, the natural width of the A boson can be as
large as 35%, depending on the α and β parameters of the models
(cf. Sect. 1.2). The Gaussian cores (or the FWHM) of the narrow-
width signals are on the order of a few percent1. It is therefore neces- 1 Compare this to the naive standard

deviation of the signal distributions
that are up to 17%, for (580, 200) in
this case, because of the long tails.

sary to convolve the signal distributions with a Breit-Wigner distribu-
tion to properly model their natural widths.

Only the natural width of A is considered, since the analysis is
searching for the A → ZH decay. It would require additional opti-
mization of the m4q windows, if H → ZA decay were to be consid-
ered as well in this large-width scenario.

The interpolated signals are convolved with a modified Breit-
Wigner. This was shown to agree with simulated large-width signals
in the previous iteration of this analysis (Ref. [54] for paper, Ref. [1]
for internal note). The modified Breit-Wigner is defined as follows:

BW(m2`4q) =


0 if m2`4q ≤ mH − 20 GeV
2
π

Γ2m2
A(

m2
2`4q −m2

A

)2
+ Γ2m2

A

· LogNormal(m2`4q; 0.88, mH − 20 GeV, mA), otherwise

where Γ = mAw and w is the width. The LogNormal(x, σ, θ, m)

distribution is taken from ROOT2 [150]. The reason for the LogNor- 2 Found in the ROOT documentation
at https://root.cern.ch/doc/
master/namespaceTMath.html#
a0503deae555bc6c0766801e4642365d2.

mal addition is that the shape changes when the mass-splitting nears
the Z mass due to the constrained kinematic space. The log-normal
shape can be seen in Fig. 12.8.

https://root.cern.ch/doc/master/namespaceTMath.html#a0503deae555bc6c0766801e4642365d2
https://root.cern.ch/doc/master/namespaceTMath.html#a0503deae555bc6c0766801e4642365d2
https://root.cern.ch/doc/master/namespaceTMath.html#a0503deae555bc6c0766801e4642365d2
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The interpolated shape uncertainty for the large-width signals
should then derived from the set of convolutions as is the case for the
narrow-width signals. However, it would require many CPU hours
to compute the convolutions (thousands) per bin (20) per mass point
(1326) per width (20) for each variation (2) of the large-width shape
systematic. Instead, the narrow-width shape systematics are con-
volved with the modified Breit-Wigner. The results for three widths
are shown in Fig. 12.9.Figure 12.8: m``bb using truth

particles generated from
A→ ZH → ``bb with masses
(500, 400) and 10% width. The
distribution has been fitted with
the modified Breit-Wigner distri-
bution where the fit parameters
have been constrained to be within
a factor of 1/2 and 2 of their initial
values. The log-normal shape is
apparent.

Figure 12.9: (a-c) Interpolated
large-width signals with shape
uncertainties. (d) The interpolated
large-width signals compared to
the interpolated narrow-width
signal.
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12.2 Acceptance interpolation

The yields in the SRs at Level 3 for all simulated signals will like-wise
be interpolated to find normalizations for arbitrary mass points. The
normalizations are interpolated using the thin-plate spline. The yields
of the simulated signals are placed in a 2D grid as a function of their
simulated masses and fit with the spline. However, fake points are
added to aid the fit in order to suppress extrapolation errors at the
boundaries. The fake points are made in the following way:

1. The bottom row signals (with the lowest mH) have their yields
duplicated and inserted 50 GeV below

2. The right column signals (with the highest mA) have their yields
duplicated and inserted 50 GeV to the right

3. To the left of the left-most and above the top-most points, yields
are duplicated similar to the previous two bullets, unless these
points give ∆M < 100 GeV

4. In-between every point, a new point is made that uses the average
of its two closest neighbors; using the left and right points for
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horizontal fakes as well as the lower and upper points for the
vertical fakes

5. Lastly, in-between the points on the diagonal, a new point is made
using the average of its two closest diagonal neighbors

The yields drop significantly for ∆M . 150 GeV. Therefore, extra
care is taken such that points from further away do not copy their
yields towards low ∆M. The fake point to the left of (500, 350) is
discarded as this would place a high yield at ∆M = 100 GeV where
the yield drops off much too quickly for the fake point to fit in. The
point (600, 480) is also used for the diagonal point interpolations,
which is otherwise only done for ∆M = 100 GeV points.

After adding the fake points, the grid is fitted with the thin-plate
spline. To estimate an uncertainty on this spline, the yield from one
mass point is left out to make a spline of N-1 points. The yield at the
left-out mass point is then interpolated from the new spline and the
relative uncertainty is calculated. This is repeated for all simulated
signals. The differences between the "raw" and interpolated yields
will show the power of the splines. The addition of the fake points
in-between the real data points will yield very small differences in
areas with little variation. For the final spline that is used later on in
the analysis, all yields are used.
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Figure 12.10: (a) Results of the
two-dimensional thin-plate spline
signal yield interpolations. The
z-axis gives the relative differences
between the raw and interpolated
yields for points that are left out
of the spline. The real data points
are drawn in bigger boxes and
annotated with their differences.
The sign is kept; negative values
mean overestimated yields. The
smaller boxes are the fake points
explained in the text. (b) The
result of applying the thin-plate
spline that was made to inter-
polate the (500, 300) data point.
There is very little variation be-
tween the different splines, so only
this one is shown.

The uncertainties of the fits are shown in Fig. 12.10a. The spline-fit
works very well for the bulk of the data. For low ∆M and for low
mA, mH , there are some significant differences. The points (300, 200)
and (400, 200) are overestimated by 3.7% and 3.6%, respectively. The
greatest difference, 3.7%, is taken as the uncertainty on the normal-
ization interpolation for all mass points. This value is much larger
than the standard deviation of differences in percent (at 1.5) and is
conservative for most of the mass space.

Adding all the fake points to help the spline may make it less
smooth. The spline for which the yield from the (500, 300) point was
left out is shown in Fig. 12.10b. This spline is used to interpolate the
whole grid. The interpolation is smooth.

Areas with low relative uncertainty in Fig. 12.10a (say, the middle
parts of the triangle) correspond to areas of little color change in
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Fig. 12.10b, meaning relatively flat yields. Conversely, at the edges
and corners of the triangle, larger relative uncertainties correspond to
larger changes in the yield.

This shows that the spline is relatively stable, and the larger un-
certainties are in areas where the yields change drastically. This
was concluded using the spline that was made by leaving out the
500,300 point, but one could use any of the “N-1” splines to reach
this conclusion since they will produce figures that are very similar to
Fig. 12.10b.



13 Systematic uncertainties

Before building our fit model, we shall go through the list of systematics that will go
into it. The list contains many sources of uncertainties coming from the detector,
reconstruction, and theory. We categorize the systematics by whether they affect the
normalization (rate) or shape of the final nominal distribution.

Contents
13.1 Detector uncertainties . . . . . . . . . . . . . . . . . 130
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13.2.1 Scale . . . . . . . . . . . . . . . . . . . . . . . 133
13.2.2 Tune (ISR/FSR/MPI) . . . . . . . . . . . . . 134
13.2.3 PDF . . . . . . . . . . . . . . . . . . . . . . . . 136

13.3 Background modeling uncertainties . . . . . . . . 137

The systematic uncertainties in this analysis can roughly be catego-
rized by three types:

detector/reconstruction (experimental): Systematics from detector
effects and reconstruction of physical objects and their identifica-
tion, isolation, momentum scale factors, etc.

interpolation (method): Uncertainty on the interpolation itself as
well as propagation of detector uncertainties to interpolated sig-
nals

modeling (theoretical): The Monte Carlo generator with uncertain-
ties on theoretical and phenomenological parameters

The detector systematics will be covered in the next section, which
ends with how to carry these into the interpolated signals. The
narrow-width shape uncertainty has already been covered. The sub-
sequent section covers the theoretical uncertainties on the signal only,
as the modeling for the backgrounds have been derived directly from
data in Sect. 11.1.

In ATLAS, many systematics are calculated by groups with specific
responsibilities, e.g. the groups delivering electron identification also
give ±1σ variations of the associated systematics. The systematics
are propagated through an analysis by varying the calculated (e.g.
electron probability) or measured value (jet pT) up or down by 1σ

and repeating the selections. Some variations affect either whether an
event passes (e.g. a nominal medium electron becomes loose for one
variation) or the event weight (scale factors which do not affect the
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variables that are part of the selections) or both (jet pT scaled down
for one variation may lead to too few jets with pT > 20 GeV).

13.1 Detector uncertainties

The detector systematics include the integrated luminosity for 2015–
2018 at 1.7% [82]; electron triggers [94]; electron reconstruction, en-
ergy scale and resolution, identification, and isolation [99]; muon
triggers [93]; muon identification [102, 151]; muon reconstruction
and isolation [102]; muon track to vertex association; and jet vertex
tagging (JVT) as well as jet energy resolution (JER) and scale (JES)
[152].

Since the analysis is not sensitive to the electron energy resolution
or scale, a simplified list of systematics is used, which combines the
electron trigger, reconstruction, identification, and isolation system-
atics into one systematic each. The JES and JER systematics are also
from a reduced list as the analysis need not be combined with other
analyses or experiments.

The full list of systematics is in Tab. 13.1. Electron-specific sys-
tematics start with "EL", muon with "MUON", E/gamma (electrons)
with "EG", and jet with "JET". The type of systematic can be known
by identifying "ID" as identification, "Reco" as reconstruction, "Iso" as
isolation, "Trig" as trigger, "scale" as scale factor1, etc. A short expla-1 The ratio of simulated data to real

data as a function of a variable, typi-
cally pT.

nation of the systematics used in this analysis is listed in Tab. 13.2.
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EL_EFF_ID_TOTAL_1NPCOR_PLUS_UNCOR X JET_CR_JET_Pileup_OffsetMu X
EL_EFF_Reco_TOTAL_1NPCOR_PLUS_UNCOR X JET_CR_JET_Pileup_OffsetNPV X
EL_EFF_Iso_TOTAL_1NPCOR_PLUS_UNCOR X JET_CR_JET_Pileup_PtTerm X
EL_EFF_Trigger_TOTAL_1NPCOR_PLUS_UNCOR X JET_CR_JET_Pileup_RhoTopology X
MUON_EFF_RECO_SYS JET_CR_JET_EffectiveNP_Mixed1 X
MUON_EFF_RECO_STAT JET_CR_JET_EffectiveNP_Mixed2
MUON_EFF_RECO_SYS_LOWPT JET_CR_JET_EffectiveNP_Mixed3
MUON_EFF_RECO_STAT_LOWPT JET_CR_JET_EffectiveNP_Modelling1 X
MUON_EFF_TrigSystUncertainty JET_CR_JET_EffectiveNP_Modelling2 X
MUON_EFF_TrigStatUncertainty JET_CR_JET_EffectiveNP_Modelling3 X
MUON_EFF_ISO_STAT JET_CR_JET_EffectiveNP_Modelling4
MUON_EFF_ISO_SYS JET_CR_JET_EffectiveNP_Statistical1
MUON_TTVA_STAT JET_CR_JET_EffectiveNP_Statistical2 X
MUON_TTVA_SYS JET_CR_JET_EffectiveNP_Statistical3
EG_SCALE_ALL X JET_CR_JET_EffectiveNP_Statistical4
EG_RESOLUTION_ALL X JET_CR_JET_EffectiveNP_Statistical5
MUON_ID X JET_CR_JET_EffectiveNP_Statistical6
MUON_MS JET_CR_JET_EffectiveNP_Detector1
MUON_SCALE JET_CR_JET_EffectiveNP_Detector2
MUON_SAGITTA_RHO JET_CR_JET_EtaIntercalibration_TotalStat X
MUON_SAGITTA_RESBIAS X JET_CR_JET_EtaIntercalibration_NonClosure_highE
JET_JvtEfficiency X JET_CR_JET_EtaIntercalibration_NonClosure_negEta
JET_CR_JET_JER_EffectiveNP_1 X JET_CR_JET_EtaIntercalibration_NonClosure_posEta
JET_CR_JET_JER_EffectiveNP_2 JET_CR_JET_EtaIntercalibration_Modelling X
JET_CR_JET_JER_EffectiveNP_3 JET_CR_JET_BJES_Response X
JET_CR_JET_JER_EffectiveNP_4 JET_CR_JET_Flavor_Response X
JET_CR_JET_JER_EffectiveNP_5 X JET_CR_JET_Flavor_Composition X
JET_CR_JET_JER_EffectiveNP_6 X JET_CR_JET_SingleParticle_HighPt
JET_CR_JET_JER_EffectiveNP_7restTerm X JET_CR_JET_PunchThrough_MC16
JET_CR_JET_JER_DataVsMC_MC16 X

Table 13.1: The full list of system-
atics from detector systematics.
The checkmarks indicate sys-
tematics that are kept after an
evaluation in Sect. 14.2.1. The
remaining systematics will be
pruned away, as they turn out to
be insignificant.
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NP Group Description

EL_EFF_ID_TOTAL_1NPCOR_PLUS_UNCOR Electron
efficiency

Identification

EL_EFF_Reco_TOTAL_1NPCOR_PLUS_UNCOR Reconstruction
EL_EFF_Iso_TOTAL_1NPCOR_PLUS_UNCOR Isolation
EL_EFF_Trigger_TOTAL_1NPCOR_PLUS_UNCOR Trigger
EG_SCALE_ALL Electron

calibration
Energy scale

EG_RESOLUTION_ALL Energy resolution
MUON_ID Muons Smearing of Inner Detector tracks
MUON_SAGITTA_RESBIAS Remaining charge-dependency after a charge-

dependent scale correction
JET_JvtEfficiency JVT JVT efficiency
JET_CR_JET_JER_EffectiveNP_1,
JET_CR_JET_JER_EffectiveNP_5,
JET_CR_JET_JER_EffectiveNP_6, and
JET_CR_JET_JER_EffectiveNP_7restTerm

JER Combination of measurements from in-situ
dijet asymmetry measurements as well as
random cones in minimum bias

JET_CR_JET_JER_DataVsMC_MC16 Uncertainty on jet response from varying jet
selections

JET_CR_JET_Pileup_OffsetMu JES Uncertainty on modeling the average interac-
tions per crossing

JET_CR_JET_Pileup_OffsetNPV Uncertainty on modeling the number of pri-
mary vertices

JET_CR_JET_Pileup_PtTerm Uncertainty on modeling the per-event pT
distribution

JET_CR_JET_Pileup_RhoTopology Uncertainty on the residual pT dependence
JET_CR_JET_EffectiveNP_Mixed1 In-situ measurements of jets in Z+jets, γ-jet,

and multijet; Category with detector and mod-
eling components

JET_CR_JET_EffectiveNP_Modelling1,
JET_CR_JET_EffectiveNP_Modelling2, and
JET_CR_JET_EffectiveNP_Modelling3

Above and category with physics modeling
components

JET_CR_JET_EffectiveNP_Statistical2 Above and category with statistics and method
components

JET_CR_JET_EtaIntercalibration_TotalStat Statistical uncertainties in jets with |η| > 0.8
JET_CR_JET_EtaIntercalibration_Modelling Physics mismodeling in jets with |η| > 0.8
JET_CR_JET_BJES_Response Jet response uncertainty specifically for jets

initiated by b-quarks
JET_CR_JET_Flavor_Response Differences in the jet response for jets initiated

by light quarks, b-quarks, and gluons
JET_CR_JET_Flavor_Composition Uncertainty from assuming a 50% quark and

50% gluon composition in the sample

Table 13.2: Explanations of the kept systematics. The jet response is defined as Ereco/Etruth. From [108, 153, 154].
Additional JER information in https://indico.cern.ch/event/752759/contributions/3119136/attachments/
1706979/2750689/JetETmiss_JERRecommendation_20180829.pdf.

https://indico.cern.ch/event/752759/contributions/3119136/attachments/1706979/2750689/JetETmiss_JERRecommendation_20180829.pdf
https://indico.cern.ch/event/752759/contributions/3119136/attachments/1706979/2750689/JetETmiss_JERRecommendation_20180829.pdf
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13.1.1 Signal detector uncertainties interpolation

The signals are modeled by the DSCB. The systematic variations of
the simulated signals are fitted with the DSCB with fixed tail pa-
rameters and floating mean and σ. The fitted means are close to the
original values, while σ has shown significant variations. For each
systematic variation, the largest difference in σ across all simulated
signals will be used for all interpolated signals. The values used are
shown in Tab. 13.3.

Systematic up [%] down [%]

MUON_SAGITTA_RESBIAS 2.1 -1.9
MUON_ID -0.9 1.3
JET_JvtEfficiency -0.1 3.5
JET_CR_JET_Pileup_RhoTopology -2.7 7.1
JET_CR_JET_Pileup_PtTerm 1.3 -1.5
JET_CR_JET_Pileup_OffsetNPV 2.5 -2.2
JET_CR_JET_Pileup_OffsetMu -1.6 2.8
JET_CR_JET_JER_EffectiveNP_7restTerm 3.7 -0.9
JET_CR_JET_JER_EffectiveNP_6 2.3 -0.7
JET_CR_JET_JER_EffectiveNP_5 3.3 -0.8
JET_CR_JET_JER_EffectiveNP_4 2.6 -0.6
JET_CR_JET_JER_EffectiveNP_3 4.8 -1.2
JET_CR_JET_JER_EffectiveNP_2 5.1 0.3
JET_CR_JET_JER_EffectiveNP_1 5.4 0.8
JET_CR_JET_Flavor_Response 3.0 -3.8
JET_CR_JET_Flavor_Composition -5.4 8.2
JET_CR_JET_EtaIntercalibration_Modelling -1.5 1.9
JET_CR_JET_EffectiveNP_Modelling1 -3.6 5.9
JET_CR_JET_EffectiveNP_Mixed1 1.4 -0.5
JET_CR_JET_BJES_Response -1.0 2.8
EL_EFF_ID_TOTAL_1NPCOR_PLUS_UNCOR -0.1 2.5
EG_SCALE_ALL 1.1 -0.6
EG_RESOLUTION_ALL 2.3 -0.5

Total in quadrature 14.2 14.9

Table 13.3: Detector systemat-
ics and the variation of σ of the
DSCB.

13.2 Modeling uncertainties on signal

The modeling of simulated backgrounds was covered by a data-
driven method introduced in Sect. 11.1. However, theoretical uncer-
tainties will need to be derived for signal. These are split into three
parts: scale, tune, and PDF.

13.2.1 Scale

The re-normalization (µR) and factorization (µF) scales are separately
varied up and down by a factor of two. The largest difference with re-
spect to the nominal values is taken as an estimate of the uncertainty
due to the choice of scale.
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The studied samples contain truth level signal events. The fol-
lowing mass points have been generated with 100 000 events each:
(300, 200), (400, 250), (500, 200), (550, 450), (600, 400), (700, 200),
and (800, 500). The naming convention of the samples is shown in
Tab. 13.4.

Sample µR µF

r0f0 µR µF

r0fD µR
1
2 µF

r0fU µR 2µF

rDf0 1
2 µR µF

rDfD 1
2 µR

1
2 µF

rUf0 2µR µF

rUfU 2µR 2µF

Table 13.4: List of µR and µF sam-
ples. (r0f0) is the nominal sample.

A truth level event selection that imitates the reconstruction level
event selection is done. The selection does not include efficiencies
from lepton identification and isolation requirements. The selections
before the J variable selection are applied are shown in Tab. 13.5.

Table 13.5: Truth level events
selections.

Cut Selection

A boson Event contains exactly one A boson
Jet multiplicity Event contains at least 4 jets
Lepton pT pT > 30, 15 GeV for leading and sub-leading
Pseudorapidity |η| < 2.47 (electrons), |η| < 2.5 (muons)
Z boson mass 80 < m`` < 100 GeV
Jet kinematics pT > 40, 30, 20, 20 GeV and |η| < 2.4 for the

four leading jets

The signal acceptance is defined as ε = Nafter selection/Nbefore any selection,
where Nbefore any selection counts events passing the second cut.

The variation in signal efficiency between the nominal and a varied
sample is defined as (εVar − εNom)/εNom, where εVar and εNom are
the efficiencies of varied and nominal samples, respectively. Fig. 13.1
shows the variations as a function of mA for all varied samples. The
overall uncertainty is taken as the absolute envelope of the curves,
which comes out as ±1.5%. No clear shape dependence is found.

Figure 13.1: Scale variation as
a function of mA. The naming
scheme in the legend was ex-
plained in Tab. 13.4.

13.2.2 Tune (ISR/FSR/MPI)

Monte Carlo generators use sets of parameters, named tunes, to adjust
showering, hadronization, etc. The effects on the signal acceptance
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by varying the parameters responsible for ISR, FSR, and MPI will be
used to derive systematic uncertainties on signals’ sensitivity to these
variations. There are many parameters to vary, so a subset has been
derived, which still covers the observables [120]. These variations are
sensitive to the following:

• Var1: The underlying event
• Var2: Jet shapes and substructure
• Var3a-c: Extra jets (ISR/FSR)

Samples with same number of events and for the same mass points
are generated for this as was generated for the scale study. The same
truth selection is applied. The variations of Var1, Var2, Var3a, Var3b,
and Var3c as well as the quadratic sum of positive and negative varia-
tions are given in Fig. 13.2 as a function of mA.

Figure 13.2: Tune variation in
percent as a function of mA. The
black, dashed lines represent the
quadratic sum of positive and
negative variations.

Var3c varies αs for ISR jets in a large range of 0.115− 0.140. This
has a relatively large effect on the signal acceptance. The fall in effi-
ciency happens during the jet selection stage ("ResolveJetsdRW2" in
Tab. 13.6), because the signal jets are not among the 5 pT-leading jets.

The tune uncertainties are the quadratic sum of the positive and
the negative variations, yielding ±3%.
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Table 13.6: The number of events
passing the truth selection for the
(800, 500) mass point for the nom-
inal setup and for the Var3c up
variation. The relative difference is
defined as (nNom − nVar)/nVar.

Cut Nom Var3cU Rel. diff. [%]

beforeTruthAZHCheck 100000.000 100000.000 0
beforeLeptonPt 97825.000 97833.000 -0.0081772
beforeLeptonEta 86450.000 86280.000 0.197033
beforeZMass 81802.000 81681.000 0.148137
before1stJetMul 73294.000 73298.000 -0.00545717
beforeJetPreSel 72197.000 72368.000 -0.236292
before2ndJetMul 72197.000 72368.000 -0.236292
beforeJetPt 71565.000 71813.000 -0.345341
beforeResolvingJets 71559.000 71805.000 -0.342595
ResolveJetsPreSel 71559.000 71805.000 -0.342595
ResolveJetsdRW1 63083.000 62918.000 0.262246
ResolveJetsdRW2 44526.000 43495.000 2.37039
ResolveJetsH2 38815.000 37812.000 2.6526
ResolveJetsW1W2mass 37085.000 35981.000 3.06829
Before Jvar 37085.000 35981.000 3.06829

13.2.3 PDF

The systematic uncertainty due to the choice of PDF can be estimated
by use of alternative PDF sets when generating Monte Carlo events.
However, the central values for the nominal PDF set already fit data
well for gluon fusion1.1 According to internal documentation,

https://twiki.cern.ch/twiki/
bin/viewauth/AtlasProtected/
PdfRecommendations#Computing_PDF_
uncertainties.

Figure 13.3: The relative dif-
ference on signal acceptance
as a function of mA due to the
re-weighting variation using
NNPDF23_lo_as_0130_qed.

The uncertainties on the central values within the PDF due to the
fitting method (or training in the case of NNPDF) can be estimated
from alternative eigensets, which carry variations of the fit parameters.
The standard deviation of 100 eigensets added in quadrature for the
nominal PDF set, NNPDF23_lo_as_0130_qed, using LHAPDF [155] in
following the recommendations by Ref. [156] will be the PDF uncer-
tainty. The ratio of this uncertainty to the re-weighting factor of the
nominal PDF set will be applied on an event-to-event basis during the
event selection on the reconstructed data.

The re-weighting is applied to the following samples: (300, 200),
(350, 250), (400, 200), (500, 200), (600, 400), (700, 200), and (800, 500).
The effect on the acceptance is shown in Fig. 13.3, which shows the
acceptance uncertainty due to the PDF variation as a function of
mA. The upper and lower variations are found to be symmetric and
hence the absolute value is shown only. The following function is
superimposed on the figure:

PDF uncertainty[%] = 2.1 + 0.70× mA
100 GeV

. (13.1)

The expression fits the values well and is used as the PDF uncer-
tainty.

https://twiki.cern.ch/twiki/bin/viewauth/AtlasProtected/PdfRecommendations#Computing_PDF_uncertainties
https://twiki.cern.ch/twiki/bin/viewauth/AtlasProtected/PdfRecommendations#Computing_PDF_uncertainties
https://twiki.cern.ch/twiki/bin/viewauth/AtlasProtected/PdfRecommendations#Computing_PDF_uncertainties
https://twiki.cern.ch/twiki/bin/viewauth/AtlasProtected/PdfRecommendations#Computing_PDF_uncertainties
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13.3 Background modeling uncertainties

The corrections of the mismodeling have been covered in Sect. 11.1.
For the corrections, two systematic uncertainties were derived using
half of the fit to the corrections.

The remaining modeling uncertainty for m4q is derived using
2015+2016 data. The disagreement between data and simulation is
plotted and fitted for m4q in Fig. 13.4, where the simulation is scaled
to match data before-hand. The ratio is fitted with a linear expres-
sion:

−0.04181 + 0.00016m4q

The fit expression will be applied as a weight to the analysis and
its full value used as a systematic for the limit setting, similar to the
previous two mismodeling systematics that used half the value as
uncertainty (Sect. 11.1).
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14 Fit model

In this chapter, we will build our fit model, which we will fit to real data. We start by
introducing the likelihood function with its statistical and systematic uncertainties.
We will then first apply this fit model to the simulated data as well as real, blinded
data to validate our model. With satisfactory results, we then apply the fit model to
real, unblinded data and examine the model one last time. Actual results from the fit
will be shown in the next chapter.
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The nominal, simulated backgrounds were shown against real data in
Chap. 11. At that point, the expected sum of backgrounds was merely
compared with data. In order to give proper expected upper limits
on the production cross-section, the normalizations and shapes need
to be estimated from data. These estimations are for instance Z+jets
and tt̄ normalization factors derived from their control regions, which
have been combined into one bin each; additionally, one sigma up
and down variations of systematics (from detector, reconstruction, or
theory) provide alternative shapes which can correct the simulated
background towards data.

This is accomplished by the use of a fit model that encompasses all
nominal as well as systematic information and has the flexibility to fit
the simulated background to data within the boundaries given by the
statistical and systematic variations.

The expected number of signal or background events is modeled
by the Poisson distribution,

P (N|B) = e−BBN

N!
,

which gives the probability of observing N events given B expected
background events.

To take normalization and shape systematics into account, each
bin2 must also be modeled by a probability density function (pdf). 2 Or each event for unbinned fits.

One can multiply the independent pdfs to form a pdf for the ensem-
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ble. In general terms, the pdf will be of the form [157],

PDF(B|θ) = Poisson(N|B) ∏
i=bins

f (Bi|θ),

where f (Bi|θ) is a pdf for the expected background in bin i given the
vector of systematic uncertainties θ.

The observed number of events N is fixed to the real data recorded.
Instead, the expected background events is varied until the probabil-
ity calculated from the PDF is maximized. This is the maximum
likelihood estimation. One constructs the likelihood function from the
pdfs,

L(µ|θ) = ∏
i=bins

Poisson
[

Ni

∣∣∣ µSi + Bi(θ)
]
· G(θ),

where µ is a parameter of interest apart from the systematics in θ

that scales the expected signal events Si, and pdfs constraining the
systematic uncertainties are multiplied on as G(θ). µ = 1 corre-
sponds to the expected signal strength, and µ = 0 means no signal
(ie. background-only) following the definitions in Tab. 14.1.

Hypo. PDF

Null Poisson
[

Ni

∣∣∣ Bi(θ)
]

Alt. Poisson
[

Ni

∣∣∣ µSi + Bi(θ)
]

Table 14.1: The null hypothesis
assumes background only. The
alternative hypothesis includes
signal S with fitted strength µ.

When the likelihood function has been maximized, the best uncon-
ditional estimate of θ becomes θ̂. The conditional estimate is denoted ˆ̂θ
and is found by maximizing the likelihood with one or more parame-
ters fixed (µ in this case).

The likelihood value on its own has no meaning, but one can cre-
ate a test statistic that is a quantification of the hypothesis testing
using Wilks’ theorem [158]. From aforementioned estimates, one can
calculate the profile likelihood ratio1 [157],1 Since µ̂ can become negative, the

denominator sets µ̂ = 0 for negative µ̂.

λ(µ) =
L(µ| ˆ̂θ)
L(µ̂|θ̂)

,

where λ(µ) has the property 0 < λ(µ) < 1. If the alternative hypothe-
sis agrees with the null hypothesis, the value becomes 1.

This ratio is used to form the test statistic,

qµ = −2 ln λ(µ),

for values µ ≥ µ̂. This test statistic can be converted to a p-value:

pµ =
w ∞

qµ ,obs
PDF(qµ|µ, ˆ̂θ) dqµ. (14.1)

Figure 14.1: The pdfs for the
signal+background (brown dot-
dashed lines) and background-
only (blue dashed lines). The
observed value (vertical red
line) in the middle of the sig-
nal+background distribution has
excluded CLb but not 1−CLb (yel-
low area). If the two distributions
overlap further, the experiment
is less sensitive to new signals.
Adapted from [159].

This test statistic is used to establish an upper limit on µ, ie. by
finding µ for which p < 0.05. Since "inferior" experiments (large
backgrounds, large uncertainties) can more easily reject a signal
(see Fig. 14.1), a more robust measure is the modified frequentist
confidence method, CLs [159], which scales the signal+background
probability by the background-only rejection,

CLs =
pµ

p0
,

where 1− p0 is the p-value of the background-only hypothesis. p0 is
calculated by setting µ = 0 in Eq. (14.1).
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The p-value can be converted to a Z significance by reversing the
one-sided p-value calculation of a unit Gaussian at Z standard devia-
tions [160]:

Z = Φ−1(1− p0).

14.1 The likelihood function

The fit model is implemented in a custom framework built upon
RooStats [161] and RooFit [162] that are included in the ROOT frame-
work [150]. Minuit2 [163, 164] is used for the minimization of the
likelihood function.

Uncertainties are added to the fit model as nuisance parameters
(NPs). Shape and normalization systematics are constrained by either
unit Gaussian or log-normal distributions. Statistical uncertainties
are constrained by Poisson distributions. The floating normalizations
for the Z+jets (named norm_Z) and tt̄ (norm_ttbar) backgrounds are
constrained by their single-bin control regions. Note that the list of
NPs have been reduced from the initial full list (cf. Sect. 14.2.1).

The likelihood function is a product of Poisson distributions in
each bin with additional constraints from nuisance parameters:

L (µ, α, θ | mA, mH) = ∏
r=regions

∏
i=bins

Poisson
[

Nr,i

∣∣∣ µ×Sr,i(mA, mH , θ)+ Br,i(α, θ)
]
·G(θ),

where

• µ, the parameter of interest, is a factor to the expected signal rate,
• α is a vector of floating scale factors for the Z+jets an tt̄ normaliza-

tions,
• θ is a vector of all NPs,
• Nr,i is the number of observed events in bin i in region r,
• Sr,i is the number of expected signal events in bin i in region r for

the mass hypothesis (mA, mH),
• Br,i is the number of expected background events (for all pro-

cesses) in bin i in region r, and
• G(θ) is a product of the unit Gaussians that each constrain an NP.

Sr,i is scaled to the integrated luminosity, cross-section times
branching ratio and selection efficiency times acceptance. Br,i is the
sum of all simulated backgrounds but includes the scale factors for
Z+jets and tt̄.

The expected signal and background events in each bin are af-
fected by the normalization and shape NPs. The process-specific
normalizations naturally only affect the expected background. The
product over the regions represents the signal region and the two
single-bin control regions that aid in constraining the floating back-
ground normalizations.

The NPs additional to the experimental systematics are listed in
Tab. 14.2. The data-driven uncertainties for the background modeling
were made for the sum of all backgrounds and covered in Sects. 11.1
and 13.3.
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The diboson uncertainties are derived in Ref.1 [165] under similar1 This reference is an internal docu-
ment. kinematic conditions. They find an uncertainty of approximately 20%.

To account for the two additional jets of this analysis, the uncertain-
ties are increased by adding 25% in quadrature for each additional
jet2. With the two additional jets, the diboson systematic uncertain-2 This method has been used in previ-

ous analyses to extrapolate estimations
to additional jets.

ties are about 50% uncertainty. The uncertainty for single-top cross-
section is 20% based on Ref. [166]. However, these backgrounds are
very small, so the precise sizes of the uncertainties matter little.

The fit model is rather complex and includes a fair number of bins
and a large number of NPs. To speed up and stabilize the fitting pro-
cedure, NPs that contribute very little are automatically pruned away
before the minimization step. The level of contribution is quantified
by requiring that at least one systematic bin deviates from the nom-
inal by 1%, among others. "One-sided" NPs only have one variation.
These are symmetrized to have equal but opposite up and down
variations before the minimization step.

Some NPs, though especially JER and JES, can have large statistical
fluctuations due to a limited number of simulated events, and that
can lead to non-parabolic shapes near the likelihood extremum. This
can be partly mitigated by the act of smoothing. The default smooth-
ing algorithm works on the ratio between the nominal histogram and
each systematic histogram and will combine the extremum bin with
the smallest χ2 between the nominal and systematic values in that
bin with its right neighbor iteratively until 3 extrema remain. The
signal systematics (e.g. shape and normalization systematics from
the interpolation), the four EL_EFF systematics, and the mismodeling
systematics are never smoothed.

To maximize signal significance, a custom automatic rebinning
method is employed as follows. The peak of the interpolated signal is
identified and its bin value is saved; bins for the sum of the simulated
backgrounds are likewise saved. The bins to the side of the peak,
starting on the left and switching side at every step, are then added
to the sum until all of the following criteria are met:

• the sum reaches at least 68.3% of the total signal yield,
• the error on the sum of background bins in the same interval is

less than 30%, and
• the summed bins span at least 10 GeV.

Starting with the first non-zero background bin from the left, bins
are combined until the error on the combined bins is less than a tol-
erance level and span at least 10 GeV. The tolerance is defined as 7
times the relative error on the full background (though max. 20%).
This is repeated until the bin contained in the combined signal peak
is reached. The same is done for bins starting at the first non-zero
background bin from the right. Finally, bins, starting at the first bin,
with 0 background are removed, until a bin with a non-zero value is
met. The same is done for bins starting at the last bin.
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Process Parameter name Description Value Effect

All PtV p``T shape correction - Shape
Jet0pt plead jet

T shape correction - Shape
Mqqqq m4q shape correction - Shape

Z norm_Z Z+jets normalization Floating Norm
Top norm_ttbar tt̄ normalization Floating Norm

stopWtNorm tW normalization 20% Norm
stopsNorm single top s-channel normalization 20% Norm

Diboson WWNorm WW normalization 50% Norm
ZZNorm ZZ normalization 50% Norm
WZNorm WZ normalization 50% Norm

Signal TheoryScaleAcc_signal QCD scale variation 1.5% Norm
TheoryTuneAcc_signal Tune variation 3% Norm
TheoryPDFAcc_signal PDF variation 2.1 + 0.70× mA

100 GeV [%] Norm

Table 14.2: Nuisance parameters in
addition to the experimental sys-
tematics, which were provided in
the previous chapter (ie. Tab. 13.2).

14.2 Model inspection with Asimov

The Asimov dataset, first formalized in Ref. [160], is created from
the simulated background. Instead of performing many Monte Carlo
simulations to estimate the fit model’s uncertainty when applied to
the simulation, the model can be fit on the Asimov dataset, which is
created from the sum of the nominal simulated backgrounds. The
uncertainties on the model parameters can be estimated from this fit
in the asymptotic limit, although the assumption is found to be valid
even for somewhat small datasets [160].

Pull1 plots for the NPs entering the fit are shown in Fig. 14.2 for 1 Defined as the fitted value subtracted
from the initial value and divided by
the uncertainty on the fitted value.

three representative mass points and App. 19.D for the remaining
mass points. The boxes in the pull figures show the significance of
each pull. Due to lack of numerical accuracy, pulls that constrain
extremely little might have large uncertainties, leading to fake large
significances.

NPs are ranked by fixing them at their positive or negative one-
sigma values one at a time and noting the difference on µ. Fits lead-
ing to large ∆µ show large impact on the fit. Fig. 14.3 shows the im-
pact (blue bars; upper horizontal axis) for the 25 impact-leading NPs
as well as their pulls (black points; lower horizontal axis), which were
shown in the previous figure. The yellow band shows the "pre-fit"
impact by scaling the post-fit impact with the inverse of the pull. The
NPs are ordered by the sizes of their post-fit impacts.

The rank plots shows the absolute change on the signal strengths.
Tab. 14.3 shows the relative uncertainties on µ̂ from the leading
sources of systematic uncertainty for two mass points. Uncertain-
ties having the largest impact depend on the choice of (mA, mH).
However, the jet energy scale and resolution clearly dominate the
uncertainty. They are followed by simulation statistics and the sys-
tematic uncertainties derived for the background mismodeling.
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Figure 14.2: The pulls of the nuisance parameters used in the Asimov fits for the samples (300, 200), (600, 400), and
(800, 700).
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Figure 14.3: The post-fit ranking of the nuisance parameters used in the Asimov fits for the signals (a) (300, 200), (b)
(600, 300), and (c) (800, 700).
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Table 14.3: The effect of the most
important sources of uncer-
tainty on µ̂ at two mass points,
(500, 300) and (700, 200). The sig-
nal cross-sections are taken to be
the expected median upper limits
and they correspond to values that
are shown on the table next to the
indicated mass points. "Sim. stat."
stands for simulation statistics,
"Sig. interp." for signal interpo-
lation, and "Bkg. model." for the
background modeling. "Theory"
refers to the theoretical uncertain-
ties on signal due to scales, tune,
and PDF.

(500, 300), 0.70 pb (700, 200), 0.38 pb

Source ∆µ̂/µ̂ [%] Source ∆µ̂/µ̂ [%]

Data stat. 32 Data stat. 33

Total syst. 42 Total stat. 38
Sim. stat. 24 Sim. stat. 19
Sig. interp. 14 Sig. interp. 12
Bkg. model. 14 Bkg. model. 16
JES/JER 30 JES/JER 23
Theory 6.5 Theory 7.6

14.2.1 NP reduction campaign

The production of the final histograms using all relevant systematics
(including all years and all backgrounds) took initially O(weeks).
To reduce the production time, a single production was made using
only real and simulated data from 2015+2016 including all system-
atics. The systematics were ranked according to their impact on the
final limit for all simulated signals. Then a number of leading sys-
tematics for each simulated signal were selected, and a union of these
was chosen as the set of systematics that will be used for future pro-
ductions. An important criterion for selection process was that the
final limit would be insignificantly affected. It was decided that a
change of O(1%) in the limit, much less than the statistical uncer-
tainty, would be tolerable.

During this campaign, a different number of leading systemat-
ics were tested. In the end, it was decided to use the union of the 15
leading systematics of each simulated signal1. The pruned list gives1 The size of this final set is larger

than 15. a difference of approximately 1 percent (or much less) in the final
limit for most signals. The final list of systematics chosen was check-
marked in Tab. 13.1, and the impact of this reduction is shown in
Tab. 14.4.

With the pruned systematics, reduced number of backgrounds
(cf. Sect. 8.1), and optimizations in the code, the full production was
reduced to O(days).
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mA mH All Pruned Rel. diff. Stat. only

300 200 0.2163 0.2134 1.35% 0.0808
350 250 0.1119 0.1103 1.43% 0.0580
400 200 0.1028 0.1019 0.93% 0.0579
400 300 0.0560 0.0560 0.02% 0.0360
500 200 0.0693 0.0684 1.27% 0.0375
500 300 0.0473 0.0473 0.02% 0.0349
500 350 0.0421 0.0420 0.10% 0.0317
500 400 0.0209 0.0208 0.33% 0.0181
600 200 0.0324 0.0317 2.36% 0.0234
600 300 0.0308 0.0307 0.41% 0.0243
600 400 0.0186 0.0186 0.13% 0.0159
600 480 0.0128 0.0127 0.75% 0.0105
700 200 0.0166 0.0165 0.61% 0.0140
700 500 0.0097 0.0097 0.11% 0.0086
800 200 0.0113 0.0113 0.18% 0.0102
800 300 0.0129 0.0129 0.03% 0.0115
800 500 0.0073 0.0073 0.02% 0.0067
800 600 0.0061 0.0061 0.05% 0.0056
800 700 0.0052 0.0052 < 0.01% 0.0047

Table 14.4: The final limits for
the fit model including all or a
reduced list of systematics. "All"
contains all systematics except for
the modeling systematics, which
were finalized later in the analysis.
"Pruned" contains the NPs with
checkmarks in Tab. 13.1. Limits
with no systematics at all (stat.
only) are shown for comparison.

14.3 Blinded model inspection with real data

To get a better understanding of the NPs, real data in the SR at Level
2 (before any m4q window) has been fitted using a background-only
assumption. The calculated limits and significances will not be ob-
served. The fits are made using different lower bounds for mA to
show the stability of the fits for higher masses; for a choice of mH , the
lower bound of mA is set to mH + 90 GeV. These lower bounds are
also used in the final fits. The pull plots can be found in Fig. 14.4.

In making these fits, two major changes to the analysis have been
made:

• An alternative smoothing algorithm is used because the standard
smoothing algorithm was not effective or aggressive enough in
smoothing fluctuations in the smaller NPs

• A number of NPs have had their variations symmetrized by av-
eraging up and down because they were pulled or constrained
strongly (even after switching smoothing algorithm):

– MUON_SAGITTA_RESBIAS
– JET_CR_JET_Pileup_RhoTopology
– JET_CR_JET_Pileup_OffsetNPV
– JET_CR_JET_Pileup_PtTerm
– JET_CR_JET_Pileup_OffsetMu
– JET_CR_JET_EffectiveNP_Mixed1
– JET_CR_JET_EffectiveNP_Modelling1
– JET_CR_JET_EtaIntercalibration_Modelling
– JET_CR_JET_BJES_Response
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– JET_CR_JET_Flavor_Composition
– JET_CR_JET_Flavor_Response

The alternative smoothing algorithm is based on the Nadaraya–
Watson kernel regression estimate [167, 168] and applied on the ratio
between each systematic histogram and the nominal histogram. Be-
fore applying the smoothing algorithm, the bins of each systematic
histogram is combined so as to have at most 5% uncertainty each.
The "box" kernel is used. The kernel bandwidth parameter is es-
timated from the average of the bandwidth parameters that, after
smoothing, give the smallest χ2 difference per bin, where the bin
itself has been interpolated by the kernel.

14.4 Model inspection with real data

The signal has been interpolated in 10 GeV steps in the range 200 <

mH < 700 and mH + 100 < mA < 800 GeV. This gives 1326 signal
regions.

See Figs. 14.5 and 14.6 for the pull plots and NP ranks of four rep-
resentative mass points. App. 19.E contains post-fits, pull plots, and
ranks for the remaining mass points. The NPs are not much pulled
overall, and they also show little bias. The data-driven background
modeling systematics do show rather large pull in several cases.
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Figure 14.4: The pulls of the nui-
sance parameters used in the
blinded observed fits to real data.
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Figure 14.5: The unblinded pull plots.
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Figure 14.6: The unblinded post-fit ranking of the nuisance parameters used in the fits.





15 Results

The fit model was examined in the previous chapter, and the NPs were found to be
mostly reasonable, that is to say we saw few cases of very biased or very constrained
or pulled NPs. We can now with confidence examine the post-fit plots of the mass
distribution and derive upper limits on the production cross-section of our theoretical
particles in the case of no discovery. This chapter will show these results in the
narrow-width and large-width cases separately and finally set exclusions on parts of
the phase space of the 2HDM type-I introduced in Sect. 1.2, given that we know the
theoretical cross-sections and branching ratios.
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As mentioned in Sect. 14.4, the signal was interpolated in 10 GeV
steps in the range 200 < mH < 700 and mH + 100 < mA < 800 GeV
yielding 1326 SRs in 51 m4q windows. The limits, given as

σAZH = σ(gg→ A)× BR(A→ ZH)× BR(H →WW)

in picobarn, and their p-values, given by Eq. (14.1), have been calcu-
lated and will be shown in 2D as a function of the H and A masses
for the signal hypotheses. The limits will also be shown in 1D in
slices of mH . Signals shown in this chapter are scaled such that
σAZH = 1 pb.

Before showing the final results, some intermediate background-
only post-fit figures for m4q, J, pT of leading jet, and p``T will be
shown for the SR at Level 2 (after the J selection but before any m4q

window), except J that will be shown at Level 1. The fits have been
done in the same way except the side-band region is not (ie. cannot
be) included. The post-fit of m4q must agree well with data so as not
to introduce any bias for some signal hypotheses. Fig. 15.1a shows
extremely good agreement. J was used to remove background, and
its pre-fit modeling at high values did show some disagreement. As
can be seen in Fig. 15.1b, the post-fit shows good agreement. The two
momenta in Figs. 15.1c and 15.1d were used to correct some of the
pre-fit mismodeling and introduce systematic uncertainties that the
likelihood fit could use to correct the remaining mismodeling.

Background-only fits to data in the SR at Level 3 using both con-
trol regions are shown in Figs. 15.2a–15.2d for four representative
signal hypotheses. Fig. 15.2e shows the most significant (defined in a
moment) signal hypothesis. The figures contain the post-fit expected
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background and the observed data with each a signal hypothesis.
App. 19.E contains post-fits, pull plots, and ranks for the remaining
mass points for which signal was simulated.
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Figure 15.1: Post-fit plots in the SR
at Level 2 (except for (b) that is at
Level 1) of (a) the mass m4q of the
H candidate, (b) the J variable, (c)
the pT of the leading jet, and (d)
the pT of the Z candidate.
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Figure 15.2: (a-d) The post-fit plots for four representative signal hypotheses. (e) The post-fit plot for the (440, 310)
signal hypothesis with local significance at 2.9 sigma.
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The fits have then been done on the combined signal and back-
ground. No excess above 3 sigma has been observed; the largest
local (global) deviation is 2.9 (0.82) sigma at (440, 310). The global
significance has been calculated from the largest up-crossing [169]
of 15 at mA = 750 GeV in Fig. 15.4d. The upper limit varies from
8.9 pb (3.6 pb expected) for the (340, 220) signal hypothesis down to
0.023 pb (0.041 pb expected) for the (770, 660) signal hypothesis.

The limits are shown in slices of mH in Fig. 15.3 in the usual "Brazil
bands" for the narrow-width signals. The large-width signals without
error bands are shown as well, and they will be further discussed in
the next section. See Fig. 15.3c for the 1D limit slice hosting the mass
point, whose post-fit mass was shown in Fig. 15.2e. See App. 19.F for
the remaining slices. For low mH (mH < 300), the observed narrow-
width limits dip below the expected at around mA = 430 GeV and
then consistently overshoot after mA = 560 GeV. This overshoot-
ing disappears for slices mH = 250 GeV and higher. However, the
dip is visible in some fashion relative to the original position up to
mH = 370 GeV.
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Figure 15.3: The limits on the
production cross-section times
branching ratios for A in mH slices
of 200, 300, 310, and 400 GeV,
respectively. The mH = 310 GeV
slice hosts the largest deviation at
mA = 440 GeV.

The limits for all 1326 signal hypotheses are drawn in a 2D his-
togram (each bin representing an SR) in Fig. 15.4, which includes the
significances of these limits. Figs. 15.4a and 15.4b respectively show
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the expected and observed 95% upper limits. The uncertainties on the
limits are not shown in the 2D figures, and the reader may refer to
the previous 1D slices or the p-values in Fig. 15.4c. As noted earlier,
no excess above 3 sigma is observed, and the observed data can be
considered consistent with the background-only hypothesis.
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15.1 Large-width and 2HDM limits

Before showing results in the 2HDM interpretation, a benchmark
with fixed large widths is made. The limits for signals with 10% and
20% widths are shown in Fig. 15.5 in 2D and was shown in Fig. 15.3
for different mH slices. The dip and overshoot seen for narrow-width
signals are also visible for the large-width signals. As the width of
A increases, a decrease in the signal significance is to be expected,
which can be seen as higher upper limits for the large width signals.
The local deviations are 0.68 sigma and 0.74 sigma at (440, 310) for
10% and 20% width signals, respectively.

The observed data is now interpreted in the type-I 2HDM model
using the setup and settings described in Sect. 1.2 to derive the theo-
retical production cross-sections, branching ratios, and A widths. Due
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Figure 15.5: Left column: The
expected limits for A and H. Right
column: Observed limits. Top row:
Signals of 10% width. Bottom row:
Signals of 20% width.

to the analysis searching for off-alignment signals, the at-alignment
constrain cos(β− α) = 0 cannot be applied. Instead, the results will
be shown as a function of cos(β − α) and mA in slices of tan β and
mH in Fig. 15.6. The dip and overshoot are visible in the exclusion
figures, especially for tan β = 0.5, as respective observed exclusions
around 430 GeV in the about 2 sigma band of the expected exclusions
and no observed exclusions for higher mA where there was expected
exclusion. The majority of the parameter space that the analysis is
sensitive to is already excluded by previous ATLAS analyses [25]
(cf. Fig. 1.8b). Since the lepton-specific type is identical to type-I in
the quark sector, these results apply to the former model as well for
the given tan β slices1. As this analysis has not included b-associated1 For larger values, H → ττ takes over.

production, which is important to type-II and the flipped type, no
exclusions are provided for these models.
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Figure 15.6: The expected and observed exclusion limits for mA as a function of cos(β− α) for three tan β slices
(values 0.5, 1.0, and 2.0 for the rows from top to bottom) for mH = 200 (left column) and 240 GeV (right column). Only
type-I is shown, since the analysis has insignificant sensitivity to other types.
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The analysis has been completed, and we have set exclusions on the type-I 2HDM
model. We will discuss some issues that were stumbled upon during the analysis
work.

The analysis is a second iteration that now uses the full Run 2 data as
well as a second channel that covers 2HDM models away from align-
ment. The ``bb channel has no further sub-channels and therefore
selects directly the two leptons and b-tagged jets. The ``WW chan-
nel presented in this analysis has to reconstruct the W bosons from
their decay products. The branching ratios are about one-third to
leptons and two-thirds to hadrons [73]. Therefore, fully leptonic WW
decays happen in about 10 percent of decays, while branching ratios
for fully-hadronic and semi-leptonic are about 45 percent each. At the
start of the analysis, the ``WW channel originally contained both the
fully-hadronic and the semi-leptonic sub-channels in order to cover
the about 90 percent of the branching ratios. While the sensitivity
of the fully-hadronic channel is affected by the size of the hadronic
background, the semi-leptonic decay loses sensitivity due to the one
neutrino. The lost sensitivities would be somewhat regained by em-
ploying the parameterized neural network (pNN) [170] that has been
implemented by other analyses [171, 172].

Possible improvements considered but not used in the analysis in
this iteration are listed below. These can also be seen as suggested
alleys of improvement for future analyses.

(a) Neural network with contextual
features

(b) Performance of pNN vs regular
NN

Figure 16.1: (a) Individual regular
NNs that are separately trained on
sets of data with θ = θa and θ = θb
can be combined into a single NN
trained on the full set with θ as an
input feature. (b) The ROC curves
for a regular NN trained only on a
single mass point and pNNs that
are trained on either the full set
or the full set except for the single
mass point, thereby forcing it to
interpolate. The performance is
identical between all three cases.
Both from [170].

Use of machine learning to remove background Actually, a working
pNN model has been trained and evaluated on nominal simulated
data for this analysis, mostly in the ``bb channel. A pNN is a neural
network (NN) that incorporates the context into its feature set; in
this case, the network is parameterized by the signal masses mA

and mH , which are added along side the input features as shown in
Fig. 16.1a. The masses of all the input signal samples are added to a
histogram from which random values are sampled and added to the
background in order to remove any false discriminatory power on
the signal masses themselves. The end result is a single network with
the same power as NNs trained on individual mass points with the
additional powerful ability to interpolate to unseen mass points. An
example of the power of interpolation is shown in Fig. 16.1b.

For the architecture of the pNN in this analysis, the network is
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constructed by 5 layers of 800 nodes each with the ReLU activation
function and 20 percent dropout after each layer. The output layer
is one node with a sigmoid function. The binary cross-entropy is
used to calculate the loss, and the model is optimized by use of the
stochastic gradient descent. The model has been trained with a batch
size of 128 for 30 epochs. The input features are the kinematic vari-
ables pT, η, and φ for the two leptons and three leading jets as well
as the reconstructed mbb, m``bb, and mcor

``bb and the simulated masses
mA and mH . The performance of the pNN model is evaluated by
the significance (cf. Eq. (10.10)) calculated using wide bins of signal
and background to emulate the binning mechanism presented in
Sect. 14.1. For each simulated signal, the selection on the pNN score
that yields the largest significance is used. Fig. 16.2 shows the relative
improvement in the significance after applying the most significant
selections on the simulated ``bb signals; the expected significance
would be at least about 2 times higher compared to the combined J
selection and mbb window.

Figure 16.2: The relative im-
provement in significance when
selecting signal events using the
pNN compared to the combined J
selection and mbb window in the
``bb channel.
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Unfortunately, due to time constraints, the pNN could not be in-
cluded in later stages of the analysis, and so the actual improvements
remain to be seen1.1 However, several analyses reported

similarly positive results with pNNs at
the ATLAS Exotics + HDBS Workshop
2019, which ATLAS members can find
at https://indico.cern.ch/event/
801402/.

Issues with jet combinatorics The fully-hadronic ``WW sub-channel
has four jets in the final state, which need to be selected correctly
among the pileup jets. The simplest signal selection would be to
choose the 4 pT-leading jets in the event. The more advanced tech-
nique presented in this analysis deals with the combinatorics of
selecting jet pairs from each W boson. As stated in Chap. 10, the
advanced technique is better for every mass point. However, the solu-
tion is not elegant and suffers from several issues, some of which

https://indico.cern.ch/event/801402/
https://indico.cern.ch/event/801402/
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were mentioned in Sect. 10.2.2. The "correct combinations" were
determined using the "base selection" in the iterative method in
Sect. 10.2.1 instead of using proper truth-matching. This is in part
due to the lack of the necessary truth particles in the CxAOD files,
insufficient truth information saved on the reconstructed objects
(ie. only the absolute value of the PDG ID is saved!), and finally be-
cause truth-matching (using the available information) for the lower
masses proved difficult. Instead of parameterizing the three variables
∆R(W1), ∆R(W2), and H2 in f (mA, mH), their windows could be
derived from fits to errors bars drawn in 2D histograms. The method-
ology itself could also be changed from making windows from the
95% error bars to windows that are optimized by use of selections
that maximize significance as was done for the J and m`` optimiza-
tions. The analysis considered only the 5 pT-leading jets in the event,
and more careful combinatorics resolutions could include more jets.

Actually, before the ``WW signal samples used in this analy-
sis were generated, three representative samples had been made to
gauge the efficacy of the channel. These three samples were included
in a simple boosted decision tree (BDT), which used correct combi-
nations as signal and wrong combinations as background. The BDT
was not included in the analysis, as it was difficult to evaluate its per-
formance. With the full list of datasets available, a proper machine
learning algorithm that deals with combinatorics must be considered,
possibly even as part of the pNN.

Background modeling The issues of background modeling have been
covered well. Here follows additional thoughts. The pT mismodeling
seen for the Z+jets samples depends strongly on the number of jets in
the event. For fewer than 4 jets with pT > 20 GeV, little mismodeling
is seen. Events with 5 jets show significantly greater mismodeling
compared to events with 4 jets, and this mismodeling worsens for
higher multiplicity. The correction applied to the pZ

T distribution has
been inclusive in the number of jets. While the new generation of
V+jets samples will likely show better modeling, the mismodeling
can be better corrected if the correction is done exclusively per num-
ber of jets. The modeling of the J variable was not corrected, even
as higher values showed mismodeling outside the systematics band.
The variable was corrected in the ``bb channel. After the fit to data,
post-fit figures of pZ

T and J did show little disagreement between real
data and simulation, but finding and correcting the mismodeling in
these variables before fitting would be preferable.

Limited scope The ``WW channel unfortunately only contained the
ggA production. Had there been additional personpower available
for the channel, the bbA production mechanism could have been
included, and the results could have been interpreted in the type-II as
well.

The fully-hadronic channel for H → ZZ was not included even
though this would likely not add much work given the similarity
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to WW. Actually, the H → WW signal efficiency could have been
adjusted by examining the contamination from a few representative
H → ZZ without running the full analysis on many H → ZZ sam-
ples. The exclusions are therefore slightly conservative in this regard.

Summary To summarize the experiences with the ``WW channel, a
future iteration on this analysis should:

• Include the semi-leptonic channel,
• lower minimum H mass from the current 200 GeV,
• use the pNN for selection,
• as well as, following Tab. 14.3 in descending order of importance,

– use particle flow jets to decrease the JES/JER systematics1,1 This is already required in ATLAS.
Also, if memory serves, one can expect
about half the JES/JER uncertainty at
low pT using the PFlow jets.

– simulate more events per sample, and
– use newer Z+jets samples with less mismodeling at high jet

multiplicity.

The expected sensitivity for the type-I 2HDM model was presented
in Sect. 1.2. The exclusions on the production cross-section times
the branching ratios presented in Sect. 15.1 are in agreement with
expectations. To increase sensitivity for off-alignment searches, the
proposed improvements might not even be sufficient to cover heavier
mH bosons, if the branching ratios for A→ tt̄ and possibly H → hh
become so dominating after mH = 250 GeV. However, the expected
parameter space covers relatively low mH (cf. Fig. 1.6b), and the im-
proved sensitivity may still exclude higher mA and tan β, which these
results only moderate exclude.

Run 3 of the LHC has so far been delayed to around 2022 due to
the current world situation, but will never-the-less eventually deliver
about 300 fb−1 of integrated luminosity with 14 TeV of center-of-
mass energy. The high-luminosity LHC will some day deliver ten
times as much integrated luminosity. The suggested improvements
and the additional integrated luminosity open the door for new rare
processes, but the A → ZH channel of the 2HDM models remains a
strong contestant for finding new Higgs bosons, whose existence may
be used to explain that the observed baryon asymmetry is due to the
electroweak phase transition in the early universe.
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17 Conclusion

In this thesis, both performance and physics analyses have been pre-
sented. The performance analysis focused on the TRT electron identi-
fication (PID) using real data for calibration. In the physics analysis, a
search for new heavy Higgs bosons has been done.

Performance analysis The PID has been calibrated by Z → ee and
Z → µµ events obtained using the tag and probe method applied to
simulated data as well as 2016 data recorded by the ATLAS experi-
ment at the LHC.

In both simulation and data, electron (muon) counts now correctly
fall off for decreasing (increasing) electron probability. Correction
factors (CFs) have been tested for possible dependence on occupancy.
The CFs have shown to have little dependency except for CF(TW) for
muons past TW = 1.8 mm. A track-based pHT method was investi-
gated but showed no improvement in calibration.

Overall, the improvement in PID performance in both data and
simulation compared to the previous calibration has been shown.
Using the full set of CFs has also improved the performance of the
tool in data. The new calibration reduces the background efficiency
by 1.45 percentage points in data and 3.31 p.p. in simulation at 95%
signal efficiency compared to the calibration from 2015.

Physics analysis Data has been recorded by the ATLAS experiment at
the LHC during the years 2015–2018, corresponding to an integrated
luminosity of 139 fb−1 from proton–proton collisions at 13 TeV of
center-of-mass energy.

In the search of new Higgs bosons, the analysis has focused
on the A→ ZH signature with A produced by gluon–gluon fu-
sion, Z decaying to leptons, and H decaying to WW that further
decay hadronically. The mass range of 300 < mA < 800 GeV and
200 < mH < 700 GeV with mA −mH ≥ 100 GeV, relevant for elec-
troweak baryogenesis, has been covered.

No significant excess above the Standard Model prediction has
been observed. Upper limits at the 95% confidence level are set to
0.023–8.9 pb for σ(gg→ A)× BR(A→ ZH)× BR(H →WW). Exclu-
sions have been placed on type-I 2HDM models in the (cos(β− α), mA)

plane for different mH and tan β values.
The H →WW channel is a novel addition to the A→ ZH search

and presents new possibilities for constraining 2HDM parameters
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away from the alignment limit. As the LHC enters Run 3 and is even-
tually upgraded to the high-luminosity LHC, this channel remains a
viable option for finding new physics beyond the Standard Model.
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(a) The high-threshold fraction plotted as a function of the track occupancy and the γ factor
with muons on the left and electrons on the right. This figure is only for xenon straws in the
barrel. The colored lines correspond to the colored points on the upper sub-figures of the onset
figures.
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After fit

(b) The high-threshold fraction plotted as a function of the track occupancy and the γ factor
after fitting. Muons are on the left and electrons are on the right.
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(c) Ratio of high-threshold fractions before and after the fit.
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(d) Onset curves after fitting in slices of occupancy.

Figure 18.1: Calibrations results for all gases and TRT parts.
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Before fit

(a) The high-threshold fraction plotted as a function of the track occupancy and the γ factor
with muons on the left and electrons on the right. This figure is only for xenon straws in the
barrel. The colored lines correspond to the colored points on the upper sub-figures of the onset
figures.
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After fit

(b) The high-threshold fraction plotted as a function of the track occupancy and the γ factor
after fitting. Muons are on the left and electrons are on the right.
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(c) Ratio of high-threshold fractions before and after the fit.
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(d) Onset curves after fitting in slices of occupancy.

Figure 18.2: Calibrations results for all gases and TRT parts.
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Before fit

(a) The high-threshold fraction plotted as a function of the track occupancy and the γ factor
with muons on the left and electrons on the right. This figure is only for xenon straws in the
barrel. The colored lines correspond to the colored points on the upper sub-figures of the onset
figures.
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After fit

(b) The high-threshold fraction plotted as a function of the track occupancy and the γ factor
after fitting. Muons are on the left and electrons are on the right.
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Ratio plot

(c) Ratio of high-threshold fractions before and after the fit.
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(d) Onset curves after fitting in slices of occupancy.

Figure 18.3: Calibrations results for all gases and TRT parts.
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Before fit

(a) The high-threshold fraction plotted as a function of the track occupancy and the γ factor
with muons on the left and electrons on the right. This figure is only for xenon straws in the
barrel. The colored lines correspond to the colored points on the upper sub-figures of the onset
figures.
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After fit

(b) The high-threshold fraction plotted as a function of the track occupancy and the γ factor
after fitting. Muons are on the left and electrons are on the right.
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(c) Ratio of high-threshold fractions before and after the fit.
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(d) Onset curves after fitting in slices of occupancy.

Figure 18.4: Calibrations results for all gases and TRT parts.
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Before fit

(a) The high-threshold fraction plotted as a function of the track occupancy and the γ factor
with muons on the left and electrons on the right. This figure is only for xenon straws in the
barrel. The colored lines correspond to the colored points on the upper sub-figures of the onset
figures.
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(b) The high-threshold fraction plotted as a function of the track occupancy and the γ factor
after fitting. Muons are on the left and electrons are on the right.
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Ratio plot

(c) Ratio of high-threshold fractions before and after the fit.
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(d) Onset curves after fitting in slices of occupancy.

Figure 18.5: Calibrations results for all gases and TRT parts.
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Figure 18.6: Upper: Electron and
muon counts of electron proba-
bilities for the previous and new
tuning. Lower: ROC curves for
the previous calibration as well as
the new calibration with different
choices of CF combinations. This
figure is for an η range where hits
will mostly be within the detec-
tor part given in the figure. See
Fig. 18.9 for an explanation.
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Figure 18.7: Upper: Electron and
muon counts of electron proba-
bilities for the previous and new
tuning. Lower: ROC curves for
the previous calibration as well as
the new calibration with different
choices of CF combinations. This
figure is for an η range where hits
will mostly be within the detec-
tor part given in the figure. See
Fig. 18.9 for an explanation.
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Figure 18.8: Upper: Electron and
muon counts of electron proba-
bilities for the previous and new
tuning. Lower: ROC curves for
the previous calibration as well as
the new calibration with different
choices of CF combinations. This
figure is for an η range where hits
will mostly be within the detec-
tor part given in the figure. See
Fig. 18.9 for an explanation.
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Figure 18.9: The ROC curves
in this appendix are shown for
three η regions of the detector
corresponding to the barrel and
the endcaps in which tracks will
almost exclusively hit, according
to this figure.
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18.B z-scores between raw and fitted pHT

Fig. 6.2b in Sect. 6.1 shows the ratio between the raw high-threshold
probabilities and those predicted by the fit. The ratio does not take
uncertainties into account, hence the more noisy borders with lower
statistics appearing red.

Instead, the z-score (significance) can be calculated, taking the
uncertainties into account:

|z| = |praw − pfit|√
σ2

raw + σ2
fit

. (18.1)

The discrepancy between simulation and data in Fig. 18.10 is still
visible, however, the edges now no longer show any deviation.

Figure 18.10: Absolute z-score
between high-threshold fractions
before and after fiting.
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Figure 18.11: Absolute z-score
between high-threshold fractions
before and after fiting.
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Figure 18.12: Absolute z-score
between high-threshold fractions
before and after fiting.
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Figure 18.13: Absolute z-score
between high-threshold fractions
before and after fiting.

210
3

10 410
5

10
6

10
 factorγ 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

T
ra

c
k
 o

c
c
u

p
a

n
c
y

0

1

2

3

4

5

6

H
T

|z
-s

c
o
re

| 
b
e

tw
e
e

n
 r

a
w

 a
n

d
 f

it
te

d
 p 

Argon, Endcap A
Data 2016

|z-score|

210 310 410 510 610
 factorγ 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

T
ra

c
k
 o

c
c
u

p
a

n
c
y

0

1

2

3

4

5

6
H

T
|z

-s
c
o
re

| 
b
e

tw
e
e

n
 r

a
w

 a
n

d
 f

it
te

d
 p 

Argon, Endcap A
Simulation 2015

|z-score|

Figure 18.14: Absolute z-score
between high-threshold fractions
before and after fiting.
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Figure 18.15: Absolute z-score
between high-threshold fractions
before and after fiting.
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18.C Probability ratio on data before and after simulation-
tuned fit

These are the ratio plots for Sect. 6.4.2 on simulation-tuned calibra-
tion used on data. The ratio plots show great differences. The sim-
ulation tuned calibration applied on data is shown on the right. For
reference, the data on data plots are shown in the left.

Figure 18.16: The 2D fraction plot
in data has been divided by the
prediction from a simulation-
tuned calibration. For reference,
the data-tuned calibration applied
on data is shown on the left.

0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5

R
a
ti
o
 o

f 
d
a
ta

 a
n
d
 f
it
te

d
 p

ro
b
a
b
ili

ti
e
s

210
3

10 410
5

10
6

10
 factorγ 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

T
ra

c
k
 o

c
c
u
p
a
n
c
y

 
Xenon, Barrel
Data 2016

Ratio plot

0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5

R
a
ti
o
 o

f 
d
a
ta

 a
n
d
 f
it
te

d
 p

ro
b
a
b
ili

ti
e
s

210 310 410 510 610
 factorγ 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

T
ra

c
k
 o

c
c
u
p
a
n
c
y

 
Xenon, Barrel
Simulation on data

Ratio plot

Figure 18.17: The 2D fraction plot
in data has been divided by the
prediction from a simulation-
tuned calibration. For reference,
the data-tuned calibration applied
on data is shown on the left.
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Figure 18.18: The 2D fraction plot
in data has been divided by the
prediction from a simulation-
tuned calibration. For reference,
the data-tuned calibration applied
on data is shown on the left.
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Figure 18.19: The 2D fraction plot
in data has been divided by the
prediction from a simulation-
tuned calibration. For reference,
the data-tuned calibration applied
on data is shown on the left.
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Figure 18.20: The 2D fraction plot
in data has been divided by the
prediction from a simulation-
tuned calibration. For reference,
the data-tuned calibration applied
on data is shown on the left.
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Figure 18.21: The 2D fraction plot
in data has been divided by the
prediction from a simulation-
tuned calibration. For reference,
the data-tuned calibration applied
on data is shown on the left.
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18.D Correction factors (CFs)

In this section, all three CFs (SL, ZR, TW) are plotted for electrons
(top sub-figures) and muons (bottom sub-figures) with the usual data
on the left and simulation on the right. The CFs are separated into
barrel (main text) as well as endcap A and endcap B (this appendix)
hits. The track-to-wire (TW) correction factor was capped at to 1.0 for
TW ≥ 2.0 mm in the previous calibration. The reason for this has
been uncertainty regarding the behavior in data, seeing as the radius
of a TRT tube is 2.0 mm. The rising CF for TW > 2.0 mm is also
seen in data, and the main text (also App. 18.G) has shown that not
capping at 2.0 mm improves performance.

Figure 18.22: Correction factor (SL,
TW, or ZR) for the endcap A or
endcap B. Electrons are on the top
sub-figures, while muons are on
the bottom sub-figures.
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Figure 18.23: Correction factor (SL,
TW, or ZR) for the endcap A or
endcap B. Electrons are on the top
sub-figures, while muons are on
the bottom sub-figures.
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Figure 18.24: Correction factor (SL,
TW, or ZR) for the endcap A or
endcap B. Electrons are on the top
sub-figures, while muons are on
the bottom sub-figures.
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Figure 18.25: Correction factor (SL,
TW, or ZR) for the endcap A or
endcap B. Electrons are on the top
sub-figures, while muons are on
the bottom sub-figures.
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Figure 18.26: Correction factor (SL,
TW, or ZR) for the endcap A or
endcap B. Electrons are on the top
sub-figures, while muons are on
the bottom sub-figures.
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Figure 18.27: Correction factor (SL,
TW, or ZR) for the endcap A or
endcap B. Electrons are on the top
sub-figures, while muons are on
the bottom sub-figures.
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18.E Probabilities for all CF configurations

Fig. 6.4 in simulation shows a significant increase in performance,
due to the muon count now correctly falling for increasing electron
probability. In data, an increase in electron count for decreasing elec-
tron probability was also seen using the previous calibration.

The electron probability figures only compare the previous calibra-
tion against the new calibration with all CFs. To show that the change
in performance is not due to the additional CFs, the probabilities for
all CF configurations are plotted in Fig. 18.28. Now, electrons and
muons are shown in the same color, and the different colors denote
the different CF configurations.
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Figure 18.28: Probabilities with
different sets of and no CFs with
muons and electrons in the same
color. The black, dashed line is the
previous calibration for electrons.
The change in performance is not
due to the CFs.
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18.F CFs for different occupancy intervals

To verify the claim that the correction factors indeed are not corre-
lated with the occupancy, the CFs are computed for different intervals
of occupancy. They are calculated for 3 slices of occupancy with each
slice containing 1/3 of all entries from a 2D histogram of each vari-
able against occupancy. The bin at which select is computed for each
variable in each gas.

Figure 18.29: Correction factor (SL,
TW, or ZR) for the barrel, endcap
A, or endcap B. Electrons are on
the top sub-figures, while muons
are on the bottom sub-figures.
The lighter colors show higher
occupancy slices. Argon is only
present in one wheel in endcap B,
leading to very low statistics.
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Figure 18.30: Correction factor (SL,
TW, or ZR) for the barrel, endcap
A, or endcap B. Electrons are on
the top sub-figures, while muons
are on the bottom sub-figures.
The lighter colors show higher
occupancy slices. Argon is only
present in one wheel in endcap B,
leading to very low statistics.
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Figure 18.31: Correction factor (SL,
TW, or ZR) for the barrel, endcap
A, or endcap B. Electrons are on
the top sub-figures, while muons
are on the bottom sub-figures.
The lighter colors show higher
occupancy slices. Argon is only
present in one wheel in endcap B,
leading to very low statistics.
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Figure 18.32: Correction factor (SL,
TW, or ZR) for the barrel, endcap
A, or endcap B. Electrons are on
the top sub-figures, while muons
are on the bottom sub-figures.
The lighter colors show higher
occupancy slices. Argon is only
present in one wheel in endcap B,
leading to very low statistics.
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Figure 18.33: Correction factor (SL,
TW, or ZR) for the barrel, endcap
A, or endcap B. Electrons are on
the top sub-figures, while muons
are on the bottom sub-figures.
The lighter colors show higher
occupancy slices. Argon is only
present in one wheel in endcap B,
leading to very low statistics.
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Figure 18.34: Correction factor (SL,
TW, or ZR) for the barrel, endcap
A, or endcap B. Electrons are on
the top sub-figures, while muons
are on the bottom sub-figures.
The lighter colors show higher
occupancy slices. Argon is only
present in one wheel in endcap B,
leading to very low statistics.
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Figure 18.35: Correction factor (SL,
TW, or ZR) for the barrel, endcap
A, or endcap B. Electrons are on
the top sub-figures, while muons
are on the bottom sub-figures.
The lighter colors show higher
occupancy slices. Argon is only
present in one wheel in endcap B,
leading to very low statistics.
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Figure 18.36: Correction factor (SL,
TW, or ZR) for the barrel, endcap
A, or endcap B. Electrons are on
the top sub-figures, while muons
are on the bottom sub-figures.
The lighter colors show higher
occupancy slices. Argon is only
present in one wheel in endcap B,
leading to very low statistics.
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Figure 18.37: Correction factor (SL,
TW, or ZR) for the barrel, endcap
A, or endcap B. Electrons are on
the top sub-figures, while muons
are on the bottom sub-figures.
The lighter colors show higher
occupancy slices. Argon is only
present in one wheel in endcap B,
leading to very low statistics.
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18.G Performance for different CF configurations

Referenced in Sect. 6.2 and Sect. 6.3, this appendix shows ROC curves
for additional CF configurations. Importantly, truncating CF(TW) at
2.0 mm (blue vs magenta lines in Figs. 18.38–18.41) shows a decrease
in performance in data which warrants its full use in data as well.
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Figure 18.38: ROC curves for ad-
ditional CF configurations. The
blue line has CF(TW) truncated at
2.0 mm which shows a decrease in
performance.
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Figure 18.39: ROC curves for ad-
ditional CF configurations. The
blue line has CF(TW) truncated at
2.0 mm which shows a decrease in
performance.
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Figure 18.40: ROC curves for ad-
ditional CF configurations. The
blue line has CF(TW) truncated at
2.0 mm which shows a decrease in
performance.

0.8 0.85 0.9 0.95 1
Signal efficiency

0

0.2

0.4

0.6

0.8

1

B
a
c
k
g
ro

u
n
d
 e

ff
ic

ie
n
c
y

New calibration based on 2016 data
No CFs
SL+TW Xe CFs
All (SL+TW+ZR) Xe CFs
All Xe+Ar CFs, TW trunc'd
All Xe+Ar CFs
Previous calibration based on 2015 Simulation

 
100k electrons, 250k muons
Full detector
Data 2016

0.94 0.945
0.34

0.36

0.38

0.42

Signal efficiency

0.9
0.95

1
1.05

1.1

p
re

v
. 
/ 
n
e
w

0.8 0.85 0.9 0.95 1
Signal efficiency

0

0.2

0.4

0.6

0.8

1

B
a
c
k
g
ro

u
n
d
 e

ff
ic

ie
n
c
y

New calibration based on 2015 Simulation
No CFs
SL+TW Xe CFs
All (SL+TW+ZR) Xe CFs
All Xe+Ar CFs, TW trunc'd
All Xe+Ar CFs
Previous calibration based on 2015 Simulation

 
95k electrons, 284k muons
Full detector
Simulation 2015

0.94 0.945
0.46

0.48

0.5

Signal efficiency

1

1.1

1.2

p
re

v
. 
/ 
n
e
w

Figure 18.41: ROC curves for ad-
ditional CF configurations. The
blue line has CF(TW) truncated at
2.0 mm which shows a decrease in
performance.
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18.H Momentum to γ factor

This figure is used in Sect. 6.2. Previously, CFs were only calculated
for particles with momentum up to 50 GeV. This has been increased
to 80 GeV. The vertical, dashed, black line shows that this selection
enters the onset of the curve.
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Figure 18.42: Momentum lines for
muons and electrons. See text for
details.
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18.I Track-based pHT method

For the method in the main text, pHT is calculated per hit. The 2D
histograms, binned in γ and occupancy, for LT and HT hits are filled
with the hits from the tracks. After filling, the two histograms are
divided to give the pHT per hit:

phit-based
HT (γ, occ) =

∑i nHT,i(γ, occ)
∑i nLT,i(γ, occ)

. (18.2)

This method will de-associate the hits from the tracks, and hence
tracks with more hits will weight more.

Since the TRT PID tool is for tracks, a track-based approach may
seem more appropriate. For each track, calculate the pHT from its hits
and put it into the corresponding bin. The bins will then contain the
average pHT per track:

ptrack-based
HT (γ, occ) =

1
N ∑

i

nHT,i(γ, occ)
nLT,i(γ, occ)

. (18.3)

Note that the sum is now outside the fraction.
This way of calculating pHT suffers from the fact that the TRT is

separated into parts and gases. How is the probability calculated
for a track that traverses the barrel and endcap A? If the hits are
separated into parts and gases, tracks with few hits in one part will
give very uncertain probabilities, unless they are required to have
a minimum number of hits. But having a threshold will lead to a
significant loss of statistics in endcap B.

For the following figures, at least 1 LT hit has been required for
a track’s pHT to be included in the corresponding part and gas his-
tograms.

The following pages will show Figs. 18.43–18.48. The upper sub-
figures show the hit-based histograms from the main text as refer-
ence. The middle sub-figures show the fractions obtained through the
track-based method. Note that the hit-based method has a require-
ment of at least 20 HT hits per bin. This explains the seemingly
fewer amount of filled bins in the hit-based histograms. The bottom
sub-figures show the ratio of the two approaches.

For the part/gas histograms with the greatest amount of statistics,
the bulk shows little difference and there is only slightly more devi-
ation at the edges. However, for endcap B, more noise is visible with
the track-based approach.
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Data 2016, hit-based
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Simulation 2015, hit-based
Xenon, Barrel
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Data 2016, track-based
Xenon, Barrel

0

0.1

0.2

0.3

0.4

0.5

0.6

H
ig

h
-t

h
re

s
h

o
ld

 p
ro

b
a

b
ili

ty

210 310 410 510 610
 factorγ 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

T
ra

c
k
 o

c
c
u

p
a

n
c
y

 
Simulation 2015, track-based
Xenon, Barrel

0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5

R
a

ti
o

 o
f 

p
ro

b
a

b
ili

ti
e

s

210
3

10 410
5

10
6

10
 factorγ 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

T
ra

c
k
 o

c
c
u

p
a

n
c
y

 
Data 2016, ratio of hit-/track-based
Xenon, Barrel

0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5

R
a

ti
o

 o
f 

p
ro

b
a

b
ili

ti
e

s

210 310 410 510 610
 factorγ 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

T
ra

c
k
 o

c
c
u

p
a

n
c
y

 
Simulation 2015, ratio of hit-/track-based
Xenon, Barrel

Figure 18.43: Comparison of
the hit-based and track-based
approaches to calculate the HT
fraction (pHT). The upper sub-
figures show, as reference, the
fractions from the main text. The
middle sub-figures show the 2D
histograms of fractions obtained
through the track-based approach.
The lower sub-figures show the
ratio between the two histograms.
Very little deviation is seen be-
tween the two histograms.
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Figure 18.44: Comparison of
the hit-based and track-based
approaches to calculate the HT
fraction (pHT). The upper sub-
figures show, as reference, the
fractions from the main text. The
middle sub-figures show the 2D
histograms of fractions obtained
through the track-based approach.
The lower sub-figures show the
ratio between the two histograms.
Very little deviation is seen be-
tween the two histograms.
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Figure 18.45: Comparison of
the hit-based and track-based
approaches to calculate the HT
fraction (pHT). The upper sub-
figures show, as reference, the
fractions from the main text. The
middle sub-figures show the 2D
histograms of fractions obtained
through the track-based approach.
The lower sub-figures show the
ratio between the two histograms.
Very little deviation is seen be-
tween the two histograms.
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Figure 18.46: Comparison of
the hit-based and track-based
approaches to calculate the HT
fraction (pHT). The upper sub-
figures show, as reference, the
fractions from the main text. The
middle sub-figures show the 2D
histograms of fractions obtained
through the track-based approach.
The lower sub-figures show the
ratio between the two histograms.
Very little deviation is seen be-
tween the two histograms.
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Figure 18.47: Comparison of
the hit-based and track-based
approaches to calculate the HT
fraction (pHT). The upper sub-
figures show, as reference, the
fractions from the main text. The
middle sub-figures show the 2D
histograms of fractions obtained
through the track-based approach.
The lower sub-figures show the
ratio between the two histograms.
Very little deviation is seen be-
tween the two histograms.
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Figure 18.48: Comparison of
the hit-based and track-based
approaches to calculate the HT
fraction (pHT). The upper sub-
figures show, as reference, the
fractions from the main text. The
middle sub-figures show the 2D
histograms of fractions obtained
through the track-based approach.
The lower sub-figures show the
ratio between the two histograms.
Very little deviation is seen be-
tween the two histograms.
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19.A "Hardest jets" limits

In Chap. 10, the "hardest jets" approach was disregarded in favor of
the approach that resolves jet combinatorics before unblinding when
systematics and corrections were in place. The expected upper limits
on the production cross-section of A of the two approaches at the
time of the decision are shown in Tab. 19.1.

Table 19.1: The upper limits on
the production cross-section of A
for the simulated signals using
the approach that resolves jet
combinatorics ("resolving") and
the "hardest jets" approach. The
resolving approach gives limits
that are 1.4 to 4.1 times lower. The
limits are given in the production
cross-section times branching
ratios for the whole decay chain in
units of pb.

Limits

mA mH resolving "hardest jets" resolving x times lower
300 200 0.2169 0.3165 1.5
350 250 0.1018 0.1385 1.4
400 200 0.0776 0.1202 1.5
400 300 0.0421 0.0763 1.8
500 200 0.0360 0.0944 2.6
500 300 0.0284 0.0467 1.6
500 350 0.0215 0.0408 1.9
500 400 0.0115 0.0306 2.7
600 200 0.0206 0.0356 1.7
600 300 0.0171 0.0320 1.9
600 400 0.0098 0.0260 2.6
600 480 0.0062 0.0190 3.0
700 200 0.0114 0.0214 1.9
700 300 0.0143 0.0284 2.0
700 500 0.0049 0.0166 3.4
800 200 0.0070 0.0136 1.9
800 300 0.0069 0.0137 2.0
800 500 0.0039 0.0133 3.4
800 600 0.0031 0.0131 4.1
800 700 0.0022 0.0086 3.9

19.B Kinematic variables

The reconstructed masses used in the fits and the corrected variables
were shown in Chap. 11. The signal lepton and jet pT and η variables
are shown here at Levels 1 and 2 to show that no regressive effects
are introduced from the corrections.
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Figure 19.1: The pseudorapidity
and the transverse momentum
distributions of the signal leptons
at Level 1. Linear scale is shown.
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Figure 19.2: The pseudorapidity
and the transverse momentum
distributions of the signal jets at
Level 1. Linear scale is shown.
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Figure 19.3: The pseudorapidity
and the transverse momentum
distributions of the signal leptons
at Level 2. Linear scale is shown.
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Figure 19.4: The pseudorapidity
and the transverse momentum
distributions of the signal jets at
Level 2. Linear scale is shown.
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19.C Fitted parameterized signals

The interpolation uncertainty was examined on selected mass points
by the end of Sect. 12.1. Mass points for the remaining simulated
signals are shown here.
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Figure 19.5: Interpolated signals
along with their interpolation
uncertainties compared against the
simulated signals.
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Figure 19.6: Interpolated signals along with their interpolation uncertainties compared against the simulated signals.
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Figure 19.7: Interpolated signals
along with their interpolation
uncertainties compared against the
simulated signals.

19.D Asimov pulls and ranks

In Sect. 14.2, the pulls and ranks for Asimov fits to some simulated
signals were shown. This appendix contains figures for the remaining
signals.
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Figure 19.8: The pulls of the nui-
sance parameters used in the
Asimov fits for the (350, 250),
(400, 200), and (400, 300) signals,
respectively.

Figure 19.9: The pulls of the nui-
sance parameters used in the
Asimov fits for the (500, 200),
(500, 300), and (500, 350) signals,
respectively.
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Figure 19.10: The pulls of the
nuisance parameters used in the
Asimov fits for the (500, 400),
(600, 200), and (600, 400) signals,
respectively.

Figure 19.11: The pulls of the
nuisance parameters used in the
Asimov fits for the (600, 480),
(700, 200), and (700, 300) signals,
respectively.
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Figure 19.12: The pulls of the
nuisance parameters used in the
Asimov fits for the (700, 500),
(800, 200), and (800, 300) signals,
respectively.

Figure 19.13: The pulls of the
nuisance parameters used in the
Asimov fits for the (800, 300),
(800, 500), and (800, 600) signals,
respectively.
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Figure 19.14: The post-fit ranking of the nuisance parameters used in the Asimov fits.
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Figure 19.15: The post-fit ranking of the nuisance parameters used in the Asimov fits.
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Figure 19.16: The post-fit ranking of the nuisance parameters used in the Asimov fits.
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19.E Unblinded post-fits, pull plots, and NP ranks

In Sect. 14.4, pull plots and ranks for unblinded fits using inter-
polated signals for some representative mass points were shown.
Chap. 15 showed the unblinded post-fits. This appendix contains
figures for the remaining signals.
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Figure 19.17: The unblinded pull plots.
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Figure 19.18: The unblinded pull plots.
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Figure 19.19: The unblinded post-fit ranking of the nuisance parameters used in the fits.
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Figure 19.20: The unblinded post-fit ranking of the nuisance parameters used in the fits.
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Figure 19.21: The unblinded post-fit ranking of the nuisance parameters used in the fits.
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Figure 19.22: The unblinded post-fit ranking of the nuisance parameters used in the fits.
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Figure 19.23: Post-fit plots for additional mass points.



240 in search of new higgs bosons

300 400 500 600 700 800
m(2l4q) [GeV]

1−10

1

10

210

310

410

510

610

E
ve

nt
s 

/ G
eV Data 

=1)µAZH(2l4q) (
Z
Top quark
Diboson
Uncertainty
Pre-fit background

 -1 = 13 TeV, 139 fbs

llWW

300 400 500 600 700 800

m(2l4q) [GeV]

0.9

1

1.1

D
at

a/
P

re
d.

(a) (600, 200)

400 500 600 700 800
m(2l4q) [GeV]

1−10

1

10

210

310

410

510

E
ve

nt
s 

/ G
eV Data 

=1)µAZH(2l4q) (
Z
Top quark
Diboson
Uncertainty
Pre-fit background

 -1 = 13 TeV, 139 fbs

llWW

400 500 600 700 800

m(2l4q) [GeV]

0.9

1

1.1

D
at

a/
P

re
d.

(b) (600, 300)

500 550 600 650 700 750 800 850
m(2l4q) [GeV]

1−10

1

10

210

310

410

E
ve

nt
s 

/ G
eV Data 

=1)µAZH(2l4q) (
Z
Top quark
Diboson
Uncertainty
Pre-fit background

 -1 = 13 TeV, 139 fbs

llWW

500 550 600 650 700 750 800 850

m(2l4q) [GeV]

0.8

1

1.2

D
at

a/
P

re
d.

(c) (600, 400)

600 650 700 750 800 850
m(2l4q) [GeV]

1−10

1

10

210

310

E
ve

nt
s 

/ G
eV Data 

=1)µAZH(2l4q) (
Z
Top quark
Diboson
Uncertainty
Pre-fit background

 -1 = 13 TeV, 139 fbs

llWW

600 650 700 750 800 850

m(2l4q) [GeV]

0.8

1

1.2

D
at

a/
P

re
d.

(d) (600, 480)

300 400 500 600 700 800
m(2l4q) [GeV]

1−10

1

10

210

310

410

510

610

E
ve

nt
s 

/ G
eV Data 

=1)µAZH(2l4q) (
Z
Top quark
Diboson
Uncertainty
Pre-fit background

 -1 = 13 TeV, 139 fbs

llWW

300 400 500 600 700 800

m(2l4q) [GeV]

0.9

1

1.1

D
at

a/
P

re
d.

(e) (700, 200)

400 500 600 700 800
m(2l4q) [GeV]

1−10

1

10

210

310

410

510

E
ve

nt
s 

/ G
eV Data 

=1)µAZH(2l4q) (
Z
Top quark
Diboson
Uncertainty
Pre-fit background

 -1 = 13 TeV, 139 fbs

llWW

400 500 600 700 800

m(2l4q) [GeV]

0.9

1

1.1

D
at

a/
P

re
d.

(f) (700, 300)

Figure 19.24: Post-fit plots for additional mass points.
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Figure 19.25: Post-fit plots for additional mass points.
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Figure 19.26: Post-fit plots for additional mass points.



physics analysis 243

19.F Unblinded 1D limit slices

In Chap. 15, the limits for some mH slices were shown. Here are
shown figures for the remaining slices.
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Figure 19.27: The limits for A for mH slices shown in the figures.



physics analysis 245

400 450 500 550 600 650 700 750 800

 [GeV]Am

1−10

1

10

210

 W
W

) 
[p

b]
→

 B
R

(H
 

×
 Z

H
)

→
 A

 
→

(p
p

σ

 -1 = 13 TeV, 139 fbs
95% CLs upper limits

 llWW→ ZH →A
=290GeV

H
gluon-gluon fusion, m

Narrow width:

Obs.
Exp.

σ1 
σ2 

Width 10%:

Obs.
Exp.

Width 20%:

Obs.
Exp.

450 500 550 600 650 700 750 800

 [GeV]Am

1−10

1

10

210

 W
W

) 
[p

b]
→

 B
R

(H
 

×
 Z

H
)

→
 A

 
→

(p
p

σ

 -1 = 13 TeV, 139 fbs
95% CLs upper limits

 llWW→ ZH →A
=310GeV

H
gluon-gluon fusion, m

Narrow width:

Obs.
Exp.

σ1 
σ2 

Width 10%:

Obs.
Exp.

Width 20%:

Obs.
Exp.

450 500 550 600 650 700 750 800

 [GeV]Am

1−10

1

10

210

 W
W

) 
[p

b]
→

 B
R

(H
 

×
 Z

H
)

→
 A

 
→

(p
p

σ

 -1 = 13 TeV, 139 fbs
95% CLs upper limits

 llWW→ ZH →A
=320GeV

H
gluon-gluon fusion, m

Narrow width:

Obs.
Exp.

σ1 
σ2 

Width 10%:

Obs.
Exp.

Width 20%:

Obs.
Exp.

450 500 550 600 650 700 750 800

 [GeV]Am

1−10

1

10

210

 W
W

) 
[p

b]
→

 B
R

(H
 

×
 Z

H
)

→
 A

 
→

(p
p

σ

 -1 = 13 TeV, 139 fbs
95% CLs upper limits

 llWW→ ZH →A
=330GeV

H
gluon-gluon fusion, m

Narrow width:

Obs.
Exp.

σ1 
σ2 

Width 10%:

Obs.
Exp.

Width 20%:

Obs.
Exp.

450 500 550 600 650 700 750 800

 [GeV]Am

1−10

1

10

210

 W
W

) 
[p

b]
→

 B
R

(H
 

×
 Z

H
)

→
 A

 
→

(p
p

σ

 -1 = 13 TeV, 139 fbs
95% CLs upper limits

 llWW→ ZH →A
=340GeV

H
gluon-gluon fusion, m

Narrow width:

Obs.
Exp.

σ1 
σ2 

Width 10%:

Obs.
Exp.

Width 20%:

Obs.
Exp.

450 500 550 600 650 700 750 800

 [GeV]Am

1−10

1

10

210

 W
W

) 
[p

b]
→

 B
R

(H
 

×
 Z

H
)

→
 A

 
→

(p
p

σ

 -1 = 13 TeV, 139 fbs
95% CLs upper limits

 llWW→ ZH →A
=350GeV

H
gluon-gluon fusion, m

Narrow width:

Obs.
Exp.

σ1 
σ2 

Width 10%:

Obs.
Exp.

Width 20%:

Obs.
Exp.

500 550 600 650 700 750 800

 [GeV]Am

1−10

1

10

210

 W
W

) 
[p

b]
→

 B
R

(H
 

×
 Z

H
)

→
 A

 
→

(p
p

σ

 -1 = 13 TeV, 139 fbs
95% CLs upper limits

 llWW→ ZH →A
=360GeV

H
gluon-gluon fusion, m

Narrow width:

Obs.
Exp.

σ1 
σ2 

Width 10%:

Obs.
Exp.

Width 20%:

Obs.
Exp.

500 550 600 650 700 750 800

 [GeV]Am

1−10

1

10

210

 W
W

) 
[p

b]
→

 B
R

(H
 

×
 Z

H
)

→
 A

 
→

(p
p

σ

 -1 = 13 TeV, 139 fbs
95% CLs upper limits

 llWW→ ZH →A
=370GeV

H
gluon-gluon fusion, m

Narrow width:

Obs.
Exp.

σ1 
σ2 

Width 10%:

Obs.
Exp.

Width 20%:

Obs.
Exp.

Figure 19.28: The limits for A for mH slices shown in the figures.
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Figure 19.29: The limits for A for mH slices shown in the figures.
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Figure 19.30: The limits for A for mH slices shown in the figures.
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Figure 19.31: The limits for A for mH slices shown in the figures.
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Figure 19.32: The limits for A for mH slices shown in the figures. The slice for mH = 700 GeV is not shown since it
only contains one mass point.
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