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Preface

This thesis is submitted in partial fulfillment of the requirements for obtaining the PhD de-
gree in Physics at the Technical University of Denmark. Most of the work presented in the
thesis have been performed at Department of Physics (DTU-Physics) and Center for Electron
Nanoscopy (DTU-Cen), both at the Technical University of Denmark, Lyngby. Part of the work
has been performed during my two stays of two months in total at the Department of Earth
Sciences, University of Cambridge, UK in collaboration with Dr Richard J. Harrison. Sev-
eral experiments have been performed at the international neutron scattering facilities Institut
Laue-Langevin (ILL) in Grenoble, France, Paul Scherrer Institut (PSI), Villigen, Switzerland
and ISIS, Oxfordshire, United Kingdom. SQUID-magnetisation measurements have been per-
formed at Department of Chemistry, University of Copenhagen. The work have been performed
under the supervision of my main supervisor Associate Professor Cathrine Frandsen (DTU-
Physics) and co-supervisors Senior Scientist Thomas Willum Hansen (DTU-Cen) and Associate
Professor Kim Lefmann from the Niels Bohr Institute, University of Copenhagen.

The thesis falls in two parts. Part I contains 7 chapters and has my investigations of spin
structures in nanoparticles of antiferromagnetic materials and related systems as its main sub-
ject. Part II consists of Papers [1–7], which are the scientific papers (published as well as in
preparation) that are produced from my thesis work with me as author or co-author. Much of
the work covered in Part II will also be covered in Part I but in Part I the focus will be my work
on spin structures in antiferromagnetic nanoparticles.
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PREFACE

Summary in English

Spin structures in antiferromagnetic nanoparticles
In this thesis magnetic structures of antiferromagnetic nanoparticles are studied as a function
of particle size and aggregation. In nanoparticles the magnetic structure can be different
from that of the corresponding bulk system due to the following reasons: a) a significant
surface contribution to the magnetic anisotropy, b) the low symmetry environment of surface
atoms or defects in the interior of particles leading to non collinear spin structures, and c)
exchange interactions between neighbouring particles. Determining the spin structures of
antiferromagnetic particles is difficult, however a detailed knowledge of it can be important
for applications of antiferromagnetic nanoparticles for example combined with ferromagnetic
nanoparticles in nanocomposite devices. In this thesis the magnetic structure, in particular
the orientation of the spins in the antiferromagnetic sublattices, is investigated in systems
of magnetic nanoparticles using a variety of experimental techniques.

The spin structure in systems with spin canting, due to magnetic atoms in low sym-
metry surroundings, is studied in a theoretical model that is able to quantitatively explain
observations of anomalous temperature dependence of the magnetisation in certain nanopar-
ticle systems, as welll bulk systems with spin canting due to defects. In accordance with
this model magnetisation measurements on goethtie (α-FeOOH) nanoparticles are presented,
showing a low temperature increase in the magnetisation.

The spin orientation in plate-shaped NiO nanoparticles with thicknesses down to 2.0
nm is investigated with the XY Z-neutron polarisation analysis technique. This provides an
effective way of separating the different scattering contributions (magnetic, nuclear and spin
incoherent), and thus significantly improve the earlier experimental data from unpolarised
neutron diffraction. The spin orientation is found to be close to the particle plane, which is
the (111) plane of the FCC structure of NiO for particles with thickness ranging from 2.2
nm to bulk (≥ 200 nm) particles. In the smallest particles, with a thickness of 2.0 nm, we
find a reorientation of the spin to point 30◦ out of the plane.

Recovery of the spin reorientation, known as the Morin transition, in hematite (α-Fe2O3)
nanoparticles was studied as function of particle growth and aggregation. Growth and ag-
gregation of hematite particles with an initial size of ≈ 9 nmb in aqueous suspension was
controlled by a hydrothermal treatment and by changing the ionic strenght of the suspension.
Interestingly addition of NaCl to the suspension resulted in the particles aggregating in long
linear chains, with neighbouring particles aligned along a common [001] axis of the hexagonal
structure. The magnetic structure was investigated with Mössbauer spectroscopy, revealing
a partial recovery of the Morin transition in samples with significant particle growth. The
aggregation in crystallographically aligned linear chains did not introduce a Morin transi-
tion, but the addition of NaCl had the effect of partially suppressing superparamagnetic
relaxation.

The spin orientation in the mineral hemo-ilmenite (α-Fe2O3-FeTiO3) consisting of nanoscale
lamellar intergorwths of hematite and ilmenite was studied with uniaxial neutron polarisa-
tion analysis to determine if the unusually high magnetisation in this antiferromagnetic-
paramagnetic mineral can be ascribed to uncompensated spins in contact layers between the
lamellae. From the response of the hematite spins to an applied magnetic field we confirm
that uncompensated spins as well as canted spins are important in the system. This supports
the hypothesis of lamellar magnetism, proposed to explain the unusual magnetic properties
of the mineral.

In summary the thesis have demonstrated methods for investigation of spin structures
in magnetic nanoparticles. In particular, the classical model of the temperature dependence
of canted spin structures sucessfully explains many experimental observations of anomalous
temperature dependence in nanoparticle and bulk systems. Morover, XY Z neutron polari-
sation analysis have been demonstrated to be an effective way of investigating the magnetic
properties of antiferromagnetic nanoparticles, significantly improving the unpolarised neu-
tron powder diffraction data usually obtained in investigations of magnetic nanoparticles.
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Summary in Danish

Spinstrukturer i antiferromagnetiske nanopartikler
I denne afhandling studeres magnetiske strukturer af antiferromagnetiske nanopartikler som
funktion af partikelstørrelse og aggregering. I nanopartikler kan den magnetiske struktur
være anderledes end i det tilsvarende makroskopiske materiale af følgende årsager: a ) et
betydelig overfalde-bidrag til den magnetiske anisotropi, b) den lave symmetri i omgivelserne
for atomer på overfladen, eller deffekter i det indre af partiklerne, kan føre til ikke-collineære
spinstrukturer, og c) exchange-vekselvirkninger mellem nabopartikler. Bestemmelse af spin-
struktuter for antiferromagnetiske partikler er svært, men detaljeret kendskab til spinstruk-
turen kan være vigtig for anvendelser af antiferromagnetiske nanopartikler, for eksempel
kombineret med ferromagnetiske nanopartikler i nano-komposit systemer. I denne afhan-
dling undersøges den magnetiske struktur, især spinorienteringen i de antiferromagnetise
undergitre, i systemer af magnetiske nanopartikler med en bred vifte af eksperimentelle
teknikker.

Spin strukturer med spin-canting i systemer med atomer i omgivelser med lav symmetri er
undersøgt i en teoretisk model, der kvalitativt kan forklare observationer af afvigende temper-
aturafhængighed af magnetiseringen i visse nanopartikelsystemer, såvel som i bulk systemer
med spin-canting på grund af defekter. I overensstemmelse med denne model præsenteres
magnetiseringsmålinger på goethit (α-FeOOH) nanopartikler, som viser en stigning i mag-
netiseringen ved lave temperaturer.

Spin orientering i plade-formede NiO nanopartikler med tykkelser ned til 2,0 nm un-
dersøges med XY Z-neutron polarisationsanalyse. Dette giver en effektiv måde at adskille
de forskellige bidrag til spredningen (magnetisk, nuklear og spin inkohærent), og således
væsentligt forbedre tidligere eksperimentelle data fra upolariseret neutrondiffraktion . For
partikler med tykkelse fra 2,2 nm til bulk (≥ 200nm) findes spinorienteringen til at være tæt
på partiklerners planer, som er (111) planet i FCC strukturen af NiO. I de mindste partikler,
med en tykkelse på 2,0 nm, finder vi en reorientering af spinet, så det peger 30◦ ud af planet.

En spinreorientering, kendt som Morinovergangen, blev undersøgt i hæmatit (α-Fe2O3)
nanopartikler som funktion af partikel vækst og aggregering. Vækst og aggregering af hæ-
matitpartikler, med en oprindelig størrelse på ≈ 9 nm, i vandig suspension blev kontrolleret
med en hydrotermisk behandling og ved at ændre ionkoncentrationen i suspensionen . Tilsæt-
ning af NaCl til suspensionen resulterede i aggregering af partiklerne i lange lineære kæder,
med tilstødende partikler epitaksielt orienteret med en fælles hexagonal [001] akse. Den
magnetiske struktur blev undersøgt med Mössbauer spektroskopi, som viser en delvis Mori-
novergang i prøver med betydelig partikelvækst. Aggregeringen i lange lineære kæder af
partikler med fælles epitaksiel orienterion fører ikke til Morinovergang, men tilsætning af
NaCl undertrykte delvist den superparamagnetiske relaxation.

Spin orientering i mineralet hemo-ilmenit (α-Fe2O3-FeTiO3) bestående af nanoskala-
lamellare strukturer af hæmatit og ilmenit blev undersøgt med unaxial neutron polarisations-
analyse, for at bestemme om den usædvanligt høje magnetisering i dette antiferromagnetiske-
paramagnetiske mineral kan tilskrives ukompenserede spins i kontaktlagene mellem lamellerne.
Fra hæmatitspinenes rotation i et påtrykt magnetifelt bekræfeter vi at ukompenserede spins,
men også cantede spins, er vigtige i systemet. Dette understøtter hypotesen om lamellar
magnetisme, som er foreslået som forklaring på de usædvanlige magnetiske egenskaber af
mineralet.

Sammenfattende har afhandlingen vist metoder til udersøgelse af spin strukturer i mag-
netiske nanopartikler. Især forklarer den klassiske model for temperaturafhængighed af cant-
ede spinstrukturer mange eksperimentelle observationer af afvigende temperaturafhængighed
af magnetiseringen i nanopartikel og bulk -systemer. Envidere har XY Z neutron polarisa-
tionsanalyse vist sig at være en effektiv måde at undersøge de magnetiske egenskaber af
antiferromagnetiske nanopartikler og er en markant forbedring af upolariserede neutron pul-
verdiffraktionsdata som oftest bruges i undersøgelser af magnetiske nanopartikler.
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Chapter 1

Introduction

Magnetic nanoparticles (NPs) have received considerable attention in the last few decades be-
cause of their remarkable magnetic properties that differ considerably from those of the cor-
responding bulk materials. Understanding how the finite size affects the magnetic properties
of magnetic NPs is an interesting challenge in basic science, and furthermore magnetic NPs
are important for applications in fields such as magnetic data storage, biomedical imaging, and
medicine. The materials under study in this thesis are NPs of antiferromagnetic (AFM) mate-
rials. AFM materials do not possess a net magnetisation and they are therefore not magnetic
in the everyday sense of the word. - You cannot hang an AFM on your refrigerator. However,
despite the lack of a net magnetisation there are important applications of AFM materials, in
which the AFM material is coupled to other magnetic materials by exchange interaction, and
it is likely that also AFM NPs can be utilised in such devices. In ferromagnetic (FM) or ferri-
magnetic NPs the large dipole moment often means that the dipole interaction dominates over
other interactions making these interactions difficult or impossible to investigate. Because AFM
NPs do not possess a large dipole moment interactions that would otherwise be dominated by
the dipole interaction can be significant and therefore the basic physics of magnetic systems of
finite size are sometimes better studied using AFM than FM NPs. In particular AFM NPs can
be ideal for studying exchange interactions between magnetic NPs. My field of study has been,
in particular, the effect of the finite size on the magnetic structure of very small AFM particles.

In this introductory chapter I will introduce some important concepts about magnetic NPs
relevant to my thesis work, give a few examples of how magnetic NPs are used in industrial
applications today, and how one could envisage exciting future applications. I will also touch
upon what the obstacles are for realising the most interesting applications as well as possible
ways to overcome these problems. The role of AFM NPs will be given particular attention.

1.0.1 Magnetic order

Before introducing magnetic NPs we must establish what we mean when we talk about magnetic
materials. The origin of magnetism in materials is the spin (and orbital) angular momentum of
the atomic electrons and the magnetic properties of materials are to a large degree determined
by the interactions between these spins. The important interaction is the exchange interaction
which is generally described by the Heisenberg Hamiltonian:

H = −
∑
ij

JijSiSj , (1.1)

where the sum is over all atomic spins in the system and Jij is the so-called exchange constant
for atomic spins Si and Sj . The exchange interaction has a very short range and therefore
the sum can often be limited to a sum over nearest neighbours. When Jij is positive, parallel
spin alignment is favoured and when Jij is negative, antiparallel alignment is favoured. At high
temperatures the exchange energy (1.1) is smaller than the thermal energy and the spins will
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be randomly aligned. This is known as a paramagnetic state. When the temperature is lower
than a certain critical temperature the thermal energy is smaller than the exchange energy and
it becomes favourable for the system to order magnetically. Depending on the sign of Jij the
order can be with parallel or antiparallel neighbouring spins. If the spins are parallel the order
is said to be FM and the critical temperature is called the Curie temperature or TC. FM order
gives rise to a large net magnetic moment and this is what is used in everyday magnets. When
the magnetic order is with neighbouring spins antiparallel the material is said to be AFM and
the critical temperature is called the Néel temperature or TN.

An AFM structure is commonly described in terms of two sublattices (A and B) with parallel
alignment between spins in the same sublattice and antiparallel alignment of spins on different
sublattices. Figure 1.1 shows a sketch of a simple AFM structure with spins in one sublattice
(A) pointing to the right (blue arrows) and spins on the other sublattice (B) pointing to the left
(red arrows). With the same number of spins (of the same size) on sublattice A and B the net
magnetisation is MA + MB = 0.

Antiferromagnetism is usually caused by so-called superexchange (or indirect exchange) in-
teractions between neighbouring magnetic atoms mediated by a non-magnetic atom between the
two magnetic atoms. This typically happens in ionic crystals of metal oxides where the superex-
change between the metal atoms is mediated via the p-orbitals of the intervening oxygen atoms.
If the magnetisation on the two sublattices are not of the same size because they are occupied
by spins of different sizes or because the sublattices are different the magnetisation of the two
sublattices do not cancel each other out, and the system will have a net magnetisation. This
type of magnetic order is called ferrimagnetic. More complicated magnetic structures where the
arrangement of spins cannot be explained by a simple two-sublattice model also exist. In some
cases more than two sublattices are needed to describe the structure and in other systems, e.g.
with helical order, the idea of sublattices does not make much sense.

M = 0

Paramagnetic Antiferromagnetic

T > TN T < TN

Figure 1.1: Antiferromagnetic ordering: At high temperatures the system is in a paramagnetic state.
At T = TN the system orders in an antiferromagnetic structure. The total magnetic moment on the two
antiferromagnetic sublattices (red and blue respectively) are equal in size and in opposite directions
leading to zero total magnetisation.

An antiferromagnetic structure like that in Figure 1.1 consists of planes of parallel spins
and perpendicular to the planes there is a periodic modulation of planes with spins up and
down. This order can be described in terms of an AFM modulation vector, which in Figure 1.1
would be along the diagonal of the square 2D lattice of atoms. While the exchange interactions
determine the relative alignment of spins on the two sublattices the absolute spin direction (in
absence of an applied magnetic field) is determined by the magnetic anisotropy. The magnetic
anisotropy, which will be discussed below, covers several mechanisms that tend to favour spin
orientation in certain directions.
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CHAPTER 1. INTRODUCTION

1.1 Magnetic nanoparticles

1.1.1 A single magnetic domain

When a bulk magnetic material is cooled through the ordering temperature the material be-
comes magnetically ordered, but the ordering happens simultaneously at many sites, creating
magnetic domains with different (sublattice) magnetisation directions. The magnetic domains
are separated by domain walls where the spin is rotated from the (sublattice) magnetisation
direction of one domain to that of its neighbour. The spins in the domain walls are not aligned
in the directions of least energy and having domain walls thus costs energy. Because of the
energy cost of the domain walls there is a lower limit to the size of magnetic domains, and
when particles are smaller than this size they consist of one single domain. The critical size
for single-domain particles depends on the material and is generally in the range 5-1000 nm [8].
Magnetic NPs are particles of magnetic materials with dimensions in the nanometer range (1
- 100 nm) and for most materials particles in the nano regime are single-domain. Or to put it
oppositely, the single-domain feature is almost a defining characteristic of magnetic NPs.

1.1.2 Magnetic anisotropy in nanoparticles

In bulk magnetic materials as well as magnetic nanoparticles the (sublattice) magnetisation al-
ways have certain preferred orientations. The orientation of the (sublattice) magnetisation along
one of these so-called easy axes minimise the energy, whereas orientation along corresponding
hard axes gives an energy penalty. The magnetic anisotropy is very important for the magnetic
properties of a material. A large magnetic anisotropy is what makes the magnetisation of per-
manent magnets stable, whereas so-called soft magnetic materials have a low coercivity due to
a low magnetic anisotropy, making them easy to magnetise and therefore useful for example in
electromagnets and magnetic sensors. If there is only one easy axis the anisotropy is said to be
uniaxial and the magnetic anisotropy energy of a NP of volume V is often given by

E(θ) = KV sin2(θ), (1.2)

where θ is the angle between the (sublattice) magnetisation and the easy axis, and K is the
anisotropy constant. There can be several contributions to the magnetic anisotropy, the most
important often being the magnetocrystalline anisotropy. The magnetocrystalline anisotropy
arises because of the spin-orbit interaction, which links the spin to the electronic orbital, which
is strongly dependent on the symmetry of the crystal structure. This means that the easy
directions due to the magnetocrystalline anisotropy are determined by the crystal structure,
with the magnetisation often preferentially oriented along high symmetry axes of the structure.
In NPs a large fraction of the atoms are located at the surface of the particles and because of the
reduced symmetry on the surface this can lead to a significant contribution to the anisotropy,
known as surface anisotropy. For example, the anisotropy constant K in hematite NPs is found
to increase with decreasing particle size because of the surface anisotropy [9]. The surface
anisotropy can be important for both the magnetic structure and dynamics in NPs and will
in general depend not only on particle size, but also on the shape of the particles. So-called
shape anisotropy, in which a certain magnetisation direction with respect to the shape of the
particle is preferred because it minimises the magnetostatic energy, can be important in FM or
ferrimagnetic particles .

1.1.3 Dynamics of magnetic nanoparticles

Because the magnetic NPs are single-domain the (sublattice) magnetisation of a particle can
behave as one single macrospin with spin S = NSi, where N is the number of magnetic atoms
in the particle and Si is the atomic spin. This gives rise to excitations that are not seen
in bulk materials and are extremely important to be aware of when contemplating possible
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1.1. MAGNETIC NANOPARTICLES

applications of the particles. When the particle size becomes small enough for the thermal
energy (kBT ) to be comparable to the anisotropy energy (1.2) fluctuations of the (sublattice)
magnetisation can overcome the energy barrier of KV between the two energy minima at θ = 0◦
and θ = 180◦. This leads to rapid oscillations of the (sublattice) magnetisation between the two
easy directions, known as superparamagnetic (SPM) relaxation. The SPM relaxation time τ is
given approximately by the Néel-Brown law [10]:

τ = τ0 exp
(
KV

kBT

)
, (1.3)

where τ0 is typically on the order 10−13 − 10−9 s. The relaxation time thus depends heavily on
temperature and even more so on particle diameter. Consider, for example, a 10 nm particle
with an anisotropy constant of 105J/m3. If τ0 = 10−11 s the relaxation time at room temperature
will be about 10−6 s, whereas a 15 nm particle with the same anisotropy will have a relaxation
time of approximately 107 s or roughly one year. Obviously superparamagnetic relaxation is
detrimental to applications where a stable magnetisation is needed and for such applications
SPM relaxation sets a limit to how small particles can be used. In experimental investigations
of particles undergoing SPM relaxation the results depends crucially on the timescale of the SPM
oscillations τ relative to the measurement time τM. If the SPM relaxation is much faster than
the experimental time scale the experiment will detect the average magnetisation, i.e. zero if no
magnetic field is applied. If on the other hand the relaxation time is long compared to the time
scale of the experiment a static magnetisation will be measured. One often defines the so-called
SPM blocking temperature TB as the temperature where τ = τM. The time scales of different
experimental techniques vary over many orders of magnitude from the order of picoseconds for
neutron scattering to nanoseconds for Mössbauer spectroscopy and around 100 seconds for DC
magnetisation measurements.

At temperatures below TB, where SPM relaxation is not important, the dynamics of nanopar-
ticles are still very different from what is observed in bulk materials. In bulk materials the mag-
netic excitations known as spin waves can occur with arbitrarily long wavelengths and arbitrarily
low energies and the spin wave dispersion is therefore continuous. In NPs the wave length of the
spin waves are limited by the particle size. In a cubic particle of size d the allowed excitation
wave vectors are q = nπ/d, n = 0, 1, 2, 3, . . . . The energy gap between the q = 0 so-called uni-
form mode where all the spins are parallel, and the modes with q > 0 can be significant and the
uniform mode becomes predominant. These precession modes, where the (sublattice) magneti-
sation precess as one single macrospin around the equilibrium direction defined by the magnetic
anisotropy are termed collective magnetic excitations [11–13] and are typically the predominant
excitation in NPs below TB. The quantization of the spin wave spectrum leads to a linearly
decreasing temperature dependence of the magnetisation of both FM and AFM NPs which is
different from the M ∝ T−3/2 and M ∝ T−2 temperature dependence of the magnetisation in
bulk FM and AFM materials [8].

1.1.4 Magnetic structures in nanoparticles

The dynamics are not the only difference between magnetic NPs and bulk magnetic materials.
In NPs the magnetic structure, and in particular the spin orientation can also be affected by
the finite size of the system.

The low symmetry surroundings of atoms at the surface of particles result in a reduced
exchange field for the surface atoms, which in particles of AFM materials can lead to degener-
ate or nearly degenerate configurations (magnetic frustration) and non-collinear spin structures
(spin canting) [15–17]. Similar structures can result from defects, cation vacancies or substi-
tuted diamagnetic ions in the interior of ferrimagnetic NPs, or bulk material [18]. The reduced
exchange field in NPs can also lead to a lowered magnetic ordering temperature than in bulk
materials [19].
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(a)

(c)

(b)

(d)

Figure 1.2: Monte Carlo simulations of spin configurations in a ferromagnetic nanoparticle with
different values of the surface anisotropy. (a) No surface anisotropy. (b) A surface anisotropy smaller
than the exchange energy. (c) A surface anisotropy larger than the exchange energy. (d) A negative
surface anisotropy. Figure from [14].

The large surface contribution to the anisotropy in NPs can lead to changes in the magnetic
structure. For example the simulations of magnetic structures of NPs with FM interactions
between the spins and different anisotropies shown in Figure 1.2 shows quite different out-
comes [14]. The absence of the so-called Morin transition in NPs of AFM hematite (α-Fe2O3)
is a material where the magnetic structure in NPs is different from that in the bulk material.
At the Morin transition temperature of approximately 263 K in bulk hematite [20, 21] the spin
orientation changes with 90◦. This transition is absent in hematite NPs smaller than about 20
nm [22] and the spin orientation in hematite NPs is thus rotated 90◦ with respect to the bulk
structure at temperatures below 263 K.

NPs are often not isolated, but in contact with other particles, for example in a powder. In
these cases interactions between the particles can be very important for the dynamics of the
particles, and also for the spin structure. In FM or ferrimagnetic NPs the dipole interactions are
typically dominant but in AFM NPs typically only the inter-particle exchange interactions can
come into play. In interacting AFM NPs the SPM relaxation have been seen to be suppressed
by the inter-particle exchange interactions [11, 23–27], and the inter-particle interactions can
also change the sublattice spin orientation as seen in powder samples of interacting hematite
NPs [28].

1.1.5 Industrial applications of magnetic nanoparticles

Magnetic NPs, and in particular FM or ferrimagnetic particles, have a number of present appli-
cations. Current applications of magnetic NPs include fields such as biomedical imaging [29,30]
and also experimental treatment of diseases. An example of the latter is an experimental cancer
therapy called magnetic hyperthermia [31] where magnetic NPs functionalised to bind specifi-
cally to cancer cells are injected into a tumor and subjected to an alternating magnetic field.
Thereby the particles produce locally a great amount of heat that may kill the cells in the tumor
ideally with no severe side effects compared to other treatments like chemotherapy.
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1.1. MAGNETIC NANOPARTICLES

For the last few decades single-domain NPs have been used as bits in magnetic data storage
with bit dimensions in commercially available hard drives reaching a size of about 30 nm × 70
nm in 2009 [8]. If the bits of information could be downsized to the scale of a few nanometers
the information density in data storage could be greatly increased. There are, however, great
challenges to overcome before revolutionisingly small NP based bits can be achieved. One such
challenge is that posed by SPM relaxation. One method to overcome the SPM problem could
be to increase the magnetic anisotropy of the used magnetic material. However, this tends to
affect other important properties and make the material less useful. Another idea is to use the
interaction between the FM particles and another magnetic material, e.g. AFM, to stabilise
the magnetisation. For discussions of the use of magnetic NPs in magnetic data storage see
e.g. [30, 32,33].

Another possible use of magnetic NPs is in very strong magnets that could be produced
without the need for large amounts of rare earth metals. In our modern society we use a huge
amount of powerful magnets in numerous applications like electro-motors, wind mill turbines,
mobile phones, and many more. The powerful magnets of today are made with rare earth
materials like neodymium or samarium that is becoming very expensive because it is only mined
very few places on Earth. It has been proposed that very strong and stable magnets can
be produced from so-called nanocomposite materials consisting of NPs of one material, e.g.
CoFe, with a high saturation magnetisation exchange coupled with NPs of a magnetically ’hard’
material, e.g. SmCo. In this way one material (the magnetically hard one) would stabilise
the other (the one with high magnetisation) and it could be possible to obtain a functionality
comparable to that of the most powerful magnets today but with a reduced use of rare earth
metals [34–37].

1.1.6 Antiferromagnetic nanoparticles

Most applications of magnetic NPs, including the ones described above, make use of the magnetic
moment carried by FM or ferrimagnetic NPs but many future applications also rely on the
magnetic coupling between NPs. AFM NPs have many of their magnetic properties in common
with their FM counterparts, but in the ideal case of an AFM NP, where all the magnetic moments
are pairwise antiparallel, the particle does not possess a net magnetic moment. The usefulness
of AFM NPs in applications is therefore less obvious. AFM materials exchange coupled to
FM or ferrimagnetic materials are, however, widely used in for example magnetic sensors, spin-
valve read heads in hard drives, and could conceivably be used in other components in the
emerging field of spin-tronics [38, 39]. SPM relaxation of FM Co NPs have been shown to be
suppressed when the Co NPs are embedded in an AFM matrix [40], and something similar
can be achieved by mixing AFM and FM (ferrimagnetic) NPs [41]. One could also think of a
magnetic nanocomposite material like described in the last paragraph of Section 1.1.5, but with
the magnetically hard FM material replaced by AFM NPs. Of course it would not be possible
to attain as high a magnetisation as with mixtures of two materials carrying significant net
magnetisations, but it might be possible to produce a very stable magnetisation of a useful size
at a very low price.

Magnetic moment of nanoparticles of antiferromagnetic materials

In bulk AFMmaterials the magnetic moments on the two sublattices are to a good approximation
equal and opposite, giving no net magnetisation. This is in general not the case for NPs of AFM
materials. NPs of AFM materials can have a non-vanishing magnetisation originating from
uncompensated spins at the particle surfaces or distributed over the volume of the particles.
The term uncompensated spins simply refers to a system where the number of spins on one of
the AFM sublattices is larger than on the other so that the cancellation of the two sublattices
is not perfect leading to a finite magnetisation of the particle M = MA + MB 6= 0. This
phenomenon, which was studied by Louis Néel in 1961 [42], is stochastic in nature, and is a
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consequence of the finite size of N , the number of spins in a NP. He considered three cases, where
the first is a situation where vacancies are randomly distributed on each sublattice. This would
results in a magnetic moment proportional to N1/2. Another scenario is that the uncompensated
moment comes about in particles where there are an uneven number of magnetic layers, or in
other words, when there are one more layer with one sublattice orientation than with the other
sublattice orientation. This gives an uncompensated moment proportional to N2/3. Thirdly,
one imagine that the interior of the particle is a perfect antiferromagnet, while the surface have
randomly distributed vacancies, leading to an uncompensated moment proportional to N1/3.
Other types of departure from the perfect AFM structure such as spin canting can also lead
to a net magnetisation of NPs of AFM materials because the spins are rotated away from
the antiparallel alignment. Moreover, when the AFM sublattices perform uniform precessions
around the equilibrium positions they in general have different precession angles and are thus
not perfectly parallel. This leads to a net magnetisation known as thermoinduced magnetisation
which has the special property that it increases with temperature [43]. Nanoparticles of AFM
materials thus always possess some magnetic moment and they are thus not strictly speaking
AFM. We will however continue to refer to AFM NPs even though the term NPs of AFM
materials would be more correct.

1.2 About this thesis
This thesis work concerns theoretical and experimental studies of the magnetic properties and in
particular magnetic structure of individual as well as assembled magnetic nanoparticles and in-
tergrown nanostructures. Experiments have been performed on systems of α-FeOOH (goethite),
NiO, α-Fe2O3 (hematite), FeTiO3 (ilmenite) and inter-mixtures of the latter two with a vari-
ety of different techniques suitable for the study of magnetic NPs. The techniques include
X-ray powder diffraction (XRD), dynamic light scattering (DLS), Mössbauer spectroscopy, neu-
tron single crystal diffraction, neutron powder diffraction (NPD), uniaxial neutron polarisation
analysis, XY Z-neutron polarisation analysis, inelastic neutron scattering (INS), transmission
electron microscopy (TEM), and DC and AC magnetisation measurements. The experimental
techniques will be presented in Chapter 2. The following investigations constitute the work of
my PhD thesis.

• Canted spin structures and goethite nanoparticles (Chapter 3, Papers [1–3])

In order to study the effect of relaxation of canted spin structures on the magnetisation of
NPs and of bulk systems with localised spin canting a classical theoretical model of a two-
dimensional canted spin structure was derived. The model which is presented in the first part
of Chapter 3 and in Papers [1,2] shows the temperature dependence of the magnetisation of
the two-dimensional system which is a model system for more realistic spin structures.

The theoretical model is exemplified by magnetisation measurements on 5.7 nm goethite
particles presented in the second part of Chapter 3 and in Paper [3]. The particles were
further characterised by XRD, TEM, INS and Mössbauer spectroscopy. The investigations of
the dynamics with Mössbauer spectroscopy and INS are presented in Paper [3].

• Spin orientation in NiO nanoparticles as function of particle size(Chapter 4,
Papers [4])

To study the effect of finite particle size on spin structures in AFM NPs the spin direction
in plate-shaped NiO particles with thickness down to 2.0 nm was investigated. The particles
were studied by XRD, TEM, NPD and XY Z-polarisation analysis, enabling us to determine the
direction of AFM propagation and the AFM sublattice spin direction with respect to the particle
shape as a function of particle size. These investigations are not in the form of a scientific paper
but are presented in Chapter 4.
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Our interest in the spin orientation in NiO nanoparticles were partly motivated by our
investigation of spin reorientation in hematite NPs due to inter-particle exchange interactions
in a hematite/NiO nanocomposite not discussed in Part I, but presented in Paper [4].

• Magnetic structure in hematite nanoparticles as function of particle aggrega-
tion and growth (Chapter 5)

To study aggregation of AFM NPs and in particular their magnetic properties as function of
particle aggregation and growth hematite particles with an initial size of ≈ 9 nm were prepared
in different states of aggregation, and their magnetic properties studied with Mössbauer spec-
troscopy. The aggregation and growth of the particles in aqueous suspension were controlled by
a hydrothermal treatment and was investigated with TEM, DLS and XRD. These investigations
are not in the form of a scientific paper but are presented in Chapter 5.

• Spin orientation in hematite-ilmenite(Chapter 6, Papers [5–7])

To identify whether the source of the unusually high natural remanent magnetisation in natural
samples of hematite-ilmenite can be ascribed to uncompensated spins in contact layers between
nanoscale exsolution lamellae a natural single crystal of hematite-ilmenite was investigated with
uniaxial polarisation analysis. This work is presented in Chapter 6 and in Paper [5].

In relation to this project cation disorder induced in ball-milled ilmenite was investigated
by, XRD, NPD and Mössbauer spectroscopy (Paper [6]). Additionally spin orientation in bulk
hematite and synthetic samples of solid solution hematite-ilmenite was investigated with NPD
(Paper [7]). These last two projects are not about spin structures in nano sized systems and
are not discussed in Part I.
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Chapter 2

Experimental methods

In this chapter I introduce the experimental techniques that I have applied to structurally char-
acterise antiferromagnetic nanoparticles (X-ray diffraction, transmission electron microscopy,
and dynamic light scattering) and to investigate their magnetic structure (neutron scattering,
Mössbauer spectroscopy, and magnetisation measurements). Some of the techniques have been
used for more elaborate investigations than others and the degree of detail devoted to the review
of each technique here will reflect this.

2.1 Neutron scattering
Neutron scattering (NS) is a powerful method for probing the structure and dynamics of ma-
terials. In our context most importantly NS can be used to determine magnetic structure. NS
has been one of the most important techniques for the investigations in this thesis, and I will
therefore go into some detail with the description in this section. My review of the theory of
NS, is inspired by text books such as [44, 45] and the notes from the Copenhagen University
NS course [46]. Some important results of the theory of elastic NS will be presented, includ-
ing the scattering cross sections for nuclear and magnetic neutron diffraction. In particular
the technique of neutron powder diffraction (NPD), which has been employed in the studies of
hematite/NiO nanocomposites, ball-milled ilmenite NPs, NiO NPs, and also in investigations of
spin orientation in bulk hematite-ilmenite, will be given specific attention.

Inelastic NS, used in the investigations on goethite NPs will only be briefly mentioned, as
the subject of this thesis is mainly magnetic structure. I will start, however, with the basic
properties of the neutron.

2.1.1 Basic properties of the neutron

The neutron is a nuclear particle with zero charge, spin s = 1/2, and a massmn = 1.675 · 10−27 kg
similar to that of the proton (mp = 1.673 · 10−27 kg). The gyromagnetic ratio of the neutron is
negative, meaning that the magnetic moment µn of the neutron is antiparallel to its spin:

µn = γnµNσ, (2.1)

where γn = −1.913 is the gyromagnetic ratio for the neutron, µN = e~/mp = 5.051 ·10−27J/T is
the nuclear magneton and σ is the Pauli spin operator for the neutron. For a neutron traveling
with velocity v the associated (de-Broglie) wavelength, and wave vector are

λ = 2π~
mnv

, k = mnv
~

, (2.2)

and the kinetic energy is

E = ~2k2

2mn
. (2.3)
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2.1. NEUTRON SCATTERING

Neutrons used for scattering experiments are produced, by nuclear reactors or spallation sources,
in nuclear processes where the energies are in the MeV range. The neutrons energies are brought
to the more useful meV range by passing the neutrons through a moderator where each neutron
scatters many times and eventually reaches thermal equilibrium with the moderator material.
When the neutrons are moderated to useful energies they are transported to the instruments
in so-called neutron guides. A guide is simply a tube, typically of rectangular cross section,
leading the neutrons from the moderator to the instrument. The inside of the guide is coated
with a neutron reflecting material so that neutrons that hit the guide walls with a shallow angle
are reflected and continue towards the experiment. The moderated neutrons have an energy
(wavelength) distribution that is too wide to be useful for experiments, and therefore a so-called
monochromator is used to select a desired wavelength for a particular experiment. As will be
discussed later, the monochromator is often a Bragg reflecting crystal that is positioned to reflect
the desired wavelength to the instrument.

2.1.2 Why use neutrons?

Neutron scattering is a versatile technique for probing the structure and dynamics of condensed
matter and is used in a wide range of scientific disciplines, including fundamental physics,
materials science, biology, Earth sciences, cultural heritage and more. Neutrons are, however,
expensive to produce and the flux is very limited, especially compared to the high flux of modern
X-ray sources. X-ray photons can do many of the same things as neutrons, and because X-rays
are exceedingly cheaper than neutrons (price per useful photon/neutron), it is advisable to use
X-rays instead of neutrons whenever possible. Fortunately, if you are a neutron scientist, there
are a number of advantages of using neutrons that makes NS an indispensable tool for certain
investigations. Below are listed four important advantages to NS. The list is largely stolen
from [46].

1 Suitable energy (wavelength) for probing excitations in solids. Neutrons can be
moderated to energies in the meV range similar to the energies of excitations in solids.
The corresponding wavelengths are in the Ångström range, similar to the inter-atomic
distances in solids. This means that neutrons are very well suited to investigate both the
structure and the dynamics of solids.

2 Scattering varies "randomly" between elements and even between isotopes of
the same element. This means that, in contrast with X-rays, light elements can be
measured easily and isotopes can be used for labeling.

3 The neutron interacts weakly. The rather weak interaction of neutrons with most
materials means that the neutron penetrates deeply into the material, probing the bulk,
not just the surface, of materials. Perhaps even more importantly, it means that neutrons
can penetrate through meters of air and centimeters of material (e.g. aluminium) making
bulky sample environment possible.

4 The neutron possesses a magnetic moment. The neutron can therefore interact
with magnetic fields in the sample and give information about magnetic structure and
dynamics.

All of these properties of the neutron can be a great advantage and they have all been important
for the studies in this thesis. Of course item 4 on the list is what makes it possible to investigate
magnetic structures, which is a main topic here.

2.1.3 Neutron scattering theory

While the theory of NS was developed [47] early after the discovery of the neutron by James
Chadwick in 1932 [48] experiments became practical with the advent of the first nuclear reactors.
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Early experiments were performed under the secrecy of the Manhattan project and the first
public articles appeared in the late 1940ies. The first neutron measurement of an AFM structure
was published in 1949 [49] and in 1951 a study of a series of AFM materials was published in
a classic paper by Shull, Strauser and Wollan [50]. Shull later received the Nobel prize for his
efforts in developing the NS method for the study of the structure of materials [51]. The first
magnetic structures investigated with NS were the antiferromagnets MnO, FeO, NiO, CoO and
α-Fe2O3.

The scattering cross section

Any NS experiment starts with a beam of neutrons coming from a source and hitting a sample.
The neutrons can then be scattered from the sample in any direction and will be detected if a
detector is placed in the path of the scattered neutrons. The neutrons impinging on the sample
are described by the incident flux Ψ, which is simply the number of neutrons impinging on the
sample per second per unit area. The ability of a system to scatter neutrons is the so-called NS
cross section:

σ = 1
Ψ · number of neutrons scattered per second . (2.4)

Neutrons are scattered in all directions, but in any real experiment the detector, or detectors
only cover a certain solid angle and the full cross section is thus never measured. Therefore we
define the very important quantity known as the differential cross section:

dσ

dΩ = 1
Ψ
number of neutrons scattered per second into solid angle dΩ

dΩ . (2.5)

This quantity is what is measured in (absolutely calibrated) elastic scattering experiments.
Because the interaction between the neutron and the scattering system is weak we can use the
Born approximation and describe both the incident and the scattered neutron as plane waves:

ψ(r) = 1√
Y

exp(ik · r), (2.6)

where Y is a normalisation constant, k is the wave vector, and r is the position vector. When
neutrons are scattered by a scattering system (sample) energy and momentum can be transfered
between the neutron and the system, changing the state of both. A fundamental result from
quantum mechanics known as Fermi’s golden rule (see e.g. [52]) relates the rate of transitions
from one state to another to the matrix element of the initial and final states with the interaction
potential. This gives the differential scattering cross section for scattering neutrons from initial
state |ψi〉 to final state |ψf 〉 :

dσ

dΩ = Y 2kf
ki

(
mn

2π~2

)2
|〈ψi |V |ψf 〉|2 , (2.7)

where ki and kf are the incident and final wave numbers, and V is the interaction potential
(operator). The normalisation constant Y disappears because it also appears in the states ψi
and ψf and when the scattering is elastic the expression is further simplified because the initial
and final wave numbers are the same.

Neutrons can be scattered from the atomic nuclei in the sample via the strong nuclear
forces, or from the magnetic moments of the electrons via electromagnetic forces. The first type
of scattering is known as nuclear scattering and the second is termed magnetic scattering. In the
following only nuclear scattering will be considered, but most of the formalism can be applied
directly to magnetic scattering as well. Magnetic scattering will be described in section 2.1.5.
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Scattering from a single nucleus

For nuclear scattering the scattering potential (from the j’th nucleus at position rj) is the Fermi
pseudo potential

Vj(r) = 2π~2

mn
bjδ(r− rj), (2.8)

where bj is a constant for the j’th nucleus, called the scattering length. The scattering length
originates from the interaction between the nucleus and the neutron through the strong nuclear
force, and is not very well understood, and the variation in b between elements, and even
between isotopes of the same element seems random. If we consider elastic scattering from a
single nucleus with scattering length bj , fixed at position rj the matrix element in (2.7) can be
calculated as

〈ψf |Vj(r)|ψi〉 = 1
Y

2π~2

mn
bj

∫
exp(−ikf · r)δ(r− rj) exp(iki · r)d3r

= 1
Y

2π~2

mn
bj

∫
exp(iq · r)δ(r− rj)d3r

= 1
Y

2π~2

mn
bj exp(iq · rj), (2.9)

where q = ki − kf is the so-called scattering vector (see Fig. 2.1). The scattering vector is
an important concept in scattering experiments. For elastic scattering (ki = kf = k) there is a
simple relation between the scattering vector and the scattering angle:

q = 2k sin(θ), (2.10)

where θ is half the scattering angle. In experiments the measured quantity is often scattered
intensity versus scattering angle, but in analysis of diffraction data one typically works in re-
ciprocal space and the identity (2.10) is useful when moving back and forth between real and
reciprocal space. Now the differential cross section for elastic scattering from a single fixed
nucleus can be calculated by inserting (2.9) into (2.7):

dσ

dΩ = b2j . (2.11)

2θ

k
i

kf

q

Figure 2.1: The scattering triangle shows the definition of the scattering vector q. Here the incoming
and outgoing wave vectors are equal in magnitude and the depicted scattering event is elastic.

Scattering from a system of nuclei

Of course the scattering system always consists of many nuclei and when a neutron scatters
from a collection of nuclei the waves scattered from each nucleus interfere. This interference
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is exactly what is utilised in diffraction experiments, where diffraction peaks are present when
scattering from nuclei (or spins) in certain lattice planes interfere constructively, giving a strong
scattering. For a system of scattering nuclei at positions rj and with scattering lengths bj the
differential cross section becomes

dσ

dΩ = exp(−2W )

∣∣∣∣∣∣
∑
j

bj exp(iq · rj)

∣∣∣∣∣∣
2

, (2.12)

where exp(−2W ) = exp
(
−〈q · u〉2

)
is the so called Debye-Waller factor that corrects for the

displacement u(t) of the atoms from their equilibrium positions due to thermal vibrations.

Coherent and incoherent scattering

In most NS experiments on crystalline solids one wishes to measure the strong scattering signal
from the constructive interference of the scattering from nuclei (spins) arranged in a periodic
lattice. However, even for a monatomic scatterer, there are almost always random variations
in the scattering length between atomic sites. This gives rise to so called incoherent scattering.
The variation can come about because the sample contains different isotopes of the same element
and the scattering is then called isotope incoherent (II) scattering, or because the nucleus has
a nuclear spin and is then called nuclear spin incoherent (SI) scattering. The II scattering has
its origin in the different scattering lengths for different isotopes, whereas the SI scattering is
because the scattering length also depends on whether the neutron spin is parallel or antiparallel
to the nuclear spin of the scattering nucleus. Whereas the coherent scattering can be strongly
anisotropic the incoherent scattering is isotropic and is often regarded as nothing more than a
source of background. NPs are known to have a large amount of water adsorbed on the surface
of the particles, giving rise to a very large SI scattering from hydrogen. This signal can be
so large that it can pose a real problem for NS experiments on NPs and sometimes one can
benefit from using polarisation analysis techniques, where the SI scattering can be eliminated
(see section 2.2). If we assume that the nuclear species with scattering length bj occurs with
frequency cj then the average (coherent) scattering length is:

b =
∑
j

cjbj , (2.13)

and the average (coherent) cross section is:

σcoh = 4π
(
b
)2
. (2.14)

The total scattering cross section is:

σscat = 4π
∑
j

cjb
2
j = 4πb2. (2.15)

The difference between the total and the coherent cross sections is then the incoherent cross
section σinc = σscat − σcoh, and one can define an incoherent scattering length:

binc =
√
b2 − b2. (2.16)

In summary, the coherent scattering is the scattering from the average scattering length and
the incoherent scattering can be thought of as a correction due to random variations in the
scattering length. The coherent scattering length b̄ is almost always referred to as simply b and
this practice will be used here unless explicitly stated.
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2.1.4 Scattering from a crystal

A crystal is a periodic arrangement of atoms in a lattice. Because of the periodicity of the
lattice a crystal can give rise to strong coherent scattering in specific directions. If the i’th atom
(nuclei) in the j’th unit cell of a crystal lattice is at a position ri,j = rj + ∆i, where rj is the
position of the j’th unit cell and ∆i is the position of the i’th atom in the unit cell, the elastic
nuclear cross section (2.12) reads

dσ

dΩ = exp(−2W )

∣∣∣∣∣∣
∑
i,j

bi exp(iq · (rj + ∆i))

∣∣∣∣∣∣
2

(2.17)

= exp(−2W ) |FN (q)|2
∣∣∣∣∣∣
∑
j

exp(iq · rj)

∣∣∣∣∣∣
2

, (2.18)

where the sum in (2.18) has been divided into a sum over the lattice, and the nuclear structure
factor FN (q) defined as

FN (q) =
∑
i

bi exp(iq ·∆i). (2.19)

The arrangements of atoms in a crystalline solid is described in terms of a basis of atoms in a
unit cell that is repeated in a periodic lattice. From the (direct) crystal lattice one can define the
reciprocal lattice, which is very useful in the description of scattering experiments. The reader
will be assumed familiar with the definition of the reciprocal lattice as well as the indexing
system where (hkl) denotes a lattice plane and [hkl] denotes a direction in the lattice, whereas
{hkl} and 〈hkl〉 denotes families of symmetry-equivalent planes and directions (see any textbook
on condensed matter physics, e.g. [53]).

Bragg’s law

It can be shown that the lattice sum is only nonzero when the scattering vector is equal to a
reciprocal vector. Intuitively it can be understood because the sum will contribute with a factor
of N (N being the number of unit cells) when the condition is fulfilled, and all the contributions
from other scattering vectors will cancel because eiq·rj gives contributions with different phases
which sum to zero. It can be show that with N unit cells of volume V0 the unit cell sum
becomes [44,46] ∣∣∣∣∣∣

∑
j

exp(iq · rj)

∣∣∣∣∣∣
2

= N(2π)3

V0

∑
τ

δ(q− τ ), (2.20)

where τ is a reciprocal lattice vector. The delta function represents the condition q = τ , known
as the diffraction (or Laue) condition, which is equivalent to the well known Bragg’s law:

nλ = 2d sin(θ), (2.21)

where d is the spacing between the diffracting planes in the crystal lattice (the so-called d-
spacing) and 2θ is the scattering angle. The final version of the elastic nuclear cross section is

dσ

dΩ = N
(2π)3

V0
exp(−2W ) |FN (q)|2

∑
τ

δ(q− τ ). (2.22)

Experimental consideration

In the calculation of the lattice sum leading to the delta function in (2.22) it is implicitly
assumed that the sample is a perfect crystal of infinite size and that the neutron beam is
perfectly monochromatic and without angular divergence. Obviously none of these conditions
are ever strictly fulfilled. The infinite crystal size is often a good approximation for crystals
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of µm size, which contain as many as 1012 unit cells, and one can get crystals with very low
mosaicities, but the angular divergence of the neutron beam and the monochromacity is usually
far from perfect. The consequence of the failure of these assumptions is that the delta function
representing the diffraction condition becomes δ(q− τ − δτ ), where δτ signifies that there will
be diffraction in directions that deviate with a small amount from a reciprocal lattice vector.
This means that the measured Bragg peaks are not delta functions, but have a finite width.

2.1.5 Magnetic neutron scattering

The magnetic interaction between the neutron and the sample is the magnetic Zeeman energy
of the magnetic moment of the neutron in a magnetic field B:

EZ = −µn ·B = −γnµNσ ·B. (2.23)

The starting point for the magnetic scattering is once again (2.7), but now we have to take
the spin of the neutron into account and use the correct magnetic interaction potential. The
magnetic interaction potential can be shown to be (see e.g. [54])

Vm(q) = − (γnr0/2) σ ·M⊥(q), (2.24)

where the so-called magnetic interaction vector M⊥(q) has been introduced.

M⊥(q) = q̂ ×M(q)× q̂, (2.25)

where M(q) is the Fourier transform of the (microscopic) magnetic moment density and q̂
is a unit vector in the direction of q. Here we see the important result that only magnetic
moments perpendicular to the scattering vector contributes to the magnetic scattering. For a
magnetically ordered structure the elastic cross section for magnetic scattering of unpolarised
neutrons becomes [46]

dσ

dΩ =
(
γnr0

2

)2
g2f2(q)N(2π)3

V0
|FM (q)|2 exp(−2W )

∑
τ

δ(q − τ ), (2.26)

where the magnetic structure factor FM (q) has been defined analogously to (2.19), f(q) is the
magnetic form factor and g is the Landé g-factor that accounts for any orbital contribution
to the magnetic moment. Here V0 and N refer to the magnetic unit cell and τ is a vector in
the reciprocal lattice to the lattice of the magnetic structure. The magnetic unit cell for AFM
structures are typically not the same as the chemical unit cell. The magnetic structure factor is
a sum over the magnetic unit cell:

FM (q) =
∑
i

exp(−iq ·∆i) 〈Mi,⊥〉 , (2.27)

where 〈 〉 denotes thermal average. The magnetic form factor f(q) accounts for the extend of
the orbital of the electron carrying the magnetic moment:

f(q) =
∫

exp(iq · r)ρs(r)d3r, (2.28)

where ρs(r) is the normalised density of unpaired electrons. The magnetic form factor can be
written as (see e.g. [45])

f(q) = 〈j0〉+
(
g − 2

2

)
〈j2〉 . (2.29)

Here j0 and j2 are spherical Bessel functions, and 〈j0〉 and 〈j2〉 can be calculated for the ion in
question using analytical approximations or the Hartree-Fock method [55–57].
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Figure 2.2: Neutron diffraction from a powder sample (S). The crystallites that are oriented for
diffraction scatter neutrons into Debye-Scherrer cones.

2.1.6 Neutron powder diffraction

A powder is a collection of a very large number of crystal grains (crystallites). In a typical powder
sample there will be at least billions of µm sized crystallites and in a sample of NP powder there
can easily be as many as 1018 particles. It can usually be assumed that all crystal orientations
are represented equally and this means that diffraction will occur at all angles that fulfill Bragg’s
law (2.21) or equivalently at all scattering vectors that satisfy q = 2π

d . The scattering is spread
into so-called Debye-Scherrer cones with opening angle 4θ. The Debye-Scherrer cone covers a
solid angle that varies with θ as sin(2θ), whereas the detector covers a constant solid angle. It
can be shown [58] that the probability for a certain particle to be oriented in the diffraction
condition is inversely proportional to sin(θ). Together these two effects mean that the cross
section is corrected with a factor of

Lθ = 1
sin(θ) sin(2θ) , (2.30)

known as the Lorentz factor. Because of the random orientation of the crystallites all reflections
with the same d-spacing contribute to scattering in the same Debye-Scherrer cone, and cannot
be distinguished from one another. This means that the cross section for NPD of some reflec-
tion {hkl}, should be further multiplied with a factor j{hkl}, known as the multiplicity of the
reflection. For example the {100} family of reflections in a cubic lattice have a multiplicity of
6. The cross section for nuclear or magnetic NPD can be obtained for a {hkl} Bragg peak, by
multiplying (2.22) or (2.26) with j{hkl}Lθ.

In Figure 2.3 is a simple sketch of a neutron powder diffractometer. Instruments like DMC
at PSI and D1B at ILL used in the investigations of NiO NPs to be presented in Chapter 4 have
this basic appearance plus some further features I will not discuss here.

Powder diffraction on nanoparticles

When the sample is a powder of NPs the finite crystallite size gives rise to a substantial broad-
ening of the Bragg peaks. The peak broadening can be used to estimate the particle size in the
direction perpendicular to the diffracting planes (ε), using the so-called Scherrer formula [59,60]:

ε = λ

B2θ cos(θ) , (2.31)

where θ is half the scattering angle and B2θ is the peak broadening due to the finite particle
size in units of the scattering angle (radians). It is straight forward to show that in terms of the
scattering vector this becomes

ε = 2π
Bq
, (2.32)

where Bq is the peak broadening due to the finite particle size in units of the scattering vector.
From ε one can determine the so-called true particle size, defined as p = V 1/3, where V is the
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Sample

Neutron guide

Sample environment

Detector bank

Monochromator

Figure 2.3: Schematic of a neutron powder diffractometer. The white neutron beam in the guide hits
the monochromator, and neutrons of the desired wavelength are reflected onto the sample. The
neutrons can scatter off the sample in all direction and some of them hit the banana-shaped detector
and are counted. Not displayed on the sketch are slits, monitors, filters, and collimators usually
equipped on powder diffractometers. The neutrons not selected by the monochromator and may remain
in the guide, and travel on to other experiments further down the line.

particle volume, from
p = Kε, (2.33)

where K is a constant of the order unity that depends on the symmetry of the crystal structure
and on the particle shape. Calculations of K (known as the Scherrer constant) for certain ge-
ometries can be found in the literature [60,61]. When using the Scherrer formula it is important
to note that B is only the broadening due to the finite crystallite size. Other types of broad-
ening from the instrument or from the sample (e.g. from lattice strain) have to be properly
subtracted. However, in measurements of NPs that are only a few nanometers in size other
types of broadening is often negligible and (2.31) or (2.32) can be used directly. If the sample is
magnetically ordered the broadening of the magnetic Bragg peaks can give information about
the magnetic correlation length in the same way as for the crystalline size.

Figure 2.4 shows neutron powder diffraction patterns of bulk ilmenite powder (a) and NPs
of ilmenite produced by ball-milling (b). The finite size broadening of the diffraction peaks is
evident in the diffraction pattern of the NP sample. Furthermore it can be seen that the signal
to background ratio is significantly lowered in the NP sample compared to the bulk sample,
because of SI scattering from hydrogen in the water adsorbed on the surfaces of the NPs.

2.1.7 Inelastic scattering

In an inelastic scattering event energy is transfered between the neutron and the scattering
system so that

~ω = Ei − Ef, (2.34)

where Ei and Ef are the initial and final energies of the scattering system respectively. For
inelastic scattering one defines the partial differential scattering cross section:

d2σ

dΩdEf
= 1

Ψ
no. of neutrons scattered per sec. into dΩwith energies [Ef;Ef + dEf]

dΩdEf
. (2.35)

When a neutron scatters inelastically the state of the scattering system changes. Let the state
of the system before and after the scattering event be |λi〉 and |λf〉. Then the partial differential
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Figure 2.4: NPD patterns of FeTiO3 measured at the DMC instrument at PSI in 2011 (see
Paper [6]). The scattering from the bulk sample (a) gives rise to relatively sharp Bragg peaks, with
their widths determined by the resolution of the instrument. The Bragg peaks of the NP sample (b) are
much broader because of the finite size broadening from the particles that are about 13 nm in size. The
indexing is with respect to the R3 structure of ilmenite in hexagonal notation.

cross section is

d2σ

dΩdEf

∣∣∣∣∣
λi→λf

= ki
kf

(
mn

2π~2

)2
|〈λiψi |V |λfψf〉|2 δ (Eλi − Eλf − ~ω) , (2.36)

where the delta function ensures that the energy difference between the final and initial state of
the scattering system must equal the energy transfered to or from the neutron.

2.2 Neutron polarisation analysis

In the previous section the neutron beam was assumed to be unpolarised. Using a polarised
neutron beam and analysing the polarisation of the scattered neutrons can be a great advantage,
especially when dealing with magnetic scattering or samples with a large SI scattering. The use
of polarisation analysis further makes it possible to determine the orientation of the magnetic
moment in a crystal.

In this section I will explain the basic theory of polarisation analysis in elastic NS. First
I will briefly describe the experimental setup for polarisation analysis, using the triple axis
spectrometer as example, and I will continue with a discussion of uniaxial polarisation analysis,
followed by a section on XY Z-polarisation analysis. The theory of polarised neutron scattering
was explained in 1969 in a classic paper by Moon, Riste, and Koehler [62] and is also reviewed
in the textbook by Squires [44]. In my presentation of the subject, which is heavily inspired by
the above mentioned text as well as on the paper by Stewart et al. [54] Many details will be left
out, and the reader is referred to the original texts if further information is desired. After the
theoretical derivations the two instruments used for polarisation analysis experiments in this
thesis will be described.
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2.2.1 Basics of polarisation analysis

Polarisation of the beam

The basic idea in a polarisation analysis experiment is to have a polarised beam of neutrons
impinging on the sample and to analyse the polarisation state of the scattered neutrons after the
sample. The beam can be polarised e.g., by polarising supermirrors, by polarisation sensitive
Bragg-diffraction from crystals, or by passing the beam through a cell with spin-polarised 3He.
The neutron is a spin 1

2 particle and if a quantisation axis (say the z - axis) is chosen the spin
of a neutron along that axis can be in either of the two states

|+〉 =
[

1
0

]
, |−〉 =

[
0
1

]
, (2.37)

usually referred to as spin up and spin down. The polarisation of the beam along the z - direction
can be defined as

p ≡ pz = 2 〈Sz〉 . (2.38)

The polarisation is a number in the range −1 ≤ p ≤ 1 and can be written in terms of the number
of neutrons with spin up (N+) and down (N−):

p = N+ −N−
N+ +N−

. (2.39)

In experiments the beam is never perfectly polarised (p < 1), but let us assume for now that
p = 1 and later come back to the necessary corrections.

Layout of a polarised triple axis spectrometer

The triple axis spectrometer (TAS) is a classic in NS instrumentation. The three axes that
gives the instrument its name are those of the monochromator, the sample, and the analyser,
that can all be manipulated. The monochromator and analyser are identical Bragg-diffraction
crystals that enable a specific incoming wave vector to be selected (monochromator) and a
specific final wave vector to be measured by the detector (analyser). Together with rotation of
the sample this enables the TAS to map out reciprocal space and by using different Bragg angles
on monochromator and analyser it is possible to measure the inelastically scattered neutrons.
While inelastic NS is an important use of the TAS only elastic scattering will be considered
here. The basic layout of a TAS equipped with polarisation analysis capabilities is given in
Figure 2.5. The polariser is a monochromator that only reflects |+〉 neutrons to the sample and
similarly the analyser only reflects |+〉 neutrons to the detector. In order for the beam not to
get depolarised by stray fields a magnetic field, the so-called guide field, produced by permanent
magnets covers the entire beam path from polariser to detector. So called "flippers" are placed
between monochromator (polariser) and sample, and between sample and analyser. A flipper
is a device that allows for 180◦ rotation of the neutron spin from |+〉 to |−〉 or vice versa. The
sample is placed in a small magnetic field from electromagnetic coils to maintain the neutron
polarisation at the sample position, where guide fields would be impractical. This setup allows
for measurement of cross sections for the four possible neutron spin states before and after the
sample:

|+〉 → |+〉 , |−〉 → |−〉 , |+〉 → |−〉 , |−〉 → |+〉 . (2.40)

Given that the initial neutron spin (from the monochromator) is |+〉 and that the analyser
reflects only |+〉 neutrons the |+〉 → |+〉 cross section is measured by having both flippers off.
If the first flipper is kept off but the second is turned on the neutrons will be flipped after the
sample and then the |+〉 → |−〉 cross section is measured, and similarly for the remaining two
possibilities. The two processes |+〉 → |+〉 and |−〉 → |−〉 that leaves the spin state of the
neutron unaltered are referred to as non-spin-flip (NSF) processes and the other two as spin-flip
(SF) processes for obvious reasons.
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Figure 2.5: Schematic of a triple axis spectrometer equipped for polarisation analysis. Figure
from [62].

The cross section for unpolarised neutrons can be found as 1
2 times the sum of the four

polarisation analysis cross sections. When the neutron spin is taken into account the differential
cross section is (from Equation 2.7)

dσ

dΩ =
(
mn

2π~2

)2
|〈kfσf |V |kiσi〉|2 , (2.41)

where σi and σf are the initial and final spin states of the neutron respectively. To obtain the
cross section we now have to calculate the scattering amplitude

U = 〈kfσf |V |kiσi〉 (2.42)

for each of the four processes in (2.40)

Nuclear scattering

To calculate the cross sections for the four processes (2.40) we need to take into account the
difference in scattering length for nuclei with nuclear spin parallel or antiparallel to the spin of
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the neutron. We denote these two scattering lengths b+ and b− and define the scattering length
operator for a nucleus with nuclear spin I (see ref. [44] p. 173)

b = A+Bσ · I, (2.43)

where
A = (I + 1)b+ + Ib−

2I + 1 and B = b+ − b−
2I + 1 . (2.44)

With this definition of the scattering length one can arrive at [44] the four expressions for the
scattering amplitude for nuclear scattering:

〈+ |b|+〉 = A+BIz,

〈− |b| −〉 = A−BIz,
〈+ |b| −〉 = B (Ix + iIy) ,
〈− |b|+〉 = B (Ix − iIy) .

(2.45)

Magnetic scattering

From the magnetic interaction potential (2.24) and using the properties of the Pauli spin matrices
one can arrive at the scattering amplitudes for magnetic scattering

〈+ |σ ·M⊥(q)|+〉 = M⊥,z(q),
〈− |σ ·M⊥(q)| −〉 = −M⊥,z(q),
〈+ |σ ·M⊥(q)| −〉 = M⊥,x(q) + iM⊥,y(q),
〈− |σ ·M⊥(q)|+〉 = M⊥,x(q)− iM⊥,y(q),

(2.46)

where M⊥,z is the component of M⊥ in the z-direction, and similarly for the other components.
Equation (2.46) states the very important rules of uniaxial polarisation analysis, namely that
the NSF scattering gives information about the magnetisation parallel to the polarisation di-
rection and the SF scattering gives information about the magnetisation perpendicular to the
polarisation direction.

Combined nuclear and magnetic scattering

We can now combine (2.46) and (2.45) to obtain the spin dependent combined nuclear and
magnetic scattering amplitudes:

U++ = A+BIz − pM⊥,z(q),
U−− = A−BIz + pM⊥,z(q),
U+− = B (Ix + iIy)− p (M⊥,x(q) + iM⊥,y(q)) ,
U−+ = B (Ix − iIy)− p (M⊥,x(q)− iM⊥,y(q)) ,

(2.47)

where p = γnr0/2.

Coherent and incoherent scattering

The differential cross section for incoherent scattering is(
dσ

dΩ

)
inc

= b̄2 −
(
b̄
)2
. (2.48)

Using (2.45) and assuming a random distribution of nuclear spins this can be shown (see section
3.2 in [54]) to be (

dσ

dΩ

)NSF

inc
= Ā2 −

(
Ā
)2

+ (1/3)B2I(I + 1) (2.49)
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for both the NSF transitions, and similarly for the SF transitions:

(
dσ

dΩ

)SF

inc
= (2/3)B2I(I + 1). (2.50)

The term Ā2−
(
Ā
)2

is the II cross section and enters only in the expression for NSF scattering.
This is not surprising because a nuclear scattering event cannot change the spin of a neutron.
The term B2I(I + 1) is the SI cross section and enters with a factor of 1/3 in the NSF cross
section, and 2/3 in the SF cross section and the equations (2.49) and (2.50) immediately suggest
a method of separating the SI scattering, namely by subtracting half the SF cross section from
the NSF cross section.

2.2.2 XY Z-polarisation analysis

Figure 2.6: Geometry in an XY Z-polarisation analysis experiment. Figure from [54].

The technique of XY Z-polarisation analysis as described by Schärpf and Capellmann [63]
makes it possible to separate magnetic, nuclear and SI background. This can be done on an
instrument with a multidetector array, making it possible to employ the method to measure
for example diffraction patterns or diffuse scattering. I will continue to follow the formalism
of [54] in my presentation of the theory. The magnetic part of the cross section depends on
the polarisation direction with respect to the scattering vector as can be inferred from (2.46),
whereas the nuclear and SI parts of the cross section does not, and this is utilised in XY Z-
polarisation analysis where the NSF and SF cross sections are measured in three orthogonal
directions. It can be shown (see [44]) that the magnetic scattering cross sections for NSF and
SF scattering are

(
dσ

dΩ

)NSF

mag
=1

2

(
dσ

dΩ

)
mag

[
1−

(
P̂ · q̂

)2
]

and (2.51)(
dσ

dΩ

)SF

mag
=1

2

(
dσ

dΩ

)
mag

[
1 +

(
P̂ · q̂

)2
]
, (2.52)

where P̂ and q̂ are unit vectors in the direction of P and q, and
(
dσ
dΩ

)
mag

is the magnetic
cross section. If the instrument is equipped with a multidetector in the xy plane and the angle
between the scattering vector and the x-axis is α (see Fig. 2.6) the scattering vector will be in
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this plane and the unit vector in the direction of q is

q̂ =


cosα

sinα

0


. (2.53)

In the experiment the polarisation is brought to point alternately in the x, y and z directions:

P̂x =


1

0

0


, P̂y =


0

1

0


, P̂z =


0

0

1


. (2.54)

Now, using Equations (2.51) - (2.54), the magnetic contribution to each of the six cross sections
can be calculated, and including the nuclear cross section (containing both nuclear coherent and
II scattering) and the SI cross section the six cross sections for the NSF and SF scattering with
the polarisation in the x, y and z directions are

(
dσ

dΩ

)NSF

x
= 1

2 sin2 α

(
dσ

dΩ

)
mag

+ 1
3

(
dσ

dΩ

)
SI

+
(
dσ

dΩ

)
nuc

,(
dσ

dΩ

)SF

x
= 1

2
(
cos2 α+ 1

)( dσ
dΩ

)
mag

+ 2
3

(
dσ

dΩ

)
SI
,(

dσ

dΩ

)NSF

y
= 1

2 cos2 α

(
dσ

dΩ

)
mag

+ 1
3

(
dσ

dΩ

)
SI

+
(
dσ

dΩ

)
nuc

,(
dσ

dΩ

)SF

y
= 1

2
(
sin2 α+ 1

)( dσ
dΩ

)
mag

+ 2
3

(
dσ

dΩ

)
SI
,(

dσ

dΩ

)NSF

z
= 1

2

(
dσ

dΩ

)
mag

+ 1
3

(
dσ

dΩ

)
SI

+
(
dσ

dΩ

)
nuc

,(
dσ

dΩ

)SF

z
= 1

2

(
dσ

dΩ

)
mag

+ 2
3

(
dσ

dΩ

)
SI
.

(2.55)

Now, one can separate the magnetic from the SI, and from the nuclear coherent and II cross sec-
tions by measuring all six cross sections in (2.55) and taking the appropriate linear combinations.
The magnetic cross sections can be found in two ways:

(
dσ

dΩ

)
mag

= 2
(
dσ

dΩ

)SF

x
+ 2

(
dσ

dΩ

)SF

y
− 4

(
dσ

dΩ

)SF

z
,(

dσ

dΩ

)
mag

= 4
(
dσ

dΩ

)NSF

z
− 2

(
dσ

dΩ

)NSF

x
− 2

(
dσ

dΩ

)NSF

y
,

(2.56)

For the spin independent nuclear scattering (nuclear coherent +II) we have:(
dσ

dΩ

)
nuc

= 1
6

[
2
(
dσ

dΩ

)
TNSF

−
(
dσ

dΩ

)
TSF

]
(2.57)

=
(
dσ

dΩ

)
nuc,coh

+
(
dσ

dΩ

)
II
, (2.58)
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where the subscripts TNSF and TSF refer to sum of the three NSF and SF cross sections.
Finally the SI cross section can be found as(

dσ

dΩ

)
SI

= 1
2

(
dσ

dΩ

)
TSF
−
(
dσ

dΩ

)
mag

(2.59)

= B2I (I + 1) . (2.60)

With this method of separating the magnetic cross section from the nuclear and the SI scattering
we have a powerful tool for investigations of the magnetic properties of samples that would
otherwise be difficult or impossible, because of overlapping nuclear and magnetic scattering or
a high SI scattering.

2.2.3 Data corrections in polarisation analysis

Because of imperfect polarisers and flippers that do not have an efficiency of 100% it is never
possible to have a perfectly polarised neutron beam (p = 1) and the experimental data therefore
has to be corrected to obtain the true NSF and SF cross sections. To quantify the deviation
from perfect polarisation one defines the so called flipping ratio:

R = N+/N−, (2.61)

which will be infinite for a perfectly polarised beam. The polarisation of the beam can be found
from the flipping ratio through

p = N+ −N−
N+ +N−

= R− 1
R+ 1 , (2.62)

and the probability p+ (p−) of finding a neutron in the state |+〉 (|−〉) is

p+ = 1 + p

2 , p− = 1− p
2 . (2.63)

The relationship between the measured intensities INSF and ISF and the true cross sections σNSF
and σSF is I

NSF

ISF

 =

p↑ p↓

p↓ p↑


σ

NSF

σSF

 . (2.64)

In the correction one utilises that a non magnetic scattering event cannot change the polarisation
state of the neutrons and should thus give zero spin flip scattering. The spin flip scattering from
a purely nuclear (with no SI scattering) scatterer is thus a measure of the imperfect polarisation
control in the experiment and can be used to correct the data. The flipping-ratio can be
calculated from a measurement of a nuclear peak (σSF = 0):

R = INSFnuc
ISFnuc

(2.65)

and the true cross sections can then be calculated by inverting equation (2.64). In practice R
can be determined by measuring the intensity of a nuclear Bragg peak in a uniaxial polarisation
analysis experiment. In an experiment with an array of individual analysers and detectors one
can obtain R for each for each detector-analyser element by measurement of an isotropic nuclear
scatterer like amorphous silica. For a full treatment of data corrections in a polarisation analysis
experiment see the review by Wildes [64].
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2.2.4 The polarised triple axis spectrometer IN12 at ILL

The IN12 instrument is a TAS and the layout of the instrument is similar to the one depicted
in Figure 2.5. There are, however, differences in how the beam polarisation is attained and
manipulated. IN12 was the instrument used for the investigation of the spin orientation in a
natural crystal of hemo-ilmenite to be described in Chapter 6 and Paper [5]. In the following
I will go through the most important components of the instrument, following the path of
a neutron from guide to detector. For our purpose of studying static magnetic structure no
energy transfer between neutron and sample is needed and the discussion will be restricted to
elastic scattering.

Figure 2.7: Layout of the IN12 instrument. The instrument has been moved and refurbished since
our experiment in 2010 and the diagram is of the new IN12, but most components are the same. One
particular difference is that in our experiment there was a Be filter in place of the B4C tunnel in the
incident beam. The equipment for polarisation analysis, not displayed in the diagram includes a
polarising supermirror together with a short collimator, replacing the large collimator in the incident
beam, a Mezei type spin flipper in the diffracted beam, and a guide field of permanent magnets in the
entire beam path. The sample environment was a 2.5 T cryomagnet with a temperature range of 2 K -
290 K. The most important components for our experiment are described in the text. The Figure is
modified from the instrument homepage [65].

Incident beam

The monochromator is a Bragg reflecting crystal that is placed in the center of the guide and
reflects neutrons of the desired wavelength to the IN12 experimental area. On IN12 the (002)
reflection of pyrolytic graphite (PG) with a d-spacing of 3.4 Å is used. Because of the factor
of n in Bragg’s law (2.21) the diffraction condition is fulfilled not only neutrons of the desired
wavelength, but also for neutrons with wavelengths λ/, λ/3, λ/4. . . These so-called higher-order
neutrons are an unwanted source of background that can severely hamper the data analysis,
and one therefore utilises filters to get rid of them. The filter used on IN12 is a 10 cm long
container with powder of Be, which has a Bragg-scattering cutoff at λcutoff=4.0Å [45], meaning
that virtually no neutrons with wavelengths smaller than λcutoff are transmitted. The filter is
cooled with liquid N2 to minimize inelastic scattering from phonons, enhancing the transmission
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for wavelengths greater than λcutoff. The beam is polarised by a so called supermirror bender
positioned between the monochromator and the Be filter. The supermirror bender is a multilayer
of ferromagnetic supermirrors with a critical angle of total reflection that is given by [66]

θ±c = λ
√
N(b± p)/π, (2.66)

where N is the nuclear density, b is the nuclear scattering length and p is the magnetic scattering
length. The ± denotes the two polarisation states. The principle of polarising supermirrors is
that one choses a material with b = p and thus only |+〉 neutrons are reflected. In this way a
polarisation p > 0.95 is obtained at IN12. To avoid losing the polarisation of the beam a small
vertical guide field of a few mT is maintained along the entire beam path.

Sample and sample environment

The polarised neutron beam enters the sample which can be enclosed in a variety of differ-
ent environments. A small magnetic field is always maintained inside the sample chamber by
Helmholtz coils, to preserve the polarisation in the absence of a guide field from permanent
magnets.

Diffracted beam

After the sample the neutrons that are elastically scattered hit the polarising analyser. The
analyser is of the Heusler (Cu2MnAl) type, and uses the (111) reflection, which has a d-spacing
of 3.44 Å. The Heusler analyser polarises the beam in a similar way as the supermirror bender,
by a carefully matched nuclear and magnetic scattering length. In our case the configuration is
such that the supermirror bender only reflects |+〉 neutrons, and only |−〉 neutrons are analysed,
and the instrument is thus set up to measure the SF cross section. To be able to measure the
NSF cross section a so-called Mezei spin flipper is positioned between the sample and analyser.
The Mezei flipper consists of two coils, one producing a vertical magnetic field that exactly
cancels the guide field, and the other producing a horizontal field that is tuned so that the 4.05
Å neutrons precess exactly 180◦ inside the flipper, and are thus flipped from |+〉 to |−〉 or vice
versa. A measurement with the flipper off is thus an SF experiment and a measurement with
the flipper on is an NSF experiment. The detector is of the He3 type, that consist of a chamber
with a mixture of He3 and another gas like Ar. The nuclear process that is utilised for detection
is:

n+3 He→3 H + p+ Energy.

The charged particles produced in the process are accelerated by a voltage difference over the
chamber, ionizing the Ar gas and creating a cascade of charged particles that can be detected.

The IN12 instrument of course also contains further components that are important in
all neutron scattering experiments like radiation protection shielding, slits and apertures (di-
aphragms), monitors, and collimation sections. The role of the monitor is to measure the incident
flux for normalisation purposes in case of instabilities in the neutron flux from the source. The
collimation sections are there to improve the spatial resolution to the desired level by minimising
the angular divergence of the beam.

2.2.5 The polarised diffractometer D7 at ILL

In a neutron powder diffractometer a bank of detectors covering an extended angular range is
used to obtain the diffraction pattern. If one wishes to obtain a polarisation analysed powder
diffraction pattern the neutrons hitting every single detector element have to be analysed. This
means that contrary to for example a TAS like IN12 where a single polarising analyser is enough
a polarised powder diffractometer needs a polariser in front of each detector element. This is
a complicated and costly addition to an instrument and therefore equipped on only very few
instruments in the world. One of these instruments is D7 at ILL.
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D7 is a diffuse scattering spectrometer, typically used to study short range order or low energy
excitations, but can also be used for powder diffraction. D7 is equipped with the instrumentation
needed for XY Z polarisation analysis, including a detector array covering a 132◦ angular range
with supermirror analysers in front of all detector elements. The instrument also has an option
for inelastic scattering using the time-of-flight technique, with a so-called Fermi chopper in the
beam providing the time structure. Here I will focus on the use of D7 as a polarised powder
diffractometer with the ability of separating magnetic, nuclear and SI scattering.

Figure 2.8: Layout of the D7 instrument at ILL. In the sketch the instrument is positioned at the
central beam port and it is thus set up for a neutron wavelength of 4.855 Å. The components of the
instrument are described in the text. Figure from the D7 homepage [67].

The layout of the D7 instrument has been altered several times. The instrument with the
initial multi analyser-detector array is described in [63] and the current version of the instrument
is described in [54]. The schematic of the D7 instrument is shown in Figure 2.8. Many of the
components of D7 are identical or very similar to the corresponding elements equipped on IN12
and will not be explained here. Once again we will follow the path of the neutron from the guide
to the detector.

Incident beam

On D7 three PG monochromators are placed in the guide, monochromating and focusing the
beam using the PG (002) reflection. A neutron wavelength of 3.12 Å or 4.855 Å can be selected
by moving the whole instrument to the appropriate beam port. The neutron beam now travels
through collimation sections and enters the main tank of the instrument. Inside the instrument
tank there is a supermirror polariser. The polariser and the analysers of D7 are Co/Ti super-
mirrors of the bender type [68, 69] and are produced at ILL. After the polariser is the Mezei
spin flipper that determines whether a measurement is NSF or SF. The chopper depicted in
the diagram is only used for inelastic measurements and is taken out of the beam for elastic
measurements.

Around the sample position three coils, labeled XY Z coils, produce a magnetic field that
defines the polarisation direction at the sample position in order to measure the desired cross
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section. By sending a current through the different coils and using the Mezei flipper the six
cross sections (2.55) necessary for XY Z polarisation analysis can be measured. The guide field
is in the vertical (z) direction and it is not necessary to use any of the XY Z coils to obtain
a polarisation in the z direction. To get the beam polarised in the x direction the Z coil is
excited to produce a vertical magnetic field that exactly cancels the guide field at the sample
position and the X coil produces a magnetic field in the x-direction that rotates the z-polarised
neutrons into the x-direction at the sample position. Similarly polarisation in the y-direction
can be achieved by using the Y -coil. The sample environment is usually a cryostat of furnace.
Magnetic fields applied at the sample position is not compliant with the XY Z method.

Diffracted beam

After the sample the neutrons travelling in the right directions are analysed by the analyser-
detector array, consisting of three banks of each 22 analysers and 44 detectors. The bank of
3He detectors covering an angle of 132◦ can be moved around the sample position giving a total
angular range of 4◦ < 2θ < 145◦. The analysers, which are supermirrors similar to the polariser,
need to be magnetised all the time to remain polarisation selective (i.e. for b and p to be equal
in (2.66)). This is achieved by a large number of NdFeB magnets, that at the same time produce
the guide field in the instrument. After the neutron has interacted with the sample its spin is
rotated into the z direction by the guide field and it will thus be reflected by the analysers into
the detector if it has the right spin along this quantisation axis and together with the polariser,
the spin flipper and the XY Z coils it is thus possible to measure the NSF and SF cross sections
for all three polartisation directions.

2.3 X-ray powder diffraction
X-ray powder diffraction is an excellent tool for sample characterisation, and has been used
throughout my PhD project. Much of the theory of neutron scattering can be applied to X-
rays with only minor changes. Importantly, X-rays interact with the charge of the electron
around atoms, and not just with their spins or with the atomic nuclei. This means that XRD
can be used to determine the crystal structure of materials, but not the magnetic structure.
The strength of the interaction between an X-ray photon and an atom depends on the electron
density, and consequently the scattering length for X-rays is proportional to the atomic number.
This means that X-rays have a hard time detecting lighter elements, and that it can be difficult
to distinguish elements that have similar atomic numbers, not to mention isotopes of the same
element. The cross section for X-ray powder diffraction is similar to the cross section for NPD
and takes the form:

dσ

dΩ ∝ j{hkl} |FXRD(q)|2 exp(−2W )0.5
(
1 + cos2(2θ)

)
Lθ

δ (q − τ ) , (2.67)

where 0.5
(
1 + cos2(2θ)

)
is the so-called polarisation factor for scattering of unpolarised X-rays.

The X-ray structure factor, FXRD(q), is defined analogous to the structure factor for neutrons,
but contains a form factor that is different for each element. The form factor is analogous to
that for magnetic neutron scattering, but instead of the spin density it is the Fourier transform
of the charge density and is proportional to the atomic number Z. Unlike neutron sources, X-ray
sources are cheap enough that most laboratories have one, and XRD can in this way be a useful
tool for day to day sample characterisation. The positions and relative intensities of Bragg
peaks can be used to identify materials using databases of known crystal structures. In this way
XRD is an easy and effective way of verifying sample compositions and purity. Furthermore the
Scherrer equation (2.31) can be used to determine particle sizes in the same way as for neutrons.

All the XRD work done during my PhD project has been performed with the Panalytical
powder diffractometer at DTU-Cen, which is set up in the Bragg-Brentano geometry and uses
a conventional Cu Kα X-ray tube. A variety of slits and filters have been used in attempts
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to minimize background, divergence and other undesired contributions to the X-ray beam. A
know problem with the use of Cu Kα X-rays is that it gives rise to a large background from
fluorescence in Fe-containing samples because the emission energy of 8.05 keV is close to the
7.112 keV K-absorption edge of Fe. This problem could have been overcome if a monochromator
had been installed in the path of the scattered beam, but such a device was unfortunately not
equipped on our system. This means that there is a large isotropic background in my XRD
patterns of hematite and goethite.

2.3.1 The Rietveld method

The Rietveld method is a very successful method for refining the structural parameters of a
approximately known crystal structure using X-ray or neutron powder diffraction data. With
neutron data the magnetic structure can also be refined. The method was developed by Hugo
Rietveld in 1969 and is a least squares methods that minimises the quantity [70,71]

M =
∑
i

wi(Yoi − Yci)2, (2.68)

where Yoi is the observed intensity and Yci is the calculated intensity at the point i of the
diffraction pattern. The weight wi is based on the counting statistics wi = Y −1

oi . The calculated
intensity takes the form

Yci = s
∑
H

LjH |FH |2 φ (2θi − 2θH)PHA+ Ybi, (2.69)

where s is a scale factor, H = (h, k, l) represents the Miller indices of the Bragg reflections
contributing to the intensity at the point i. L is the Lorentz and polarization factor also present
in (2.67), FH is the structure factor for reflection H, jH is the multiplicity of reflection H,
φ (2θi − 2θH) is a profile function, PH is a preferred orientation function, A is an absorption
factor and Ybi is the background at the point i. The quality of the refinement is determined by
the minimization of (2.68) and is often quantified by the weighted pattern residual

RWP =
(∑

i

(Yoi − Yci)2/
∑
i

wiY
2
oi

)1/2

. (2.70)

RWP is a useful number for following the progress of a refinement or for comparing different
models to the same data but it is generally not very useful to compare RWP values for different
data sets.

The success of the Rietveld methods rely on a good description of the lineshape by the
used profile function φ (2θi − 2θH). Commonly used profile functions include the Gaussian,
Lorentzian and Voigtian line shapes but many more exist. The Voigt function is a convolution
of a Gaussian and a Lorentzian function and often the line broadening from the intrument can
be assumed to be Gaussian and the finite size broadening from the sample can typically be
assumed to be Lorentzian. This assumption of a Gaussian shape of the instrument broadening
is especially well satisfied for neutron scattering, where instrumental broadening of lab X-ray
sources typically have a Lorentzian component. However, in powder diffraction patterns of
NPs the Lorentzian size-broadening from the sample is typically so large that any Lorentzian
component from the instrument is insignificant. The width of the Lorentzian can then be
assumed to depend on θ according to the Scherrer formula (2.31) (plus a term that accounts
for strain broadening). The width of the Gaussian have a different 2θ dependence which can
be determined by measuring a standard sample with no Lorentzian broadening (e.g. bulk Si
powder), and the particle size can then be determined by refining the Lorentzian width.

Many computer programs for Rietveld refinement exist. The refinements presented here
have been performed with the WINPOW program, which is a modified version of the LHMP1
program [72].

31



2.4. TRANSMISSION ELECTRON MICROSCOPY

2.4 Transmission electron microscopy
The human brain is very good at interpreting images and looking at an image often gives an
immediate impression of the object in the image. A measurement of some physical quantity
can tell us a lot about the system under study, but when we see what the object looks like we
understand it on a completely different level. This is one of the reasons why imaging methods
are so powerful in helping us understand nature (although we have to be aware that our brain
not always interprets the image correctly). Imaging with a microscope is a powerful method to
investigate the structure of small things, but the resolution of an optical microscope is limited
by the wavelength, λ, of visible light. The Rayleigh criterion is a common way to describe the
resolving power, δ, of a microscope [73]:

δ = 0.61λ
µ sin β , (2.71)

where µ is the refractive index of the medium and β is half the collection angle of the magnifying
lens. With a wavelength of a few hundred nm for visible light and a refractive index of one the
resolution of a visible light microscope is limited to about half the wavelength of the light. In a
transmission electron microscope (TEM) observation angles are small and the refractive index
of the electrons in the vacuum of the microscope is one and the Rayleigh criterion is reduced to
δ = 0.61λ

β . The wavelength of the electrons in a TEM is typically a few picometers and atomic
resolution is therefore possible. That is, it is possible to distinguish individual atoms separated
by only a few Ångströms. This means that the TEM is well suited to investigate features on
the nanoscale.

In this thesis the TEM has been used to determine the shapes and sizes of NPs and to
look at aggregated structures of NPs. Diffraction of electrons can give information about the
crystallographic structure of the material and this has been used to determine the orientation
of planes of the crystal structure with respect to the particle shape for hematite and NiO NPs.

In this chapter I will give an introduction to the basic interactions between the electron and
the sample in a TEM, to the different mechanisms that gives contrast in TEM images, and to the
imaging scheme in a TEM. For further details the textbook by Williams and Carter [73] which
covers most aspects of the TEM can be consulted. The short review of the theory of electron
microscopy will start with some basic properties of the electron similar to the discussion about
neutrons in section 2.1.1.

2.4.1 Basic properties of the electron

The electron is charged with charge e = −1.602 · 10−19 C, spin s = 1/2, and mass me = 9.109 ·
10−31 kg. Because of the negative charge of the electron the magnetic moment is antiparallel to
its spin:

µ = −gµBs, (2.72)
where g = 2.0023 can be derived from quantum electrodynamics, and µB ≡ e~/2me = 9.274 ·
10−24Am2/kg is known as the Bohr magneton. The magnetic moments responsible for the
magnetic properties of magnetic materials are mostly electronic spins in atoms and therefore
the Bohr magneton is a useful unit and it will be used throughout this thesis. Similar to the
neutron the electron can be characterised by its de-Broglie wavelength λ = 2π~/p. However,
because the electrons are accelerated to large velocities (> 0.5c) in a TEM the calculations need
to be relativistic. If the electron is accelerated from rest to a velocity v in a potential U the
relativistic kinetic energy of the electron is

mec
2(γ − 1) = eU, (2.73)

where c is the speed of light and γ = 1/
√

1− v2/c2 is the usual relativistic factor. The relativistic
momentum of the electron is

p = γmev = mec
√
γ2 − 1. (2.74)
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From (2.73) we get γ = 1 + eU/mec
2 and substituting this into (2.74) we can arrive at

p =
√

2meeU

(
1 + eU

2mec2

)
. (2.75)

Now we can obtain the de-Broglie wavelength of the electron as function of the accelerating
potential U :

λ = 2π~/p = h

[2meeU (1 + eU/2mec2)]1/2
. (2.76)

With an accelerating voltage of e.g. 200 kV this gives an electron wavelength of 2 pm and
it is thus not surprising that the resolving power of a TEM is superior to that of an optical
microscope which uses photons with a wavelength of a few hundred nm as probe. The short
wavelength of relativistic electrons does, however, not mean that modern electron microscopes
can obtain a resolution in the pm range or better (by cranking up the voltage to some MV).
This is because the resolution of electron microscopes is limited by imperfections (aberrations)
in the electron optical elements (lenses).

2.4.2 Imaging in the TEM

The optical configuration of a TEM is similar to an optical (transmission) microscope with a
source of illumination followed by a condenser lens that focuses light onto the sample which
is then followed by an objective lens that produces an image of the sample. The source of
illumination is an obvious difference between the TEM and the optical microscope, but also the
optical elements are different. Where the lenses in a light microscope are polished pieces of glass
the lenses that control the electron beam are electromagnetic fields.

A modern TEM is a complicated instrument with many optical elements to control the
properties of the electron beam and to enable different modes of operation of the instrument,
but here I will neglect many complications and look at a simplified version of the imaging scheme
in a TEM.

Illuminating system

The illuminating system in a TEM consists chiefly of an electron gun and a system of condenser
lenses that shines the beam onto the sample. The gun can be of the thermionic or the field
emission type. In a thermionic electron gun the gun material (typically W or LaB6) is heated to
a temperature where the thermal energies of electrons are large enough to overcome the binding
potential and escape. The gun is kept at a large negative potential (e.g. 200 kV) with respect
to an anode and the electrons are then accelerated into the column of the microscope. An
electron gun of the field emission type is made of a very fine tip of e.g. tungsten that is kept at
a few kV negative potential with respect to an anode. The large potential gradient at the tip
enables the electrons to tunnel out of the tip and the extracted electrons are then accelerated
by a second anode that is kept at e.g. 100 kV with respect to the tip. Both types of guns have
their advantages and disadvantages, most noticeably the field emission gun makes it possible
to produce a much more coherent and bright beam of electrons than a conventional thermionic
gun making the field emission gun ideal for high resolution imaging, however it comes with a
price of having to operate the gun in ultra high vacuum.

After the gun a system of condenser lenses produce a beam that is as parallel as possible on
the sample (or in some cases a convergent beam). An aperture, called the condenser aperture
can also be inserted to block the most diverging electrons, but at the cost of a lower beam
intensity.

Imaging system

Let us assume that the sample is illuminated by a parallel beam and see how the image is
formed in a TEM. For now we ignore the wave properties of the electrons and consider the

33



2.4. TRANSMISSION ELECTRON MICROSCOPY

Optical axis

Object plane

Objective lens

Back focal plane

Image plane

u

v

f

Figure 2.9: Imaging in a TEM. The sample in the object plane is hit by a parallel electron beam.
The electrons transmitted through the sample form the diffraction image in the back focal plane of the
objective lens and in the image plane the real space image of the sample is formed. Note that the angles
are not drawn to scale as the observed angles in a TEM are typically very small (≤ 1◦).

image formation scheme from the point of view of geometric optics in which the electrons are
represented by straight line rays as in Figure 2.9. The rays from the object plane (sample) are
transmitted through the objective lens placed a distance u from the sample. The focal length
of the objective lens is f . Parallel rays (i.e. rays that are scattered by the same angle) are
focused on a single spot in the back focal plane, creating the diffraction image of the sample.
Rays originating from the same point in the sample meet at the same point in the image plane
thus creating the real space image of the sample. If the viewing screen or the detector (camera)
is placed in the image plane the image can be seen or recorded. The magnetic lenses in the
electron microscope can be considered as thin convex lenses and Newton’s lens equation can be
used:

1
u

1
v

= 1
f
, (2.77)

and the magnification is given by M = v/u. To obtain the high magnifications in TEMs
(e.g. M = 1, 000, 000) the lens is placed close to the sample so u is small and after the first
magnification more lenses magnify the image further. Changing the magnification in the TEM
is done by controlling the current in the coils of the magnetic lenses, thus changing f . This is
analogous to rotating a different objective in front of the sample in an optical microscope.

The image is viewed on a screen coated with a substance that is fluorescent when hit by
electrons or with a CCD camera. The observed intensity is proportional to time average of the
square of the amplitude of the electron wave function (Ψi) in the image plane:

I(x) = 〈ΨiΨ∗i 〉 (2.78)

where 〈 〉 denotes time average (i.e. average over all the electrons hitting the screen during the
acquisition time). The information to be obtained from the image is in the contrast in intensity
between parts of the beam that has traveled through different parts of the sample. In the next
section we will discuss mechanisms for producing contrast in a TEM.

Bright field and dark field imaging

The two most basic modes of imaging in the TEM are bright field (BF) and dark field (DF)
imaging. To take a BF image an aperture, known as the objective aperture, is inserted into the
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back focal plane of the objective lens (see Fig. 2.9). The aperture is centered on the optical axis
and thus blocks off electrons that are scattered at high angles, and the observed intensity will be
from the electrons travelling straight through the sample. In DF mode the objective aperture is
displaced in the back focal plane so that the direct beam is blocked and only scattered electrons
are detected. The positioning of the objective aperture in DF mode is usually done with the
help of a diffraction image, making it possible to choose only electrons scattered with a certain
scattering vector for the imaging. In this way some parts of the sample that did not have good
contrast in the BF image may light up in a DF image. In high resolution TEM the objective
aperture is removed because it limits resolution.

2.4.3 Interactions between electron and sample and contrast in TEM
images

Because the electron is a charged particle it interacts through electrostatic forces with the charge
of the nuclei and electrons of atoms in the sample. This interaction leads to much stronger
scattering than does the short ranged nuclear forces between neutrons and nuclei, the forces
between magnetic moments of the neutron and the valence electrons or even the interaction
between X-ray photons and electronic charges. Because of the strong scattering of electrons by
solids very thin samples are needed (typically a few hundred nm or thinner). This can of course
be a disadvantage, but for NPs it is not an issue. The magnetic scattering of electrons is usually
small compared to the electrostatic scattering and will not be considered here even though it
can be used to image magnetic field lines in ferromagnetic samples with special TEM techniques
such as electron holography and Lorentz microscopy.

The scattering cross section for electrons can be defined in the same way as for neutrons
(2.4) but our objective here is to understand imaging in a TEM and we will restrict ourselves to
discuss the different mechanisms that can produce contrast in TEM images. Inelastic scattering
of the electrons by the sample occur in a number of processes which can be very useful in the field
of analytic electron microscopy where secondary signals such as characteristic X-rays, secondary
electrons and Auger electrons are measured. Here, however, we ignore the inelastic effects and
consider just the elastically scattered electrons.

There are two fundamentally different types of contrast in the TEM, amplitude contrast and
phase contrast and they can both be important for obtaining contrast in an image. Amplitude
contrast is basically quite simple. The electrons pass straight through some parts of the sample
giving a high intensity while other parts of the sample scatter electrons out of the beam leading
to low image intensity from these regions. This scattering could be from crystalline material
that diffracts electrons (diffraction contrast) or by amorphous material incoherently scattering
electrons giving rise to a contrast that depends on the atomic number and the thickness of the
scatterer (mass-thickness contrast).

Phase contrast is when the interaction between electron and sample is so weak that not
the amplitude, but only the phase of the wave function is changed by the interaction. This
is true only for very thin samples and is the contrast mechanism that is important in hight
resolution TEM. Here it is worth noting that we cannot actually measure the phase of the wave
function, and this phase problem actually means that in an ideal microscope (i.e. one without
any aberrations) it is not possible to obtain contrast from phase changes. What saves us and
makes high resolution imaging possible are the properties of the lenses in the TEM. To explain
how phase contrast comes about we move into reciprocal space and see how the electron wave
function transmitted by the sample Ψo is transformed to the wave function in the image plane
Ψi. First we denote the Fourier transform of the object wave as

Ψo(q) = F(Ψo), (2.79)

where F denotes the Fourier transform from real to reciprocal space. The propagation of the
wave function to the image plane is governed by the contrast transfer function (CTF) which
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depends on the imperfections of the microscope. The CTF, T (q), can be written (see e.g. [73]):

T (q) = eiχ(q)e−D, (2.80)

where χ(q) is a function that depends on the spherical aberration coefficient Cs of the microscope
and on the defocus ∆f (∆f is the departure from focus) and D(q) is a damping function that
also depend on Cs and ∆f , but also on chromatic spread and the divergence of the beam. The
image wave function is the inverse Fourier transform of the CTF multiplied with Ψo(q)

Ψi = F−1 (Ψo(q)T (q)) , (2.81)

and the intensity on the detector is simply ΨiΨ∗i . What happens is in a sense that the wave
function of the scattered electron is mixed with itself because of the transfer function leading
to regions in the image plane of more or less constructive and destructive interference which is
transfered to the image as visible contrast. The imaginary part of the CTF have been plotted as
a function of q in Figure 2.10 for U = 200 kV, Cs = 0.7 mm, ∆f = −51.2 nm, and realistic values
for the other aberrations. The point where T (q) first changes sign is the point resolution of the
microscope. For spatial frequencies lower than this value the image can be directly interpreted
with rows of atoms being imaged as dark lines. For higher spatial frequencies modelling is
needed to interpret the data. When T goes towards zero no information can be obtained and
the value of q where T becomes zero is hence known as the information limit.
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Figure 2.10: Imaginary part of the contrast transfer function with U=200 kV, Cs = 0.7 mm,
∆f = −51.2 nm. The point resolution and the information limit are indicated on the figure. T (q) first
crosses the axis at q =0.48 Å−1 corresponding to a point resolution of 2.1 Å.

2.4.4 TEM on nanoparticles

In my PhD project I have used TEM to investigate the sizes and shapes of NPs of hematite and
NiO and aggregated structures of hematite particles. All my TEM images of magnetic NPs were
taken on the FEI Tecnai T20 G2 microscope at DTU-Cen shown in Figure 2.11. The Tecnai
operates with a thermionic LaB6 or W filament gun and has a point resolution of 2.4 Å.

In many cases, especially when looking at larger particle aggregates, but often also when
looking at small isolated particles the largest magnifications are not the most useful because
one typically wants to obtain an overview of a number of particles rather than a closeup of one
single particle. In these images the scattering from the particles will give rise to mass-thickness
contrast and diffraction-contrast. When one wishes to see fine details like lattice fringes high
resolution phase contrast images are needed and then higher magnifications are used. To satisfy
these demands I have recorded images at magnifications in the range from about M =20,000
to M =400,000. My NP samples for TEM imaging were prepared by placing a drop of NPs in
suspension on a TEM grid and leave it to dry overnight. Holey carbon film on 400 mesh Cu
grids with a ultrathin carbon film (less than 3 nm thick) on top, from Ted Pella Inc, were used
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Figure 2.11: The FEI Tecnai T20 G2 microscope at DTU-Cen.

for all my samples. The ultrathin carbon on top of the holey carbon is ideal for suspending NPs
for obtaining good high resolution images. All my TEM images were taken with an acceleration
voltage of 200 kV. Examples of TEM image of α-Fe2O3 NPs at medium and high magnification
are shown in Figure 2.12. The image at intermediate magnification (43,000×) shows several
hundred NPs dispersed on the TEM grid while the image at high magnification (400,000×)
shows a zoom-in on a few particles. The contrast in the medium magnification is due to mass-
thickness contrast and diffraction contrast because the particles are crystalline. In the high
magnification image phase contrast is important and lattice fringes from the α-Fe2O3 structure
are visible.

Figure 2.12: TEM images of α-Fe2O3 nanoparticles at magnifications of M = 43, 000 (left) and
M = 400, 000 (right). The images are of two different samples.
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2.5. DYNAMIC LIGHT SCATTERING

2.5 Dynamic light scattering

Particles suspended in a liquid undergo Brownian motion due to bombardment of the particles
with the solvent (e.g. H2O) molecules, and measurement of these random fluctuations can be
used to determine the size distribution of particles on the nanoscale with a technique known
as dynamic light scattering (DLS). DLS is a well established technique that can be studied in
textbooks. [74] Here I will explain how the technique works without too much detail. In principle
a DLS instrument is quite simple. A laser shines light onto the suspended particles, the scattered
light is measured on a detector, and the fluctuations in the intensity on the detector is related
to the time scale of the Brownian motion, which in turn is related to the particle size. The
diffusion of a spherical particle in a liquid is described by the translational diffusion coefficient
(see e.g. [74]), through the Stokes-Einstein equation:

D = kBT

3πηdH
, (2.82)

where D is the translational diffusion coefficient, η is the viscosity of the fluid, and dH is known
as the hydrodynamic diameter of the particle. The hydrodynamic diameter of a particle is the
diameter of a spherical particle with the same translational diffusion coefficient as the particle.
The hydrodynamic diameter depends on the size and shape of the particles, but also on any
surface structure. Also the so-called electrical double layer consisting on ions at the particle
surface and screening counter ions that are bound tightly enough to move with the particle in
the suspension contributes to dH . If the particle is a perfect sphere dH in (2.82) can be replaced
with the particle diameter d.

If the suspended particles are small compared to the wavelength of the radiation, which is
typically in the visible regime, the scattering is isotropic. In this so-called Rayleigh scattering
regime the scattered intensity is proportional to d6 and inversely proportional to λ4. [75] If the
criterion for Rayleigh scattering ( dλ << 1) is not fulfilled the scattering is not isotropic. The
scattering from spherical particles of any size is described by Mie theory, which has the Rayleigh
theory as its limiting case for small particles. In a DLS experiment the measured quantity
is simply the total intensity on a small detector as a function of time. The intensity I(t) at
time t is then compared to the intensity a small time interval, τ , later. More specifically a
digital component known as a correlator measures the autocorrelation function of the scattered
intensity, which is mathematically defined as:

G(τ) = 〈I(t)I(t+ τ)〉 = lim
t→∞

∫ T

T
I(T )I(t+ τ)dt. (2.83)

For monodisperse particles the correlation function will be an exponential decaying function of
the sample time τ :

G(τ) = A [1 +B exp (−2Γτ)] , (2.84)

where Γ = q2n2D has been defined. Here q is the scattering vector as defined in (2.10)1 and n
is the index of refraction of the dispersant. The constant A is the baseline of the exponential
and B is the intercept and depends on the area of the detector. For a polydisperse sample the
correlation function becomes

G(τ) = A
[
1 +Bg2

1(τ)
]
, (2.85)

where g2
1(τ) is a sum of exponential decays. The particle size distribution (PSD) can then be

obtained from a fit of the measured correlation function to (2.84) or (2.85). The measured cor-
relation coefficient, 〈I(t)I(t+ τ)〉 / 〈I(t)〉2, for a sample of hematite NPs in aqueous suspension
is given in Figure 2.13.

1In DLS theory it is customary to define the scattering vector as q = 2kn sin(θ/2)with θ being the scattering
vector, but here we will stick with the notation used in previous sections.
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Figure 2.13: Correlation coefficient of a sample of hematite NPs in aqueous suspension measured at
25◦C. The ‘cutoff’ point where the curve decays from its initial value close to unity depends on the
particle size. The slope of the decay depends on the polydispersity of the sample.
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Figure 2.14: Size distribution of hematite NPs in aqueous suspension from the correlation data in
Figure 2.13. (a) Intensity distribution, (b) Volume distribution, (c) Number distribution.

The size distribution obtained from the correlation data is a the distribution of the scattered
intensity as function of particle size, known as the intensity distribution. The intensity distribu-
tion can be converted to volume distribution or number distribution using Mie theory. Because
of the strong dependence of the intensity on d in the Rayleigh regime the largest particles dom-
inates the intensity distribution. If one instead looks at the the volume distribution the larger
particles are less dominating, but of course particles with a large diameter have a large volume,
and are therefore more prominent in the volume distribution. In the number distribution the
particle size is the unweighted nuber-average. When one decides which particle size to quote, it
is important to be aware of these differences, but it is not given that the number distribution
is always the best choice. The best value to use depends on what other types of measurements
you wish to compare with, and it is also worth noting that when you do the conversion from one
distribution to another you introduce a possible source of systematic error. Intensity- number-
and volume distributions from the correlation data in 2.13 are presented in Figure 2.14.
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2.5. DYNAMIC LIGHT SCATTERING

2.5.1 DLS instrument

The light scattering work in this thesis was performed with a commercial instrument, a Malvern
Zetasizer Nano ZS at DTU-Physics. The layout of the instrument is presented in Figure 2.15.
Because it is commercial some details about the components of the instrument are industrial
secrets. The instrument is relatively compact, with all the components fitted into a box that
can fit on a desktop. The light source is a 4 mW He-Ne laser with a wavelength of 632.8 nm.
The liquid sample is in a rectangular plastic cuvette, with polished sides facing the laser. The
sample temperature is controlled. In our case the sample was kept at 25 ◦C in all measurement.
In the path between the laser and the sample there is an attenuator to prevent saturation of the
detector, and a focusing lens to select the measurement position in the sample. The instrument
is in a back-scattering geometry, with a scattering angle of 173◦. The focusing lens with the back-
scattering geometry makes it possible to measure very dense samples by selecting a measurement
point not very far into the sample. A small portion of the speckle pattern from the interference
between the scattering from different particles is measured by the detector, which transmits its
signal to the digital correlator, which computes the autocorrelation function. The analysis of
the DLS data was performed with the software provided with the instrument which outputs the
intensity, volume and number PSDs and corresponding intensity- volume- and number weighted
average hydrodynamic diameters.

He-Ne laser

Correlator

Attenuator

Focusing 
lens

Sample
cuvette

Detector

Figure 2.15: The layout of a backscattering DLS instrument like the Malvern Zetasizer Nano ZS.
The components are described in the text.

2.5.2 Limitations of DLS

DLS is an easy to use method for determining particle sizes of particles in suspension, and it has
the advantage of providing not only an average size but also the size distribution. It can be used
to measure particle sizes in quite a wide range from below a nanometer to above a micron, and
it can handle a wide range of concentrations. There are however, limitations of the usefulness
of the technique. One severe limitation is that the sample has to bee in a reasonable stable
suspension. If the particles are aggregating or sedimenting during the measurement, which
takes a few minutes, the method does not work. If the sample is very polydisperse determining
the size distribution with DLS can be problematic because the signal from the smaller of particles
tends to be drowned in the strong signal from the larger particles. The particle size measured
with DLS is the hydrodynamic diameter. If the particles are far from the ideal spherical particles
with no surface structure the size measured with DLS may be difficult to interpret to get a useful
number.

2.5.3 The ζ-potential

The ζ-potential is the potential at the edge of the electric double layer with respect to the
potential in the dispersant. For a colloidal suspension of NPs the particles can be kept apart
by electrical repulsion between the particles that are charged. In this type of system the ζ-
potential is a measure of the stability of the suspension. The ζ-potential of a suspension can be
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changed by varying the PH or the ionic strength in the medium. The Zetasizer Nano ZS has
the possibility to measure the ζ-potential of suspensions by applying an alternating electrical
field via two electrodes connected to a special sample cell for measurement of ζ-potential. In
the presence of an electrical field the charged particles will start to move with a velocity that
is related to their ζ-potential. In a ζ-potential measurement the laser beam is split in two.
One goes through the sample and the other is a reference beam. The two beams are brought
together on the detector, and the interference between the scattered- and the reference beam
is measured. This gives information about the motion of the particles, which can be translated
into the ζ-potential.

2.6 Mössbauer spectroscopy
In Mössbauer spectroscopy the resonant emission and absorption of gamma rays is used to
obtain information about the electric and magnetic fields surrounding the nucleus. Because of
conservation of momentum the decaying nucleus recoils with a momentum equal to that of the
emitted gamma ray. This reduces the gamma energy, bringing it out of resonance with a nucleus
that could have absorbed it. The same consideration is true for the absorbing nucleus. However,
in 1957 Mössbauer discovered that nuclei in solids under the right circumstances can emit and
absorb gamma rays without any energy loss to recoil [76,77]. Mössbauer received the 1961 Nobel
prize [78] for his discovery of the recoil free emission and absorption of gamma rays, which is now
known as the Mössbauer effect. The short review of the basic theory of Mössbauer spectroscopy
is heavily inspired by the course notes by Steen Mørup [43].

2.6.1 The Mössbauer effect

When a gamma ray is emitted from an atomic nucleus decaying from an excited state of energy
E∗ to a ground state E0 the equations for conservation of energy and momentum are

E∗ = E0 + Eγ + ER

0 = pR + Eγ
c
,

(2.86)

where Eγ is the energy of the gamma ray, ER is the recoil energy, pR is the recoil momentum
and Eγ

c , with c being the velocity of light, is the momentum of the gamma ray. For the recoiling
nucleus with mass m the recoil energy is

ER = p2
R

2m =
E2
γ

2mc2 . (2.87)

The condition for resonant emission and absorption is that the difference between the excited
state and the ground state is (almost) equal to the energy of the gamma ray, i.e.

E∗ − E0 = Eγ + ER, (2.88)

where ER is negligible. This is in general not the case, but for nuclei in a solid the mass of the
nucleusm in (2.87) is replaced with the much larger mass of the entire crystal, and the resonance
condition can be fulfilled within the natural line width of E∗. However, for the resonance to take
place it is required that the recoil momentum is imparted to the the entire crystal as translational
energy, and not to lattice vibrations (phonons). The probability of such a recoil free event is
described by the Lamb-Mössbauer factor, f , which is closely related to the Debye-Waller factor
previously introduced

f = exp
(
−
E2
γ

~2c2

〈
u2
〉)

, (2.89)

where
〈
u2〉 is the mean square displacement of the nuclei. For this probability to be large

it is necessary to use an isotope with a low lying excited state, and not to work at too high
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temperatures. For some isotopes this can be achieved at room temperature. The natural line
width of the excited state is Γ = ~/τ , where τ is the lifetime of the excited state (Heisenberg’s
uncertainty principle). To find a suitable isotope for Mössbauer spectroscopy it is thus necessary
to find one with an exited state with a lifetime long enough to obtain the required energy
resolution.

2.6.2 57Fe Mössbauer spectroscopy

A very useful isotope for Mössbauer spectroscopy is 57Fe, and it is by far the most widely used.
The used transition is the 14.41 keV transition between the I = 3

2 excited state and the I = 1
2

ground state (I being the nuclear spin). The recoil free fraction of the decays (2.89) is close to
1 even at room temperature, and the 141 ns lifetime gives a relatively low spectral linewidth.
57Fe thus has very suitable parameters for Mössbauer spectroscopy, and furthermore iron is a
common element that is important for many industrial applications, and this is perhaps the
main reason for the popularity of 57Fe over other isotopes. The fraction of 57Fe in naturally
occurring Fe is about 2.14%, which is usually enough to produce good signals without the need
for isotope substitution. The excited 57Fe can be produced from 57Co, which decays to 57Fe
with a half life of 270 days (see Fig. 2.16).

Figure 2.16: Decay scheme of 57. The transition used for Mössbauer spectroscopy is the 14.4 keV
transition from the excited state if 57Fe with nuclear spin I = 3/2 to the ground state with I = 1/2.
Figure from [43]

In Mössbauer spectroscopy the Doppler effect is used to tune the gamma ray energy in and
out of resonance with the absorber. If the 57Fe source is moved with a velocity v the energy of
the gamma ray is shifted to

E(v) = Eγ

(
1 + v

c

)
. (2.90)

The energy will still be in the resonance if the Doppler shift is smaller than the halfwidth of the
absorption line. It can be shown that the absorption line is a Lorentzian, and with the 141 ns
life time of the 57Fe excited state the the half width of the Lorentzian is 0.19 mm/s. The basic
layout of a Mössbauer spectrometer is sketched in Figure 2.17
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Figure 2.17: The layout of a Mössbauer spectrometer. The gamma ray energy of the source is
Doppler shifted by placing it on the Mössbauer drive that moves back and forth with constant
acceleration. The gamma rays are sent through the sample (absorber) and the transmission is measured
by a detector on the other end. The resonance in 57Fe gives rise to a single Lorentzian line 0.19 mm/s
in width.

The precise energy of a nucleus is affected by electric and magnetic fields in the surround-
ings. These changes in nuclear energies, known as hyperfine structure, can be detected with
Mössbauer spectroscopy with an energy resolution determined by the intrinsic linewidth. For
57Fe Mössbauer spectroscopy the intrinsic linewidth of 0.19 mm/s corresponds to an energy
resolution of 4.6 neV.

2.6.3 Hyperfine interactions

There are three principal hyperfine interactions each affecting the Mössbauer spectrum in dif-
ferent ways. All three can give useful information about the state of the system. The three
interactions, their effect on the spectrum, and what information can be extracted from these
effects will be described shortly below.

The isomer shift - Electric monopole interaction

Because of the nonzero volume of the nucleus and the nonzero density of the s-electrons inside
the nucleus there are electrostatic forces between the charge distribution of the nucleus and
of the the s-electrons. This is the so-called electric monopole interaction. The extend of the
nucleus in the I = 3/2 excited state is in general different than in the ground state, leading to
a small change in the gamma ray energy. The density of s-electrons at the nucleus in general
differs between nuclei in different chemical environments. If the chemical environments of the
source and absorber nuclei are different this leads to a relative shift of the resonance energy,
known as the isomer shift. The isomer shift can be shown to be [43]

δ = 1
ε0
Ze2

(
R2
e −R2

g

) (
|ψa(0)|2 − |ψs(0)|2

)
, (2.91)

where ε0 is the vacuum permittivity, Ze is the charge of the nucleus, Re and Rg are the radii
of the nucleus in the excited and ground states respectively, and −e |ψa(0)|2 and −e |ψs(0)|2 are
the s-electron charge densities at the nucleus for the absorber and source atoms. The density
of s-electrons at the nucleus depends on screening effects from other electrons, and the isomer
shift δ can thus give information about not only the oxidation state of the atoms but also about
its chemical bonds. The isomer shift is usually given relative to that of metallic iron measured
at room temperature.
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2.6. MÖSSBAUER SPECTROSCOPY

The quadrupole splitting - Electric quadrupole interaction

In the above it was implicitly assumed that the nuclear charge distribution was spherically
symmetric. However, this is not the case for nuclei with I > 1/2, like in the excited state
of 57Fe. The non spherical symmetry of the nuclear charge is characterised by the electric
quadrupole moment Q of the nucleus, which can be found as a volume integral of the nuclear
charge density ρn:

eQ =
∫
ρn(r)r2

(
3 cos2(θ)− 1

)
dV, (2.92)

where e is the proton charge. For nuclei with I > 1/2 Q is nonzero and can interact with any
asymmetric electric field from the surrounding electrons. An asymmetric electric field can come
from the charges of neighbouring atoms or from asymmetrically distributed valence electrons.
This leads to a splitting of the energy levels of the I = 3/2 state into degenerate states with
magnetic quantum numbers mI = ±1/2 and mI = ±3/2. The Mössbauer spectrum will thus
consist of a doublet instead of a single line. The energy of a non-spherical nucleus in an electro-
static field depends on the gradient of the electric field (EFG). The EFG is in general a tensor
Vij , but if it is axially symmetric it can be specified with only one parameter Vzz. In this case
the quadrupole splitting is

∆EQ = eQ
Vzz
2 . (2.93)

If the nuclear environment has cubic symmetry the EFG is zero and there is no quadrupole
splitting of the spectrum.

The Zeeman splitting - magnetic dipole interaction

In the presence of a magnetic field the nuclear states split up into 2I + 1 states because of the
magnetic dipole interaction between the magnetic moment of the nucleus and the magnetic field.
The energy of nucleus with magnetic quantum number m in a magnetic field, B is

Em = −gNµNBmI , (2.94)

where µN is the nuclear magneton, gN is the nuclear g factor, which is not the same in the ground
and excited state. The energy of the ground state thus splits into 2 levels with mI = −1/2 and
mI = 1/2, and the excited state splits up into 4 levels withmI=-3/2, -1/2, 1/2 and 3/2. Because
the gamma photon can only change its angular momentum with zero or unity the selection rule
∆mI = 0,±1 applies for the Mössbauer transitions, leading to a sextet of lines in the spectrum.

The magnetic field B at the site of the nucleus is a sum of any applied field BAppl and the
total internal field, known as the hyperfine field Bhf. The hyperfine field is itself a combination
of contributions from the orbital and spin angular momentum of the electrons and the so-called
Fermi contact term BC . The Fermi contact term is due to the s-electron spin density at the
site of the nucleus, which is nonzero for magnetic atoms, where the unpaired valence electrons
polarise the s-electrons, leading to a nonzero s-electron spin density at the nucleus. BC is often
the dominating term and can be on the order of 50 T (e.g. in α-Fe2O3), which is much larger
than stable magnetic fields produced in laboratories.

Combined quadrupole and magnetic dipole interaction

When quadrupole and magnetic dipole interaction is present at the same time the energy levels
are more complicated to calculate. However, in the common situation where the magnetic
dipole interaction is much larger than the electric quadrupole interaction the nuclear levels with
I = 3/2,mI = ±3/2 are shifted by an amount ε and the levels with I = 3/2,mI = ±1/2 are
shifted by the same amount in the opposite direction. Which of the levels are shifted up and
down respectively depends on the sign of Vzz. For an axially symmetric EFG, forming an angle
θ with the magnetic field the nuclear energies are

EQ,M = −gNµNBmI + (−1)|mI |+
1
2
eQVzz

8
(
3 cos2 θ − 1

)
. (2.95)
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Figure 2.18: Energy levels and possible transitions in 57Fe Mössbauer spectroscopy where both
magnetic dipole and electric quadrupole interaction is in effect. Figure from [43]

The first term in the equation is the magnetic energy and the second is the quadrupole shift ε.
The result of the combined quadrupole and hyperfine interactions is a Mössbauer spectrum of
line lines with uneven spacing between them as indicated in Figure 2.18.

2.6.4 Magnetic relaxation

If the hyperfine field is not constant during the time scale of the Mössbauer measurement due to
e.g. SPM relaxation the Mössbauer observed spectrum will depend greatly on the timescale
of the relaxation τ compared to the experimental time scale, which is the nuclear Larmor
precession time, τL ≈ 10−9 s. If τ � τ0 the relaxation is slow from the point of view of
Mössbauer spectroscopy and the spectrum will consist of a well defined hyperfine sextet. If
τ � τ0 the relaxation is fast and the magnetisation changes direction many times during the
measurement. Consequently, only the average hyperfine field is seen, which is zero for SPM
relaxation between two easy directions 180◦ apart. In this case the spectrum will consist of a
single line, or two lines if the is quadrupole interaction in the sample. In the case where τ ≈ τ0
the absorption lines will be broadened and the resulting spectra are complicated.

2.6.5 Mössbauer instrument

The Mössbauer spectroscopy experiments presented in this thesis have been performed at the
spectrometers at DTU Physics. The spectrometers were constant acceleration 57Fe spectrome-
ters with sources of 57Co in a film of rhodium. The instruments were calibrated using a 12.5 µm
foil of α-Fe at room temperature. Measurements were performed at temperatures from room
temperature down to 20 K using liquid nitrogen cryostats (down to 80 K) or a closed cycle
helium refrigerator (down to 20 K).
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2.7 Magnetisation measurements
Measurements of the total magnetisation of samples of magnetic materials as function of tem-
perature or applied magnetic field can give information about both the macroscopic magnetic
characteristic of the sample but also indirectly about the microscopic magnetic properties and
it is often the first experimental method used for investigating magnetic samples. The magnetic
field produced by a sample is typically measured by moving the sample close to an electric circuit
(a pickup coil) and measuring the resulting current induced in the coil. In very sensitive magne-
tometers known as superconducting quantum interference devices or SQUIDs the magnetic flux
through a superconducting loop with two Josephson junctions are measured. In this way very
small changes in the magnetic flux can be measured.

The magnetisation can be measured in a constant magnetic field (DC magnetisation) or in
an alternating field (AC magnetisation). Here I will briefly describe the types of magnetisa-
tion measurements that were used to measure the magnetisation of ultra-small goethite NPs
presented in section 3.2. The magnetisation measurements were performed using the Quantum
Design MPMS XL 5 magnetometer at the Department of Chemistry, University of Copenhagen.
The system employs a SQUID detector and can perform accurate AC and DC magnetisation
measurements at temperatures down to that of liquid helium (4.2 K).

2.7.1 DC magnetisation

Zero field cooled an field cooled magnetisation

A common way of characterising magnetic NPs is to measure the zero field cooled (ZFC) and
field cooled (FC) magnetisation as a function of temperature. In the ZFC measurement the
sample is cooled from a high temperature to the lowest measurement temperature in absence
of an applied magnetic field. A (usually small) magnetic field is applied and the sample is
heated while the magnetisation of the sample is measured at regular temperature intervals. The
FC measurement is performed similarly but with the magnetic field applied already during the
cooling.

In the ZFC measurement the magnetic moments are usually assumed to be frozen in random
directions during the cooling and the magnetic moment at the lowest temperature is therefore
close to zero. For AFM NPs undergoing SPM relaxation there will be a peak in the ZFC
magnetisation at a position that for noninteracting monodisperse particles correspond to the
SPM blocking temperature. However inter-particle interactions and a particle size distribution
will in general change the peak position. [8] In the FC magnetisation measurement the magnetic
moments are frozen in a preferred orientation determined by the direction of the field and the
measured magnetisation at the lowest temperature is high. At a temperature higher than the
blocking temperature all the particles are SPM and the ZFC and FC curves coincide.

AC susceptibility

In an AC susceptibility measurement the applied field can be written as b(t) = b0 sin(ωt),
where ω is the angular frequency and t the time. The magnetisation is measured as function of
temperature angular frequency M(ω, T ) = χACb0. The complex AC susceptibility is given by

χAC(ω, T ) = χ′AC(ω, T )− iχ′′AC(ω, T ), (2.96)

where χ′AC(ω, T ) and χ′′AC(ω, T ) are the in-phase and out-of-phase AC susceptibility respectively.
Like in the FC/ZFC curves there will in be a peak in the AC susceptibility corresponding to the
SPM blocking temperature and if the SPM relaxation is following the Néel-Brown expression
(1.3) the anisotropy constant K and the SPM attempt time τ0 can be determined from an analy-
sis of the peak position as function of ω. [8,79] However this determination requires monodisperse
particles or a full analysis of the shape of the AC susceptibility curves and knowledge about the
size distribution. [79]
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Chapter 3

Canted spin structures and goethite
nanoparticles

In this chapter I present a model of how a simple two dimensional ferrimagnetic structure can
lead to an anomalous temperature dependence of the magnetisation, which is qualitatively in
agreement with observations of the low temperature magnetisation of ferrimagnetic nanoparticles
and diamagnetically substituted bulk ferrites. The model shows that transverse relaxation of
canted spin structures can explain both an increase and a decrease in the magnetisation at low
temperatures, depending on the relative size of the interactions. While the spin structure in
the model is a two dimensional ferrimagnet qualitative similar results should be expected for
transverse relaxation of canted surface spins in a three dimensional AFM. The model is also
presented in Papers [1, 2]. In the second part of the chapter I will present some results on
ultra-small goethite NPs that are in qualitative agreement with the model.

3.1 Temperature dependence of the magnetisation of canted
spin structures

An anomalous temperature dependence of the magnetisation at low temperatures has been
reported for ferrimagnetic NPs and diamagnetically substituted bulk ferrites. An increase in the
magnetisation at low temperatures has been observed in NPs of γ-Fe2O3 (maghemite) [80, 81]
and in ferrite NPs (MnFe2O4, CuFe2O4, NiFe2O4, CoFe2O4) [82–84]. In NPs of the same
materials prepared with different methods an anomalous decrease in magnetisation has been
measured [85,86] . The magnetisation in diamagnetically substituted bulk ferrites show a similar
decrease in the magnetisation with decreasing temperature [87,88]. This anomalous temperature
dependence has been proposed to originate from freezing of canted spin structures [18, 82, 84].
Canted spin structures are in general very complicated [89] and analytical calculations of the
dynamics are usually not possible.

As discussed in the introduction the low symmetry of surface atoms on magnetic NPs can lead
to magnetic frustration and non collinear (canted) spin structures. However, if canted spins were
only a surface phenomenon the relative number of canted spins should increase with decreasing
particle size and a number of studies have shown that this is not always the case [90–92]. Canted
spins in the interior of particles and in bulk materials can be due to vacancies or substituted
diamagnetic ions giving a low symmetry of the neighbouring spins [18].

We present analytical calculations of the temperature dependence of the magnetisation for
a simple two dimensional ferrimagnetic structure with spin canting due to a vacancy in the
interior of the particle. The modelled spin structure is the two dimensional lattice of spins on
two sublattices A and B shown in Figure 3.1. The spins in the A-sublattice are represented
with bold arrows and the remaining arrows are spins on the B-sublattice. The A-B interaction
and B-B interaction are both AFM but the A-B interaction is assumed stronger than the B-B
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3.1. TEMPERATURE DEPENDENCE OF THE MAGNETISATION OF CANTED SPIN
STRUCTURES

Figure 3.1: A simple two dimensional ferrimagnetic structure. The bold arrows represent A-site
spins and the remaining arrows B-site spins. The × represents a missing A-site spin. The missing A-site
spin leads to canting of the nearest neighbours to the vacant site. The drawing is from Paper [1]

interaction leading to a ferrimagnetic configuration with spins in the A sublattice antiparallel
to the spins in the B-sublattice in the defect free structure. A missing A-site spin represented
with a × in Figure 3.1 results in canting of the 4 nearest neighbours on the B-sublattice. For
symmetry reasons the canting angles of the four canted spins are assumed to be pairwise identical
so the canted structure can be described by the two angles θ1 and θ2 defined in Figure 3.1. For
simplicity we only consider canting of the nearest neighbours to the missing A-site spin and
assume the remaining spins to be collinear. The spins are considered as classical spins, and
neglecting magnetic anisotropy the magnetic energy of the structure is [18,93]

E (θ1, θ2) = a (cos θ1 + cos θ2) + b cos(θ1 − θ2), (3.1)

where

a = 4λBB − 2λAB + 2λL − 2µB (3.2)

and

b = 4λBB. (3.3)

Here λBB is the nearest neighbour B-B exchange coupling, λAB is the nearest neighbour A-B
exchange coupling and λL is the exchange coupling between a B-site spin and more distant ions.
The magnetic moment of B-site spins is µ and the magnetic field B is applied in the z-direction.
λBB is positive and there is thus an energy cost associated with having the B-site spins parallel.
λAB is also positive and the minus in the λAB term in (3.2) is because the B-site spins are
pointing in the negative z-direction. Both the A-B and B-B exchange are thus AFM.

The minima and maxima of (3.1) can be found by differentiating with respect to θ1 and θ2.
The minima and maxima are found to be [18] the collinear states with θ1 = 0◦ or 180◦ and θ2 = 0◦
or 180◦, and for −2 > a/b > 2 also the canted states with cos θ1 = cos θ2 = cos θc = −a/2b. The
minimum is the canted state with energy

E(θc,−θc) = E(−θc, θc) = −b− a2

2b (3.4)
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and the maxima are the collinear states with energies
E(0◦, 0◦) = 2a+ b

E(180◦, 180◦) = −2a+ b

E(0◦, 180◦) = −b
E(0◦, 180◦) = −b.

(3.5)

For an arbitrary θ1 the values of θ2 that minimizes the energy is given by (see Paper [1])

tan θ2 = b sin θ1
a+ b cos θ1

. (3.6)

Using this expression the energy can be found as function of θ1 (see Paper [1]):

E(θ1) = a cos θ1 −
√
a2 + b2 + ab cos θ1. (3.7)

The magnetic energy of the four canted spins as function of θ1 (3.7) is plotted in the left panel
of Figure 3.2 for b/kB = 200 K and a/b in the range from 1.1 to 1.9. At zero temperature
the system will be in an energy minimum and the total magnetic moment of the four canted
spins will me M0 = 4µ cos θc = −2µa/b. At higher temperatures the spins directions will
fluctuate and if the thermal energy is high enough the spins may overcome the energy barrier at
(θ1, θ2) = (180◦, 180◦). If 1.7 ≤ a/b < 2 the energy barrier is less than 10 K and the transverse
relaxation can take place at low temperatures. The average of the z-component of the magnetic
moment is 〈M z(T )〉 = 2µ 〈cos θ1 + cos θ2〉, where cos θ2 can be found from (3.6) and 〈 〉 denotes
thermal average. The thermal average magnetic moment can be calculated using Boltzmann
statistics:

〈M z(t)〉 = 2µ
∫

exp(−E(θ1/kB)(cos θ1 + cos θ2) sin θ1dθ1∫
exp(−E(θ1/kB) sin θ1dθ1

. (3.8)

Numerically calculated values of 〈M z(t)〉 are displayed in the right panel of Figure 3.2 for
b/kB = 200 K and values of a/b between 1.1 and 1.9 and between -1.1 and -1.9. At low
temperatures the magnetic moment (and hence the magnetisation) of the canted spin structure
increases or decreases significantly with decreasing temperatures.

Treating a system consisting of four spins as classical is of course a rough approximation
and to accurately predict the temperature dependence of the magnetisation in the canted spin
structure a quantum mechanical model should be employed. This was done in Paper [1] for spin
S = 1

2 and spin S =1 giving results in qualitative agreement with the classical model.
The model presented here of a simple two dimensional ferrimagnetic structure with a cation

vacancy shows that the magnetisation of canted spin structures can have a sharp increase or
decrease at low temperatures due to transverse relaxation of the canted spins.

Of course most realistic canted spin structures are much more complicated than the two
dimensional structure in Figure 3.1. Magnetic structures exist where a strong anisotropy confines
the magnetic moments to be within a certain plane (e.g. AFM hematite above the Morin
temperature) but for most realistic systems the model should be extended to three dimensions
and a magnetic anisotropy should be added to the model. Even though the model is simple it
shows at least qualitatively that transverse relaxation of canted spins can significantly influence
the temperature dependence of the magnetisation in canted spin structures at low temperatures.

The relative number of canted spins and the canting angles in materials can be measured with
Mössbauer spectroscopy and varies significantly between materials and preparation methods.
The change in magnetisation at low temperatures shown in Figure 3.2 (right) is on the order
of 10% and if a large number of defects like the one shown in Figure 3.1 exists the change in
the total magnetisation will be on the same order as many of the experimental observations
(see Paper [2]). The model discussed here concerns canted spins due to a cation vacancy in the
interior of a ferrimagnetic structure but it is reasonable to assume that similar considerations do
applies to canted spins on the surface of AFM NPs, and in the following section we will present
measurements of the magnetisation of AFM goethite NPs that we interpret to be in accordance
with the model of freezing of canted spins at low temperatures.
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Figure 3.2: Left: The energy of the four canted spins in Figure 3.1 calculated from Equation (3.7)
with b/kB = 200 K and a/b of the indicated values. Figure from Paper [1]. Right: Magnetisation of the
canted spin structure in Figure 3.1 calculated numerically from Equation (3.8) with b/kB = 200 K and
a/b of the indicated values. Figure from Paper [2].

3.2 Magnetic properties of ultra-small goethite nanoparticles

Goethite (α-FeOOH) is one of the most common AFM minerals on Earth. Particles of goethite
commonly consists of nanocrystalline grains with low angle grain boundaries [94]. Because
of interactions between the grains inside the particles it is difficult to determine the intrinsic
magnetic properties of individual goethite crystals.

In Paper [3] we investigate the magnetic properties of ultra-small goethite particles (5.7 nm)
that consist of only one or very few grains. This means that inter-grain interactions are less
important than in most studied goethite samples. We further separate the particles by ball-
milling with NaCl NPs to even further reduce the inter-grain and inter-particle interactions.
The samples are investigated with magnetisation measurements, Mössbauer spectroscopy and
inelastic neutron scattering. We find that the ultra-small size of the particles allows us to
investigate the intrinsic magnetic properties of the individual grains. We find a significant upturn
in the magnetisation at low temperatures in the field cooled and zero field cooled magnetisation
curves and in AC magnetisation measurements. We interpret this as an effect of freezing of
canted spins on the surface or in the interior of the particles as discussed in the previous section.
This section will present the magnetisation measurements also presented in Paper [3] but first
we will briefly mention the other main results of the paper.

Mössbauer spectra of goethite particles typically consist of asymmetrically broadened sextets
and not a superparamagnetic doublet. Some authors have identified the asymmetrically broad-
ened sextets as originating from fluctuations in interacting grains [11,94] but other explanations
also exist [95–97]. We find the Mössbauer spectra of both samples to collapse to a doublet at
a temperature of around 200 K and we interpret this as a signature of the samples undergoing
fast SPM relaxation because of the reduced inter grain interactions. The collapse happens at
a lower temperature for the ball-milled sample showing that the inter-grain and inter-particle
interactions have been reduced by the ball milling.
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The inelastic NS data which to our knowledge are the first published inelastic NS results on
goethite NPs shows a sharp excitation peak which we interpret as excitations of the uniform
mode (q = 0 spin waves) in non-interacting particles. For particles that are not dominated by
interactions between grains measurement of the energy of the uniform mode by inelastic neutron
scattering provides a unique way of determining the magnetic anisotropy. There has been some
debate about the size of the magnetic anisotropy in goethite [95,98–100]. We find an anisotropy
constant of approximately 105J/m3 with both inelastic NS and Mössbauer spectroscopy.

3.2.1 Sample characterisation

A sample of goethite nanopowder labeled F2506 (Blend 07PSL-204) was obtained from Nano-
Chemonics Inc. This sample is referred to as G1. To decrease the inter-particle interaction part
of the G1 sample was mixed with NaCl nanoparticles at a weight ratio of one part G1 to 3 parts
NaCl and ball milled for 48 hours at low intensity in an agate mill. The NaCl nanoparticles were
prepared by ball-milling in a WC mill at high intensity (200 rpm). The ball-milled sample is
referred to as GBM. Both samples were characterised with XRD and TEM and used for inelastic
NS and Mössbauer experiments. The GBM sample was used for magnetisation measurements.
For the XRD and TEM measurements the salt was washed out of the GBM sample.

X-ray diffraction

X-ray powder diffraction patterns were collected for the G1 sample and for the washed GBM
sample at the Panalytical powder diffractometer at DTU-Cen. Rietveld refinements were per-
formedunsing initial parameters for the refinement of the Pnma structure of goethite from [101].
Voigtian profiles were used in the refinements and the background was modelled with Chebyshew
polynomials.

The XRD data and the refined models are shown in Figure 3.3 for both samples. For the G1
sample the peak position correspond well to the expected positions of the goethite reflections
and the refined model represents the data relatively well even though there is a high background
due to fluorescence from the Fe atoms in goethite. There are no signs of other phases than Pnma
goethite in the sample. For the washed GBM sample the background is very irregular and there
is a sharp peak at q = 2.85 Å−1 not belonging to the goethite structure. The unidentified
impurity was included as a single peak in the model but still the agreement between calculated
and observed diffraction pattern is not as satisfactory as for the G1 sample. The large irregular
background seen in the diffraction pattern of the GBM sample may aside from fluorescence
be ascribed to amorphous NaCl residue or perhaps something introduced by the ball-milling.
Importantly the Mössbauer spectra of the sample confirmed that the chemical state of iron was
not affected by the ball-milling (see Paper [3]).

The refined lattice parameters from the G1 XRD data are a = 9.954(2) Å, b = 3.0248(5)
Å and c = 4.618(1) Å. Using the Voigtian peak shape and assuming the Gaussian width to be
determined by the instrumental resolution and the Lorentzian width to be only due to finite
particle size the average particle diameter for the G1 sample was determined to be 5.9 ± 0.8
nm. The peak positions in the XRD data of the washed GBM sample corresponded to the
goethite structure, and the peak broadening was similar in size to the broadening observed for
the G1 particles indicating that the ball-milled particles are structurally unaltered and that the
crystallite size have also not been changed significantly.

Transmission electron microscopy

TEM images of the G1 and the washed GBM samples were recorded on the FEI Tecnai T20 G2
microscope at DTU-CEN. Bright field and dark field images were recorded. Bright field images
of G1 show that the sample consist of µm sized aggregates of particles with dimensions of around
3-5 nm as determined from particles at the rim of the aggregates. The lattice fringes show that
neighbouring particles share some crystallographic alignment, but this only persist over very
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Figure 3.3: X-ray powder diffraction data for the G1 sample (top) and the washed GBM sample
(bottom). The observed data is shown together with the calculated (refined) model. Also shown is the
background and the difference between observed and calculated data. The most prominent reflections
with q < 4 Å−1 are indexed in the top figure. The ∗ in the bottom figure indicates the unknown
impurity peak. Figure from Paper [3].

few particles. An example bright field image of G1 is displayed in Figure 3.4 (a). The dark field
images (see Fig. 3.4 (a)) confirms this tendency for alignment between neighbouring particles.
The particle size for the G1 sample was determined by measuring 60 particles in the dark field
images giving the size histogram in Figure 3.4 (c). The volume weighted particle size measured
in this way is 5.4±1.7 nm in agreement with the value determined with XRD. Dark field images
of the washed GBM sample (Fig. 3.4 (d)) are similar to dark field images of G1, confirming
that the ball-milling has not significantly altered the morphology or size of the particles.

3.2.2 Magnetisation measurements

AC and DC magnetisation measurements were performed at Department of Chemistry, Uni-
versity of Copenhagen. Samples for AC and DC magnetisation measurements were prepared
by mixing GBM with eicosane in a capsule of gelatine. The mixture was heated to approxi-
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Figure 3.4: TEM images of ultra-small goethite nanoparticles. (a) Bright field image of G1. (b)
Dark field image of G1. (c) Size distribution of G1 determined from dark field images. (d) Dark field
image of GBM. Figure from Paper [3].

mately 40◦C where eicosane becomes a liquid. GBM and eicosane is then mixed and when the
eicosane wax solidifies it fixates the sample particles in the original (random) orientation. For
the DC measurements 33.06 mg of GBM was mixed with 28.65 mg eicosane and for the AC
measurements a larger sample with 139.4 mg GBM was prepared. In the DC magnetisation
data the diamagnetic contributions from NaCl, eicosane and gelatine was subtracted using the
mass susceptibilities (in 10−9m3/kg) of -6.4, -10.8 and -6.3 respectively.

Field cooled an zero field cooled magnetisation

FC and ZFC magnetisation curves was measured in temperatures between 4.2 K and 300 K in
applied fields of µ0H = 2.0 mT and 4.8 T. For the FC measurements the cooling field was the
same as the applied field in the measurement. The FC and ZFC data are displayed in Figure
3.5.

In the ZFC measurement at the small applied field of µ0H =2.0 mT there is a peak in the
magnetisation at around 130 K. A peak in the ZFC data at the position of the SPM blocking
temperature is expected for particles undergoing SPM relaxation, however, the blocking tem-
perature determined from Mössbauer spectroscopy was about 160 K and because of the very
different times scales of the two techniques the peak is expected to be at approximately 30 K
in the ZFC magnetisation data. Pankhurst et al [102] found a similar peak in the ZFC data of
goethite NPs which they attribute to ‘cluster ordering’ of magnetically interacting particles. For
temperatures above approximately 150 K the FC and ZFC curves coincide, indicating that all
particles have reached their SPM blocking temperature. At low temperatures there is a sharp
increase in the measured magnetic moment with decreasing temperature in both the FC and
ZFC curves. The increase in the moment from 30 K to 4.2 K is of similar sizes, namely 3.3·10−3

Am2 per kg goethite in the ZFC measurement and 3.0·10−3 Am2 per kg goethite in the FC
measurement.

In the strong applied field of µ0H = 4.8 T there is no peak in the ZFC measurement and the
two curves nearly coincide in the whole temperature interval. Like in the 2.0 mT measurements
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there is a sharp increase in the moment at low temperatures. Here the increase from 30 K to
4.2 K is approximately 5.8 Am2 per kg goethite.

Figure 3.5: Field cooled and Zero field cooled magnetisation of the GBM sample in applied fields of
4.8 T (top) and 2.0 mT (bottom). The magnetisation is given per kg of goethite in the samples Figure
from Paper [3].

AC susceptibility

The AC susceptibility was measured in the same temperature range as the DC measurements
and with a driving field of µ0H=0.38 mT. Both the in-phase susceptibility χ′ and the out-of-
phase susceptibility χ′′ was measured with AC frequencies between 1 Hz and 1 kHz. χ′ (see
Fig, 3.6) shows a frequency dependent peak with a position that changes from about 150 K at
1 Hz to about 170 K at 1000 Hz. It was attempted to determine KV and τ0 from the frequency
dependence of the peak position using a method described in [79]. However, the method returned
unrealistic values indicating that the SPM relaxation is not in accordance with the Néel-Brown
law (1.3) probably due to inter-grain and inter-particle interactions. An increase in χ′ is seen
in the same temperature range as the increase in the DC magnetisation. A similar anomalous
temperature dependence of the AC susceptibility of goethite particles have been measured by
Pankhurst et al. [102]. In the measurement of χ′′ the signal was very low and there was no
upturn in the susceptibility at low temperatures.

3.3 Conclusions on spin canting and goethite

We have shown that a simple model of spin canting around a cation vacancy in a two dimen-
sional system can lead to either an increase or a decrease of the magnetisation at low tempera-
tures. The model may be too simple to accurately describe the magnetisation of realistic canted
structures which are bound to be complicated and, except for a few cases with strong planar
anisotropy, three dimensional. As discussed in Papers [1, 2] the measured anomalous tempera-
ture dependence of ferrimagnetic NPs and diamagnetically substituted bulk ferrites are not only
in qualitative accordance with the model, but can also be of the same size as the model predicts
if the number of spins and canting angles are of the right size.
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Figure 3.6: In phase AC susceptibility (χ′) of the GBM sample in a driving field of µ0H = 0.38 mT.
Figure from Paper [3].

We believe that the simple two dimensional model gives an insight into how the temperature
dependence of the magnetisation may be affected by canted spin structures in more complicated
systems where it is not possible to calculate the magnetisation using an analytical model. Freez-
ing of canted spins at low temperatures may give an increase or decrease of the magnetisation
depending on the canting angle not only for canted spins in the interior of particles but also
for canted spins at the surface of particles. Furthermore canted spins are not only important
in ferrimagnetic structures and a similar temperature dependence of the magnetisation from
canted spins in AFM particles is expected.

In the magnetisation data on goethite nanoparticles we see a significant increase in the DC
and AC magnetisation at temperatures below 30 K. This upturn in the magnetisation is similar
to the observations in ferrimagnetic NPs and diamagnetically substituted bulk ferrites discussed
in section. 3.1 In the ultra-small goethite particles both canted spins on the particle surfaces and
around defects in the interior of particles may be important and it likely that freezing of canted
spins in goethite have a significant contribution to the magnetisation at low temperaturesm,
and the measured increase in the magnetisation may be qualitatively explained by our model.
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Chapter 4

Spin orientation in NiO nanoparticles

Nickel oxide was one of the first AFM materials ever studied with NS in the pioneering work of
Shull et. al. [50]. The magnetic structure of NiO NPs is not well understood, although NiO NPs
can be very relevant to use e.g., with FM NPs in exchange coupled magnetic storage devices or
nanocomposite magnetic materials. A few studies deal theoretically with the magnetic structure
of NiO NPs [103], but the structure has not been resolved experimentally.

The large surface contribution the the magnetic anisotropy may lead to a change in spin
orientation in NiO NPs compared to bulk NiO. In thin NiO films, a spin reorientation transition
(SRT), in which the NiO spin orientation changes from within the film to perpendicular to the
film, is observed. This transition happens below a certain critical film thickness (≈ 3 − 10
monolayers), but depends not only on the thickness of the NiO film but also on the support and
on temperature [104–107]. Even though the thin-film systems are quite different from magnetic
NPs something similar to the SRT in films might happen in NPs of NiO. Not only the size,
but also the shape of the particles may influence the anisotropy, and lead to different spin
orientations.

Here we investigate the effect of particle size on the spin orientation in plate shaped NiO
NPs with thickness down to 2.0 nm using polarised neutron powder diffraction. Initial attempts
to determine the spin orientation using unpolarised neutron diffraction were hampered by an
overlap of the nuclear and magnetic scattering because of the finite particle size. We therfore
turned to the technique of XY Z polarisation analysis. This allow us to reliably measure the
intensity of the magnetic diffraction peaks in order to determine the spin orientation with respect
to the AFM ordering vector in the particles.

The size and morphology of the particles are investigated with TEM and XRD, revealing
that the NiO NPs are plate-shaped, with {111} planes of the NiO structure parallel to the plane
of the particles. Previous investigations on similar samples (see ref. [108]) suggested that the
AFM modulation vector is perpendicular to the particle plane. Our combined TEM and NS
experiments confirm this observation, and this enables us to determine the spin orientation with
respect to the particle plane directly from the intensity of the magnetic peaks.

4.1 Previous studies on plate shaped NiO nanoparticles
There has been a number of investigations of plate shaped NiO nanoparticles going back as far
as the 1950ies and especially after the interest in nanotechnology started in the 1990ies. The
reason for the focus on plate shaped particles is probably that it is easy to produce high purity
samples with a reasonably narrow size distribution from the thermal decomposition of Ni(OH)2
to NiO. However, the morphology of the particles, with one dimension much shorter than the
other two, might be important for the magnetic properties. It could have a significant effect on
the magnetic anisotropy of the particles and thus influence the magnetic structure. Plate-shaped
NiO nanoparticles have been investigated with magnetisation techniques [24, 109–112], neutron
scattering [19,26] and Mössbauer spectroscopy [19,24,112], revealing that the particles undergo
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SPM relaxation and that they carry a magnetic moment. The magnetic moment is found to
be proportional to N1/3, consistent with a uncompensated moment from random occupation of
surface sites [112, 113]. The Neél temperature of the NPs are found to be reduced with respect
to the bulk value of 524 K. For a sample of plate shaped NiO particles with diameter of about
12 nm and thickness of 2 nm TN ≈ 460 K was found [19]. A similar value can be expected for
the particles to be investigated here.

An unexpected high magnetisation in plate-shaped NiO NPs lead some authors to propose
a multi-sublattice model for the magnetic structure of NiO NPs, where the simple model of two
AFM sublattices is replaced with up to 8 magnetic sublattices depending on particle size [103,
114,115]. Other authors maintain the two sublattice model, and explain the large uncompensated
moment as a consequence of the sensitivity of magnetisation measurements to large magnetic
moments or to interactions between the particles [112]. I will assume the NPs to have the simpler
magnetic structure with two AFM sublattices like for bulk NiO [116,117].

The orbital magnetic moment gives a significant contribution to the total moment of the
Ni2+ ions. In NiO NPs similar to the ones investigated here the Ni2+ magnetic moment was
determined from inelastic neutron scattering to µ = 2.19µB [26], in good agreement with mea-
surements on bulk NiO crystals with magnetic X-ray scattering [116,117].

4.2 Crystal and magnetic structure of NiO

Nickel(II) oxide, NiO, crystallises in the cubic NaCl structure with space group Fm3m and a
room temperature lattice constant of a = 4.177 Å [118]. At a Néel temperature of TN = 523
K [119] the Fe2+ spins in NiO orders antiferromagnetically. The AFM order is with the AFM
modulation along a body diagonal of the cubic structure, 〈111〉, and with the spins aligned
within the corresponding {111} planes (ref. [120]). A small in-plane anisotropy defines the easy
axes of sublattice magnetization as the

〈
112

〉
directions [121–124].

Below TN there is a rhombohedral distortion of the lattice, corresponding to a slight con-
traction along one of the body diagonals. However, the departure of the rhombohedral angle
from 90◦ is very small, varying from 0 at TN to 0.075◦ at 0 K (extrapolated) [125] and I will
therefore continue to describe the system in terms of the more symmetric cubic unit cell.

4.2.1 Structure factors of NiO

The AFM unit cell is a cube of sidelength 2a containing 8 of the chemical unit cells and with
32 magnetic atoms in the basis (see Appendix A.1). The larger magnetic unit cell was used to
calculate both the nuclear and magnetic structure factors, but the index is with respect to the
chemical cell. The first nuclear reflections are the forms {111} and {200} with multiplicities of
8 and 6 respectively. The structure factors (2.19) for these reflections are

FN,111 = 32 (bNi − bO) , (4.1)
FN,200 = 32 (bNi + bO) , (4.2)

where bNi = 10.3(1) fm and bO = 5.805(4) fm [56] are the scattering lengths of Ni and O. Letting
the AFM modulation vector be in the [111] direction the first few allowed magnetic reflections
are
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}
,
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}
and

{
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3
2

3
2

}
, with multiplicities of 2, 6, and 6 respectively. The magnetic

structure factors (2.27) are
FM (q) = 32M⊥(q), (4.3)

which depends on the spin orientation relative to the scattering vector. All of the allowed nuclear
and magnetic reflections in the q-range 0 - 4 Å−1 are given in Table 4.1.
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Table 4.1: Allowed reflections for NiO with scattering vectors up to 4 Å−1. The reflections with
integer hkl are nuclear (N) and the half integer valued ones are magnetic (M). The multiplicity of a
reflection is j.

4.2.2 Obtaining the in-plane moment from the
{
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}
cross section

For the
{
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}
reflection only planes perpendicular to the direction of the AFM propagation

contribute to the structure factor (see Table 4.1) and the scattering vector is thus parallel to the
AFM propagation vector. This means that M⊥(q) is the magnetisation in the {111} planes in
which the spins are ferromagnetically aligned. This in-plane magnetisation can be found from
the measured cross section of the

{
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}
peak (see (2.26)):

dσ
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= 2
(
γr0
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)2 N(2π)3

V0
g2f2(q) (32M⊥)2 Lθe

−2W (q), (4.4)

where Lθ is the Lorentz factor (2.30), and the factor of 2 is the multiplicity. In experiments the
intensity is often not measured in absolute units, and it is therefore not possible to obtain the
cross section (4.4) and calculate M⊥ directly. however, one can normalise the intensity of the
magnetic peak to that of a measured nuclear reflection to get rid of the unknown scale factors
(noticeably the incident flux). The cross section of the nuclear {111} reflection is (see (2.22))

dσ

dΩ{111}
= 8N(2π)3

V0
[32 (bNi − bO)]2 e−2W (q)Lθ, (4.5)

where the factor of 8 is the multiplicity. We normalise the intensity of the
{
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}
reflection to

that of the {111} reflection obtaining
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where I{ 1
2

1
2

1
2} and I{111} are the measured intensities. The Debye-Waller factors have been

disregarded. For measurements at low temperatures (4 K), where only the zero point fluctuations
of the atoms contribute this gives an error of less than 1%. Lθ can be determined straight away
from the measured Bragg angles, and the form factor can be calculated, e.g. using the analytical
approximations in [55] and it is thus possible to calculate M⊥ from:

M2
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. (4.7)
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If the size of the total magnetic moment, µNi is known the spin angle with respect to the
scattering vector is then

sin2(α) = M2
⊥

(
q{ 1

2
1
2

1
2}
)
/µ2

Ni, (4.8)

where α is the angle between the sublattice spin and the 1
2

1
2

1
2 scattering vector (i.e. the [111]

direction). There is nothing special about the {111} reflection and the normalisation could just
as well have been with respect to any other nuclear reflection, e.g. the {200} reflection.

4.2.3 Obtaining the spin angle from the relative magnetic intensities

By measurement of magnetic reflections with scattering vectors in different directions it is pos-
sible to obtain information about the AFM spin direction. Interpretation of the intensity of
the

{
1
2

1
2

3
2

}
reflection is more complicated than for the

{
1
2

1
2

1
2

}
reflection because it contains

contributions from scattering vectors that makes different angles with the spin direction in the
(111) plane. All the

{
1
2

1
2

3
2

}
scattering vectors make an angle of 79.975◦ with [111] and they thus

see the same out-of-plane magnetic moment (M(q) · sin2(79.975◦−α)). In the (111) plane they
make 120◦ angles with respect to one another. The difference in the structure factor between
the six

{
1
2

1
2

3
2

}
reflections is contained in the different M⊥(q), and the total cross section for the{

1
2

1
2

3
2

}
reflection will be

dσ

dΩ
{
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3
2

} =
(
γr0
2

)2 N(2π)3

V0
g2f2(q)

6∑
1

(32µNi sin(γi))2 Lθe
−2W (q), (4.9)

where the sum is over the 6 allowed reflections of the form
{

1
2

1
2

3
2

}
, and γi is the spin angle

with respect to the i’th of these scattering vectors. If the spin component in the (111) plane is
assumed to be randomly aligned along the three

〈
112

〉
axes the in-plane spin orientation can be

averaged out, arriving at an expression for the sum in (4.9) that depends only on α:〈 6∑
i

sin2(γi)
〉
β

= 2
[
3− 3 cos2(79.975◦) + sin2(α)

(
3 cos2(79.975◦)− 3

2 sin2(79.975◦)
)]

,

(4.10)
where 〈〉β denotes the average over the in-plane angle. Now α can be found from the ratio of
the measured intensities of the two magnetic reflections. Using (4.4) and (4.9) we arrive at:
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where, once again, the Debye-Waller factors have been ignored and
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} . (4.12)

The presence of the form factor in F is the reason that it is only almost possible to obtain α
without knowledge about the size of the magnetic moment of the Ni2+ ions. The form factor
depends on the g factor through (2.29), but the precise value of g is not important. The value
g = 2.19 [26] have been used here, but using the spin-only value of g = 2 would only introduce
an error of 1-2% in f(q).
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Figure 4.1: XRD pattern of the Ni(OH)2 precursor. The low-angle part of the pattern (black)
containing the {001} peak was measured separately. The indexing is with respect to the P 3̄m1
structure of Ni(OH)2.

4.3 Production and characterisation of NiO nanoparticles

4.3.1 Ni(OH)2 precursor

Samples of plate shaped NiO NPs of 4 different sizes were produced by thermal decomposition
of plate shaped nanoparticles of Ni(OH)2. The method is know to produce plate shaped NiO
nanoparticles with a thickness that depends on the annealing temperature (see e.g. [24, 109–
112]). The Ni(OH)2 precursor is produced by chemical precipitation in aqueous solutions of
NaOH and Ni(NO3)2·6H2O as described in [110]. An XRD pattern of the Ni(OH)2 precursor
is shown in Figure 4.1. The peak positions are consistent with the hexagonal (P 3̄m1) crystal
structure of Ni(OH)2 [126] and there are no signs of other (impurity) phases in the sample. The
relatively narrow {100} and {110} reflections and the much broader {001} reflection confirms
that the particles are much shorter in the direction of the hexagonal [111] direction than in the
perpendicular directions. The average particle dimensions are estimated from peak broadening
using (2.31). The thickness of the particles are found from the broadening of the {001} peak,
and assuming the particles to be cylindrical discs the particle diameter can be found from the
broadening of the {100} and {110} peaks. In this way, after fitting the XRD data with Lorentzian
line shapes, we find an average particle thickness of 3.39 ±0.02 nm and diameter of 12.1 ± 0.8
nm.

4.3.2 Conversion of Ni(OH)2 to NiO

The Ni(OH)2 powder was annealed in air for three hours at at temperatures between 250◦C and
600◦C. When the temperature was above approximately 230◦C the colour of the powder changed
from green to black indicating the conversion to NiO. The particle size increases with increasing
conversion temperature because of sintering of the particles. The four samples were produced
at heating temperatures of 250◦C, 300◦C, 350◦C, and 600◦C respectively. These samples will be
named NiO250, NiO300, NiO350, and NiO600 respectively. Additionally a reference sample of
bulk NiO powder labeled ‘nickel (II) oxide puratronic R©, 99.998%’ was bought from Alfa Aesar.

4.3.3 XRD Characterisation of NiO nanoparticles

All NiO samples were characterised with XRD, confirming that the samples are NiO with no
detectable amounts of Ni(OH)2 remaining. Sample XRD patterns of the samples NiO250 and
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Figure 4.2: XRD pattern of the NiO250 (top) and NiO600 (bottom) samples. The indexing is with
respect to the cubic Fm3̄m structure of NiO.

NiO600 are displayed in Figure 4.2. The line broadening in the XRD patterns decrease with
increasing annealing temperature, confirming that the temperature controls the particle size.
After the conversion to NiO the line broadening does not show the same variation between
different reflections as seen in the spectrum in Figure 4.1. This is because the conversion to the
high-symmetry cubic structure means that each reflection has contributions that corresponds
to different directions with respect to the particle plane. If the particle plane is the (111) plane
the real particle thickness is much smaller than what one would get from the broadening of
the {111} peak, because the {111} peak contains contributions from all of the 8 {111} type
reflections. Determining the platelet dimensions from XRD data is thus not as straight forward
as for the less symmetric structure of Ni(OH)2.

From the broadening of the {111} and {200} peaks the average particle sizes could be
estimated. The two peaks gives very similar sizes and we will take the average of the two as our
XRD particle size. The measured values for the four NP samples are 3.3±0.2 nm, 4.9±0.6 nm,
7.2± 0.7 nm and 28.3± 0.22 nm.

For the bulk NiO sample the line widths are very close to the instrumental resolution indi-
cating that the particle size is larger than 200 nm.
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NiO250 NiO300 NiO350

t 1.99 ± 0.09 nm 2.21 ± 0.06 nm 3.29 ± 0.10 nm

tV 2.5 ± 0.6 nm 2.5 ± 0.4 nm 3.7 ± 0.5 nm

D 8.8 nm 8.8 nm 13.0 nm

Table 4.2: Average particle thickness t measured from TEM images. The volume weighted thickness
tV is also given. The given uncertainty is the uncertainty on the mean. The widht of the size
distribution is approximately an order of magnitude larger than the uncertainty on the average.

4.3.4 TEM characterisation of NiO nanoparticles

TEM images of all NiO nanoparticle samples were taken with magnification up to 400 kX. For
each sample 50-100 images were recorded and sample pictures are given in Figure 4.3. The images
confirm that the NiO nanoparticles have retained the plate-shape of the Ni(OH)2 precursor. In
high resolution images (not shown) it was possible to measure the spacing between lattice fringes
parallel to the particle plane. These spacings are consistent with the 2.4 Å d-spacing of the {111}
planes of the NiO structure and the plane of the particles are thus coincident with these planes.
We might as well define the [111] direction to be the direction of the normal to the particle
plane in order to avoid confusion. The particles do not show any appreciable degree of preferred
orientation. This is important for the the neutron diffraction experiments.

[111]

t=d<111>

Plate shaped NiO particle

(111) 
planes

d<111>

The particles have a tendency to lie flat on the TEM
grid and it is therefore difficult to measure the thickness of
the particles. In images of NiO250, NiO300 and NiO350
it was possible to find a number of upright particles. The
thickness of the particles that are seen edge on can easily be
measured, and this was done for about 40 particles for each
sample. For the NiO600 sample all particles were found to
lie flat and it was thus not possible to measure the particle
thickness. It is worth noting that this method may underestimate the particle thickness because
smaller particles have a larger tendency to be upright, as can be seen from the absence of upright
particles in the images of NiO600. Even though the particles lie flat on the TEM grid the low
contrast of the thin particles and the tendency for the particles to aggregate makes it almost
impossible to distinguish individual particles lying down, and it is therefore not possible to
measure the diameter of the particles. The measured average particle thicknesses t = d<111>
are given in Table 4.3.4. Also given are the volume-weighted (t3-weighted) average thickness tV ,
which is the number that can be directly compared to sizes found with XRD and NPD.

4.4 Determining spin orientation with XY Z-polarisation
analysis

4.4.1 Unpolarised neutron diffraction experiments

As described earlier in this chapter the spin orientation in the plate shaped NiO NPs can be found
with neutron diffraction. The data from Ref. [108] was not of a sufficient quality to determine
the spin angle, and we therefore set out to perform neutron powder diffraction experiments on
a new set of plate shaped NiO nanoparticles of different sizes.

We first performed an experiment at the DMC instrument at PSI in Switzerland, using long
counting times to obtain better statistics than in the previous work. The data from the DMC
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(c) (d)

(b)(a)

Figure 4.3: TEM images of the samples NiO250 (a), NiO300 (b), NiO350 (c) and NiO600 (d). Images
(a)-(c) are taken with 195 kX magnification and image (d) with 115 kX magnification. Particles seen
edge on, like the ones highlighted in images (a)-(c) were used to measure the average particle thickness.
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experiment is displayed in Figure 4.4. This new data was a significant improvement of the
previous data, however, even with counting times of about a whole day the signal was not easy
to distinguish from the background for the smallest particles. Especially the magnetic

{
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1
2

1
2

}
peak is difficult to determine because the finite size broadening in the [111] direction makes the
peak amplitude small, and because of the strong scattering signal at low q that, for the smallest
particles, extends to the position of the

{
1
2

1
2

1
2

}
peak. The low q signal falls of as q−4, indicating

that it is small angle scattering from the surfaces of the particles. These difficulties made a
precise determination of M sin(α) impossible.

We performed a similar experiment at the D1B instrument at ILL in Grenoble, where the
high flux of the ILL reactor would enable us to get even better statistics than at DMC. Fur-
thermore the detector at D1B has a larger angular range than DMC and D1B operates at a
lower wavelength, enabling us to measure more Bragg peaks (with q > 4Å−1). This could enable
us to refine a simple model to the data in order to extract the desired information. The data
from D1B gave us better statistics, but obviously the problems with small angle scattering, and
overlapping peaks seen in the DMC data was still there. Furthermore systematic errors of the
instrument that became significant with the large number of counts essentially meant that the
data was less useful than the DMC data.

Even if it was possible to improve on the very good unpolarised diffraction data from DMC
it would be difficult to accurately measure the intensity of the

{
1
2

1
2

1
2

}
peak, because of the small

angle signal, and because of the large peak overlap it would also be very difficult to measure
the intensity of the peaks that are needed for normalisation. In particular the intensity of the{

1
2

1
2

3
2

}
, which is needed to determine α without assuming precise knowledge of the magnetic

moment seems almost impossible to measure with unpolarised neutrons for the smallest particles.
Fortunately we were allocated beam time at the D7 instrument, which has the capability of
XY Z-polarisation analysis, enabling us to separate the desired magnetic cross section from SI
and nuclear contributions. The remainder of this chapter describes the D7 experiment.
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Figure 4.4: Neutron powder diffraction data on plate shaped NiO nanoparticles measured at DMC
in 2011. The measurements were performed at a temperature of 2 K. The measurement times were
about 12 hours for the smallest particles (NiO250) and a few hours for the largest (NiO600). The
scattering at low q is small angle scattering from the surface of the particles. It was not possible to
obtain the integrated intensity of the

{ 1
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}
peak and a nuclear peak with good enough precision to

obtain the spin orientation with the method described in section 4.2.2.
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4.4.2 The XY Z polarisation analysis experiment on D7

To determine the spin orientation in the 5 samples of NiO particles anXY Z-polarisation analysis
experiment was performed on the D7 instrument at ILL (the instrument is described in section
2.2.5). All samples were loaded in hollow-cylinder aluminium sample holders. They were loaded
in a helium atmosphere to get a thermal exchange gas at low temperatures. The holders were
sealed with indium. The sample masses were 2-3 g. All measurements were performed at a
temperature of 1.5 K with a wavelength of λ = 3.1 Å. The first day of the experiment was used
for setting up the instrument, and for calibration measurements. Before turning to the results
of the experiment the calibration procedures will be explained.

Cadmium and empty can measurements (background subtraction)

To obtain the scattering intensity of the sample the background contribution to the intensity
needs to be subtracted. The background comes from scattering from the sample holder, from
air, from the cryostat, from various other parts of the instrument, and even sources of radiation
outside the instrument. The background can be divided into a contribution from neutrons that
have passed through the sample (scattering from the sample holder) and a contribution from
neutrons that have not. The relationship between the measured and ‘real’ (i.e. background
subtracted) intensity is then:

Imeasured = IrealT +B1T +B2, (4.13)

where T is the transmission of the sample, B1 is the background from neutrons that have passed
through the sample, and B2 is the background from neutrons that have not passed through the
sample. Two measurements are now performed to determine B1 and B2. First the empty sample
container (empty can) is measured. This signal will be IEC = B1 + B2. Next the sample can
is filled with a piece of cadmium the same size as the sample. Cadmium absorbs neutrons very
well and it can be assumed that the intensity of the cadmium measurement will only contain
contributions from the neutrons that does not pass through the sample position, i.e. ICd = B2.
Because of the low number of counts in the background measurements it is necessary to measure
for several hours to get significant statistics. The transmission of each sample was measured in
a separate setup. The sample holder was placed in the beam in front of a small pinhole in front
of a neutron monitor. The number of counts in 200 s was measured for the empty can, the can
filled with the sample and the can with cadmium in place of the sample. The transmission of
the sample is then simply

T = Nsample −NCd
NEC −NCd

, (4.14)

where Nsample, NCd and NEC are the number of counts during the 200 s. The transmission
coefficients of our samples were between 0.92 and 0.96. Now the background subtraction can be
performed:

Ireal = Imeasured − ICd
T

− (IEC − ICd) . (4.15)

The subtraction of the scattering from the sample can is sensible to small variations in the
thickness of the can, and if it is to work perfectly it is required that the same sample holder
is used for calibration and experiment. This was not done in our experiment, and therefore
aluminium peaks are present in our data. The can used for the EC measurement were used for
the other calibrations (cadmium, amorphous silica, and vanadium).

Amorphous silica measurement

A rod of amorphous silica was measured in order to determine the flipping ratio, so the data
correction described in section 2.2.3 could be performed. The contributions to the cross sec-
tions from the isotopes of Si and O that has a nuclear spin is negligible, and the scattering
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from amorphous silica can be assumed to be entirely nuclear coherent scattering. Hence the
correction is performed so that the amorphous silica gives no SF scattering. Because the silica is
amorphous it scatters in all directions, and the correction can thus be performed for all detectors
simultaneously. Flipping ratios of R ≈ 30 was measured in all channels (all detectors, all three
polarisation directions), corresponding to a polarisation of p = 0.94. The rod of amorphous
silica, a 20 mm cylinder inserted into one of the aluminium sample holders, was measured at
150 K for 7 hours to obtain sufficient statistics in the NSF channels.

Vanadium measurement

Vanadium is a strong incoherent scatterer and because the incoherent scattering is isotropic
vanadium is used to calibrate for the different efficiencies of the detectors. Furthermore the
normalisation with respect to the vanadium scattering gives the possibility to obtain the cross
sections in absolute units. The vanadium sample is measured at 150 K to avoid inelastic con-
tributions from phonons. A known mass of vanadium is measured (23.4 g in our case) and with
knowledge of the molar density of vanadium the number of vanadium atoms in the beam is a
known quantity. The cross section of vanadium is 5.08 barns per atom [56] and the measured
intensity from vanadium (after background subtraction) then corresponds to 5.08/4π barns per
steradian times the number of vanadium atoms. Now, when a sample is measured, the intensity
is normalised to the intensity of vanadium giving the cross section in absolute units (barns per
steradian). With knowledge of the sample mass, and molar mass of the sample (74.69 g/mol for
NiO) the cross section can be given in barns per steradian per formula unit (barn/sr/f.u.). This
unit will be used for the cross section in the following

4.4.3 Results from the D7 experiment

Separation of magnetic and nuclear cross-sections

Before analysing the data of the NiO NPs we take a look at the diffraction pattern of the bulk
sample obtained at D7. The total scattering (i.e. nuclear + magnetic + SI) diffraction pattern
of the bulk sample is given in Figure 4.5, showing the two nuclear and three magnetic NiO
peaks as well as two peaks from the aluminium sample holder. The subtraction of the empty
can measurements from the measurements of the sample does not remove the aluminium signal
completely, probably because of a slight variation in the thickness of walls of the individual
sample holders. A well defined signal from aluminium was preferred over a small but unknown
contribution due to imperfect subtraction and it was therefore decided not to perform the empty-
can correction. The peaks, which are rather broad because of the poor resolution of D7, are
fitted very well with Gaussian profiles plus a flat background. The fitted peak widths from the
bulk sample are considered the instrumental resolution and will be used in the analysis of the
nanoparticle data.

The six measured cross sections (2.55) have been corrected for imperfect polarisation by the
procedure described in section 2.2.3, and the magnetic, nuclear and SI cross sections have been
calculated as described in section 2.2.2. For the bulk sample the resulting patterns are displayed
in Figure 4.6 and reveals a successful separation of the three cross sections. Apart from the
diffraction peaks the nuclear cross section contains a flat baseline, which can be attributed to
II scattering from Ni (0.41 barns/sr/atom [56]). The magnetic cross section contains the three
expected peaks and no background. The SI scattering is close to zero as expected for a dry bulk
sample of NiO. The correction for imperfect polarisation can never be done perfectly, and there
will therefore always be some leakage between the different cross sections. This is the reason for
the small features in the SI scattering at the positions of some of the Bragg peaks. The smallness
of these artifacts in the data shows that the separation of the cross sections works well. Also
shown in Figure 4.6 is the SF and NSF (and average) contributions to the magnetic scattering.
In most of the measured q-range the NSF and SF signals are identical, indicating that the
scattering from the sample is isotropic, and thus ruling out any significant degree of preferred
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Figure 4.5: Diffraction pattern of bulk NiO measured on D7. This diffraction pattern is the total
scattering, containing the nuclear, magnetic and SI scattering. The instrumental resolution is extracted
from Gaussian fits to this data.
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In
te
n
si
ty

(b
a
rn
s/
sr
/f
.u
.)

NiO bulk
Magnetic
Nuclear
Spin-Incoherent

0.5 1 1.5 2 2.5 3 3.5

0

1

Scattering vector (Å−1)
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Figure 4.6: Left: The diffraction patterns of bulk NiO separated into magnetic, nuclear and
spin-incoherent contributions. Right: The SF and NSF components of the magnetic scattering from
bulk NiO. The full line is a fit to the average mangetic cross section.

magnetic orientation in the powder. The irregular spike in the NSF signal at the position of the
strong nuclear {200} peak can be ascribed to leakage of a small amount of the nuclear signal
into the magnetic SF channel. Importantly the separation works very well in the vicinity of the
two important magnetic peaks. For the four NP samples the separation of the cross sections
also works well. Apart from the large peak broadening due to the finite particle size, the most
striking difference between the cross sections of the bulk sample in Fig 4.6 and those of the NP
samples shown in Figure 4.7 is a very large SI signal and a large upturn in the nuclear signal at
low q. If the SI scattering is assumed to be entirely due to hydrogen in water adsorbed at the
surface of the particles, the SI signal at low q can be used to estimate the amount of water in
the samples. The SI cross section of hydrogen is 6.39 barns/sr/atom [56] and the SI levels of
about 0.4, 1.6, 0.39 and 0.39 barns/sr/f.u. for the four samples translate to about 0.03, 0.13,
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Figure 4.7: Polarisation analysed neutron powder diffraction patterns on the four samples of plate
shaped NiO nanoparticles. The separation of the data into the magnetic, nuclear and spin-incoherent
cross-sections have been performed. The full lines are the fits described in the text.

0.20, and 0.20 H2O molecules per formula unit NiO for the samples NiO600, NiO350, NiO300
and NiO250 respectively. The reason for the decay in the SI signal as a function of q is probably
the increased probability of (undetected) inelastic incoherent scattering from the hydrogen as
function of q. The large SI scattering and the q−4 small angle scattering was also seen in the
unpolarised data and was very problematic for the data analysis, but with the clear separation
of the SI, nuclear, and magnetic signals the q−4 small angle scattering no longer overlaps with
the

{
1
2

1
2

1
2

}
peak, just as the magnetic and nuclear Bragg peaks no longer overlap, and the very

large SI background have been removed from the diffraction pattern altogether. Obtaining the
peak intensities, which was near impossible from the unpolarised data, is now almost trivial
for the well isolated magnetic peaks. The nuclear data was fitted with two Voigtian profiles to
account for the nuclear Bragg peaks from the NiO NPs plus two Gaussians to account for the Al
peaks from the sample container. The Gaussian widths of the Voigts as well as the Gaussians
were fixed to the instrumental resolution as determined from the Gaussian fit to the bulk data.
A flat background was added to the fit, which was performed on the q range between 2Å−1

and 3.8Å−1. The magnetic signal was fitted with three Voigts, also with Gaussian widths fixed
to the bulk value, plus a flat background which was very close to zero. The fits are included
in Figures 4.6 and 4.7. The intensities of the peaks are obtained by numerical integration of
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the Voigt functions. The errors on the intensities are estimated by a Monte Carlo method. In
general the fits represent the data well. The magnetic peaks are fitted very well, whereas the
fits of the nuclear peaks are a bit more difficult because they overlap. Most significantly the
{200} peak does not seem to be perfectly represented by the peak, and this may give rise to
a significant error on the {200} intensity. The measured magnetic cross sections for all five
samples are shown in Figure 4.8. The particle sizes estimated from the Lorentzian widths of the
{111} peak using (2.32) are 4.4 nm, 5.0 nm, 7.2 nm and 26.4 nm, in good agreement with the
values found with XRD (see section 4.3.3), except for the NiO250 sample which comes out a bit
larger. The particle sizes determined from the {200} peak, 7.6 nm, 4.9 nm, 11.1 nm and 36.7
nm are in general larger, probably reflecting that the fit does not represent this peak as well.
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Figure 4.8: Magnetic cross sections of the five NiO samples measured at D7.

Direction of AFM modulation

To determine if the AFM correlation is in the direction normal to the particle plane, as proposed
in previous studies (ref. [108]), we determine the magnetic correlation length in the direction
of AFM modulation from the Lorentzian broadening of the

{
1
2

1
2

1
2

}
peak using Equation (2.32),

and compare them to the particle thickness determined with TEM. The magnetic correlation
lengths determined from the

{
1
2

1
2

1
2

}
peak are given in Table 4.3 together with the volume

weighted thickness measured with TEM. If we assume [111] to be normal to the particle plane,
then the remaining 〈111〉 scattering vectors make an angle of 70.5◦ to the particle plane. The
particle size in the [111] direction, d<111> , is then the particle thickness, and the particle size in
any of the other 〈111〉 directions, say

[
1̄11

]
, is d[1̄11] = d<111>/ cos(70.5◦). The calculated d[1̄11]

is given in 4.3 for comparison. The measured values of d{ 1
2

1
2

1
2},NPD are relatively close to the

particle thickness, dV[111],TEM, but in general a bit larger. The particle size in the
[
1̄11

]
direction

is, however, much larger and with the assumption that the particles are single domain this makes
it reasonable to assume that the antiferromagnetic modulation direction is perpendicular to the
particle plane rather than in any one of the other 〈111〉 directions.

This is an important result, because this means that the scattering vector for the
{

1
2

1
2

1
2

}
reflection is normal to the particle plane (see Fig. 4.9), and the spin direction with respect to the
normal of the particle plane can therefore be determined from the intensity of the

{
1
2

1
2

1
2

}
peak,

using the magnetic structure factor. The plate shape of the particles thus imposes a reduced
symmetry on the cubic structure that enables us to determine the AFM spin direction with
respect to the particle plane and not just the spin direction with respect to q.
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NiO250 NiO300 NiO350 NiO600

d{ 1
2

1
2

1
2},NPD (nm) 2.26 ± 0.08 3.11 ± 0.07 5.3 ± 0.2 28 ± 2

dV[111],TEM (nm) 2.5 ± 0.6 nm 2.5 ± 0.4 nm 3.7 ± 0.5 nm

dV[1̄11],TEM (nm) 8 ± 2 nm 7.4 ± 1.2 nm 11 ± 2 nm

Table 4.3: Comparison of the magnetic correlation length determined from the width of the
{ 1

2
1
2

1
2
}

peak with the particle thickness in the [111] direction measured with TEM. The particle thickness in
the

[
1̄11
]
direction is also given for comparison.

á

q(111)

q(111)

(111) planes

Figure 4.9: Illustration of the relationship between the spin angle with respect to the scattering
vector q<111>. α is at the same time the angle to the surface normal and to q〈111〉. The q〈1̄11〉
scattering is indicated as well. If the AFM modulation was in this direction the magnetic correlation
length would be larger than measured.

Determining the in-plane magnetic moment from the
{

1
2

1
2

1
2

}
peak

To determine the in-plane magnetic moment we normalise the intensity of the
{

1
2

1
2

1
2

}
peak to

the intensity of one of the nuclear peaks as described in section 4.2.2. M⊥(q) is the magnetic
moment in the (111) plane, and is displayed in Figure 4.10 as a function of particle size. There
are small differences in the measured in plane moment for the different particle sizes, but the
differences are small and the variation is not very systematic. There is a small, but systematic
difference between the magnetic moment determined from normalisation to the {111} peak
compared to normalisation to the {200} peak. This may be ascribed to a systematic error in the
fitting process. The average in-plane magnetic moment is 2.0 µB for the {111} normalisation
and 2.2 µB for the {200} normalisation. Assuming a total magnetic moment of 2.19 µB α can
be determined to either 66◦ or 90◦ depending on the normalisation.

Obtaining the spin angle from the relative magnetic intensities

Because the magnetic peaks are well isolated from one another they can be fitted better than
the nuclear peaks, and we should be able to obtain a more reliable value for the spin angle, and
without any knowledge of the size of the magnetic moment. The spin angle α calculated from
the relative intensities of the

{
1
2

1
2

1
2

}
and

{
1
2

3
2

3
2

}
peaks using (4.11) is displayed in Figure 4.11.

For the smallest particles (NiO250) α ≈ 60◦ corresponding to an out of plane angle of 30◦. For
the other particle sizes including bulk the spin angle is α ≈ 75◦, corresponding to an out of
plane angle of 15◦.

71



4.5. DISCUSSION

0 10 20 30 bulk
0

0.5

1

1.5

2

2.5

dXRD (nm)

M
⊥
( µ

B
)

{111} normalised

{200} normalised

Figure 4.10: In-plane magnetic moment calculated from the intensity of the
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peak versus

dXRD. The blue crosses were obtained by normalisation to the {111} peak and the red triangles by
normalising to the {200} peak. The size of the bulk sample is assigned an arbitrary value. The dashed
line at M⊥ = 2.19µB.
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Figure 4.11: Spin angle with respect to particle normal determined from the relative intensities of
the

{ 1
2

1
2

1
2
}
and
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}
peaks. For all but the smallest sample (NiO250) α is roughly constant around

70-75◦ with particle size, around 70-75◦. For the NiO250 sample α ≈ 60◦ corresponding to an out of
plane angle of 30◦. The size of the bulk sample is assigned an arbitrary value. The dashed line is the
average of α for the samples NiO300, NiO350, NiO600 and bulk.

4.5 Discussion

We have performed a XY Z-polarisation analysis experiment on NiO nanoparticles, successfully
demonstrating that the technique can be used for separating the nuclear, magnetic and SI
contributions. Because XY Z-polarisation analysis can be done at a multidetector instrument
we were able to obtain separate magnetic and nuclear powder diffraction patterns over a q-range
from 0.28 Å−1 to 3.86 Å−1. The separated diffraction patterns from the XY Z polarisation
analysis experiment was a vast improvement of the existing data from unpolarised NPD which
suffered from overlap between the magnetic peaks and the nuclear signal rendering an analysis
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of the magnetic structure of the smallest particles extremely difficult. With the magnetic and
nuclear signal separated the intensities of the magnetic peaks can be determined and the data
analysis can proceed to produce information about the magnetic structure.

From comparison of the magnetic correlation length in the direction of AFM propagation
with the particle thickness measured with TEM we determine that the direction of AFM prop-
agation is normal to the particle plane. This

{
1
2

1
2

1
2

}
magnetic correlation length is somewhat

larger than the measured particle thickness, but this is likely due to an overrepresentation of
the smallest particles in the determination of the thickness with TEM. Furthermore the particle
size in the 〈111〉 directions not perpendicular to the particle plane is 2-3 times larger than the
magnetic correlation length and these directions thus seems very unlikely to be the directions
of AFM modulation.

We determine the magnetic moment in the (111) plane of the particle from the intensity of
the

{
1
2

1
2

1
2

}
peak normalised to either the nuclear {100} or {200} peak. We obtain an in-plane

magnetic moment of 2.0 µB when normalising to the {100} peak and 2.2 µB when normalising
to the {200} peak. The difference between these two values is likely due to a systematic error in
the fitting of the nuclear peaks. If a total magnetic moment of 2.19 µB is assumed for the Ni2+

ions [26] the measured in-plane moments correspond to spin orientations in the (111) plane and
23◦ out of the plane.

The spin angle α was determined, without assumptions about the size of the magnetic
moment, directly from the relative intensities of magnetic peaks which were well determined
because the magnetic peaks are isolated. With this approach we find an out-of-plane angle of
15◦ for all but the smallest particles, including the bulk NiO sample. For the smallest particles
(t = 2.0 nm) we obtain an out-of-plane angle of 30◦.

The in-plane magnetic moment determined by normalising the magnetic intensity to either
of the nuclear peaks does not change significantly with particle size whereas α is different in the
smallest particles compared to the rest, as determined from the relative magnetic intensities.
If the magnetic moment of the Ni2+ ions is assumed to be independent of particle size these
two results contradict each other and this may be due to systematic errors, most likely in the
determination of the intensities of the nuclear peaks. It is possible that the magnetic moment
changes with particle size so that the in-plane moment remains constant but the out of plane
component grows significantly for the smallest particles, but this seems unlikely. It should be
noted that it is intrinsicly difficult to measure small differences in the orientation of M⊥(q) for
a magnetic moment that is close to perpendicular to q (i.e. where sinα ≈ 90◦) and the results
are therefore sensitive to small systematic errors. This is true for the results in both Figure 4.10
and 4.11.

In conclusion we measure a magnetic moment oriented close to the (111) plane for plate
shaped NiO NPs with thikcnesses larger than 2.2 nm (including bulk). The spin angle to the
(111) plane in these particles is about 15◦. The magnetic structure in bulk NiO is usually found
to be within the (111) plane [120–124] and it is thus surprising that we find a (small) out of
plane spin angle in the bulk sample. The small out of plane angle may be ascribed to small
systematic errors which can easily give a significant change in the measured spin angle (the
difference between sin 90◦ and sin 75◦ is only 3.5%). For the NiO250 sample, wich is the sample
with the smallest particles (t = 2.0 nm), the measured out of plane spin angle is 30◦ and this
is significant. The out of plane spin orientation in very thin particles is similar to the spin
reorientation transition observed in thin NiO films [104,105].
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Chapter 5

Magnetic structure in aggregated and
hydrothermally grown hematite

nanoparticles

In this chapter we study the effect on the magnetic properties of aggregation and crystal growth
of magnetic NPs. Nanoparticles in nature or in industrial applications are often not in an
isolated but in an agglomerated form and it is important to know how the interactions between
the agglomerated particles affect the magnetic properties. As previously discussed inter-particle
interactions can significantly affect both the magnetic structure and the dynamics in magnetic
NPs. Here we prepare hematite NPs in aqueous suspension in different states of aggregation by a
hydrothermal treatment and by adding salt ions to the suspension. We follow the development
in particle and aggregate size with DLS, XRD and TEM and the magnetic properties with
Mössbauer spectroscopy. The purpose of these investigations is a controlled study of how the
magnetic structure in hematite NPs depends on aggregation and growth of the particles. In
particular we wish to determine whether the Morin transition, which is normally absent in
particles smaller than ≈ 20 nm, can be recovered by assembling ≈ 9 nm hematite particles into
larger aggregated structures.

Before continuing with the discussion of hematite NPs the magnetic structure of hematite
is reviewed. This will be relevant for both the discussion of hematite NPs in this chapter and
for Chapter 6 about the spin orientation in hemo-ilmenite.

5.1 Magnetic structure of hematite

Hematite (α-Fe2O3) is a naturally occurring mineral and the most stable of the iron oxides.
It crystallises in the corundum structure (space group R3c). Using the hexagonal unit cell the
room temperature lattice parameters are a = b = 5.038 Å and c = 13.722 Å [127]. The magnetic
structure of hematite (see Fig. 5.1) is AFM below a Néel temperature of TN = 955 K [127].
The direction of AFM modulation is along the c-axis with parallel alignment of spins within
the ab planes of the hexagonal structure. Between TN and TM ≈ 264 K Fe+3 spins in the same
planes of the hexagonal structure are parallel, and spins on adjacent planes are antiparallel apart
from a small canting of about 0.065◦ [127]. In this state of so-called canted antiferromagnetism
(CAF), the spins imperfect AFM alignment leads to a weak ferromagnetism in hematite. In the
CAF state the spins are usually assumed to be confined within the basal plane of the hexagonal
structure by a strong out of plane anisotropy. The much smaller in-plane anisotropy places the
spins preferably perpendicular to the six fold axes and with the canting also in the basal plane.

While the spins in the CAF state are usually assumed to be aligned within the basal plane [50,
127], symmetry does allow for an out of plane component, but theory predicts it to be small [128].
Most experiments are consistent with the spins in, or very close to the basal plane in the CAF
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a

Fe 3+

c

a

Fe 3+

c

Figure 5.1: Crystal and magnetic structure of hematite. Only the Fe3+ cations and not the
intermediate O2- anions are shown. The rhombohedral unit cell is shown in green. Left: Magnetic
structure in the CAF state for TM < T < TN (the canting is not shown) . Right: Magnetic structure
below TM. The drawing is (modified) from Paper [7].

state [50,129]. However, measurements of large out of plane moments have been reported in bulk
hematite samples. Tobler et al. measured an out of plane angle of 3.9◦ [130] with Mössbauer
spectroscopy, and with NPD Parise et. al have measured an out of plane angle as large as 20◦
in a synthetic hematite sample.

At a temperature TM ≈ 264 K [20,21], known as the Morin temperature, hematite undergoes
a spin-flop transition in which the spin orientation changes from close to the basal plane to along
the hexagonal c-axis, maintaining the AFM alignment between adjacent planes.

The magnetic structure and dynamics of hematite can be understood from the exchange and
anisotropy energy of the structure. The exchange energy per unit volume responsible for the
AFM ordering can be written [127,131]

Fe = JMA ·MB −D · (MA ×MB) , (5.1)

where J < 0 is the exchange constant, MA and MB are the sublattice magnetisations and
D is the so-called Dzyaloshinsky-vector, which is a constant vector that in hematite is in the
[001] direction. The first term in the expression (5.1) takes the familiar form of the Heisenberg
interaction (1.1) and the second term is the so-called Dzyaloshinski-Moriya (DM) interaction.
The result of the DM interaction is a small canting of the AFM sublattices away from antiparallel
alignment resulting in a small net magnetisation in hematite. Dzyaloshinsky was the first to
realise that the symmetry of the system allows for a canting of the sublattice magnetisations [128]
and Moriya was the one that explained the microscopic origin of the interaction as a combination
of superexchange and spin-orbit coupling. [132] The magnetic anisotropy of hematite has a strong
uniaxial component in the [001] direction and a weak component in the basal plane. In general
the magnetocrystalline anisotropy in the basal plane should reflect the six fold symmetry of the
hexagonal structure. It turns out, however, that there is another contribution, due to stress, to
the basal plane anisotropy which is uniaxial. This component may be large, and it is argued that
it is dominant in hematite nanoparticles [131] and it will therefore suffice to treat the basal plane
anisotropy as uniaxial. The magnetic anisotropy in hematite (nanoparticles) per unit volume
can then be expressed [131]

FUB = −K1 cos2 θ +KBu sin2 θ sin2 φ, (5.2)
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where θ is the (polar) angle between l = MA−MA and the [001] direction and φ is the (azimuthal)
angle between l and an the easy direction in the basal plane. The out of plane anisotropy constant
K1 is much larger than KBu and the magnetic sublattices are thus relatively free to rotate in
the basal plane. The Morin transition can be understood as a change of sign of K1 at TM with
K1 negative for T > TM and positive for T < TM.

5.2 Hematite nanoparticles and aggregation
Hematite nanoparticles have been the subject of numerous studies focusing in particular on the
dynamics [131, 131, 133, 134]. Some investigations have dealt with the effects of interactions by
comparing experiments on particles that are treated in different ways. These studies confirm that
SPM relaxation in the particles tends to be suppressed by inter-particle interactions [23,25,27].
It has also been observed that the spin direction in hematite NPs can be affected by inter-
particle exchange interactions between hematite particles [28] or between hematite and nickel
oxide particles [4]. The spin orientation in hematite can be found from the quadrupole splitting
through the formula [28,127]

ε = ε0
(
3 cos2 θ − 1

)
/2, (5.3)

where ε0 = 0.20 mm/s and θ is the angle of the spin to the EFG which in hematite is in the [001]
direction. Above TM the spins are in the basal plane and ε = −0.10 mm/s and below TM the
spins are along [001] and ε = 0.20 mm/s. The Morin temperature is known to be significantly
lowered for particles smaller than 1 µm and the MT is absent at temperatures down to 4.2
K in particles smaller than 20 nm [22]. It is not known, however, how the MT is affected by
aggregation of particles and a recovery of the MT by assembling smaller particles to larger
structures would indicate a collective magnetic structure extending over several particles.

5.2.1 Oriented attachment and mesocrystals

Particles in a suspension undergoing Brownian motions may aggregate because of the van der
Waals forces between the particles and the precise attachment of the particles may be random or
oriented in a specific way. A recent study [135] have shown that Coulomb interactions between
surface atoms of particles in close proximity may lead to oriented attachment. If the particles
attach with (partial) crystallographic alignment the process is known as oriented attachment
(OA). Aggregation of many nanoparticles into larger structures, known as mesocrystals [136,137]
that subsequently fuse into single crystals is an important mechanism for crystal growth and
may also be a viable route to build functional nanostructured materials. [136] The driving
mechanism behind the OA is minimisation of the surface energies by attaching particles by high
energy surfaces. If the particles are magnetic the magnetic interactions may also play a role
for the OA. Certainly the dipole interactions between ferri- or ferromagnetic particles can be
important as have been seen in several studies where chains of magnetic structures are formed
either by the magnetic attraction between the particles or by the aid of an applied magnetic field.
Despite its short range exchange interaction may also play a role in the attachment between
AFM NPs. In fact Frandsen et al. estimate the exchange interaction between the (111) facets
of hematite particles to be on the same order as the surface energy and the exchange energy
may therefore be the reason for the observed tendency for hematite to attach by the (001) facets
even though it is not the surface of highest energy [138]. In 20 nm hematite particles Hansen
et al. measured a magnetisation similar to that produced by the weak ferromagnetism in bulk
CAF hematite [23] and any magnetisation from uncompensated moments is therefore expected
to be small. The magnetic dipole moment of the particles is thus not likely to play a role in the
assembly.

If AFM particles are epitaxially aligned and in very close proximity the magnetic order may
continue over several particles. This has been observed in hematite NPs that were found to
attach preferentially in the (001) direction of their hexagonal crystal structure forming oriented
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aggregates of a size of 3 particles on average. The magnetic correlation length was measured with
NPD and it was found that the magnetic order did continue across the particle interfaces [138].

In the following we will study the aggregation and growth of individual hematite particles
subjected to different hydrothermal treatments and determine how the aggregation and growth
affects the magnetic structure, in particular if the MT is recovered.

5.2.2 Sample preparation

As prepared sample

Monodisperse hematite particles in aqueous suspension was produced by a gel-sol method similar
to that described by Sugimoto et al. [139]. The particles are suspended in HNO3 (pH ≈ 3.9)
and the electrostatic charging of the particles means that the suspension is stable with a zeta-
potential ζ >50 mV. Characterisation of this as-prepared suspension with XRD and DLS, to
be discussed below, gives an average particle diameter dXRD = 9.3 nm and a hydrodynamic
diameter (volume distribution) dH = 11.8 ± 5.2, where ± refers to the standard of the volume
distribution and not the uncertainty on the peak position.

TEM images of the as-prepared sample presented in Figure 5.2 shows rather well dispersed
particles as well as some collections of particles that may be an effect of the drying of the
suspension on the grid. On closer inspection the dispersed particles typically looks like small
aggregates of 2-5 particles leading to an irregular often slightly elongated shape that can be
described as pseudo-elipsoide. Because the particles are not spherical their size is not well
represented by a single number and the dimensions of the particles were therefore measured in
two directions. The particle size in the longest direction and in the direction perpendicular to
the longest direction were measured for 45 particles giving an average particle length of 14± 2
nm and a particle width of 8± 2 nm, where ±2 denotes the standard deviation of the average.
Assuming an elipsoide particle shape the corresponding volume weighted particle length and
width are 15 nm and 9 nm. The particle edges are soft and irregular shaped and no crystal
facets are seen. High resolution TEM and X-ray investigations on hematite NPs prepared with
a similar method shows particles that are elongated in the hexagonal [001] direction and form
chains of on average three particles with aligned [001] axes [138,140].

Figure 5.2: TEM micrographs of the as prepared sample.
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Hydrothermal treatment

Hydrothermal treatment of hematite NPs in aqueous suspension and addition of NaCl ions to
the suspension have been shown to be an effective way of inducing aggregation. The aggregation
depends on the concentration of particles in the suspension, the pH value, the ionic strength
(the concentration of ionic charges) and also on the particle size [141]. To prepare samples
of hematite NPs with different degrees of aggregation the as-prepared sample was heated for
10 days in autoclaves at temperatures of 100◦C, 120◦C, and 140◦C. The ionic strength of the
suspension was controlled by adding NaCl to a concentration between 0.5 mM and 25 mM.
Higher concentrations (50 mM) of NaCl resulted in immediate sedimentation. The effect of
adding NaCl is a neutralisation of the charge on the particles by the salt salt ions.

After the hydrothermal treatment the suspensions were measured with DLS. Samples for
Mössbauer spectroscopy was prepared by freezing of the particle suspensions in liquid N2. Be-
cause of the relative low concentration of particles in the suspension the Mössbauer absorption of
the samples was quite low (1-3%) and to obtain significant statistics the samples were typically
measured for 48-72 hours. TEM samples were prepared by allowing a drop of the suspension to
dry on TEM grid and TEM images of the samples were obtained at the TECNAI microscope at
DTU-Cen. The sample with 25 mM NaCl before hydrothermal treatment was further selected
for high resolution TEM imaging performed by Thomas Willum Hansen. XRD measurements
were only performed for the as prepared sample and the 25 mM NaCl sample aged at 140◦C.
The XRD samples were prepared by drying the suspension on a silicium XRD sample holder.

5.3 Effect of ionic strength - aggregation

Dynamics light scattering
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Figure 5.3: Particle size distributions measured with DLS before hydrothermal treatment. (a) Size
distribution by intensity. (b) Size distribution by volume. (c) Size distribution by numbers.

The particle size distributions (PSDs) measured with DLS before hydrothermal treatment is
shown in Figure 5.3 for the as prepared sample and three different concentrations of NaCl. Both
intensity, volume and number distributions of the particle size (hydrodynamics diameter) are
shown. The intensity PSD (Fig. 5.3 (a)) shows one well defined peak centered at dH = 22± 12
nm for the as prepared sample, where once again ± denotes the width of the distribution. The
hydrodynamic diameter of the as prepared sample from the volume distribution is dH = 11.8±5.2
nm and from the number distribution it is dH = 8.8± 2.6.

The intensity PSDs for the samples with NaCl concentrations up to 5 mM are essentially
identical to that of the as prepared sample, however, addition of NaCl to a concentration of
25 mM have a profound effect on the hydrodynamic diameter. The intensity PSD of the 25
mM NaCl sample is centered at a much larger value and extends over more than an order of
magnitude giving a hydrodynamic diameter of dH = 352±338 nm. This very high polydispersity
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makes it impossible to convert the intensity PSD of the 25 mM NaCl sample to volume or number
distributions.

Transmission electron microscopy

Figure 5.4: TEM micrographs of the 25 mM NaCl sample before hydrothermal treatment.

TEM images of the sample in 5 mM NaCl solution (not shown) are very similar to those of
the as prepared sample (shown in Fig. 5.2) showing no effect of the change in ionic strength in
the suspension, in agreement with the DLS data. Figure 5.4 shows TEM images of the sample
with 25 mM NaCl concentration.

In contrast to images of the particles with 0 and 5 mM NaCl the images in Figure 5.4 shows
that the particles form long chains. The chains consist of particles similar to those observed
in the as prepared sample. Some chains are several hundred nanometers long consisting of
dozens of particles. The particles in the chains are not fused together and there may be solvent
molecules between the particles. One could speculate that the chains might not be present in
the aqueous suspension but be an effect of NaCl crystallisation during drying. However, DLS
shows a large increase in the particle size in the 25 mM NaCl sample which suggests that the
chains are present in the suspension.

The attachment tends to be with the long axes of the particles aligned and this could indicate
that the attachment is crystallographically oriented. From the already mentioned previous
studies it seems likely that the alignment of the chains is along the [001] direction. To test this
hypothesis high resolution TEM images were taken by Thomas Willum Hansen at the FEI Titan
E Cell 80 300ST microscope at DTU-Cen. Examples of the high resolution images of the 25
mM NaCl sample are shown in Figure 5.5. The most prominent lattice fringes in the presented
images are the ones parallel to the elongated particle which is also shown in the zoom-in to the
right in the figure. The periodicity of the fringes is 2.5 Å corresponding to the d-spacing of
the (110) planes in hematite. Since the (110) planes are perpendicular to the (001) planes this
confirms that the particles are elongated in the [001] direction. Furthermore the alignment of
the lattice planes continue from one particle to the next even though there is a gap between the
particles as seen in the zoom-in image in Figure 5.5. The elongated particle in the lower panel
of Figure 5.5 has two sets of visible lattice planes, one parallel and one perpendicular to the long
axis of the particle with respective periodicities of 2.5 Å and 4.6 Å as confirmed by the Fourier
transform also shown in the Figure. The 2.5 Å is once again the (110) d-spacing and the 4.6
Å corresponds well to the (003) d-spacing which is usually not an allowed reflection. It is not
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clear why the (003) lattice planes are seen, but they have been seen in other studies of hematite
nanoparticles [142], and it confirms that the particles are elongated in the [001] direction.

Zoom

FFT

(110)

[001] 

[001] 

Figure 5.5: High resolution TEM micrographs of the 25 mM NaCl sample before hydrothermal
treatment obtained at the FEI Titan E Cell 80 300ST microscope at DTU-Cen by Thomas Willum
Hansen. Top: Image of a chain of hematite particles with lattice planes of neighboring particles aligned.
A zoom-in on the part of the image enclosed in a square is given to the left. The spacing between the
lattice fringes correspond to the (110) d-spacing. Bottom: The particle enclosed in the square have two
sets of perpendicular lattice fringes corresponding to the (110) and (003) d-spacings of the hematite
structure as confirmed by the Fourier transform shown to the left. The distance between the central
spot (green) and the red spot 3.91 nm−1 and the distance between the central spot and the blue spot is
2.15 nm−1. The corresponding d-spacings are 2.56 Å and 4.65 Å roughly corresponding to the (110)
and (003) d-spacings of hematite.

81



5.4. EFFECT OF HYDROTHERMAL TREATMENT - CRYSTAL GROWTH

10
0

10
1

10
2

10
3

0

5

10

15

Hydrodynamic diameter (nm)

V
o
lu
m
e
d
is
tr
ib
u
ti
o
n
(%

)

No NaCl

(a)
Not heated
100◦C
120◦C
140◦C

10
0

10
1

10
2

10
3

0

5

10

15

Hydrodynamic diameter (nm)

V
o
lu
m
e
d
is
tr
ib
u
ti
o
n
(%

)

0.5 mM NaCl

(b)
Not heated
100◦C
120◦C
140◦C

10
0

10
1

10
2

10
3

0

5

10

15

Hydrodynamic diameter (nm)

V
o
lu
m
e
d
is
tr
ib
u
ti
o
n
(%

)

5 mM NaCl

(c)
Not heated
100◦C
120◦C
140◦C

Figure 5.6: Particle size distributions as function of autoclaving temperature measured with DLS.
(a) No NaCl. (b) 0.5 mM NaCl . (c) 5 mM NaCl.

5.4 Effect of hydrothermal treatment - crystal growth
Dynamic light scattering

The effect of increasing autoclaving temperature on particle size was investigated with DLS
resulting in the volume PSDs shown in Figure 5.6(a) for the samples without NaCl, with 0.5
mM NaCl 5.6 (b) and 5 mM NaCl 5.6(c). For the sample without NaCl (Fig 5.6 (a)) the
hydrothermal treatment at 100◦C has the effect of shifting the PSD from dH = 11.8 ± 5.2 nm
to dH = 12.5 ± 5.2 nm. When the autoclaving temperature is increased to 120◦C the PSD
changes more significantly to dH = 15.7 ± 6.3 nm. For the sample autoclaved at 140◦C dH is
shifted to even higher sizes and the PSD becomes much broader. The PSD is bimodal with two
distributions centered about 18 nm and 73 nm. It may be noted that 97% of the scattering is
comming from the particles giving rise to the peak at 73 nm in the volume distribution.

From PSDs of the samples with 0.5 mM and 5 mM NaCl shown in Figure 5.6 (b) and (c)
it is clear that increasing addition of NaCl enhances the effect of the hydrothermal treatment,
leading to larger hydrodynamic diameters: With 0.5 mM NaCl the PSDs of the samples heated
at 100◦C and 120◦C are shifted towards larger dH (13.2±5.2 nm and 20.5±7.4 nm)and the PSD
of the 140◦C sample is even more polydisperse than the corresponding sample without NaCl
also shifted to higher sizes (dH = 58± 54 nm).

For the 5 mM NaCl sample the PSDs of the sample heated at 100◦C is further shifted to
19.9 ± 7.5 nm and the PSD of the samples heated at 120◦C and 140◦C are both very broad,
ranging over sizes from hundreds to thousands of nanometers.

For the sample with 25 mM NaCl the PSD was already very polydisperse before the hy-
drothermal treatment as shown in Figure 5.3 and after heating at 140◦C the particles or aggre-
gates were so large that a large fraction of them sedimented during the DLS measurements.

As discussed in section 2.5 determining PSDs with DLS for very polydisperse samples can be
problematic and the exact shape of the PSDs should probably not be given too much significance.
However, the PSD can be considered an indication of the ever increasing particle size with
autoclaving temperature.

Transmission electron microscopy

TEM images of the samples heated at 140◦C are shown in Figure 5.7 for the sample without
NaCl and the sample with 25 mM NaCl.

From the images in Figure 5.7 (a) and (b) it can be seen that the sizes and shapes of
individual particles have changed with the heating. Contrary to the particles in Figure 5.2
(a) and (b) the particles after the hydrothermal treatment have sharp edges resembling crystal
facets. The particle size has increased so that some particles are larger than 30 nm while
particles smaller than 10 nm still exist. After the hydrothermal treatment most particles are
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collected in aggregates of more than 20 particles while a few particles are still isolated. These
large aggregates could be an effect of the drying, however, DLS shows that there are also large
aggregates in the suspension. The aggregates are not as pronounced linear chains as in the
images of the 25 mM NaCl sample before heating (Fig. 5.2 (c-d)) but there are shorter twisted
chain like structures. For the sample without NaCl heated at 140◦C the particle sizes were
measured in the same way as for the as prepared sample giving average particle dimensions of
18± 6 nm ×14± 4 nm corresponding to volume weighted average dimensions of 23× 17 nm.

For the 25 mM NaCl sample heated at 140◦C the particles (Fig. 5.7 (c-d)) the effect of the
hydrothermal treatment have been increased by the NaCl resulting in more large particles with
more particles larger than 30 nm and more pronounced faceting of the particles. The aggregates
look more random than in the sample without NaCl and there are almost no isolated particles.
There is no sign of the long linear chains of particles seen in the sample before the hydrothermal
treatment.

Figure 5.7: TEM micrographs of samples after hydrothermal treatment at 140◦C. Top: Sample
without NaCl. Bottom: Sample with 25 mM NaCl.
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Figure 5.8: X-ray diffraction patterns of the as prepared sample (top) and the 25 mM NaCl sample
after hydrothermal treatment at 140◦C (bottom). The lower tick marks in the bottom figure correspond
to the NaCl structure.

X-ray diffraction

The as prepared sample and the sample with 25 mM NaCl after hydrothermal treatment at
140◦C was characterized with XRD. The diffraction patterns of the two samples are shown in
Figure 5.8. Rietveld refinement of the R3c structure of hematite was performed using Voigtian
lineshapes to extract the mean particle sizes.

The positions of the Bragg peaks in the diffraction pattern of the as prepared sample corre-
spond well to the expected positions of diffraction peaks of the hematite structure. The refined
model represents the data reasonably well. The disagreements between the calculated and ob-
served pattern originates primarily in misfits of the profile function due to the assumption of
purely Gaussian instrumental broadening and purely Lorentzian broadening from the sample.
The refinement results in unit cell parameters of a = 5.042 Å and c = 13.790 Å and a mean
particle size of 9.5 ± 0.3 nm. A refinement of a model with two particle size parameters was
performed to obtain information about the particle size in the [001] direction and in the direction
perpendicular to [001]. This results in particle sizes of 10.2 nm in the [001] direction and 8.2
nm perpendicular to [001]. However, these refined particle sizes depend delicately on changes
in the refined model (e.g. changing the number of background parameters) and their precise
values cannot be trusted, but the size in the [001] direction is consistently refined as larger than
in the perpendicular direction.

In the diffraction pattern of the 25 mM NaCl sample after hydrothermal treatment the peaks
have become considerably more narrow indicating an increased particle size. An extra phase was
included in the refinement to account for the scattering from the NaCl in the sample. Overall
the model represents the data well, but there are once again some misfit of the profile shape and
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Figure 5.9: Model of aggregation and crystal growth. Top: oriented attachment assisted by Cl- ions
attached to (001) surfaces of the particles could lead to linear chains like observed in the TEM images
of the sample with 25 mM NaCl before hydrothermal treatment (shown in Fig. 5.4). We cannot observe
if any ions are sitting on the particles surfaces so the model is speculative. Bottom: Crystal growth
during heating like observed in TEM images of the heated samples (see Fig. 5.7).

there are also two peaks at about 37◦ and 38◦ from an unidentified impurity. The refinement
results in unit cell parameters of a = 5.034 Å and c = 13.757 Å and a mean particle size of
23.4 ± 0.3 nm. A model with two Lorentzian parameters was also refined to this data giving
particles sizes of 23 nm both parallel and perpendicular to [001].

5.4.1 Discussion of aggregation and crystal growth

Our observations of the as-prepared sample is consistent with observations in previous studies
[138, 140] that hematite particles in aqueous suspension are elongated in the [001] direction
typically consisting of 2-5 pseudo spherical particles.

With DLS we see that the hydrodynamic diameter is unaltered by addition of NaCl up to
concentrations of 5 mM, but with a concentration of 25 mM NaCl the hydrodynamic diameter
increases dramatically and the PSD becomes very broad.

With TEM we have seen that the addition of NaCl to a suspension of hematite particles may
lead to the formation of linear chains of these elongated particles. These structures are similar
to the mesocrystals discussed in the literature [136, 137] and seen in suspensions of goethite
NPs [137], and the particles in the chains are crystallographically aligned even though they are
not fused together. One could speculate that the Cl- ions attach to the particles preferentially on
certain crystallographic surfaces and facilitate the OA of the particles. As sketched in Figure 5.9
Cl- ions adsorbed on the (001) surfaces could lead to the formation of linear chains like seen in
the TEM images 5.4. Another possibility is that the exchange interaction between surface atoms
on neighbouring particles may be responsible for the preferential attachment of the particles in
the [001] direction.

DLS shows that the hydrothermal treatment results in an increase in hydrodynamic diame-
ter and that the NaCl concentration in the suspension enhances the effect of the hydrothermal
treatment on dH . TEM images show that the effect of the hydrothermal treatment is growth
of the individual particles and a change of shape from pseudo spherical to faceted. The parti-
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cle growth may be ascribed to both particle migration and coalescence and atomic migration
between particles (Ostwald ripening). The faceting is presumably because the thermal energy
makes the atoms more mobile and their random motion leads to the shape of the nanocrystals
converging towards their equilibrium shape, with the faces with highest surface energies least
exposed. The addition of increasing amounts of NaCl enhances the effect of the hydrothermal
treatment, presumably because the change in ionic strength brings the particles closer together,
facilitating sintering of the particles. Only a limited analysis of the TEM images have been
performed at the present time. Measuring the size distribution of the particles with TEM for
all would give a quantitative measure of the particle growth.

X-ray diffraction patterns confirm that the crystalline particle size increases from 9.5 ± 0.3
nm in the as-prepared sample to 23.4±0.3 nm for the sample with 25 mM NaCl heated at 140◦C
in good agreement with the TEM data. The XRD data further shows that the particles in the
as-prepared sample are elongated in the [001] direction whereas the particles have the same size
in the [001] direction and perpendicular to [001] in the sample with 25 mM NaCl heated at
140◦C. This is also in accordance with the observations with TEM. It would be desirable to
obtain XRD patterns of all sample, but this was not possible because the available amount of
sample was not sufficient. It would have been particular interesting to have XRD data from the
sample showing the linear aggregates. The correlation length in the [001] direction could then
be determined, giving information of the coherence of the aggregates.

5.5 Magnetic properties
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Figure 5.10: Mössbauer spectra of the samples without NaCl heated at the indicated temperature.
The superparamagnetic doublet is plotted in blue, and sextet 1 and 2 are plotted in red and green
respectively. Left: Measurement at 80 K. Right: Measurement at 20 K.

Mössbauer spectra of the samples without NaCl obtained at 20 K and 80 K are shown in
Figure 5.10. The 80 K spectrum of the as-prepared sample consists of a single feature which
we attribute to particles undergoing SPM relaxation. The line is a doublet with lines so close
together that it is effectively a singlet. There is little change in the Mössbauer spectrum after
hydrothermal treatment at 100◦C, but there are indications of the appearance of a magnetically
split sextet In the sample heated at 120◦C the sextet component have become clearly visible and
there is an asymmetry between lines 1 and 6 with line 1 being more narrow and with a larger
amplitude than line 6. The asymmetry of is due to the presence of more than one quadrupole
splitting in the sample, which can be an effect of different spin angles and thus could be a sign
that the MT have been recovered in part of the sample.
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The magnetically split component is fitted with Lorentzian lines with area ratio 1:2:3:3:2:1
between the six lines and the SPM doublet is fitted with a single Lorentzian. In the 80 K
spectrum of the sample heated at 140◦C the sextet is dominant, with the relative area of the
SPM doublet reduced to 14% of the spectral area and the lines in the sextet have become very
assymetric. The magnetically split component now clearly consists of two magnetically split
components and is therefore fitted with two sextets. Sextet 1 has a quadrupole splitting of -0.03
mm/s and sextet 2 has a quadrupole splitting of 0.14 mm/s and they comprise relative ares of
65% and 21% of the spectrum. The quadrupole splitting of the sextets are in between the values
of -0.10 mm/s and 0.20 mm/s expected for hematite above and below the MT but we interpret
the two sextets as representing parts of the sample having a magnetic structure resembling that
of hematite above and below the MT respectively. The departure from the expected quadrupole
splitting can be due to a distribution of spin angles in the sample or it can be a consequence of
the crudeness of the fitted model.

The spectra of the samples without NaCl obtained at 20 K are all magnetically split and it
can be concluded that the SPM blocking temperature is above 20 K. The 20 K spectra of the
as-prepared sample and the sample heated at 100◦ C are fitted with a single sextet. The 20
spectra of the samples heated at 120◦ C and 140◦ C are both split into two sextets and are fitted
accordingly. The fits returns relative areas of sextet 1 of 88% and 70% and the realtive area of
sextet 2 as 12% and 30% in the two samples, confirming the observation from the 20 K data that
after the hydrothermal treatment there is a fraction of the particles in the sample that undergoes
MT and further that this fraction increases with increased heating. The relative spectral areas
of sextets 1 and 2 in the sample heated at 140◦C determined from the 80 K spectrum is in fair
agreement with the result from the 20 K indicating that the particles undergoing MT at 20 K all
have a Morin temperature above 80 K. For the samples without NaCl the hyperfine parameters
of the sextet components and the relative spectral areas of the components are given in Table
5.1.

Mössbauer spectra of the samples with 25 mM NaCl NaCl obtained at 20 K and 80 K are
shown in Figure 5.11. The 80 K spectrum of the sample with 25 mM NaCl not subjected
to hydrothermal treatment is dominated by a doublet due to SPM relaxation but unlike the
spectrum of the as-prepared sample there is a visible sextet component to the spectrum. The
80 K spectrum of the sample with 25 mM NaCl heated at 100◦C shows a more distinct sextet
component which is fitted in the same way as described above, obtaining a relative spectral area
of 50%. For the sample with 25 mM NaCl heated at 140◦C the 80 K spectrum has no significant
doublet component, and the sextet is split into two components with relative spectral ares of
77% and 23%.

The 20 K spectra of the samples with 25 mM NaCl have no doublet component. The
spectrum of the 25 mM NaCl sample not subjected to hydrothermal treatment consists of a
single sextet with hyperfine parameters corresponding to hematite above the MT. The spectrum
is not much affected by the hydrothermal treatment at 100◦C, but there is a slight increase in the
quadrupole split that might indicate that a small proportion of the sample has reached its Morin
temperature. At 140 ◦C the spectrum is split into two sextets with relative spectral areas of 30%
and 70% in reasonable agreement with the result obatained at 80 K. The hyperfine parameters
parameters of the sextet components and the relative spectral areas of the fit components for
the samples with 25 mM NaCl are given in Table 5.2.

5.5.1 Discussion of magnetic properties

In summary the effect of the hydrothermal treatment on the 80 K Mössbauer spectra is the
appearance of a sextet component to the spectrum, which for the as-prepared sample consists
of a SPM doublet. The doublet component is reduced to 14% of the spectral area in the
sample heated at 140◦C and furthermore the hyperfine sextet is split into two components with
different quadrupole splitting. We regard this splitting as evidence that there is (partial) MT
in the sample.

87



5.5. MAGNETIC PROPERTIES

80 K data

Sextet 1 Sextet 2 Doub

Heating Bhf δ ε A(%) Bhf δ ε A(%) A(%)

120◦C 51.4 0.42 0.00 52 48

140◦C 51.6 0.48 -0.03 65 53.4 0.48 0.14 21 14

20 K data

Sextet 1 Sextet 2 Doub

Heating Bhf δ ε A (%) Bhf δ ε A (%) A (%)

No 51.6 0.49 -0.08 100

100◦C 51.6 0.50 -0.06 100

120◦C 52.4 0.49 -0.06 88 54.4 0.49 0.17 12

140◦C 53.0 0.49 -0.06 70 54.0 0.49 0.15 30

Table 5.1: Hyperfine parameters for the sextet fits to the Mössbauer spectra in Figure 5.10. Hyperfine
field, Bhf, is given in Tesla, isomer shift, δ, and quadrupole split, ε, in mm/s. The SPM doublets are
fitted with single Lorentzians. The relative spectral area, A, of the components are also given.
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Figure 5.11: Mössbauer spectra of the samples with 25 mM NaCl NaCl heated at the indicated
temperature. The superparamagnetic doublet is plotted in blue, and sextet 1 and 2 are plotted in red
and green respectively. Left: Measurement at 80 K. Right: Measurement at 20 K.
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80 K data

Sextet 1 Sextet 2 Doub

Heating Bhf δ ε A (%) Bhf δ ε A (%) A(%)

100◦C 50.2 0.47 -0.06 50 50

140◦C 51.5 0.48 -0.01 23 53.8 0.48 0.21 77

20 K data

Sextet 1 Sextet 2 Doub

Heating Bhf δ ε A (%) Bhf δ ε A (%) A (%)

No 52.7 0.494 -0.09 100

100◦C 52.5 0.49 -0.08 100

140◦C 53.5 0.49 -0.08 28 54.7 0.49 0.21 72

Table 5.2: Hyperfine parameters for the sextet fits to the Mössbauer spectra in Figure 5.11. Hyperfine
field, Bhf, is given in Tesla, isomer shift, δ, and quadrupole split, ε, in mm/s. The SPM doublets are
fitted with single Lorentzians. The relative spectral area, A, of the components are also given.

In the 20 K spectra the particles are below their SPM blocking temperature and the spectra
are well defined sextets. The sextet splits into two components for the sample heated at 120◦C
and 140◦C. For the sample heated at 140◦C the relative spectral areas of the two sextets are
approximately the same as in the 80 K spectra confirming that about 70% of the sample has a
magneitc structure similar to that of hematite above TM and about 30 % of the sample have a
structure corresponding to hematite below TM.

The addition of NaCl increases the effect of the hydrothermal treatment on the MT so that
more than 70 % of the sample undergoes MT after hydrothermal treatment at 140◦C. Another
effect of addition of NaCl is a partial suppression of the SPM relaxation, as can be seen in the 80
K data. The SPM relaxation is completely dominant in the as-prepared sample and the sample
without NaCl heated at 100◦C, but in the corresponding samples with 25 mM NaCl a weak
doublet appears in the unheated sample and in the sample with 25 mM NaCl heated at 100◦C
the sextet component has a spectral area of 50%. Samples with lower concentrations of NaCl
than 0.25 mM gave an effect on the Mössbauer spectra similar to the 25 mM NaCl sample, but
less pronounced.

The measured hyperfine fields are in general a bit lower than what would be expected for
bulk hematite [127]. This could be an effect of collective magnetic excitations. The hyperfine
field is expected to be 0.8 T larger for hematite below the MT than above [130] and we do see a
larger bhf in the sextets representing hematite below TM, however, the shift in hyperfine field is
larger than the expected 0.8 T. The measured isomer shifts correspond well to what should be
expected for hematite at the relevant temperatures [43] except for the 80 K measurement of the
sample without NaCl heated at 120◦C which comes out a bit low. The measured quadrupole
splitting was in general not as expected for hematite above or below TM, but somewhere in
between. Especially the sextet associated with hematite above the MT showed a quadrupole
splitting different from the expected -0.10 mm/s. This might be due to an altered spin angle,
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or a distribution of spin angles in the samples.

5.6 Conclusions
The characterisation of aggregation and crystal growth shows that addition of NaCl to a sus-
pension of hematite particles can lead to oriented attachment of particles in long linear chains.
Neighbouring particles in the chains are crystallographically aligned. The aggregation of parti-
cles into linear chains could be associated with preferential attachment of Cl- ions on the (001)
surfaces of the particles, or exchange interaction between surface atoms of neighbouring particles
could be responsible for the attachment in this particular direction. Conceivably the Cl- ions
on the surface of particles could mediate the exchange interaction.

The hydrothermal treatment leads to growth of the single particles. The growth of the
individual particles leads to a recovery of the MT in a fraction of the particles that increases with
autoclaving temperature. Since the MT is only recovered in samples subjected to hydrothermal
treatment it is probably an effect of the growth of single particles and not of magnetic order
extended over several particles in the mesocrystal-like aggregates. TEM measurements confirms
that the particles that show MT have a significant fraction of particles with sizes larger than 20
nm.

While addition of NaCl does not in itself induce MT it does increase the effect of the hy-
drothermal treatment, leading to a higher proportion of the sample undergoing MT. The NaCl
ions may facilitate particle growth by reducing the ionic strength and thus allowing the particles
to come closer together or possible by formation of mesocrystals which fuse together to form
larger single crystals. While the addition of NaCl does not in itself introduce a MT it does
have the effect of partially suppressing the SPM relaxation. This could be ascribed to particle
growth as discussed above, or to increased inter-particle interactions between the particles in
the suspension with an increased ionic strength.uce a MT it does have the effect of partiall
suppresing the SPM relaxation. This could be ascribed to particle growth as discussed above, or
to increased inter-particle interactions between the particles in the suspension with an increased
ionic strength.

More information about the magnetic properties could be obtained by measuring Möss-
bauer spectra at more temperatures to determine the Morin temperatures and superparam-
agnetic blocking temperatures of the particles as function of particle growth and aggregation.
This would require a significant amount of time, as each spectrum of the particles in suspension
takes 2-3 days to record. It might, however, be possible to produce more concentrated samples
with similar characteristics. Of course the samples are likely to have a complicated distribution
of Morin- and blocking temperatures because of the broad particle (and aggregate) size distri-
bution, and thoroughly understanding the spectra might require complicated modelling of the
spectra. In the present work the particle sizes have only been determined with TEM for two of
the samples and this should of course be done for all samples. This would help understanding the
effect of hydrothermal treatment and NaCl concentration better, and make a more quantitative
comparison of the magnetic properties as function of particle size possible.
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Chapter 6

Spin orientation in hemo-ilmenite

In this chapter the spin orientation in the rock mineral hemo-ilmenite is studied with uniaxial
polarisation analysis to elucidate the origin of its unusual magnetic properties. Hemo-ilmenite,
consisting of hematite in a host of ilmenite is common in different areas on the Earth, such
as Scandinavia and North America, and has been identified as important for anomalies in the
magnetic field of the Earth [143,144] and perhaps even on the planet Mars [145]. Natural hemo-
ilmenite samples have shown a high coercivity, and a large natural remanent magnetisation
(NRM), that is stable over geological timescales. The NRM is far to large to be explained by the
combined properties of CAF hematite and ilmenite, which is paramagnetic at room temperature.
Hemo-ilmenite samples formed by slow cooling of magma billions of years ago have fine exsolution
structures with intergrown lamellae of hematite and ilmenite with a thickness down to a few nm,
and the unusual magnetic properties have been proposed to originate from uncompensated spins
in the contact layers between these lamellae [144,146]. The material have received considerable
scientific attention because of its peculiar magnetic properties and because of its importance
for geomagnetism. Furthermore, intermediate compositions of solid solution hematite-ilmenite
0.5 < x < 0.85 are magnetic semiconductors [147, 148], and a detailed understanding of the
interactions between the two phases may lead to discoveries that could be important for future
devices in the field of spin-tronics [149–151].

Here we investigate the orientation of hematite spins in a natural single crystal sample of
hemo-ilmenite from South Rogaland, Norway. The spin orientation, and in particular the ori-
entation of the hematite spins in the basal plane of the hexagonal structure when a saturating
magnetic field is applied can reveal whether the magnetisation is dominated by the contribution
from the canted hematite moments, lamellar moments or a combination thereof. The uniax-
ial polarisation analysis experiment in applied fields up to 2.5 T was performed at the IN12
experiment at ILL. The results of the IN12 experiment presented here are also the subject of
Paper [5].

6.1 Hemoilmenite - A natural mineral intergrowth

While hematite is CAF below 955 K ilmenite is paramagnetic at temperatures down to a Néel
Temperature of 58 K [152] where it orders antiferromagnetically. The crystal structure of
ilmenite is R3, which is identical to that of hematite, except that the layers of Fe3+ are replaced
by alternating layers of Ti4+ and Fe2+. In the AFM state of ilmenite the Fe2+ spins are aligned
along the c-axis, with spins in adjacent layers antiparallel. The crystal and magnetic structure
of ilmenite is displayed in Figure 6.1 together with the structure of hematite above TM.

The Morin transition is known to be suppressed when small amounts (≈ 1%) of Ti are
substituted into the hematite structure [20, 21] and the expected magnetic structure of the
hematite is the one shown to the left in Figure 6.1 at all temperatures below TN. However, as
discussed in section 5.1 there might be an out of plane component of the hematite spins. In
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Figure 6.1: Left: Crystal and magnetic structure of hematite in the CAF state. Right: Crystal and
magnetic structure of ilmenite below TN = 58 K. Above 58 K ilmenite is paramagnetic. The
rhombohedral unit cell is shown in green. The drawing is (modified) from Paper [5].

particular an out of plane angle of 30◦ have been measured in a natural hemo-ilmenite sample
with fine scale exsolution structures [153].

The lattice parameters of ilmenite in the hexagonal unit cell are a = b = 5.088 Å and
c = 14.085Å [154,155], which is close to the lattice parameters of hematite, and this means that
the two phases can grow epitaxially together. In natural samples that slowly cooled billions
of years ago [156] complex exsolution structures have been found, with several generations of
exsolution lamellae of sizes ranging from a few unit cells to several microns [157]. The lamellae
are flat in the [001] direction extended in the (001) basal planes of the hexagonal structure.

The NRM of hemo-ilmenite samples have been measured to be on the order of 10−3Am2/kg [158],
which is too large to be explained by the combination of paramagnetic ilmenite and CAF
hematite. The coercivities and demagnetisation temperatures of the samples are similar to
the values for hematite [146]. The large NRM is believed to be connected to the exsolution
structure of the samples. In particular a theory known as lamellar magnetism explains the
NRM as origination from uncompensated magnetic layers at the interfaces between lamellae
[144, 146, 159–161]. An alternative explanations for the large magnetisation could be an en-
hanced canting angle in hematite, possibly associated with strain in the lamellae, but it would
have to be a rather dramatic change in the canting angle. Magnetic impurities could of course
also be though as possible explanations of the NRM, especially in a natural sample. However,
the unusual magnetic properties also exist in samples where no ferromagnetic impurities are
found. The cation ordering during exsolution have been modeled with Monte Carlo simula-
tions [146,159], confirming the lamellar magnetism hypothesis as a possible explanation for the
NRM. Magnetisation measurements, shows shifts of the hysteresis loop (exchange bias) when
samples with the pristine NRM still intact are cooled below the ordering temperature of il-
menite, confirming that the magnetic moment responsible for the NRM are indeed situated on
the interfaces between the two phases [162,163].

6.2 Sample characterisation

A sample of hemo-ilmenite from South Rogaland, Norway, was provided by Suzanne McEnroe.
The sample, referred to as Pramsknuten 5-1T was cut from a larger piece, and selected for
experiments because electron backscatter diffraction (EBSD) revealed that the sample was a
single crystal of hemo-ilmenite [158]. The sample is rectangular with dimensions of about 12×

92



CHAPTER 6. SPIN ORIENTATION IN HEMO-ILMENITE

8mm and has a mass of 1.977 g. The EBSD investigations determined the orientation of the
crystal with respect to the sample faces, which is important for further experiments.

6.2.1 Composition and impurities

Because the sample is of natural origin it cannot be expected to be very pure. The sample
composition as well as the presence of impurity phases was investigated with X-ray fluorescence
(XRF) and EBSD [158, 164]. The XRF data gives an average composition of 16.18% hematite
structure and 83.82% ilmenite structure (percentage of end members). If the sample was pure
this means that the sample composition would be xFeTiO3-(1-x)Fe2O3, with x = 0.8382 [158,
164]. However, the XRF measurements revealed a significant impurity of MgTiO3 (18.7% of
end member) as well as smaller impurities of MnTiO3, ZnTiO3 and NiTiO3 (less than 1% of
end member) in the ilmenite phase. In the hematite phase small impurities of Al2O3, Cr2O3
and V2O3 (less than 1% of end member) were found. The data from the XRF measurements
is an average over several samples from the same prospect, but the results from EBSD are in
reasonable agreement. Most importantly no ferromagnetic impurities were found. Our sample
will be considered to be 0.84FeTiO3-0.16Fe2O3, and the impurities will not be included in the
discussion.

6.2.2 Single crystal sample

The crystalline quality of the sample was studied at the MORPHEUS two axis spectrometer
at PSI with a neutron wavelength of 4.72 Å. The result of this experiment was the mapping
of the nuclear (003) ilmenite and magnetic (003) hematite peaks displayed in Figure 6.2. Both
(003) peaks have ‘shoulders’, indicating that the sample consists of two crystallites oriented at
an angle of approximately 0.6◦ with respect to each other. This small misorientation of the two
crystallites in the sample is within the mosaicity that can be expected for single crystals, and
for the purpose of our investigation the sample can be considered a single crystal.
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Figure 6.2: Mapping of the (003) peaks at the MORPHEUS spectrometer. 2θ is the scattering angle,
and ω is the rotation angle of the sample. The peak at 2θ ≈ 60◦ is the nuclear ilmenite reflection and
the peak at 2θ ≈ 62◦ is the magnetic hematite reflection. The figure is from Paper [5].

6.2.3 Magnetic properties

The NRM of the sample was measured before the sample had been subjected to any applied
magnetic fields to be 2.613 · 10−3 Am2/kg, and to be oriented close to the basal plane (6.1◦ out
of plane angle) and close to one of the basal plane crystallographic axes [158]. The saturation
magnetisation and coercivity of the sample can be estimated to 0.43 Am2/kg and 60 mT from
measurements of other pieces from the same slab [165]. The mass percentage of hematite
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(ignoring impurities) is approximately 17% and this means that there is about 0.33 g hematite
in the sample. CAF hematite has a saturation magnetisation of 0.404 Am2/kg [127] and the
magnetisation of the sample from the weak ferromangetism of CAF hematite can thus only
amount to about 0.067 Am2/kg, or about 16% of the measured saturation magnetisation.

6.3 Determining the spin direction

The response of the magnetic moments to an applied field can give information about the
configuration of the atomic spins. In particular the response of the hematite spins to a saturating
field applied in the basal plane can determine whether or not the lamellar magnetism hypothesis
is a plausible explanation for the spin structure in the lamellar system. Here we perform a
uniaxial polarisation analysis experiment on the hemo-ilmenite sample in applied fields up to
2.5 T to directly measure the response of any lamellar moments to a magnetic field applied in
the basal plane.

B = 0 B = 3 T

Domain 1

Domain 2

Black: AFM sublattice
Green: Net
Blue: Lamellar
Red: Canted

B

Figure 6.3: Orientation of the hematite spins in the basal plane in zero field and in a 3 T applied
field. The net magnetic moment is the sum of the CAF moment which is perpendicular to the AFM
sublattice directions and the lamellar moment which is parallel to the AFM sublattice. In zero field the
spins are randomly oriented as represented by the two ‘domains’ to the left. In an applied field the net
magnetic moment will respond to the applied field by rotating from its initial random orientation
towards the direction of the field becoming parallel to the field at saturation (here assumed to be below
3 T). The average spin orientation is no longer random but depends on the relative proportions of CAF
and lamellar moments. The average (in-plane) angle between the hematite spins and the applied field is
exactly what we determine in the polarisation analysis experiment. The figure is from Paper [5].

Let us assume for simplicity that the Fe3+ spins of hematite are in the basal plane. Then
the low in-plane anisotropy would make the spins relatively free to rotate and any net moment
would be expected to align with the applied field when the field is large enough. A sketch of
how the hematite spins are expected to rotate when a magnetic field is applied is given in Figure
6.3. The net magnetic moment is believed to be a (vector) sum of a moment from the canting,
which is (nearly) perpendicular to the AFM sublattice directions, and a lamellar moment, which
is expected to be parallel to the AFM sublattice directions.

In the uniaxial polarisation analysis experiment we measured the magnetic (003) hematite
reflection. In this way we see the total in-plane spin (and only that). Because we measure a
magnetic peak the cross section for elastic scattering for neutrons polarised in the z−direction
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(2.41) can be obtained from the scattering amplitudes (2.46), and it follow immediately that

dσ

dΩ

NSF
= KM2

⊥,z, (6.1)

where K is a constant, and likewise

dσ

dΩ

SF
= KM2

⊥,y, (6.2)

where K is the same constant. Her we have just repeated the rule of uniaxial polarisation
analysis that moments parallel to the polarisation gives rise to NSF scattering only, whereas
moments perpendicular to the polarisation direction gives rise to SF scattering only. From the
ratio of the SF to the NSF cross section we can calculate the angle α between the in-plane
magnetisation M⊥ and the polarisation:

dσ
dΩ

SF

dσ
dΩ

NSF = M2
⊥ cos2 α

M2
⊥ sin2 α

= tan2 α. (6.3)

The geometry of the experiment is depicted in Figure 6.4. The magnetic field is applied in
the polarisation direction (the z-direction) and the angle α measured in the experiment is thus
the average spin angle to the applied field. The average spin-angle is essentially the average
direction of the AFM sublattices, since the canting is only a slight perturbation. The average
saturation angle (see Fig. 6.3) would thus be close to 90◦ if the net moment were due to the CAF
moment alone and close to 0◦ if it was only due to lamellar moments. In this way the measured
saturation value of α can be used to asses the validity of the lamellar magnetism hypothesis.
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á

M  ,yT
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z
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Figure 6.4: Geometry in the the uniaxial polarisation analysis experiment on IN12. Pi is the
incident polarisation, q is the scattering vector, and M⊥ is the (sublattice) magnetisation perpendicular
to q. The magnetic field is applied in the z-direction, and the angle α is thus the spin angle with
respect to the applied field. The figure is (modified) from Paper [5].

6.4 The uniaxial polarisation analysis experiment at IN12
The spin orientation in the hemo-ilmenite sample was investigated with uniaxial polarisation
analysis at the IN12 triple axis spectrometer at ILL (see section 2.2.4) in August 2010. In our
experiment the monochromator and analyser were oriented for elastic scattering with a constant
wavelength of λ = 4.05 Å. The used collimation sequence was guide-open-polariser-40’-sample-
40’-analyser-60’-detector. Where the angular divergence is given in minutes of arc (’). This
collimation gives sufficient resolution to resolve the hematite and ilmenite (003) reflections at
q = 1.34 Å−1 and q = 1.37 Å−1. The sample environment was a cryomagnet, capable of applying
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vertical magnetic fields from -0.75 to 2.5 T and a temperature in the range 2-290 K at the sample
position.

The sample was glued to a custom made aluminium holder with the c∗- and a∗-axes roughly
vertical, based on the crystal orientation from EBSD measurements [158]. The initial sample
alignment ‘by’ eye was correct to within a few degrees, good enough to perform the final align-
ment in the beam by tilting the cryostat about 1.2◦ and rotating the sample about the sample
stick, verifying the alignment using the nuclear ilmenite (003) and hematite

(
102

)
peaks. In

this way, with a∗ and c∗ axes in the (horizontal) scattering plane, all reflections (hk0) can be
measured by rotating the sample. The reciprocal lattice of the sample was defined using the
lattice parameters of ilmenite, and the by the reflections used for alignment, and the scans were
performed using these reciprocal lattice units (r.l.u.).

The experiment on IN12 was preceded by an experiment on the TASP instrument at PSI
in 2006, which is the topic of my master’s thesis [166]. The TASP experiment was similar to
the one later performed at IN12, but largely unsuccessful due to problems with the instrument.
The IN12 experiment, and the data analysis was done in close collaboration with Morten Sales,
and a lot of details that will not be discussed here can be found in his Master’s thesis [167].

6.5 Results
To determine the in-plane spin angle,α, of the hematite spins all we need is to measure the NSF
and SF cross sections of the magnetic (003) hematite reflection and use (6.3). The measured
peaks were fitted with a procedure described in [167], using Gaussian line shapes for the ilmenite
peaks and Voigtian line shapes for the hematite peaks because of Lorentzian finite size broaden-
ing. Before analysing the data, the measured NSF and SF cross sections needs to be corrected
for imperfect polarisation by the procedure described in section 2.2.3.

6.5.1 Data correction

An example of an uncorrected measurement of the two (003) peaks is shown in Figure 6.5. The
nonzero SF intensity at the position of the nuclear ilmenite reflection is due to the imperfect
polarisation of the beam. The correction was performed using the flipping ratio determined from
the fitted NSF and SF intensity of the ilmenite peak using (2.65) and the data was corrected
using (2.64). In Figure 6.6 the same data has been corrected with R = 43, corresponding to
polarisation of p = 0.95. The very small remaining SF intensity at the ilmenite (003) position can
be ascribed to an imperfect fit of the ilmenite peak with a Gaussian profile. The correction was
performed in the same way for each measurement of the (003) peaks. The measured polarisation
only varied slightly with applied field and temperature and was always in the range 0.94-0.96.

6.5.2 Magnetic ordering of ilmenite

The magnetic ordering of the ilmenite phase was investigated by measurement of the magnetic(
101

2

)
ilmenite peak. Because the AFM sublattice direction in ilmenite is along the c-axis, which

is perpendicular to the polarisation direction the magnetic ordering of the ilmenite only gives
rise to SF scattering. The amplitude of the

(
101

2

)
SF peak is shown as a function of temperature

in Figure 6.7. The data was fitted to a power law, yielding a Neél temperature of TN = 41.3 K
and a critical exponent of β = 0.22. The slightly lower Neél temperature than the 58 K usually
reported for ilmenite [152] is likely due to impurities in the ilmenite.

6.5.3 In plane spin orientation

The magnetic (003) hematite reflection was measured at 8 temperatures from 2 K to 288 K, and
in a range of applied fields from -0.5 to +2.5 T. The values of α calculated from the measured
intensities using (6.3) are shown as a function of temperature and field in Figure 6.8. At all
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Figure 6.5: Measurement of the nuclear (003)
ilmenite peak and magnetic (003) hematite peak
at 65 K and an applied field of 0.25 T. The
nonzero SF intensity at the position of the
nuclear ilmenite peak is because of the imperfect
polarisation. Figure from Paper [5]
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Figure 6.6: Corrected measurement of the
nuclear (003) ilmenite peak and magnetic (003)
hematite peak at 65 K and an applied field of
0.25 T. In this measurement the flipping ratio
was R = 43 corresponding to a polarisation of
p = 0.95. Figure from Paper [5]
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Figure 6.7: Ordering of ilmenite. The amplitude of the
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SF ilmenite peak shows the second

order phase transition from paramagnetic to AFM. The filled points have been fitted to a power law,
resulting in a transition temperature TN = 41.3 K . Figure from Paper [5].

temperatures the value of α at zero applied field (there is still a small guide field) is close to 45◦,
consistent with a random alignment of the spins in the basal plane. When a field is applied α
increases with the field, reaching approximately 56◦ in a 2.5 T field for measurements at tem-
peratures T ≥ 150 K whereas it reaches only 50-53◦ in 2.5 T at the lower temperatures.

The sample becomes magnetically harder with decreasing temperature. In the data obtained
at 288 K the value for α seems to be approaching saturation in the 2.5 T field, whereas this
does not seem to be the case for the data at lower temperatures. At 2 K, 65 K and 288 K
measurements were also performed in both negative and positive applied fields, to investigate
the hysteresis of the sample. At 288 K there is no significant hysteresis in the sample, whereas
there is a distinct hysteresis feature in the data obtained at 65 K. At 2 K, where the ilmenite
is ordered the hysteresis has disappeared again. The ordering of the ilmenite does not seem to
have much effect on the value of α in high fields, as the 35 K and 65 K data looks very similar,
except for the hysteresis feature at lower fields in the 65 K data.

Unpolarised diffraction experiment to determine the saturation field

Because it is unclear whether the spin rotation is saturated in a 2.5 T field at 288 K, or would
continue at larger fields, and because it seems clear that it is not saturated in 2.5 T at lower
temperatures an unpolarised diffraction experiment in a higher magnetic field was performed at
the RITA-II triple axis spectrometer at PSI. The experiment was similar to the one performed at
IN12, except that unpolarised neutrons were used. The sample was aligned in the same way as
in the IN12 experiment and positioned inside a cryomagnet capable of applying magnetic fields
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Figure 6.8: In-plane spin angle, α as function of applied field for different temperatures. Figure from
Paper [5].

up to 11 T. With unpolarised neutrons, and a magnetic field applied in the basal plane, it would
not be possible to obtain the saturation field from measurements of the magnetic (003) peak,
because the rotation of the spins would be perpendicular to q. In stead the (101) magnetic
hematite peak was measured. For this reflection a rotation of the spins in the basal plane
will change the projection of the magnetic moment perpendicular to q (M⊥

2), and hence the
intensity. The intensity of the (101) reflection was measured at 2K and 150 K in magnetic fields
from 0 to 11 T, with measurements in both increasing and decreasing fields. In the 150 K data
the (191) intensity decreases from zero field to approximately 2.5 T and then increases when
the field is further increased to 11 T. This is consistent with a saturation of the rotation of the
net moment (like shown in Fig. 6.3) at approximately 2.5 T, followed by a rotation of the AFM
sublattices away from antiparallel (normal AFM susceptibility). When the field is decreased
again there is a significant hysteresis. The situation is similar for the 2 K measurements, but
the saturation is not reached before approximately 5 T.

The results from the unpolarised experiment can be used to make conclusions about the data
from the polarised experiment on IN12. Importantly we can conclude that for temperatures
above 150 K the measured value of α ≈ 56◦ at 2.5 T is the saturation value. At the lower
temperatures the sample is more magnetically hard, and does not reach saturation in the applied
2.5 T field.

6.6 Discussion

We set out to measure the orientation in the basal plane of the hematite spins in a natural
sample of hemo-ilmenite. This was achieved with the method of uniaxial polarisation analysis
on the IN12 instrument at ILL. The objective of the experiment was, in particular, to determine
whether the magnetic moments responsible for the NRM of the sample could be identified as
uncompensated moments on the lamellar interfaces, or have some other origin.

The canted moment is normally to small to explain the size of the NRM found in this and
other samples, but it is not inconceivable that strain could change the DM interaction, possibly
leading to an increased canting. While the size of the strain in the system has not been measured
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Figure 6.9: Unpolarised neutron scattering intensity of the (101) magnetic hematite peak as function
of applied field measured at temperatures of 2 K (top) and 150 K (bottom). The measurements were
performed at the RITA-II instrument, PSI. Figure from Paper [5].

it is reasonable to assume that there is significant strain in samples consisting of intergrowths
of materials with slightly different lattice parameters.

The expected response of the hematite spins to an applied field are depicted in Figure 6.3
for a model with combined CAF and lamellar magnetic moments. If the net magnetisation of
the sample was due to canting only, the average spin angle to the applied field would be close
to α = 90◦ at saturation, where the net moment is aligned with the field. Uncompensated spins
on the surface of lamellae are expected to align with the applied field and if the magnetisation
of the sample was solely due to these magnetic moments α would be expected to saturate at an
angle of 0◦.

In zero field we find α ≈ 45◦ at all temperatures, corresponding to the expected random
average spin orientation. When a magnetic field is applied in the basal plane the average
moment turns away from the field reaching a saturation of α ≈ 56◦ at temperatures above 150
K. The measurement on the RITA-II instrument at PSI confirmed that the spin rotation is
saturated in the 2.5 T field. At lower temperatures the moment does not saturate in the 2.5 T
field. This magnetic hardening of the material might be related to increased pinning of domain
walls in hematite at low temperatures. There is no significant hysteresis in the system at 288
K and not at 2 K either (below the ordering temperature of ilmenite). There is a small but
distinct hysteresis in the measurement at 65 K.

The saturation angle of α ≈ 56◦ is consistent with a model with some CAF spins aligning
(nearly) perpendicular to the field and some uncompensated moments aligning parallel to the
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field. If all the moments were either perpendicular or parallel to the applied field α ≈ 56◦ would
correspond to approximately 62% of the moments being CAF and 38% being lamellar moments.
This calculation is certainly too simple to be quantitavely usefull, but it illustrates that not
only canting, but also lamellar moments are important in the system. Our results thus strongly
supports the theory of lamellar magnetism as the origin of the NRM. In samples with more fine
scale exsolutions than in the one investigated here the proportion of lamellar moments might be
higher.

However, while our experiment confirms that a significant proportion of the hematite spins
align parallel to the applied field at saturation we cannot determine whether these spins are
uncompensated magnetised layers at the interfaces between lamellae as proposed in the lamellar
magnetism hypothesis, randomly placed spins at the lamellar interfaces, or are dispersed in the
volume of the lamellae. The measurements of exchange bias indicates that the spins reside on
the surface of the lamellae [162, 163]. The lamellar moments might be uncompensated spins
randomly distributed on the surface of the hematite lamellae, similar to the mechanism that
is believed to be responsible for the magnetisation in NPs of for example NiO [112, 113]. The
uncompensated moment in hematite NPs is, however, assumed to be small [131], and the NRM
is in all likelihood a consequence of the lamellar structure.
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Chapter 7

Conclusions and outlook

7.1 Conclusions
The magnetic properties of antiferromagnetic NPs and related systems have been studied with
a range of experimental techniques. The focus have been on the magnetic structure, and how it
is affected by the finite size of very small antiferromagnetic particles and by aggregation of the
particles.

• Canted spin structures and goethite

In addition to the experimental work a theoretical model for a simple two-dimensional canted
spin structure was developed. This classical model, which is in qualitative agreement with a
quantum mechanical model, shows that freezing of the canted spin at low temperatures can
either increase or decrease the magnetisation depending on the canting angle. The model can
explain observations of anomalous temperature dependence in a range of studies of ferrimagnetic
nanoparticles and also in bulk systems with substituted diamagnetic ions. Furthermore, our
magnetisation measurements on 5.7 nm goethite particles show an upturn in the magnetisation
at low temperatures, which can be explained by freezing of canted spins like described in the
model.

The simple two-dimensional spin structure is too simple to expect qualitative agreement
with experiment. A realistic model would have to be three-dimensional, but that might make
an analytical solution impossible. Furthermore, the model could be refined by adding magnetic
anisotropy. A qualitative model of the temperature dependence of the magnetisation of canted
spin structures at the surface of antiferromagnetic particles would be desirable, but might be
problematic because of the complicated spin structures.

• Spin orientation in NiO nanoparticles

The spin orientation in plate shaped NiO particles was studied as a function of particle size
with XY Z polarisation analysis for particles with plate thickness from 2.0 nm to hundreds of
nanometers (bulk sample). This technique enabled us to separate the magnetic, nuclear, and
spin incoherent parts of the scattering, resulting in a vast improvement of earlier data from
unpolarised neutron diffraction. We determine the direction of antiferromagnetic modulation to
be in the direction normal to the particle plane, as proposed in previous studies. We find a spin
orientation close to the (001) planes of the particles in the bulk sample and in the nanoparticle
samples with plate thickness down to 2.2 nm. In the smallest particles, with thickness 2.0 nm,
we find a significant out of plane angle of 30◦.

It would be interesting to investigate the spin orientation in NiO nanoparticles of different
shapes, e.g., spherical particles, to see if the out of plane spin component found in small plate
shaped particles are due to the low symmetry of the particle shape. Furthermore, if even
thinner NiO nanoparticle could be produced it would be interesting to see if the spin orientation
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is rotated even more out of the plane, approaching the 90◦ spin orientation seen in thin films.
Measuring a change in the spin angle when the spin is almost perpendicular to the scattering
vector is intrinsicly difficult because sin(α) only changes slightly with α when α is close to 90◦
and any such experiment is therefore sensitive to systematic errors. XY Z-polarisation analysis
is a powerful method to investigate magnetic nanoparticles because of the ability to separate
the magnetic signal from the spin incoherent background from water adsorbed on the particles
and from nuclear scattering which may have overlapping peak due to the finite size broadening
in nanoparticles.

• Magnetic structure in hematite particles as function of aggregation and growth

The magnetic properties of hematite nanoparticles in aqueous suspension were studied as func-
tion of particle growth and aggregation. In a NaCl concentration of 25 mM the particles in
formed long linear chains with crystallographic alignment of neighbouring particles. The pos-
sibility to control the aggregation of nanocrystals to mesoscopic structures, for example by
changing concentration of salts (e.g. NaCl) in the suspension, could potentially be used to pro-
duce functionalised structures for applications. Our studies have shown that this is a viable route
for controlling particle attachment into linear chains. The hydrothermal treatment resulted in
growth of the individual particles and the effect of NaCl in combination with hydrothermal treat-
ment was an increased particle growth. The magnetic structure of the particles were followed
by Mössbauer spectroscopy, showing that the hydrothermal treatment resulted in recovery of
the Morin transition in a fraction of the sample, which can be understood on the basis growth
of individual particles. The addition of NaCl further had the effect of partially suppressing the
superparamagnetic relaxation seen in the Mössbauer spectra. This is likely because of increased
inter-particle interactions because the increased ionic strength allows the particles to get closer
together.

The work presented here on aggregation of hematite particles and their corresponding change
in magnetic properties is an initial study that opens many possibilities for further research. The
characterisation of the magnetic properties presented here was far from exhausting, and a more
thorough modelling of the Mössbauer data could elucidate the magnetic properties further.
With temperature series of Mössbauer spectra it should be possible to determine the Morin
temperatures and the superparamagnetic blocking temperatures of the samples and correlate
this to the size and shapes of aggregates and individual particles. Further experimentation
with different NaCl concentrations, different salts, and different temperatures and times of the
hydrothermal treatment would be necessary to reliably control the aggregation process, and
study the kinetics of first aggregation and then coalescence of the particles.

• Spin orientation in hematite-ilmenite

The spin orientation in a natural sample of hemo-ilmenite, consisting of hematite lamellae
with thickness down to a few nm exsolved in ilmenite, was studied by uniaxial neutron po-
larisation analysis to determine the origin of the natural remanent magnetisation. We find an
average angle of the hemaite spins in the basal plane of the hexagonal structure with respect
to the (vertical) polarisation axis to be 45◦ in zero field, corresponding to a random average
spin orientation. At a saturating magnetic field of 2.5 T applied in the polarisation direction we
find an average spin angle of 56◦. This corresponds roughly to 62% of the hematite spins being
canted antiferromagnetic moments aligning perpendicular to the field and 38% of the spins being
uncompensated magnetic moments aligning parallel to the field. This result strongly supports
the theory of lamellar magnetism in which the natural remanent magnetism is explained as
originating form uncompensated spins in contact layers between lamellae.

In summary the thesis have demonstrated methods for investigation of spin structures in
nanoparticles. Especially the increase or decrease in the magnetisation in canted spin structures
is a phenomenon that can be theoretically explained by our classical model and can explain
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CHAPTER 7. CONCLUSIONS AND OUTLOOK

many experimental observations of anomalous temperature dependence in nanoparticles, and in
bulk systems with defects. Moreover, analysis of neutron polarisation in spin polarised neutron
diffraction have been demonstrated on antiferromagnetic nanoparticles to provide experimental
data that is a vast improvement compared to the more frequently applied unpolarised neutron
diffraction, demonstrating thatXY Z-polarisation analysis is an effective method for determining
the magnetic structure of antiferromagnetic nanoparticles.
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Appendix A

Appendix

A.1 Atoms in the unit cell of NiO

atom# x y z spin atom# x y z spin

1 0 0 0 + 17 0 0 0.5 -

2 0.5 0 0 - 18 0.5 0 0.5 +

3 0.25 0.25 0 - 19 0.25 0.25 0.5 +

4 0.75 0.25 0 + 20 0.75 0.25 0.5 -

5 0 0.5 0 - 21 0 0.5 0.5 +

6 0.5 0.5 0 + 22 0.5 0.5 0.5 -

7 0.25 0.75 0 + 23 0.25 0.75 0.5 -

8 0.75 0.75 0 - 24 0.75 0.75 0.5 +

9 0 0.25 0.25 - 25 0 0.25 0.75 +

10 0 0.75 0.25 + 26 0 0.75 0.75 -

11 0.25 0 0.25 - 27 0.25 0 0.75 +

12 0.25 0.5 0.25 + 28 0.25 0.5 0.75 -

13 0.5 0.25 0.25 + 29 0.5 0.25 0.75 -

14 0.5 0.75 0.25 - 30 0.5 0.75 0.75 +

15 0.75 0 0.25 + 31 0.75 0 0.75 -

16 0.75 0.5 0.25 - 32 0.75 0.5 0.75 +

Table A.1: The 32 atoms in the magnetic unit cell.
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a b s t r a c t

Numerous studies of the low-temperature saturation magnetization of ferrimagnetic nanoparticles and

diamagnetically substituted ferrites have shown an anomalous temperature dependence. It has been

suggested that this is related to freezing of canted magnetic structures. We present models for the

temperature dependence of the magnetization of a simple canted spin structure in which relaxation can

take place at finite temperatures between spin configurations with different canting angles. We show

that the saturation magnetization may either decrease or increase with decreasing temperature,

depending on the ratio of the exchange coupling constants. This is in agreement with experimental

observations.

& 2012 Elsevier B.V. All rights reserved.

1. Introduction

Ferrite nanoparticles as well as bulk ferrites are of great interest
both from a fundamental point of view and because of their many
technological applications [1]. The temperature dependence of the
saturation magnetization of bulk ferrites usually follows the well-
known Bloch T3/2 law within the spin wave regime at low
temperatures, while nanoparticles may show a linear decrease of
the magnetization with increasing temperature at low temperature,
because of quantization of the spin wave spectrum, and the thermal
excitations being dominated by excitations of the uniform mode
[2,3]. However, in several studies of ferrimagnetic nanoparticles and
diamagnetically substituted ferrites an anomalous temperature
dependence of the saturation magnetization has been observed at
temperatures well below 100 K. In studies of chemically prepared
nanoparticles of maghemite (g-Fe2O3) [4–7], copper ferrite [8,9],
manganese ferrite [9,10], nickel ferrite [11] and cobalt ferrite [12],
the saturation magnetization was found to increase significantly
with decreasing temperature, but in other cases, e.g. in ball-milled
nickel ferrite [13,14] and in maghemite nanoparticles prepared by a
vaporization–condensation process [15] the saturation magnetiza-
tion showed an anomalous decrease with decreasing temperature.
A similar decrease of the saturation magnetization with decreasing
temperature has been observed in diamagnetically substituted
ferrites, such as Mg1.55Fe0.9Ti0.55O4 [16] and Mn0.25Zn0.75Fe2O4 [17].

It is well established that ferrimagnetic nanoparticles [18,19]
as well as diamagnetically substituted ferrites [17,20,21] often
have non-collinear (canted) spin structures. Several authors have
suggested that the anomalous temperature dependence of the
saturation magnetization at low temperatures is related to freezing
of magnetic fluctuations in canted spin structures, but no detailed
model explaining the data quantitatively has been published.
It may seem contradictory that freezing of canted spins can explain
both an increase and a decrease of the magnetization with decreasing
temperature.

In diamagnetically substituted ferrites the canting may be
localized around substituted diamagnetic ions [20,21]. In nano-
particles it is often assumed that the canted spins are located in a
surface layer with a spin glass-like structure. In accordance with
this model, several studies have shown that the relative number
of canted spins in nanoparticles increases with decreasing particle
size. However, other studies have shown a large variation of the
relative number of canted spins in particles with similar size [22],
and it has been shown that nickel ferrite nanoparticles with
diameter less than 5 nm [23] and 6.4 nm magnetite particles [24]
can be prepared in a way such that they show essentially no spin
canting. Thus, spin canting is not an always existing surface
phenomenon in nanoparticles, but rather seems to be related to
the presence of spins in low-symmetry environments at the surface
and in the interior of the particles.

In this paper we present a simple model for magnetic dynamics
in canted spin structures that can explain both an anomalous
increase and decrease of the low temperature magnetization with
decreasing temperature. The spin structures around surfaces and
defects in ferrimagnetic materials can be very complex [25], and in
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general, analytical calculations are not feasible. In order to illustrate
the magnetic properties of canted spin structures we therefore
consider a very simple case, which may qualitatively be used to
illustrate the temperature dependence of the magnetization of
canted spin structures in ferrites. We consider a two-dimensional
lattice with magnetic ions in A and B sites, illustrated in Fig. 1. The
bold arrows are A-site spins and the other arrows are B-site spins.
The cross represents a missing A-site spin. The A–B and the B–B
exchange couplings are assumed to be antiferromagnetic and the
A–B coupling is assumed stronger than the B–B coupling such that
all B-site spins are parallel, but antiparallel to the A-site spins in
the defect-free structure. Because of the antiferromagnetic B–B
exchange coupling and the missing A-site ion, the four spins around
the A-site vacancy in Fig. 1 may be canted with canting angles that
depend on the exchange coupling constants and the applied
magnetic field [26]. The canting angles can be larger than 901, as
illustrated in the figure.

2. Classical model

First, we use a classical model to calculate the temperature
dependence of the average magnetization of the two-dimensional
canted spin structure in Fig. 1. Neglecting the magnetic aniso-
tropy and the canting of next nearest spins, and assuming for
symmetry reasons that the angles between the spins and the
z-direction are pairwise identical we find in the classical model
[20,21,26]

Eðy1,y2Þ ¼ aðcos y1þcos y2Þþb cosðy1�y2Þ ð1Þ

where

a¼ 4lBB�2lABþ2lL�2mB ð2Þ

and

b¼ 4lBB ð3Þ

Here lBB (40) is the B–B exchange parameter for nearest
neighbor B–B coupling, lAB is the exchange parameter for nearest
neighbor A–B coupling and lL is the exchange parameter for the
exchange interaction between a B-site ion and all more distant
ions. m is the magnetic moment of a B-site ion and B is the applied
magnetic field, defining the z-direction.

In order to find the energy minima and maxima, we differentiate
Eq. (1) with respect to y1 and y2 and find minima for [26]

sin y1 ¼�sin y2 ð4Þ

and

cos y1 ¼ cos y2 ¼�
a

2b
ð5Þ

with energy Emin ¼�b�a2=2b.
There are maxima at y1¼y2¼01 with energy E(01,01)¼2aþb, at

y1¼y2¼1801 with E(1801,1801)¼�2aþb, and at (y1,y2)¼(01,1801)
or (1801,01) with energy E(01,1801 )¼E(1801,01)¼�b [26].

For an arbitrary value of y1 one can find the value of y2, which
minimizes the energy

tgy2 ¼
b sin y1

aþb cos y1
ð6Þ

Therefore, in general, the angles y 1 and y2 are quite different.
Using the relation

cos y2 ¼ 7
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

tg2y2þ1
p ¼7

aþb cos y1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2þb2

þ2ab cos y1

q ð7Þ

and inserting (7) in Eq. (1) we find

Eðy1Þ ¼ a cos y17

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2þb2

þ2ab cos y1

q
, ð8Þ

where the sign of the last term in Eq. (8) is the sign of cos y2.
Thus, the energy can be calculated as a function of y1 and, as an

example, Fig. 2 shows the energy as a function of the canting angle
for b/kB ¼200 K, where kB is Boltzmann’s constant, and values of a/b
between 1.1 and 1.9 (cos y2 is negative in this case). At temperature
T¼0 K, the system is found in an energy minimum and the total
magnetic moment of the four canted spins is M0 ¼�2ma=b.
At higher temperatures, the spin directions fluctuate and eventually
overcome the energy barrier at (y1,y2)¼(1801,1801). The average
value of the z component of the magnetic moment is then given by
/Mz
ðTÞS¼ 2m/cos y1þcos y2S, where cos y2 is given by Eq. (7).

By use of Boltzmann statistics we can calculate the thermal average
of the z component of the magnetic moment

/Mz
ðTÞS¼ 2m

R
expð�Eðy1Þ=kTÞðcos y1þcos y2Þsin y1dy1R

expð�Eðy1Þ=kTÞsin y1dy1
ð9Þ

As illustrated in Fig. 3, at low temperatures the thermal average of
the magnetic moment decreases rapidly with decreasing temperature

Fig. 1. Schematic illustration of a canted two-dimensional spin structure. The bold

arrows correspond to A-site spins and the other arrows correspond to B-site spins.

The cross represents a missing A-site spin.

Fig. 2. The energy of the canted spin structure, shown in Fig. 1, as a function of the

angle y1 for values of a/b in the range from 1.1 to 1.9. The calculations were carried

out using a classical model (Eq. (8)) with b=kB¼200 K.
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for all values of a/b between 1.1 and 1.9. If the sign of a/b is
negative, the temperature dependence of the magnetization is
reversed.

3. Quantum mechanical model

The use of a classical model for a system with only four spins is a
rough approximation and it is more realistic to perform a quantum
mechanical calculation of the states of the four canted spins,
treating the rest of the magnetic system in a mean field approach.
The Hamiltonian of the four canted spins is then given by

Ĥ¼
a

2

X4

i ¼ 1

s
!

i � ẑþ
b

4

X4

i ¼ 1

s
!

i � s
!

iþ1 ð10Þ

where ẑ is a unit vector in the z-direction, s
!

i is the spin of one ion,
and we define s

!
5 ¼ s
!

1. a and b are the same as in Eq. (1). The first
term can be interpreted as the interaction of the four canted spins
with an effective magnetic field in the z-direction, and the second
term represents the (antiferromagnetic) interaction between the
four spins.

In the jth eigenstate of Ĥ, the z component of the total magnetic
moment of the four spins can be written as Mz

j ¼ gmBSz
j , where g is

the gyromagnetic ratio, mB is the Bohr magneton and Sz
j ¼P4

i ¼ 1 sz
i ðjÞ. The temperature dependence of the thermal average

of the z component of the total magnetic moment, /Mz
ðTÞS can be

computed using Boltzmann statistics

/Mz
ðTÞS¼

P
jM

z
j expð�Ej=kBTÞP

jexpð�Ej=kBTÞ
ð11Þ

where Ej is the jth eigenvalue of Ĥ, and the sum runs over all
eigenstates of Ĥ. To find the eigenvalues, we first note that the two
terms in Eq. (10) commute. This means that the eigenvalues of Ĥ

are given by

Ej ¼ Ea
j þEb

j ð12Þ

where Ea
j ¼ ða=2ÞSz

j is the jth eigenvalue of the first term of Eq. (10),
Ĥ

a
, and Eb

j is the jth eigenvalue of the second term, Ĥ
b
.

To calculate the values of Eb
j , we rewrite the second term of

Eq. (10) to

Ĥ
b
¼

b

4

X4

i ¼ 1

sz
i sz

iþ1þ
1

2
ðsþi s�iþ1þs�i sþiþ1Þ

� �
ð13Þ

where sþi and s�i are the raising and lowering operators of the ith
spin, respectively. It is now possible for a complete set of states to
calculate the eigenvalues and insert these values into Eq. (11) to
find /Mz

ðTÞS. We have done this for a spin-one system (having a
total of 81 states). For a spin-one system, the values of Ej are
shown in Fig. 4 for a/b¼1.6 and a/b¼1.9 and b=kB ¼ 200K. The
temperature dependence of /Mz

ðTÞS is shown in Fig. 5 for
b=kB ¼ 200 K and values of a/b between 1.1 and 1.9. We note that
at the lowest temperatures, /Mz

ðTÞS in some cases increases with
decreasing temperature, while it in other cases decreases.

To explain the temperature dependence of /Mz
ðTÞS, we again

consider the cases a=b¼ 1:9 and a=b¼ 1:6. At low temperatures,
only the ground state is populated, so that the total spin Sz

¼�3
for both values of a=b(see the insets in Fig. 4). As the temperature
increases, the system will fluctuate between the ground state and
the lowest lying excited states. For a=b¼ 1:6, the lowest excited
state has Sz

¼�2, and the total magnetization will increase with
increasing temperature. For a=b¼ 1:9, the lowest excited state has
Sz
¼�4 and the total magnetization will decrease with increasing

temperature. As the temperature is further increased, more
excited states become accessible, and the resulting magnetization
increases with increasing temperature due to population of states
with larger values of the total spin. For a/b¼1.5 the lowest states
with Sz

¼�2 and Sz
¼�3 have exactly the same energy, and

therefore /SzS¼�2:5 at T¼0 K.
If the sign of a=b is negative, so is the sign of Sz , and, therefore,

for a=b¼�1:9 the magnetization increases with increasing tem-
perature, while it decreases for a=b¼�1:6.

Fig. 3. Temperature dependence of the thermal average of the magnetic moment

of the canted spin structure, shown in Fig. 1. The data were calculated using the

classical model (Eq. (9)) with b=kB¼200 K and values of a/b in the range from

1.1 to 1.9.

Fig. 4. Energy levels for a spin-one system for b=kB¼200 K, calculated from a

quantum mechanical model for the canted spin structure shown in Fig. 1. The

numbers in parentheses indicate the degeneration of the energy levels. In (a),

a=b¼ 1:6 and the first excited state has Sz
¼�2 , which means the average

magnetic moment increases when the temperature increases, while in (b),

a=b¼ 1:9 and the first excited state has Sz
¼�4 such that the average magnetic

moment decreases with increasing temperature. The insets show magnified views

of the lowest energy levels.
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We have also carried out calculations for a system with s¼½
and found results for the temperature dependence of the magne-
tization that are qualitatively similar to those for the s¼1 system.

4. Discussion

It should be emphasized that the canted two-dimensional spin
structure, illustrated in Fig. 1 and with magnetic energy given by
Eq. (1) or Eq. (10), is a very simple model, and in reality, the canted
spin structures will usually be much more complex. In more
exact models, a finite magnetic anisotropy should be included, the
calculations should be performed for three-dimensional structures,
and spin structures with lower symmetry should also be considered,
but this would preclude derivation of simple analytical solutions.
However, in spite of the simplicity of the present model, it illustrates
at least qualitatively how relaxation between canted states can
influence the temperature dependence of the magnetization.

The mechanism behind the temperature dependence of the
average magnetic moment is the same in the classical and
quantum mechanical calculations: fluctuations between the low-
est energy configurations of the spins can, depending on the value
and sign of a=b, either increase or decrease the magnetization
with increasing temperature. The difference is that in the classical
picture, the lowest energy states have exactly the same energy,
while in the quantum mechanical calculations they are in general
different. In the quantum mechanical model, the change in
magnetization at low temperatures can be seen as a consequence
of quantization of the magnetic moment of small spin clusters.
This gives rise to the more complicated behavior of the magne-
tization at very low temperatures.

It is interesting to compare the theoretical results for the
change in the thermal average of the magnetic moment at low
temperatures with experimental values. In experimental studies,
the average canting angles and in some cases the relative numbers
of canted spins can conveniently be estimated by Mössbauer
spectroscopy at low temperature and with large magnetic fields
applied parallel to the gamma ray direction. In an ideal ferrimagnet,
the relative intensities of lines 2 and 5 in the magnetically split six-
line components vanish, when the material is magnetized parallel to
the gamma ray direction, but in canted spin structures these lines
have a non-zero intensity, which allows estimates of the relative
number of canted spins as well as the average canting angles
[17–19]. For example, in a study of nanoparticles of maghemite
(g-Fe2O3) with different particle size [27], it was found that the

average canting angle increased from 91 for 10 nm particles to
371 in 2.7 nm particles. In another study of maghemite nanopar-
ticles and tin-doped maghemite [28] it was found that the A-site
spins in the spinel lattice had negligible canting, whereas around
half of the Fe3þ ions in the B-sites were canted with canting
angles larger than 401. In studies of maghemite particles with
particle size around 3.5 nm, prepared by laser pyrolysis of iron
pentacarbonyl, it was found that essentially all Fe3þ ions were
canted [22]. Nanoparticles of NiFe2O4, prepared by ball milling,
have shown that the average canting angle increases with
the milling time [14]. After a milling time of 30 h an average
canting angle of 341 was found. A study of CoFe2O4 particles with
particle size between 2.8 and 6.7 nm, prepared by an auto-
combustion technique, showed average canting angles around
401 [29].

In several studies of nanoparticles and diamagnetically sub-
stituted ferrites with canted spin structures, it has been found that
the relative intensity of lines 2 and 5 decreases with increasing
temperature and the hyperfine field of the canted spins decreases
[4,17,28]. This can be explained by relaxation between canted spin
configurations with different canting angles in accordance with the
model presented in this paper.

The size of the low-temperature anomalies of the magnetiza-
tion varies considerably and has been found to depend both on
particle size, composition and the preparation method. In chemi-
cally prepared maghemite nanoparticles with particle size in the
range 2.7–7.1 nm, an increase of the magnetization with decreas-
ing temperature below 100 K was observed [4,5]. The largest
effect was found in the 2.7 nm particles, for which an increase in
the saturation magnetization up to around 50% was found, whereas
the larger particles showed an increase of only a few percent. In
another study of 7 nm maghemite particles, an increase by around
30% was found below 50 K [30]. In CuFe2O4 nanoparticles an increase
of around 10% has been measured at temperatures below 50 K [8,9].
A similar effect was observed in nanoparticles of MnFe2O4 [8]. In
3 nm CoFe2O4 particles, prepared by an autocombustion technique,
the saturation magnetization was found to increase by around 20%
below 50 K [12]. An increase of the saturation magnetization of up to
15% was found for 2.5 nm NiFe2O4 particles in a SiO2 matrix [11].
However, in NiFe2O4 nanoparticles, prepared by ball-milling, a 3%
decrease was found below 40 K. [13]. A similar tendency was
observed in another study of ball milled nanocrystalline NiFe2O4

[14]. In the diamagnetically substituted bulk ferrites, Mg1.55Fe0.9

Ti0.55O4 [16] and Mn0.25Zn0.75Fe2O4 [17] the saturation magnetization
was found to decrease by around 10% below 50 K. Thus, the size and
the sign of the anomalous change in saturation magnetization seem
to depend on both composition, particle size and preparation
conditions.

The change in the average magnetic moment of the four
canted spins at very low temperatures, shown in Figs. 3 and 5,
is on the order of 10%. The total average magnetic moment of a
material is the sum of contributions from the canted spins and
spins without canting. If a large fraction of the spins are canted,
the change in saturation magnetization in the simple canted spin
configuration, shown in Fig. 1, is on the same order of magnitude
as many of the experimental observations. We note that there
may also be other contributions to the low-temperature magne-
tization in large applied fields, which need to be considered. For
example, paramagnetic impurity ions and superparamagnetic
particles with a very small magnetic moment give negligible
contributions to the magnetization in large applied fields at high
temperatures, but at low temperatures they may become almost
magnetically saturated and can therefore contribute to the
increase of the magnetization at low temperatures. This may
explain some of the observations of a very large increase of the
magnetization at low temperatures.

Fig. 5. The thermal average of the z component of the magnetic moment of the

canted spin structure in Fig. 1 as a function of temperature. The data were

calculated using the quantum mechanical model with b=kB¼200 K and values of

a/b between 1.1 and 1.9.
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5. Conclusions

We have shown that at very low temperatures, the average
magnetic moment of a simple, canted spin configuration may either
increase or decrease with temperature, depending on the values of
the exchange coupling constants and the applied magnetic field.
The simple model can explain, at least qualitatively, the anomalous
temperature dependence of the low-temperature magnetization,
which has been measured in several studies of nanoparticles and
diamagnetically substituted ferrites.
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Spin structures in nanoparticles of ferrimagnetic materials may deviate locally in a nontrivial way from ideal collinear spin
structures. For instance, magnetic frustration due to the reduced numbers of magnetic neighbors at the particle surface or around
defects in the interior can lead to spin canting and hence a reducedmagnetization.Moreover, relaxation between almost degenerate
canted spin states can lead to anomalous temperature dependences of the magnetization at low temperatures. In ensembles of
nanoparticles, interparticle exchange interactions can also result in spin reorientation. Here, we give a short review of anomalous
spin structures in nanoparticles.

1. Introduction

The magnetic properties of nanoparticles differ in many
respects from those of the corresponding bulk materials [1].
In very small magnetic particles, the magnetization direction
is not fixed but fluctuates at finite temperatures, and the
magnetization may spontaneously be reversed (superparam-
agnetic relaxation) above the blocking temperature [2, 3]. At
low temperatures, the spin wave excitations are dominated by
the uniform mode (𝑞 = 0 spin waves), resulting in a linear
temperature dependence of the magnetization in contrast to
the Bloch T3/2 law valid for bulk materials [4]. In several
studies, it has been found that the saturation magnetization
of nanoparticles of ferrimagnetic materials is smaller than
the bulk value. This can in many cases be explained by spin
canting, that is, noncollinear spin structures. The reduced
number of magnetic neighbor ions around surface atoms
can lead to magnetic frustration, which results in canted
spin structures in materials with otherwise collinear spin
structures [5, 6]. Near the surface, the low local symmetry can
result in a large contribution to the local magnetic anisotropy,
which also can influence the spin orientations. Both in
nanoparticles and in bulk materials, defects in the interior,
such as diamagnetic substitution or cation vacancies, can also
lead to noncollinearity [7]. In materials with spin canting
there may be different canted states that are separated by

very low energy barriers [7].Therefore, magnetic fluctuations
can take place at very low temperatures. Freezing of the
spins can result in an anomalous temperature dependence of
the magnetization at low temperatures. Moreover, exchange
interaction between surface atoms of neighboring particles
can have a profound influence on the magnetic properties
because this can affect both the superparamagnetic relaxation
[8–10] and the spin structure [9, 11]. For many applications
of magnetic nanoparticles, a large saturation magnetization
is desirable, and it is therefore important to control and
minimize spin canting. In this paper, we present a short
review on spin structures in magnetic nanoparticles.

2. Theoretical Models for Spin Canting

Canted spin structures at surfaces and around defects in
the interior of a material are in general very complex,
and analytical calculations of the magnetic properties may
therefore not be feasible, but the spin structures can be
elucidated by use of computer simulations. Kodama et al. [12]
have performed computer simulations of the spin structure
of 2.5 nm nanoparticles of the inverse spinel NiFe

2
O
4
. In the

simulations, the magnetic anisotropy was neglected and it
was assumed that the interior of the particles was defect-
free. Therefore, there is only spin canting near the surface.
Figure 1 shows a calculated spin structure for a (111) plane
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Figure 1: Calculated spin structures for a (111) cross-section of
a 2.5 nm NiFe

2
O
4
particle. Reproduced with permission from

Kodama et al. [12].

of a 2.5 nm NiFe
2
O
4
particle. Highly misoriented spins are

indicated by dashed circles. It is noteworthy that some of the
surface spins are completely reversed. The simulations also
showed that different canted states commonly are separated
by very low energy barriers. If surface anisotropy is included
in the model, more surface spins will be strongly canted [13].

In very simple cases, analytical calculations of spin
structures around defects and at surfaces can be performed.
Although simple, these calculations show at least qualita-
tively that the magnetization may increase or decrease in
an anomalous way at low temperatures. Figure 2 shows a
simple two-dimensional canted spin structure, which allows
obtaining analytical solutions for the spin directions and the
temperature dependence of the magnetization by use of a
classical model [7, 14]. In the model, spins at A-sites and B-
sites are antiparallel in the defect-free structure. The bold
arrows in Figure 2 represent A-site spins and the remaining
arrows represent B-site spins. The cross represents a missing
A-site spin, which can give rise to magnetic frustration and
canting of neighboring B-site spins. In the calculations, the
magnetic anisotropy and canting of next nearest spins are
neglected. For symmetry reasons, the angles between the
spins and the z-direction are assumed to be pairwise identical.
The magnetic energy can then be written [7, 14]:

𝐸 (𝜃
1
, 𝜃
2
) = 𝑎 (cos 𝜃

1
+ cos 𝜃

2
) + 𝑏 cos (𝜃

1
− 𝜃
2
) , (1)

where 𝜃
1
and 𝜃
2
are defined in the figure, 𝑎 = 4𝜆BB − 2𝜆AB +

2𝜆
𝐿
−2𝜇𝐵, and 𝑏 = 4𝜆BB. Here, 𝜆BB is the exchange parameter

for nearest neighbor B-B coupling, 𝜆AB is the exchange
parameter for nearest neighbor A-B coupling, and 𝜆

𝐿
is the

exchange parameter for the exchange interaction between a

𝜃1

𝜃2

z

→
s 1

→
s 2

→
s 4

→
s 3

Figure 2: Schematic illustration of a canted two-dimensional spin
structure. The bold arrows correspond to A-site spins and the other
arrows correspond to B-site spins.The cross represents a missing A-
site spin. Reproduced with permission from Jacobsen et al. [14].

B-site ion and allmore distant ions.𝜇 is themagneticmoment
of a B-site ion, andB is the appliedmagnetic field, defining the
z-direction.

By differentiating (1), one can find the spin orientations,
which give minimum energy. Calculations have been per-
formed for 𝑏/𝑘B = 200K (𝑘B is Boltzmann’s constant) and
values of a/b between 1.1 and 1.9 [14]. Energy minima are
found for sin 𝜃

1
= − sin 𝜃

2
and cos 𝜃

1
= cos 𝜃

2
= −𝑎/2𝑏 with

energy 𝐸min = −𝑏 − 𝑎
2
/2𝑏. They are separated by maxima

at 𝜃
1
= 𝜃
2
= 180

∘ with E(180∘, 180∘) = −2a + b. A more
comprehensive discussion of the energymaxima andminima
in simple canted spin structures is given in [7].

For arbitrary values of 𝜃
1
, the values of 𝜃

2
, which mini-

mize the energy, are given by [14]

𝑡𝑔𝜃
2
=

𝑏 sin 𝜃
1

𝑎 + 𝑏 cos 𝜃
1

, (2)

and the magnetic energy as a function of the angle 𝜃
1
is given

by [14]

𝐸 (𝜃
1
) = 𝑎 cos 𝜃

1
− √𝑎2 + 𝑏2 + 2𝑎𝑏 cos 𝜃

1
. (3)

Figure 3 shows the magnetic energy as a function of 𝜃
1
for

values of a/b between 1.1 and 1.9. At very low temperatures,
the system is found in an energy minimum, but at higher
temperatures, the spin may perform transverse relaxation,
that is, fluctuations of the spin directions across the energy
barrier at 𝜃

1
= 180∘. For 1.7 ≤ 𝑎/𝑏 < 2.0, the height of the

energy barrier is less than 10K, and transverse relaxationmay
therefore take place at very low temperatures.

In general, the average value of the z component of the
magnetic moment is given by ⟨𝑀𝑧(𝑇)⟩ = 2𝜇⟨cos 𝜃

1
+ cos 𝜃

2
⟩,
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Figure 3:The energy of the canted spin structure, shown in Figure 2,
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1
for the indicated values of a/b.

The calculations were carried out using (3) with 𝑏/𝑘
𝐵
= 200K.

Reproduced with permission from Jacobsen et al. [14].

where 𝜇 is the magnetic moment of a single atom. The tem-
perature dependence of ⟨𝑀𝑧(𝑇)⟩ for values of a/b between 1.1
and 1.9 and between −1.1 and −1.9 calculated by use of Boltz-
mann statistics is shown in Figure 4. At low temperatures,
the thermal average of the magnetic moment increases or
decreases rapidlywith decreasing temperature. Several exper-
imental studies of ferrimagnetic nanoparticles have shown
anomalous temperature dependencies of the magnetization
at low temperatures that are in accordance with this model
[12, 17–24]. A quantum mechanical calculation gives results
that are qualitatively similar to those of the classical model
[14].

3. Experimental Studies of Spin Canting

Mössbauer spectroscopy in large applied magnetic fields is
a very useful method to investigate spin canting in ferri-
magnetic materials [5, 6]. The magnetic hyperfine splitting
in Mössbauer spectra is proportional to the total magnetic
field at the nucleus, 𝐵tot, which has contributions from the
hyperfine field, 𝐵hf, and the applied field, 𝐵app, and can be
found from the relationship

𝐵
2

hf = 𝐵
2

tot + 𝐵
2

app − 2𝐵tot𝐵app cos 𝜃, (4)

where 𝜃 is the angle between the direction of the total
magnetic field at the nucleus and the gamma ray direction.
The relative areas of the six lines of a 57Fe Mössbauer
spectrum of a magnetic material depend on the angle 𝜃 as
the relative areas are given by 3 : p : 1 : 1 : p : 3, where

𝑝 =
4 sin2𝜃
2 − sin2𝜃

. (5)
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Figure 4: Temperature dependence of the thermal average of the
canted spin structure, shown in Figure 2. The calculations were
carried out using Boltzmann statistics for 𝑏/𝑘

𝐵
= 200K and the

indicated values of a/b. Reproduced with permission from Jacobsen
et al. [14].

In polycrystalline ferrimagneticmaterials in zero applied field
with randomorientation of the crystallites, the orientations of
the sublattice magnetization directions are random, and the
relative areas are then 3 : 2 : 1 : 1 : 2 : 3. If a large magnetic field
is applied parallel to the gamma ray direction, the sublattice
magnetization directions of a collinear ferrimagneticmaterial
will be parallel and antiparallel to this direction, resulting in
zero intensity of lines 2 and 5. However, in nanoparticles of
ferrimagnetic materials, these two lines usually have nonzero
intensity because of spin canting. In several publications, it
has been suggested that this spin canting is located at the
surface, because the reduced number of magnetic neighbor
ions at the surface can result in magnetic frustration. How-
ever, in other studies it has been found that the canting does
not vary with particle size in a regular way [25–27]. This
strongly suggests that canting is not only a surface effect but
also commonly occurs around defects in the interior of the
particles [25–27].

As an example, Figure 5 shows a Mössbauer spectrum
of magnetic Dynabeads, consisting of 1𝜇m porous polymer
beads containing 7.7 nm maghemite (𝛾-Fe

2
O
3
) particles in

the pores. Such beads are used, for example, for preparation
and handling of biological materials, and a large saturation
magnetization of the maghemite particles is essential for the
performance.The saturationmagnetization of themaghemite
particles in the beadswas 336 kAm−1 [28], which is about 10%
less than the bulk value. The Mössbauer spectrum, shown in
Figure 5, was obtained at 6.0 K with a magnetic field of 6.0 T
applied parallel to the gamma ray direction. The spectrum
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Figure 5: Mössbauer spectrum of 1 𝜇m magnetic Dynabeads,
containing 7 nmmaghemite (𝛾-Fe

2
O
3
) nanoparticles.The spectrum

was obtained at 6 K with a magnetic field of 6 T applied parallel to
the gamma ray direction.The red and blue fit lines represent Fe3+ in
A- and B-sites, respectively.

was fitted with two sextets, corresponding to iron in the A-
sites (red fit lines) with a total field of 59.4 T and B-sites
(blue fit lines) with a total field of 48.9 T. The intensity of
lines 2 and 5 of the A-site component is negligible, whereas
the relative areas of lines 2 and 5 for the B-site component
were p ≈ 0.55, corresponding to an average canting angle,
𝜃 ≈ 29∘ for the B-site spins. These results show that there
is essentially no canting in A-sites but some canting in B-
sites. The canting can affect all B-site ions or be restricted to
a fraction of B-site spins with large canting angles, but the
data can explain at least qualitatively the reduced value of the
saturation magnetization compared to the bulk value.

A study of the temperature dependence of the spin
structure has been made for 7 nm maghemite particles [15].
TheMössbauer spectra of the sample, shown in Figure 6, were
obtained at the indicated temperatures with a magnetic field
of 4 T applied parallel to the gamma ray direction. At low
temperatures, lines 2 and 5 have nonzero intensity indicating
the presence of spin canting. The best fits of the spectra were
obtained with three sextets, two of which had zero intensity
of lines 2 and 5, corresponding to iron in the tetrahedral
A-and the octahedral B-sites of the spinel structure with
a perfect collinear ferrimagnetic structure. The third sextet
with nonzero intensity of lines 2 and 5 had an isomer shift
indicating that it was mainly due to iron in the octahedral
B-sites. Thus, the data indicate that the canting only affects
a fraction of the B-site spins, whereas the remaining B-
site spins and the A-site spins are essentially not affected
by the canting. Sextets 1 and 2 had relatively narrow lines
at all temperatures, but sextet 3 showed a substantial line
broadening and a decreasing relative area of lines 2 and 5
with increasing temperature. Similar results have been found
in studies of 2.7 nm and 4.6 nm maghemite particles [29].
This temperature dependence can be explained by transverse
relaxation between canted states, characterized by canting
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Figure 6: Mössbauer spectra of 7.7 nm maghemite (𝛾-Fe
2
O
3
)

particles. The spectra were obtained at the indicated temperatures
with a magnetic field of 4 T applied parallel to the gamma ray
direction. Reproduced with permission from Helgason et al. [15].

angles 𝜃
𝑐
and −𝜃

𝑐
. At very low temperatures, the spins are

fixed in one of two energyminima (curves plotted in Figure 3
for the simple canted structure shown in Figure 2). When
the temperature is increased, relaxation takes place between
the two minima and this results in line broadening, and for
very fast relaxation, the nucleus only experiences the average
field that is parallel (or antiparallel) to the applied field and
the gamma ray direction. Similar data have been found in
studies of diamagnetically substituted bulk ferrimagnets such
as Mn

0.25
Zn
0.75

Fe
2
O
4
[30] and Li

1.125
Ti
1.25

Fe
0.625

O
4
[31].

When the transverse relaxation is fast, the magnitude of
the average hyperfine field will be given by 𝐵

0
⟨cos 𝜃⟩.The fits

of the spectra in Figure 6 show that the relative intensity of
lines 2 and 5 of sextet 3 does not disappear completely even
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Figure 7: Temperature dependence of the total magnetic field at
the nuclei, obtained from fits of the spectra shown in Figure 6.
Reproduced with permission from Helgason et al. [15].

at 300K indicating relaxation times of the same order of
magnitude as the time scale of Mössbauer spectroscopy. The
temperature dependence of the magnetic hyperfine fields of
the three sextets is shown in Figure 7. For sextets 1 and 2, the
hyperfine fields decrease by a few percent when heating up
to 300K. This is similar to the behavior of bulk maghemite.
However, the hyperfine field of sextet 3 decreases much faster
with increasing temperature, in accordance with the model
for transverse relaxation of the canted spins and the overall
temperature dependence of the particle magnetization.

4. Spin Reorientation due to
Interparticle Interactions

Magnetic interactions between nanoparticles can have a large
influence on the magnetic properties. Magnetic dipole inter-
actions between ferromagnetic or ferrimagnetic nanopar-
ticles can significantly affect the superparamagnetic relax-
ation time [10]. Nanoparticles of antiferromagnetic particles
usually have a finite magnetic moment because of uncom-
pensated spins, but this moment is typically so small that
the dipole interactions are insignificant [8]. However, if
antiferromagnetic nanoparticles are in close proximity, the
superparamagnetic relaxation can be suppressed because of
exchange interactions between surface atoms of neighboring
particles [8, 10]. Such exchange interactions can in some
cases also have a strong influence on the spin structure [9,
11, 16]. This can conveniently be investigated by Mössbauer
spectroscopy studies. In hematite (𝛼-Fe

2
O
3
) nanoparticles,

the magnitude and the sign of the quadrupole shift depend
on the angle 𝜃

0
between the [001] direction of the hexagonal

structure and the magnetic hyperfine field. The quadrupole
shift is given by [11]

𝜀 =
𝜀
0
(3 cos2𝜃

0
− 1)

2
, (6)

where 𝜀
0
= 0.20mm/s. In bulk hematite, 𝜃

0
= 0
∘ below the

Morin transition temperature at T ≈ 263K, whereas 𝜃
0
= 90
∘

above this temperature, such that 𝜀 = −0.10mm/s. However,
in noninteracting hematite nanoparticles with dimensions
below ∼20 nm, 𝜃

0
= 90
∘ at all temperatures, but interparticle

interactions can change the spin orientation [11]. In a recent
study of 𝛼-Fe

2
O
3
/NiO nanocomposites [16], it was found

that interactions between the hematite and nickel oxide
nanoparticles can have a very strong influence on the spin
orientation in the hematite nanoparticles. Figure 8(a) shows
Mössbauer spectra of noninteracting 8 nm hematite parti-
cles, and Figure 8(b) shows Mössbauer spectra of hematite
nanoparticles from the same batch, but interacting with
NiO nanoparticles. At the lowest temperatures, the difference
in quadrupole shift of the hematite nanoparticles in the
two samples is easily measurable. Fitting the spectra of
noninteracting hematite nanoparticles (Figure 8(a)) provides
a spin angle of 𝜃

0
= 90

∘ for all particles. The spectra of
the hematite nanoparticles interactingwithNiO (Figure 8(b))
were well fitted with two sextets. The quadrupole shifts of
the two sextets as a function of temperature are shown
in Figure 9. For sextet 1, the quadrupole shift is around +
0.16mm/s corresponding to 𝜃

0
= 21
∘, whereas sextet 2 has

a quadrupole shift of 0.08mm/s corresponding to 𝜃
0
= 39
∘.

This clearly shows that the spin angle deviates significantly
from that of noninteracting particles where 𝜃

0
= 90
∘, but we

note that the bimodal distribution of spin angles (𝜃
0
= 21
∘,

𝜃
0

= 39
∘) may be a consequence of the fitting procedure

using only two sextets. With increasing temperature, the
quadrupole shifts of both sextets decrease; that is, the spin
angle 𝜃

0
increases. Neutron diffraction studies of the samples

confirmed the Mössbauer data and furthermore found that
the spin angle is the samewithin each particle (i.e., no domain
formation) [16].

The data can be at least qualitatively understood by
considering the interaction between the two particles shown
in Figure 10.Themagnetic energy of the two particles may be
written as

𝐸 (𝜃
𝑝
, 𝜃
𝑞
) = 𝐾

𝑝
𝑉
𝑝
sin2𝜃
𝑝
+ 𝐾
𝑞
𝑉
𝑞
sin2𝜃
𝑞

− 𝐽eff𝑀𝑝𝑀𝑞 cos (𝛼 − 𝜃
𝑝
− 𝜃
𝑞
) .

(7)

The first two terms represent the anisotropy energies of
particles 𝑝 and 𝑞, respectively, where 𝐾

𝑝
and 𝐾

𝑞
are the

anisotropy constants, 𝑉
𝑝
and 𝑉

𝑞
the volumes, and 𝜃

𝑝
and

𝜃
𝑞
the angles between the sublattice magnetizations and the

easy axes of the particles. The last term comes from the
effective exchange interaction between the particles 𝑝and 𝑞

where 𝐽eff is the exchange coupling constant between the
sublattice magnetizations,𝑀

𝑝
and𝑀

𝑞
, of the particles p and

q, and 𝛼 denotes the angle between the easy axes ⃗𝑒
𝑝
and

⃗𝑒
𝑞
. Because of the exchange interaction at the interface, the

sublattice magnetization directions 𝑀⃗
𝑝
and 𝑀⃗

𝑞
are rotated

by the angles 𝜃
𝑝
and 𝜃
𝑞
, respectively. For an arbitrary value of

𝜃
𝑝
the minimum energy is found for

sin 2𝜃
𝑞
=

𝐾
𝑝
𝑉
𝑝

𝐾
𝑞
𝑉
𝑞

sin 2𝜃
𝑝
. (8)
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Figure 8: Mössbauer spectra of 8 nm hematite (𝛼-Fe
2
O
3
) nanoparticles obtained at the indicated temperatures. (a) Noninteracting hematite

particles coated with oleic acid and in aqueous suspension. (b) Hematite particles mixed with NiO. The spectra of the 𝛼-Fe
2
O
3
/NiO

nanocomposite were fitted with two sextets, as shown in panel (b). Reproduced with permission from Frandsen et al. [16].
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Figure 9: Temperature dependence of the quadrupole shift of the
two sextet components shown in Figure 8(b). Reproduced with
permission from Frandsen et al. [16].

To illustrate the effects of interactions, we here consider the
simple case where 𝐾

𝑝
𝑉
𝑝
= 𝐾
𝑞
𝑉
𝑞
≡ 𝐾𝑉 for which one can

find an analytical solution for the rotation angle 𝜃
𝑝
= 𝜃
𝑞
≡ 𝜃
𝑟

cot 2𝜃
𝑟
=

𝐾𝑉

𝐸int sin𝛼
+ cot𝛼, (9)

where 𝐸int = 𝐽eff𝑀𝑝𝑀𝑞. If the easy axes of the two particles
are parallel (𝛼 = 0

∘), one finds that 𝜃
𝑟
= 0
∘ irrespective of the

strength of the interaction energy. However, a large interac-
tion energy compared to the anisotropy in combination with
a large value of the angle 𝛼 results in a large rotation angle, 𝜃

𝑟
,

at low temperatures. At higher temperatures, the sublattice
magnetization directions perform fast fluctuations around
the directions corresponding to the energy minima [1, 8, 10].
Therefore, 𝑀

𝑝
and 𝑀

𝑞
should be replaced by the thermal

averages ⟨𝑀
𝑝
⟩ and ⟨𝑀

𝑞
⟩ such that the interaction energy is

given by 𝐸int = 𝐽eff⟨𝑀𝑝⟩⟨𝑀𝑞⟩. With increasing temperature,
⟨𝑀
𝑝
⟩ and ⟨𝑀

𝑞
⟩decrease leading to an increase of cot 2𝜃

𝑟
, that

is, a decrease of the spin rotation angle. Such a mechanism
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Figure 10: Schematic illustration of two interacting nanoparticles
with easy axes ⃗𝑒

𝑝
and ⃗𝑒

𝑞
and sublattice magnetization directions

𝑀⃗
𝑝
and 𝑀⃗

𝑞
. 𝛼 is the angle between the two easy axes, and 𝜃

𝑝

and 𝜃
𝑞
denote the angles between the easy axes and the sublattice

magnetization of the two particles. Reproduced with permission
from Frandsen et al. [16].

can qualitatively explain the temperature dependence of the
reorientation angle.

Also, in samples of interacting hematite particles, a spin
reorientation has been observed, but the effect is smaller than
that in the 𝛼-Fe

2
O
3
/NiO nanocomposite [11].

5. Conclusions

Theoretical and experimental studies of magnetic nanopar-
ticles show that the spin structures often differ from those
of perfect bulk materials. The low symmetry around surface
atoms and around defects in the interior of the particles can
lead to localized spin canting, and also thermal fluctuations
between almost degenerate spin states may take place even at
low temperature. This can lead to anomalous magnetization
behaviors of nanoparticles. Furthermore, exchange interac-
tions between surface atoms of neighboring nanoparticles in
close proximity can result in reorientation of the sublattice
magnetization directions in the whole particles.
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Abstract 

Goethite (α-FeOOH) is a common nanocrystalline antiferromagnetic mineral. However, it is 

typically difficult to study the properties of isolated single-crystalline goethite nanoparticles, 

because goethite has a strong tendency to form particles of aggregated nanograins often with low-

angle grain boundaries. This nanocrystallinity leads to complex magnetic properties that are 

dominated by magnetic fluctuations in interacting grains. Here we present a study of the magnetic 

properties of 5.7 nm particles of goethite by use of magnetization measurements, inelastic neutron 

scattering and Mössbauer spectroscopy. The “ultra-small” size of these particles allows for more 

direct elucidation of the particles’ intrinsic magnetic properties. We find from ac and dc 

magnetization measurements a significant upturn of the magnetization at very low temperatures 

most likely due to freezing of spins in canted spin structures. From hysteresis curves we estimate 

the saturation magnetization from uncompensated magnetic moments to be s = 0.044 Am
2 

kg
-1

 at 
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room temperature. Inelastic neutron scattering measurements show a strong signal from excitations 

of the uniform mode (    spin waves) at temperatures of 100- 250 K and Mössbauer 

spectroscopy studies show that the magnetic fluctuations are dominated by “classical” 

superparamagnetic relaxation at temperatures above ~170 K. From the temperature dependence of 

the hyperfine fields and the excitation energy of the uniform mode we estimate a magnetic 

anisotropy constant of around 1.010
5
 Jm

-3
. 

  
1. Introduction 

 

Goethite (-FeOOH) is a common mineral on Earth [1] and it has also recently been found on Mars 

[2]. The crystal structure of goethite is orthorhombic with space group Pnma. It is antiferromagnetic 

with a Néel temperature around 400 K [3,4]. Goethite usually forms rod-shaped nanoparticles, 

which often lack long-range crystalline order, because the particles consist of many grains, typically 

around 3-7 nm in size, with low-angle grain boundaries [5-7], both when found in nature and when 

laboratory synthesized. The complex influence of the nanocrystallinity on the magnetic properties 

of goethite is apparent in Mössbauer spectroscopy studies [5] and the magnetic properties have been 

the subject of many such studies [4, 5, 8-13].  

 

Usually, Mössbauer spectra of non-interacting magnetic nanoparticles show a superposition of a 

doublet due to particles with fast superparamagnetic relaxation and a sextet due to particles with 

slow relaxation. The relative areas of the two components depend on temperature because of the 

temperature dependence of the superparamagnetic relaxation time. However, inter-particle 

interactions can have a significant influence on the magnetic dynamics and result in magnetically 

split Mössbauer spectra with asymmetrically broadened lines at temperatures where non-interacting 

particles show a quadrupole doublet because of fast superparamagnetic relaxation [14, 15].  

 

Using a mean field model for interacting particles, the magnetic energy,   , of a nanoparticle p may 

be written as a sum of a uniaxial anisotropy term   
  and an exchange interaction term,   

    [14-18] 

 

     
    

          
        

                        (1) 
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where     is the particle volume, K is the magnetic anisotropy constant,    is the angle between the 

sublattice magnetization vector and the easy magnetization direction,       is the sublattice 

magnetization,    
         is the average value of the sublattice magnetizations of neighbouring particles 

and     
 

   is the effective interparticle exchange coupling constant (with dimensions  Jm
2
A

-2
).  

    
         can be considered as an effective interaction field acting on      .  

 

Almost all Mössbauer studies of goethite particles have shown spectra, which consist of sextets 

with asymmetrically broadened lines, typical for interacting nanoparticles that are influenced by 

relaxation effects. This is the case even for quite large goethite particles (e.g., rods which are around 

100 nm wide and 1000 nm long [10]). The magnetic anisotropy constant is relatively large (K   

510
4
 Jm

-3
 [5]) and therefore one might expect that relaxation effects should be negligible at room 

temperature for particles of this size. However, within the rod-shaped nanoparticles there are 

usually many defects such as low-angle grain boundaries, dislocations and interstitial water and/or 

OH
- 
[5-8,19, 20] that may lead to a reduced magnetic coupling between the grains [5]. Because of 

the many defects, the magnetic dynamics is dominated by fluctuations of the sublattice 

magnetization directions in small interacting grains within the particles. In a mean field model, the 

magnetic energy,     of such a grain g may be written as a sum of a uniaxial anisotropy term,   
 , 

and an exchange interaction term,   
   , 

 

      
    

           
        

 
   
           

        ,                                                                      (2) 

 

where    is the grain volume,     is the angle between the sublattice magnetization vector and the 

easy magnetization direction,      
          represents the sublattice magnetization vector of the grain,    

          

is the average sublattice magnetization of neighboring grains and     
 

 is an effective exchange 

coupling constant representing the exchange interactions with neighboring grains such that     
          

can be considered as an effective interaction field acting on      . This grain model can explain the 

asymmetric line broadening in the Mössbauer spectra of larger goethite particles [5].  

 

There is usually a large tendency for oriented attachment or nearly oriented attachment of particles 

and grains in goethite samples [5-7, 19, 20]. Therefore, the interaction field can be considered 
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approximately parallel to the easy direction of magnetization. Eqs. (1) and (2) may therefore be 

written in the form [5] 

 

                                                      
                                                 (3) 

 

where       is the sublattice magnetization and 

                                                 
           

     
                                                                        (4) 

 

is the order parameter. In thermal equilibrium, the order parameter can be calculated by the use of 

Boltzmann statistics:  

 

                                           
      

    

   
           

 
 

      
    

   
       

 
 

.                                                   (5)                                        

 

Eqs. (3) and (5) are a set of coupled equations, which can be numerically solved self-consistently to 

find the order parameter b(T) [5, 17]. 

 

For interacting nanoparticles or grains the relative size of the two terms in Eq. (1) or Eq. (3) is 

important. If the interaction energy is predominant, there will only be one energy minimum, and the 

relaxation will then take place between states in this energy well and is expected to be fast [5]. The 

magnetic hyperfine splitting can therefore be considered to be proportional to            

         . If the anisotropy energy is predominant or comparable to the interaction energy, there 

will be two (non-equivalent) energy minima, which are separated by an energy barrier. In the 

absence of interactions, there are two equivalent minima and the magnetic dynamics is dominated 

by “classical” superparamagnetic relaxation with a relaxation time given by [21, 22] 

 

                                                          
  

   
   ,                                                                                 (6) 

 

where    is on the order of 10
-9

-10
-13

 s. 
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Classical superparamagnetic behaviour, i.e. reversals of the sublattice magnetization directions of a 

particle as a whole, is rarely observed in studies of goethite, because magnetic fluctuations within 

the exchange-coupled grains are predominant [5]. However, if the particles are sufficiently small 

and separated such that inter-particle interactions are negligible (   
       

  ), the magnetic 

dynamics may be dominated by superparamagnetic relaxation of individual particles, and it may 

then be possible to estimate, for example, the magnetic anisotropy energy by use of Mössbauer 

spectroscopy and neutron scattering as it has been done in earlier studies of hematite (-Fe2O3) 

nanoparticles [16, 23-25]. No previously published studies of goethite particles have included 

inelastic neutron scattering but recently, Pankhurst et al. suggested investigations by this technique 

to help understand the magnetic properties of goethite [26]. 

 

In this paper we present studies of a commercial sample of ultra-small goethite particles before and 

after low-energy ball-milling together with rock salt (NaCl) nanoparticles. The goethite 

nanoparticles have an average diameter of around 5.7 nm, but each particle is made up of a few 

smaller interacting grains (or clusters). We therefore have two types of magnetic interactions in the 

samples, namely interactions between particles and interactions between grains. The interactions 

between particles are weak, especially in the ball milled sample, and because the particles are very 

small the Mössbauer spectra are dominated by classical superparamagnetic relaxation at 

temperatures above ~170 K in contrast to larger goethite particles in which the magnetic dynamics 

was dominated by fluctuations in interacting grains. Due to the small particle size and weak inter-

particle interaction, we have been able to study more directly the intrinsic magnetic properties of 

goethite particles by use of Mössbauer spectroscopy, magnetization measurements and inelastic 

neutron scattering..  

 

 

2. Experimental details 

  

 

A goethite powder sample was obtained from the company NanoChemonics Inc. The sample was 

sold as F-2506 (Blend 07PSL-204). In the following this sample is named G1. Part of G1 was ball-

milled with NaCl nanoparticles (weight ratio 1:3) at low intensity (40 rpm) for 48 hours in an agate 

mill. NaCl nanoparticles, here termed “nano”-salt, were prepared by high-intensity (200 rpm) ball-

milling in a WC ball-mill for 24 hours. This sample of goethite ball-milled with “nano”-salt is 
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named GBM and used as prepared for the neutron scattering, Mössbauer spectroscopy and 

magnetization measurements, but with the salt washed out for the XRD and TEM measurements. 

 

X-ray diffraction (XRD) over an angular range of 15°-90° was performed, using a Panalytical 

diffractometer with a Cu anode (λ = 1.54 Å). Rietveld refinement of the orthorhombic Pnma 

structure of goethite was performed using the WINPOW program, a modified version of the 

LHMP1 program [27]. The least squares refinements were performed with Voigtian peak profiles 

and the background was modelled with Chebyshew polynomials. Initial structural and atomic 

parameters were taken from [28]. 

 

TEM bright and dark field images of the samples were taken using an FEI Technai T20 G2 

microscope with a thermionic LaB6 filament and an accelerating voltage of 200 kV. 

 
 

57
Fe Mössbauer spectroscopy was carried out using conventional constant acceleration 

spectrometers with sources of 
57

Co in rhodium and calibration was carried out using a 12.5 m foil 

of -Fe at room temperature. Spectra obtained at temperatures down to 20 K were recorded in a 

close cycle helium refrigerator from APD Cryogenics. A spectrum obtained with an applied 

magnetic field of 6 T was recorded in a liquid helium cryostat with a superconducting coil. 

 

Inelastic neutron scattering measurements were performed at the time-of-flight spectrometer 

TOFTOF at FRM-2, Munich [29]. A neutron wavelength of 7.0 Å was used, with a chopper speed 

of 12000 rpm, giving an energy resolution of the elastic line of 10 μeV. Data were taken in a 

temperature range of 10 K to 300 K using the two samples G1 and GBM. Both samples had a mass 

of about 2 g and were filled in hollow cylinder Al cans. The typical exposure time was 5 h (8 h) for 

the G1 (GBM) sample. 

 

AC and DC magnetization measurements were performed with a Quantum Design MPMS-XL 

magnetometer using a SQUID detector. The sample for the DC magnetization measurements was 

comprised of 33.06 mg of GBM mixed with 28.65 mg of eicosane. The mixture was heated to 
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approximately 40°C where eicosane is a liquid. When the sample is cooled the eicosane becomes a 

solid wax, ensuring that the particles in the sample maintain the original (random) orientation. The 

sample was loaded in a capsule of gelatine. A sample with a larger amount of goethite (139.4 mg 

GBM) was prepared in a similar way for the AC measurements. Zero field cooled (ZFC) 

magnetization measurements were performed in a temperature range from 4.2 K to 300 K in applied 

fields μ0H = 2.0 mT and 4.8 T. After each ZFC measurement the sample was cooled to 4.2 K and a 

field cooled (FC) magnetization measurement was performed in the same way as the ZFC. To 

isolate the contribution to the magnetization coming from the goethite particles we have subtracted 

the diamagnetic contributions from NaCl, eicosane (wax) and gelatine (capsule) in the ZFC/FC and 

hysteresis measurements, using the corresponding mass susceptibilities (in 10
-9

 m
3
/kg) of -6.4, -10.8 

and -6.3, respectively. AC magnetization measurements were performed over the same temperature 

range with a driving field amplitude of 0.38 mT, at frequencies ranging from 1.0 to 1000 Hz. 

The magnetization as a function of applied field (hysteresis loops) was measured in fields over the 

range between - 5 T and + 5 T at temperatures of 4.2 K and 300 K.  

 

3. Results 

3.1. Structural characterization 

The XRD patterns of sample G1 and sample GBM (after the “nano”-salt has been washed away) are 

shown in Fig. 1, together with the refined models. For the G1 sample there are no signs of other 

phases in the sample than the Pnma goethite represented by the model. For GBM, there is, in 

addition to Pnma goethite, an unidentified impurity peak at q=2.85 Å
-1

 which we have included in 

the refined model. The large and non-uniform background can be ascribed to fluorescence from the 

Fe atoms in the sample, and probably also to amorphous NaCl residues in sample GBM. The unit 

cell parameters, a Lorentzian profile broadening parameter, an overall temperature factor, and 

background parameters were refined. The instrumental broadening was assumed to be Gaussian and 

was known from measurement of a Si-standard, while the sample broadening was assumed to be 

Lorentzian. The refined lattice parameters are a=9.954(2) Å, b=3.0248(5) Å, and c=4.618(1) Å, and 

the weighted-profile-residual (RWP) is 1.69 for sample G1. Assuming the sample broadening is only 

due to the finite particle size the refinement results in an average particle diameter of 5.9 ± 0.8 nm 

for sample G1. XRD data of the ball-milled sample GBM, after the “nano”-salt was washed away, 

showed a very irregular background and  XRD data of GBM  could not be as satisfactorily refined  
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as G1. However, the refinement of data from GBM indicated similar line broadening (i.e., particle 

size) as for sample G1 and the peak positions were in correspondence with the goethite structure. 

 

TEM bright field images show that the G1 sample consists of micrometer-sized aggregates of 

pseudo-spherical goethite nanoparticles with dimensions around 3 - 5 nm as determined from the 

morphology of particles at the rim of the aggregates (Fig. 2(a)). From the lattice fringes (Fig. 2(a)) 

we infer that neighbouring particles have some crystalline alignment, but this is not extending over 

more than a few particles. This crystalline alignment is confirmed by dark field images (Fig. 2(b)). 

From dark-field images of the G1 sample, we have measured the size of 57 particles (Fig. 2(c)), and 

calculated a volume-weighted average particle size to 5.4 ± 1.7 nm. This particle size is in 

agreement (within uncertainty) with that determined from the XRD data from sample G1. TEM 

dark field images of the ball-milled sample, GBM, after the “nano”-salt has been washed away, 

show that the low-energy ball-milling has not significantly altered size and morphology of the 

goethite nanoparticles (Fig. 2(d)). Thus XRD and TEM data show that the volume weighted particle 

size is around 5.7 nm. Assuming spherical particle shape, this corresponds to a particle volume 

close to 100 nm
3
. 

 

3.2. Magnetization measurements 

3.2.1. ZFC/FC measurements 

Figure 3 shows the ZFC/FC measurements for GBM. In the low applied field of  μ0H= 2.0 mT the 

magnetization curves in the temperature range from about 30 K to 300 K look as expected for 

nanoparticles undergoing superparamagnetic relaxation. The peak temperature in the ZFC curve is 

TP = 130 K. This value depends on the distribution of superparamagnetic blocking temperatures in 

the sample, and in turn on the particle size distribution as well as the degree of inter-particle 

interactions [15]. Above a temperature of around 250 K the ZFC and FC curves coincide, indicating 

that all particles have reached their blocking temperature. An interesting feature in the 

measurements is the sharp increase of the magnetization below 30 K in both the ZFC and the FC 

measurements. The magnetization in the FC measurement increases by              per kg 

goethite from 30 K to 4.2 K. The increase in the ZFC magnetization has nearly the same magnitude 

(3.010
-3 

Am
2
/kg). A similar anomalous temperature dependence of the low-temperature 

magnetization has been observed in several studies of ferrite nanoparticles [30] and may be 
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explained by freezing of spins in canted spin structures [30].  For the measurements in a strong 

applied field of μ0H = 4.8 T there is no peak in the ZFC curve and the ZFC and FC curves nearly 

coincide in the whole temperature range. There is an increase in the magnetization below 30 K 

qualitatively similar to the observations in the 2.0 mT measurements of around            both in 

the ZFC and FC curves. 

 

3.2.2. AC magnetization measurements 

The in-phase AC susceptibility (’) data for GBM are shown in Fig. 4.  From the dependence of the 

peak positions as a function of frequency it was attempted to determine τ0 and KV by plotting ln(ω) 

vs. the reciprocal peak temperature (ω is the angular frequency) and fitting a straight line. This 

method has been demonstrated, for example, in [31]. However the fit resulted in an unreasonable 

value of    (on the order of 10
-26 

s), indicating that the temperature dependence of the relaxation 

time is not in accordance with Eq. (6), presumably because of inter-particle and/or inter-grain 

interactions. The increase in magnetization at low temperatures seen in the ZFC/FC measurements 

is also seen in the in-phase AC-susceptibility and is largely independent on the frequency of the 

driving field. A similar increase in the AC magnetization of goethite nanoparticles at low 

temperatures has recently been observed by Pankhurst et al. [26]. We also measured the out-of-

phase signal (χ
’’
), but the signal was very weak. There was no increase in χ

’’ 
at low temperatures. 

 

3.2.3. Hysteresis measurements 

Hysteresis loops in fields up to μ0H = 5 T were measured for the GBM sample at 4.2 K and 300 K. 

The 300 K hysteresis loop is shown in Figure 5. At 300 K there is no hysteresis within the 

experimental uncertainty (i.e. the remanence is less than about 0.003 Am
2
/kg and the coercive field 

is less than a few mT). The hysteresis loop at 4.2 K is shown in the lower insert in Figure 5. There 

is only a very weak hysteresis, with a remanence of approximately 0.015 Am
2
/kg and a coercive 

field of about 5 mT. For the 300 K data the branches of the hysteresis loop were well approximated 

by a straight line at fields higher than about 2 T. A straight line was fitted to the points at higher 

fields and subtracted from the hysteresis curve in order to see the response of the uncompensated 

magnetic moment as demonstrated in Refs. 26 and 32. This is shown in the upper insert in Figure 5, 

where the step in the magnetization corresponds to a saturation specific magnetization of s = 0.044 

Am
2 

kg
-1

 of goethite in the sample. The magnetization saturates in an applied field of approximately 
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0.2 T. For the 4.2 K hysteresis measurement (lower insert in Fig. 5) the points at higher fields could 

not be fitted well with a straight line, indicating that there is some unsaturated moment. This may be 

related to the rise in magnetization at low temperatures seen in the ZFC/FC curves.  

 

3.3. Neutron scattering 

Inelastic neutron scattering data for G1 and GBM at 10-300 K are shown in Fig. 6 as intensity maps 

of the neutron momentum transfer, q, vs. the neutron energy transfer, ε. Around q-values of 1.258 

Å
-1

 and 1.502 Å
-1

, corresponding to the (002) and (101) diffraction peaks, inelastic signals are 

clearly seen up to a few meV at temperatures of 87-300 K.  The magnetic and the chemical unit 

cells have the same size [3], and hence there are both structural and magnetic contributions to (002) 

and (101) diffraction peaks. The inelastic signal is, however, most likely of magnetic origin because 

there is an energy gap between the elastic line and the excitation at temperatures up to about 200 K 

which then collapses into the elastic line at a temperature of about 300 K. If the signal was 

originating from lattice dynamics, i.e. phonons, it might also be gapped because of the finite particle 

size, but the gap would then be expected to remain at temperatures up to the melting point of the 

sample. The broadening around ε =0 is expected to be due to superparamagnetic relaxation and the 

strong satellite peak around an energy transfer of 1.0-1.5 meV a signature of excitations of the 

uniform mode (q=0 spin waves) as seen in previous studies of antiferromagnetic (e.g., hematite) 

nanoparticles [16, 24]. Although the signals from the two magnetic q-values partially overlap, we 

perform a separate treatment of the intense q=1.258 Å
-1 

signal and assume that all inelastic signal 

has a magnetic origin.   

 

 

Figure 7 shows the energy transfer at q=1.258 Å
-1

 at 100-300 K for samples G1 and GBM. The data 

for GBM have a low signal to noise ratio because the sample was diluted with NaCl. If all particles 

were identical and non-interacting, the energy dependence of the magnetic signal would consist of 

one quasi-elastic peak centered at ε=0 and two side peaks at energy ±   . The quasi-elastic peak 

would have a width and shape determined by the instrumental resolution and the superparamagnetic 

relaxation time, while the side peaks have an intrinsic broadening due to its damped harmonic 

oscillator (dho) nature [24]. However, in practice there will be additional broadening due to a 

distribution of uncompensated spins [33] and interparticle interactions [16] leading to a distribution 

of excitation energies.   In the data for samples G1 and GBM the side peaks are asymmetrically 

broadened and can be described as relatively sharp peaks at ±   and broader peaks extending to 

higher energies. We suggest that a fraction of the particles have only weak interactions, giving rise 
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to the clear satellite peak at 0 . The broader peaks at higher energies can be attributed to particles 

with stronger interparticle interactions and/or to magnetic fluctuations in interacting grains, because 

magnetic interactions result in an increase of the excitation energies [16]. The data are therefore 

fitted with one Voigtian profile to take account of the (quasi-)-elastic line plus two dho modes to fit 

the main peak at 0 and the scattering at higher energies, respectively. The fits are shown together 

with the data in Fig. 7. Even though the assumption of only two dho modes to fit the inelastic signal 

is quite simple, the fit reproduces the observed features reasonably well, including the clear 

asymmetry with tails extending towards higher energy values. We have used this method 

consistently in our data analysis for all data from the G1 and GBM samples, except that the inelastic 

signal is too small in the 10 K data to extract any reliable information. Figure 8 shows the 

temperature dependence of 0, i.e. the energy positions of the sharp peaks, which we attribute to 

uniform magnetic excitations of non-interacting particles. We found that for sample G1    decreases 

from around 1.38 meV at 100 K to 1.06  meV at 250 K. Correspondingly, for the GBM sample 

   decreases from about 1.48 meV at 100 K to 1.03 (3) meV at 250 K. The solid lines in Figure 8 

are fits of the data at temperatures below 300 K to the theoretical model developed by Würger [34] 

in which the temperature dependence of the excitation energy is given by 

              
   

  
                          (7) 

The model represents the data well and yields the parameters                   and KV/kB   

467 K for G1, and                   and KV/kB    417 K for GBM. With a particle volume 

of 100 nm
3
 this corresponds to a magnetic anisotropy constant of                for both 

samples. (In the calculations we have neglected the possible temperature dependence of K).  The 

distinct 0-peak has almost disappeared at 300 K (sample G1, Fig. 7), indicating that there is a 

transition from coherent precession of the sublattice magnetization around an easy axis to 

incoherent motion, as expected when the thermal energy becomes comparable to the energy barrier 

[34]. 

 

For an isolated nanoparticle of a simple uniaxial antiferromagnetic material, the position of the 

satellite peak is given by [16, 35] 

 

          
            

  
   

 
 

   

 
              

   

 
  ,                                      (8) 
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where BA = K/M0  is the anisotropy field, K is the magnetic anisotropy constant, M0  is the sublattice 

magnetization and     is the exchange field. In goethite     390 T and M0 = 5.2510
5
 JT

-1
m

-3
 

[36].   is a measure of the uncompensated magnetic moment and is defined as M/M0  where MV 

is the difference between the magnetic moments of the two sublattices. For an antiferromagnetic 

nanoparticle with N magnetic ions the uncompensated magnetic moment is expected to be on the 

order of      if the interior of the particle is free of defects, but surface sites are randomly occupied 

[15, 37, 38]. Using the saturation magnetization estimated from the magnetization measurements 

shown in Fig. 5 we find that  is about         . The neutron data show that         meV at 

very low temperatures.  Inserting          meV and  =          in Eq. (7) we find       

    Jm
-3

. This is same order of magnitude as the values estimated in earlier studies (K = 610
4
 Jm

-3
 

[26], K  310
5
 Jm

-3
 [39, 40] and K > 610

4
 Jm

-3
 [41]). The particles in GBM are much smaller 

than those used for earlier estimates of the magnetic anisotropy constant, and therefore the surface 

contribution to the magnetic anisotropy is expected to be larger [15, 42].  

 

3.4. Mössbauer spectroscopy 

Mössbauer spectra of the samples G1 and GBM, obtained at the indicated temperatures, are shown 

in Fig. 9 (a) and 9 (b), respectively. At the lowest temperatures the spectra are magnetically split 

with a magnetic hyperfine field is 49.5 T, an isomer shift of  0.49 mms
-1

 and a quadrupole shift of – 

0.13 mms
-1

, which is in accordance with previous Mössbauer studies of goethite particles [4, 39]. 

There is no indication of impurity phases. Thus the ball-milling of GBM has not affected the 

chemical state of iron. At higher temperatures, the spectra of G1 and GBM show an asymmetric line 

broadening, indicating that the magnetic properties are influenced by magnetic fluctuations in 

interacting grains, as typically seen in goethite. However, already at temperatures of ~220 K and 

~170 K the spectra of G1 and GBM collapse to doublets suggesting that the particles exhibit fast 

superparamagnetic relaxation. It has previously been suggested [12] that such a collapse of the 

magnetic splitting in Mössbauer spectra of goethite is not due to the onset of fast superparamagnetic 

relaxation, but a low Néel temperature. We have investigated this possibility by applying a 

magnetic field to G1 of 6 T at 260 K, i.e. above the temperature where the magnetic splitting has 

collapsed to a doublet. If the goethite was paramagnetic at this temperature, the spectrum should 

only show a slight line broadening compared to the zero-field spectrum. However, the spectrum in 
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Fig. 10 shows a substantial line broadening, corresponding to magnetic hyperfine fields up to 

around 40 T. This clearly shows that the collapse of the magnetic splitting is not due to a low Néel 

temperature, but due to fast superparamagnetic relaxation. 

 

The distribution of anisotropy energies and interaction energies in a sample will result in a 

distribution of magnetic hyperfine fields at finite temperatures. In the superferromagnetism model 

[4, 17, 18], the values of the anisotropy energy, KV and the interaction energy parameter   
  are free 

parameters for each quantile, where the quantile, f, is defined as 

 

                                                          
     

 
 .                                                                    (9) 

  
   is defined as the ordering temperature for a sample with zero anisotropy (KV = 0) and is given 

by the expression [4, 5, 17] 

 

                                                   
  

         
  

 

   
 .                                                                 (10) 

It has been found that the temperature dependence of quantiles in the hyperfine field distribution 

          in hematite nanoparticles gave values of the magnetic anisotropy energies, which were in 

accordance with those found for the non-interacting particles [17]. This strongly supports the 

validity of the model. The interaction energy,                      depends on temperature, 

because both b(T) and   
     are temperature dependent. As an approximate measure of the 

interaction energy well below Tp we use the value           
 .  

 

In an earlier Mössbauer study of goethite with particle size on the order of 1800 nm
3
 the anisotropy 

energy KV/kB was found to increase from around 400 K for the 40% quantile to around 1400 K for 

the 80% quantile [5]. The interaction energy Eint/kB was on the order of 800 K for all quantiles in 

the same range. Thus, the interaction energy and the anisotropy energy were on the same order of 

magnitude in this sample. For a particle with volume of 1800 nm
3
 and a magnetic anisotropy 

constant K ≥ 510
4
 Jm

-3
 and     10

-11 
s the relaxation time at 300 K should be on the order of 0.03 

s or longer, i.e. much longer than the time scale of Mössbauer spectroscopy. Therefore, the line 

shape in the Mössbauer spectra could not be explained by fluctuations of the sublattice 

magnetization in the particle as a whole, but by magnetic fluctuations in small grains within the 

particles.   
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For sample G1, the analysis of hyperfine field distributions was only performed at temperatures 

below 200 K, because the doublet becomes predominant at higher temperatures. The estimated 

values of KV and   
  for sample G1, obtained from the superferromagnetism model, are shown in 

Fig. 11. Presumably, the magnetic hyperfine field distribution is influenced by both inter-grain 

interactions and inter-particle interactions. The total interaction    
  varies between ~400 and 600 K 

for all fractiles shown in Fig. 11, but a quantification of the two interaction energy contributions is 

not feasible by the superferrommagnetism model. The anisotropy energy, KV, varies from around 

200 K to around 1600 K with a value around 500 K for the 50% quantile, and the interaction energy 

was on the order of 450 K. If we assume that the volume V is the average volume of the particles 

(100 nm
3
) we find an anisotropy constant            Jm

-3
 which is close to that estimated by 

other methods.  

 

In sample GBM the magnetic hyperfine splitting has almost completely collapsed at a much lower 

temperature (around 170 K) than in the as-prepared sample, indicating that inter-particle 

interactions have been reduced by the milling. An analysis based on the superferromagnetism model 

was not made for sample GBM because the doublet is predominant at quite low temperatures. 

Instead we plotted the average hyperfine field as a function of temperature, see Fig. 12. In non-

interacting magnetic nanoparticles at low temperatures this temperature dependence is given by [14, 

15] 

                 
   

   
                   

 

A fit of the data to a straight line gave the value           Jm
-3

. However, if inter-particle 

interactions and magnetic fluctuations in grains are not negligible, this value may be overestimated. 

 

4. Discussion.  

 

Magnetic relaxation in non-interacting nanoparticles of most magnetic materials, such as, for 

example, -Fe2O3, -Fe2O3, NiO and -Fe, is usually dominated by “classical” superparamagnetic 

relaxation with a relaxation time given by Eq. (6) [15]. Mössbauer spectra then show a 

superposition of a sextet due to particles with relatively slow relaxation and a doublet due to 

particles with fast relaxation. The area ratio of the two components depends on temperature because 
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of the temperature dependence of the relaxation time. However, Mössbauer spectra of goethite 

nanoparticles commonly show an unusual behavior because the magnetic relaxation is dominated 

by fluctuations of the sublattice magnetization directions in strongly interacting grains within the 

particles, and this results in Mössbauer spectra consisting of sextets with asymmetrically broadened 

lines in a broad range of temperatures without the presence of a doublet [5]. The reason for the 

unusual behavior of goethite nanoparticles is that goethite usually is poorly crystalline and contains 

defects like dislocations and low-angle grain boundaries. The particles can therefore be described as 

consisting of grains that interact due to exchange coupling [5]. The present studies of ultra-small 

goethite particles have clearly shown that particles with dimensions below a critical size and weak 

inter-particle interactions show a magnetic relaxation that is dominated by “classical” 

superparamagnetic relaxation. Our studies also show that inter-particle interactions can be reduced 

by ball-milling together with nanosized NaCl particles. This reduction of the inter-particle 

interactions can be clearly seen from the temperature dependence of the Mössbauer spectra.  

 

Inelastic neutron scattering has earlier revealed that uniform excitations are the predominant spin-

wave excitations in -Fe2O3 [16, 24] and NiO [43] below the superparamagnetic blocking 

temperature. The present neutron study shows that this is also the case for goethite. In the inelastic 

neutron data for both G1 and GBM, a relatively sharp peak at around 1.0 – 1.5 meV was attributed 

to particles with negligible inter-particle interactions, whereas a broader component with higher 

energy was attributed to interacting particles and magnetic fluctuations in interacting grains. This 

can explain why the position of the sharp peak is not much affected by the ball milling. This 

interpretation is in accordance with earlier studies of -Fe2O3 [16] and NiO [43] with varying inter-

particle interactions. We have previously performed inelastic neutron scattering studies of larger 

goethite particles in which the magnetic fluctuations are dominated by fluctuations of the sublattice 

magnetization of interacting grains (unpublished). In these studies no sharp satellite peaks were 

observed. Instead the data showed very broad features, similar to the broad satellite peaks in Fig. 7. 

In inelastic neutron studies of 8 nm hematite particles [16] and disc shaped NiO nanoparticles [43] 

it was also found that inter-particle interactions result in broadening of the satellite peaks a a shift 

towards higher energies . This supports the interpretation of the broad components in the inelastic 

neutron scattering data for G1 and GBM. 
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The magnetic anisotropy of goethite has been the subject of much controversy. In early Mössbauer 

studies it was noticed that the magnetically split spectra had strongly asymmetric lines and the 

magnetic hyperfine splitting in relatively large goethite particles collapsed well below the Néel 

temperature [44, 45]. It was therefore concluded that the magnetic anisotropy constant was much 

smaller than that of -Fe2O3 and was of the order of only 10
3
 Jm

-3
 [45]. Later, Mössbauer studies of 

a single crystal of goethite in large applied magnetic fields indicated a much larger value, K > 610
4
 

Jm
-3

 [41], whereas Mössbauer studies of the line shape of a polycrystalline sample in large applied 

fields indicated a value of 310
5
 Jm

-3
 [39]. Magnetization measurements at 4.2 K revealed a spin 

flop transition at an applied field of 20 T, corresponding to a magnetic anisotropy constant of 

around 610
4
 Jm

-3
 [36]. The present estimates of the magnetic anisotropy constant from inelastic 

neutron scattering data and Mössbauer data are of the order of 10
5
 Jm

-3
. In a recent study of 

hysteresis loops of goethite samples a much smaller value of only 210 Jm
-3

 at 5 K was estimated 

from the values of the coercivity [32]. We believe, however, that magnetization measurements on 

antiferromagnetic nanoparticles may give incorrect values of the anisotropy constants, because the 

magnetization is dominated by contributions from uncompensated magnetic moments, which may 

reverse their spin directions without a reversal of the sublattice magnetization directions of the 

whole particle. 

 

In antiferromagnetic nanoparticles, it has been predicted that the initial susceptibility at low 

temperature and the magnetization should increase with temperature because of thermoinduced 

magnetization [46]. This has been observed in a study of akaganeite (-FeOOH) nanoparticles [47]. 

In goethite nanoparticles, the magnetization at low temperatures is dominated by a large upturn of 

both the ac and dc magnetization with decreasing temperature, as one can see in Figs. 3 and 4. This 

was also observed in an earlier ac magnetization study of goethite particles [26]. We interpret this 

as a result of freezing of the magnetization of uncompensated spins and canted spin structures 

around defects and at the surface of the particles [30].  

 

The ZFC magnetization curve of GBM (Fig. 3) shows a maximum at around 130 K. Such a peak 

may be explained as a result of blocking of superparamagnetic particles. However, the blocking 

temperature estimated from Mössbauer spectroscopy with a time scale on the order of 510
-9 

s is 

around 160 K, and for the ZFC measurement with a time scale of around 100 s one should therefore 

expect a much lower blocking temperature (around 30 K). Therefore, the peak at 130 K cannot be 
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explained by superparamagnetic blocking. Pankhurst et al. [26] found a similar peak in ZFC 

magnetization studies of goethite particles. They suggested that it is related to “cluster ordering” of 

magnetically interacting clusters or particles. Our estimates of the interaction energy from the 

Mössbauer data indicate values on the order of 150 K, i.e. close to the peak temperature in the ZFC 

measurement. This supports the interpretation in terms of “cluster ordering”. 

 

5. Conclusions 

 

The present Mössbauer studies have shown that in ultra-small goethite particles the magnetic 

relaxation is dominated by “classical” superparamagnetic relaxation at temperatures above ~170 K, 

in contrast to larger goethite particles in which the relaxation commonly is dominated by magnetic 

fluctuations in interacting grains. We have estimated the value of the uncompensated magnetic 

moment from magnetization measurements. The temperature dependence of the magnetization 

shows a large anomalous upturn at very low temperatures. This can be explained by freezing of 

canted spin structures at the surface and around defects. Inelastic neutron scattering and Mössbauer 

spectroscopy both show that the value of the magnetic anisotropy constant is close to 10
5
 Jm

-3
. 

Previously, the value of the magnetic anisotropy constant for goethite has been much debated. The 

difficulty in determining K relies partly on difficulties in separating the magnetic anisotropy energy 

from the interaction energy in samples of interacting grains. In the present study of small particles 

with limited inter-grain and inter-particle interactions this problem has been reduced.  The inelastic 

neutron scattering  data show that for small particles not dominated by interaction effects, this 

technique can be very useful in determining K as the measurements single out (with a sharp 

inelastic signal) the excitation energy of the q=0 modes at low temperatures. 
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Figure captions. 

 

Figure 1.  

X-ray diffraction patterns of samples G1 and GBM. The refined model, the background and the 

difference between model and experiment are displayed. The most prominent reflections up to q = 4 

Å
-1

 have been indexed. The impurity peak (sample GBM) is marked by *.  

 

Figure 2 

TEM images. (a) High-resolution image from the rim of a G1 aggregate. (b) Dark-field image from 

a G1 aggregate. (c) Particle sizes measured from a dark-field image of the G1 sample. (d) Dark-

field image of sample GBM, after the “nano”-salt has been washed away.   

 

Figure 3.  

ZFC/FC magnetization curves for the sample GBM obtained in an applied field of (top) 4.8 T and 

(bottom) 2.0 mT. The magnetization is given per kg of goethite in the sample. 

 

Figure 4.  

In-phase AC susceptibility  (χ
’
)  as a function of temperature for the GBM sample. The amplitude of 

the driving field was μ0H = 0.38 mT.  

 

Figure 5.  

Hysteresis loop of the GBM sample at 300 K. The magnetization is given per kg of goethite in the 

sample. The upper insert shows the average of the positive and negative magnetization curves after 

subtraction of a linear function resulting from a fit to the high-field parts of the curves. The step in 

the curve corresponds to a moment of 0.033 Am
2
/kg. The lower insert shows the hysteresis loop of 

the GBM sample at 4.2 K. The units on the inserts are the same as on the main figure. 

 

Figure 6. 

Inelastic neutron scattering data for samples G1 and GBM shown as intensity maps of neutron 

momentum transfer q and neutron energy transfer ε at the indicated temperatures.  
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Figure 7. 

Neutron energy transfer data integrated over a narrow q-range at q=1.258 Å
-1

 of samples G1 and 

GBM at the indicated temperatures. Each data set is fitted with one Voigtian profile (Voigt) and two 

damped harmonic oscillator modes (dho1 and dho2) as described in the text.  

 

Figure 8. The 0-values as a function of temperature obtained from fitting neutron data of samples 

G1 and GBM. 

 

Figure 9. 

Mössbauer spectra of G1 (a) and GBM (b) obtained at the indicated temperatures in zero applied 

field.  

 

Figure 10. 

Mössbauer spectra of G1 obtained at 260 K with and without an applied field of 6 T. 

 

Figure 11.  

Magnetic anisotropy energy (top) and interaction energy (bottom) for sample G1 in units of Kelvin 

as a function of the quantile. 

 

Figure 12. 

Magnetic hyperfine field of sample GBM as a function of temperature.  
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We report that the spin structure of α-Fe2O3 nanoparticles rotates coherently out of the basal (001) plane at
low temperatures when interacting with thin plate-shaped NiO nanoparticles. The observed spin reorientation
(up to ∼70◦) in α-Fe2O3 nanoparticles has, in appearance, similarities to the Morin transition in bulk α-Fe2O3,
but its origin is different—it is caused by exchange coupling between aggregated nanoparticles of α-Fe2O3 and
NiO with different directions of easy axes of magnetization.
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I. INTRODUCTION

Magnetic coupling between different materials in direct
contact is a subject of considerable interest. Exchange coupling
between a ferro- or ferrimagnetic material and an antifer-
romagnetic material in, for example, thin film structures
can lead to exchange bias,1–4 which is a key ingredient in
read heads in computers. The spin structure at the interface
has attracted much attention, and numerous experimental
studies and theoretical models for exchange bias have been
published.2–4 In most of this work, the sublattice magneti-
zations of the antiferromagnetic material and the ferro- or
ferrimagnetic material are assumed parallel at the interface,
but in some experimental studies, it was surprisingly found
that the sublattice magnetizations of the interacting materials
may be perpendicular. The latter can be explained by a spin
flop induced by the exchange field as proposed by Koon,5 but
anisotropic exchange interaction6 and spin frustration at the
interface may also play an important role.

In samples of antiferromagnetic nanoparticles in close
proximity, magnetic interactions can also have a significant
influence on the magnetic properties.7 Antiferromagnetic
particles have small magnetic dipole moments and therefore
dipole interactions are negligible; yet, Mössbauer studies of
antiferromagnetic nanoparticles of hematite (α-Fe2O3),8–11

NiO,12–14 and ferrihydrite15 have shown that interparticle
interactions between particles, prepared by drying aqueous
suspensions, can result in a substantial suppression of the
superparamagnetic relaxation. This has been explained by
exchange interactions between surface atoms of neighboring
particles.8–11,16–18

The exchange interaction between two neighboring parti-
cles p and q may be written

Eex = −
∑
i,j

Jij
�Sp

i · �Sq

j , (1)

where �Sp

i and �Sq

j are surface spins of the particles p and
q, respectively, and Jij is the exchange coupling constant.
For simplicity, we consider only one sublattice of particle p

interacting with one sublattice of the particle q. Equation (1)
can then be written11

Eex = −Jeff �Mp · �Mq = −Jeff Mp Mq cos β, (2)

where �Mp and �Mq are the sublattice magnetization vectors of
the particles p and q, respectively,Jeff is the effective exchange
coupling constant, and β is the angle between �Mp and �Mq .

The observation of strong exchange interactions in dried
nanoparticle samples suggests that the drying actually
brings the particles closely together and that the exact
particle arrangement may include some kind of preferred
orientation.8–15,17 Oriented attachment has also been found
in transmission electron microscopy studies of larger α-Fe2O3

particles with different morphologies.19

In this work, we have studied the influence of interactions
between nanoparticles of NiO and α-Fe2O3 on the magnetic
structure of α-Fe2O3. Our findings suggest that the interactions
can lead to a spin reorientation in α-Fe2O3 nanoparticles out of
the interface plane. We compare the studies of α-Fe2O3/NiO
with studies of α-Fe2O3/CoO.

The crystal structure of α-Fe2O3 can be described in terms
of alternating iron and oxygen layers stacked along the [001]
axis of the hexagonal unit cell (see, e.g., Morrish20). The Fe
layers order antiferromagnetically below the Néel temperature,
TN ≈ 955 K, such that the magnetization directions of
neighboring Fe layers become antiparallel. The sublattice
magnetization directions of α-Fe2O3 are confined to lie within
the (001) plane above the Morin transition temperature, TM,
which in bulk α-Fe2O3 is 263 K. Between TN and TM, the two
sublattices form a small canting angle of about 0.1◦ away from
perfect antiferromagnetic alignment. Below TM, the sublattice
magnetization directions are rotated by 90◦ out of the (001)
plane such that they become parallel to the [001] direction

214435-11098-0121/2011/84(21)/214435(10) ©2011 American Physical Society
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with no canting. The Morin transition temperature decreases
with decreasing particle size, and in α-Fe2O3 particles with
diameters less than approximately 20 nm, there is no Morin
transition above the temperature of liquid helium.20,21

NiO and CoO are face-centered cubic (fcc) antiferro-
magnetic materials with Néel temperatures of 523 K and
293 K, respectively. Within the (111) planes, the cations
are ferromagnetically coupled, and adjacent (111) planes are
antiferromagnetically coupled. In NiO, the common direction
of the sublattice magnetization is within the (111) plane,
whereas for CoO, it is a direction close to the [1̄1̄7] axis.22

However, for nanoparticles, the magnetic structure can be
different from that of the bulk materials.23

Mössbauer studies of composites of nanoparticles of α-
Fe2O3 mixed with NiO or CoO have shown some interesting
results.18,24 Mixing with NiO resulted in faster superparamag-
netic relaxation of the α-Fe2O3 particles at finite temperatures,
whereas mixing with CoO had the opposite effect. Well below
the blocking temperature of α-Fe2O3 particles, a significant
reorientation of the spin system of α-Fe2O3 was found in
the α-Fe2O3/NiO sample, whereas no spin reorientation was
found in the α-Fe2O3/CoO sample. It has also been shown
that interactions between α-Fe2O3 nanoparticles with differ-
ent crystallographic orientations, obtained by freeze-drying
particle suspensions, can result in reorientation of the spin
structure, such that the sublattice magnetization forms finite
angles with the easy axes defined by the magnetic anisotropy.17

In this paper, we present the results of a detailed investigation
of the spin reorientation in α-Fe2O3/NiO nanocomposites by
combined use of Mössbauer spectroscopy, neutron scattering,
and transmission electron microscopy (TEM).

II. EXPERIMENTAL DETAILS

Nanoparticles of α-Fe2O3 (approximately spherical, ∼8 nm
in diameter) were synthesized by means of a gel-sol method.25

NiO particles (plate-shaped, ∼15 nm in diameter and ∼2 nm
thick) were prepared by annealing Ni(OH)2 in air for 3 h,18 and
CoO particles (approximately spherical, 20 nm in diameter)
were prepared by annealing Co-acetate in argon for 4 h.18 All
samples were characterized by x-ray diffraction and TEM. The
α-Fe2O3 particles are from the same batch as those studied in
Refs. 9 and 18, and the NiO particles are similar to those
studied in Refs. 14 and 18.

A sample of pure 8-nm α-Fe2O3 nanoparticles with limited
interparticle interaction was prepared as a ferrofluid, in which
the particles in suspension were coated with oleic acid after
intense ultrasonic treatment. A sample of interacting 8-nm
α-Fe2O3 particles was prepared by freeze-drying a suspension
of noncoated particles from the same batch.

Composites of α-Fe2O3/NiO and α-Fe2O3/CoO nanoparti-
cles were prepared as reported in Ref. 18 by suspending 50 mg
of each of these powders into 100 ml of distilled water. Within
this, the particles were exposed to intense ultrasound for 15
minutes by use of an ultrasonic horn, with the aim to break
apart agglomerates of particles and obtain a homogeneous
mixture of the particles. The particles were then allowed to
settle and dry at room temperature in an open petri dish.
This procedure was repeated several times to obtain sufficient
material for neutron diffraction experiments.
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FIG. 1. (Color online) Rietveld refined x-ray diffraction data
of (a) 8-nm α-Fe2O3 particles, (b) NiO nanoparticles, and (c)
α-Fe2O3/NiO nanoparticle composite. The refinement of α-Fe2O3

is shown in blue/medium gray, that of NiO in red/dark gray, and the
total refinement (c) in black.

Figure 1 shows Rietveld refined x-ray diffraction data (Cu
Kα, λ = 1.54 Å) of (a) freeze-dried α-Fe2O3 nanoparticles,
(b) NiO nanoparticles, and (c) α-Fe2O3/NiO nanoparticle
composite. The refinement shows that the α-Fe2O3 and NiO
samples are pure phases and that the particle sizes remain the
same in the composite sample [Fig. 1(c)] as in the pure samples
[Fig. 1(a) and 1(b), respectively].

The samples were studied by 57Fe Mössbauer spectroscopy
using constant acceleration spectrometers with sources of
57Co in Rh. The spectrometers were calibrated using a
12.5 μm foil of α-Fe. Spectra were obtained at temperatures
of 20–300 K using a closed-cycle helium refrigerator from
APD Cryogenics. Cold neutron powder diffraction data were
obtained at temperatures between 20 K and 300 K, using a
wavelength of 4.20 Å, at the DMC diffractometer at the Swiss
Spallation Neutron Source, SINQ, Paul Scherrer Institute. For
all Mössbauer spectroscopy and neutron diffraction studies
presented here, the samples were cooled to low temperatures
(20 K) and then measured at increasing temperatures (35 K,
50 K, etc). However, we found no thermal hysteresis on the
spin orientation by comparison of Mössbauer measurements
of the α-Fe2O3/NiO sample obtained at same temperatures
after cooling from 295 K and after heating from 20 K.
TEM imaging was performed using JEOL 3000F and FEI
Technai field-emission gun TEMs (300 keV) equipped with
Gatan Imaging Filters. Elemental mapping was acquired using
a three-window background-subtracted method with Gatan
imaging filter.
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III. RESULTS

A. Mössbauer spectroscopy

For studies of spin reorientation relative to the [001] axis
in α-Fe2O3 nanoparticles, Mössbauer spectroscopy is a very
useful technique. The electric field gradient in α-Fe2O3 is
parallel to the [001] axis and the quadrupole shift, ε, is given
by

ε=ε0(3 cos2θ − 1)/2, (3)

where ε0 = 0.20 mm/s, and θ is the angle between the magnetic
hyperfine field (antiparallel to the magnetic moment of the ion)
and the [001] axis. Thus, the quadrupole shift changes from
ε = −0.10 mm/s above the Morin transition temperature,
where θ = 90◦ to ε = +0.20 mm/s below TM, where θ = 0◦.

Figure 2(a) shows Mössbauer spectra of the frozen fer-
rofluid of coated 8 nm α-Fe2O3 nanoparticles with little
interparticle interaction. In agreement with previous studies
of ∼8 nm α-Fe2O3 nanoparticles, where the interparticle
interaction was negligible due to coating with oleic acid18 or
phosphate,11 the spectra in Fig. 2(a) show a typical superpara-
magnetic behavior (i.e., a gradual transition from a sextet to a
doublet in the temperature range 20–80 K, such that the relative
area of the doublet gradually increases with increasing tem-
perature). The superparamagnetic blocking temperature, TB,
defined as the temperature at which the sextet and the doublet
have identical spectral areas, is around 70 K. At low temper-
atures, the sextet spectra show, as expected for nanoparticles
with no Morin transition, a quadrupole shift, ε, of −0.10 mm/s.
At T � 180 K, all the particles are superparamagnetic.

Figure 2(b) shows spectra of the freeze-dried sample of
uncoated α-Fe2O3 particles. These spectra are magnetically
split at 80 K and even at room temperature, but the absorption
lines are substantially broadened and asymmetric above 80 K.
This behavior is typical for samples of strongly interacting
nanoparticles.8–11,18 The temperature dependence of such
spectra can be described by a mean field model for interacting
nanoparticles.8,23,26,27 The data in Fig. 2(b) also show that
there is no Morin transition in these nanoparticles. We fitted
the spectra obtained at temperatures �50 K with a sextet
[see the spectrum at 20 K in Fig. 2(b)] and found that the
quadrupole shift, ε, of the interacting α-Fe2O3 nanoparticles
is −0.085 mm/s. This is close to the value of −0.10 mm/s
found both in bulk above TM and in noninteracting α-Fe2O3

nanoparticles [Fig. 2(b)]. The uncertainty of ε is typically
around 0.003 mm/s for sextet spectra with well-defined lines,
as in those obtained at 25 and 20 K in Figs. 2(a) and 2(b),
respectively.17 The small difference in ε of ∼0.015 mm/s
between the ferrofluid and the dried sample has been explained
by a rotation of the spin structure by an angle of ∼15◦ (θ = 75◦)
that is induced by interparticle interactions in dried samples,
where the easy axis of magnetizations of neighboring particles
or chains of particles are nonparallel.17

Figure 2(c) shows Mössbauer data of α-Fe2O3 in the
α-Fe2O3/NiO nanocomposite. In contrast to Figs. 2(a) and
2(b), the low-temperature spectrum (20 K) shows a positive
quadrupole shift (the distance between lines 5 and 6 is larger
than the distance between lines 1 and 2). At low temperatures
(20–50 K), and more pronounced at intermediate temperatures
(80–120 K), the spectra are asymmetric (e.g., lines 2 and 6 are

-12

(a) (b) (c)

-8 -4 0 4 8 12 -12 -8 -4 0 4 8 12 -12 -8 -4 0 4 8 12

FIG. 2. (Color online) Mössbauer spectra of 8-nm α-Fe2O3 nanoparticles obtained at the indicated temperatures; (a) ferrofluid sample, (b)
powder sample, and (c) mixed with NiO nanoparticles. The magenta/light gray numbers in panel c show how the lines are numbered. The solid
(magenta/light gray and blue/dark gray) lines in panel b, at 80 K, and in panel c, at 20 K and 80 K, represent fits to the data by two sextets
(sextets 1 and 2); the green/gray solid line is the sum of the fit components. The data in panel a at 25 K are fitted with one sextet and a doublet
(orange/light gray), due to particles with fast superparamagnetic relaxation. The data in panel b obtained at 20 K are fitted with one sextet. The
fit results for all the sextet components in panels a–c are summarized in Table I.
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TABLE I. Mössbauer parameters obtained for α-Fe2O3 by fitting
with one or two sextets the low-temperature spectra of the α-Fe2O3

ferrofluid sample (α-Fe2O3 (ff)), the α-Fe2O3 nanoparticle powder
sample (α-Fe2O3 (fd)), and the α-Fe2O3 nanoparticles mixed with
NiO nanoparticles (α-Fe2O3/NiO). The uncertainties of the given
values for the hyperfine field (Bhf), isomer shift (δ), and quadrupole
shift (ε) are ±0.5 T, ±0.02 mm/s, and ±0.02 mm/s, respectively. The
spectra are fitted with the area constraint that the sextet lines have the
relative area distribution of 3:2:1:1:2:3 and that the line intensities
and widths are pairwise equal. The line width (�∗) given in the table
is an average value obtained by fitting the six lines in each sextet with
the same line width.

Sample T (K) Bhf (T) δ (mm/s) ε (mm/s) �∗ (mm/s)

α-Fe2O3 (ff) 25 52.0 0.49 −0.10 0.45
α-Fe2O3 (fd) 20 52.5 0.49 −0.09 0.39
α-Fe2O3 (fd) 80 51.5 0.48 −0.09 0.42

49.3 0.48 −0.08 0.64
α-Fe2O3/NiO 20 53.7 0.49 +0.16 0.36

52.1 0.49 +0.08 0.49
α-Fe2O3/NiO 80 52.3 0.49 +0.15 0.42

49.9 0.49 +0.04 0.75

broader and less intense than lines 5 and 1, respectively). This
shows that Fe3+ ions are present in environments with different
hyperfine interactions. The Mössbauer parameters obtained
from fitting the low-temperature measurements in Fig. 2 are
summarized in Table I.

The simplest but still sufficient fit of the Mössbauer data
of α-Fe2O3/NiO in the range 20–130 K is composed of two
sextets. The fits of the spectra obtained at 20 and 80 K are
shown in Fig. 2(c). Fitting the data with just two sextets is only
possible up to around 130 K; at higher temperatures, the spectra
are too severely influenced by relaxation phenomena (seen as
an increase in line width and from the occurrence of a doublet
in the central part of the spectra at T � 80 K). The quadrupole
shifts, ε, of the two fitted sextets as a function of temperature
are plotted in Fig. 3. At 20 K, one sextet with a relative spectral
area of 65% has ε = +0.16 ± 0.02 mms−1. This corresponds to
a spin direction with θ ≈ 21◦ (i.e., an out-of-plane spin rotation
of ≈69◦) in part of the α-Fe2O3 nanoparticle sample. The other
sextet (with a relative spectral area of 35% at 20 K) has a
quadrupole shift of ε = +0.08 ± 0.02 mm/s, corresponding to
θ ≈ 39◦. At increasing temperature, the quadrupole shifts of
both sextets decrease, and at 130 K, the ε-values are close to
0.00 mm/s for both sextets (Fig. 3). We have considered other
fitting procedures than using two sextets and found that they
produced qualitatively similar results (i.e., untypical ε-values
in the range of around +0.16–0.00 mm/s are still obtained)
or they give less good fits. The spectra cannot be described
solely by a superposition of two sextets for α-Fe2O3 being
truly above and below the Morin transition. The fact that we
get two spin directions, θ , of 21◦ and 39◦ is most likely a
consequence of fitting with two sextets rather than the spin
orientation being preferentially in these two specific directions.
Correspondingly, fitting with three sextets gives three spin
directions ( �=0◦, 90◦). Presumably there is a distribution of
spin orientations around the mean value of θ = 27◦.
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FIG. 3. (Color online) The quadrupole shift of the two sextet
components (sextet 1 (filled circles) and sextet 2 (open squares))
in the Mössbauer spectra of the α-Fe2O3/NiO nanoparticles as a
function of temperature.

The doublet present in the Mössbauer spectra of α-
Fe2O3/NiO at T > 80 K [Fig. 2(c), 250 K] also indicates
that the magnetic relaxation is faster for some of the α-Fe2O3

particles mixed with NiO particles compared with the pure
uncoated α-Fe2O3 sample [Fig. 2(b)], which display only a
sextet at the same temperatures. However, the relaxation is
still considerably slower compared with the ferrofluid sample
[Fig. 2(a)].

B. Neutron diffraction

Neutron powder diffraction is another useful technique to
obtain information about spin rotation in α-Fe2O3 relative to
the [001] axis. In neutron diffraction data, the dominant con-
tribution to the intensity originating from magnetic scattering
is given by the magnetic structure factor, which is proportional
to the component of the magnetic moment �μ perpendicular to
the scattering vector �q. Therefore, for α-Fe2O3 the intensity of
the magnetic (003) reflection has its maximum when the spins
are perpendicular to the [001] axis and almost vanishes when
the spins become parallel to the [001] axis.28 We can write the
variation in intensity I as a function of the angle γ between �μ
and �q as

I (�q,T ) = c(�q,T )μ2 sin2 γ (�q), (4)

where, for �q = [003] in hematite and γ (�q)is the polar
angle between the magnetic moment and the [001] axis (i.e.,
γ (�q = [003]) = θ used in Eq. (3)). Within the prefactor c(�q,T )
is included the square of the magnetic structure and form
factors, which depend on the scatting vector �q, and the
Debye–Waller factor, which depends on �q and T .

Neutron diffraction data for the dried sample of α-Fe2O3

nanoparticles are shown in Fig. 4(a). We have subtracted a
linear background and fitted the data with four Lorentzian
lines. Within uncertainty, no change is observed for the
integrated intensities (the areas) of the reflections in the
studied temperature range of 20–300 K (i.e., no spin rota-
tion is observed). The integrated intensities at all measured
temperatures (20–300 K) of the magnetic (003) and (101)
reflections scaled to that of the structural (104) reflection are
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FIG. 4. (Color online) Neutron powder diffraction data obtained at 20, 80, and 300 K of (a) 8-nm α-Fe2O3 particles and (b) α-Fe2O3/NiO
nanoparticles. The solid lines are fits to data with Lorentzian lines and a background with constant slope.

IF(003) = 0.81 ± 0.02 and IF(101) = 0.60 ± 0.02 (the indices
F denote that these results are from the pure α-Fe2O3 sample).

Neutron diffraction data of the composite α-Fe2O3/NiO
nanoparticle sample are shown in Fig. 4(b). It is apparent
from the changing intensities of the magnetic (003) and
(101) reflections that a large spin rotation occurs in α-
Fe2O3 at low temperatures. We have applied the same fitting
procedure as above but included an extra Lorentzian line to
account for the only NiO reflection within the data range,
the antiferromagnetic ( 1

2
1
2

1
2 ) reflection of NiO observed at

around q = 1.28 Å−1. The integrated intensities IN of the
magnetic (003) and (101) reflections in the α-Fe2O3/NiO
composite scaled to that of the structural (104) reflection
(where the indices N denote that these results are from the
composite α-Fe2O3/NiO sample) are plotted in Fig. 5. This
simple procedure for determining peak intensities is equivalent
to using FullProf in the profile matching mode. It was adopted
because a full structure refinement with FullProf of just one
magnetic NiO peak and four hematite peaks (two nuclear
and two magnetic) would need to be too constrained to be
meaningful. Between ∼180 K and 300 K, the values are close
to those found for the pure α-Fe2O3 sample (indicated by
the arrows in Fig. 5), but at temperatures below ∼150 K, the
(003) reflection decreases significantly in intensity, whereas
the (101) reflection increases. At 20 K we find that the
integrated intensity of the magnetic (003) reflection IN scaled
to the structural (104) reflection, is IN(003) = 0.19 ± 0.02
(Fig. 5). In the previous paragraph we found IF(003) =
0.81 ± 0.02 at 20 K, and we know from Mössbauer spec-
troscopy (Sec. III A) that this corresponds to θF ∼ 75◦.

If we assume that c(�q,T ) and μ in Eq. (4) are the same for
the (003) reflection of both samples at 20 K, we may write
IN(003)/IF(003) = sin2 θN/ sin2 θF and thereby calculate the
angle θN of the spin orientation relative to [001] of α-Fe2O3 in
the composite at 20 K to be ∼28◦. This corresponds well to the
Mössbauer results, in which we found (within the two-sextet
model) that approximately 65% of the spins had an angle of
21◦ and 35% had one of 39◦ at 20 K, giving a mean value
of 27◦. Applying the same analysis to the 80 K Mössbauer
spectroscopy and neutron diffraction data gives mean values
of θN of ∼37◦ and ∼38◦, respectively.

From the broadening of the magnetic (003) and (101)
reflections it is possible to estimate the magnetic correlation
lengths lm perpendicular to the (001) and (101) planes as
lm = 2π/(FWHM − Bi), where Bi is the instrumental line
broadening and FWHM is the Full Width at Half Maximum
of the (003) and (101) reflections obtained from fitting data
with Lorentzian lines. We find that the magnetic correlation
lengths essentially remain unchanged across the spin rotation
temperatures (lm(003) = 15 ± 1 nm and lm(101) = 6 ±
1 nm at 20 K), with values similar to those of the pure
α-Fe2O3 sample (lm(003) = 14 ± 1 nm and lm(101) = 7 ± 1
nm). (In all the neutron diffraction data (Fig. 4), the (003)
reflection is noticeably narrower than the (101) reflection.
This is due to oriented attachment of some of the α-Fe2O3

particles into chains along the [001] direction, combined with
formation of magnetic coherence between attached particles as
described in detail in Ref. 9.) When comparing the magnetic
correlation length to particle size analysis,9 based on XRD
measurements and TEM, we find that the magnetic correlation
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FIG. 5. (Color online) The integrated intensities of the magnetic
reflections [(003), filled circles, and (101), open circles] of α-Fe2O3

nanoparticles mixed with NiO particles as a function of temperature.
The integrated intensities are given relative to that of the structural
(104) reflection. The cyan/medium gray and red/dark gray arrows
to the right indicate the mean integrated intensities (scaled) of the
(003) and (101) reflections, respectively, found for pure α-Fe2O3

nanoparticles at temperatures between 20 and 300 K.

length is similar to the crystalline correlation length (i.e., the
α-Fe2O3 particles are single-domain at all temperatures), both
in the pure α-Fe2O3 sample and the α-Fe2O3/NiO sample.
This excludes the possibility that the α-Fe2O3 particles may
have a multidomain-like magnetic structure, where the spin
orientation in part of a particle is different from that in another
part of the same particle. The absence of domain walls in the
α-Fe2O3 nanoparticles in the α-Fe2O3/NiO composite is in
good agreement with the general perception that nanoparticles
are too small to have domains. Instead, it can be concluded that,
because the particles are single-domain particles at all studied
temperatures, the sublattice magnetizations of individual α-
Fe2O3 particles rotate coherently out of the (001) plane.

IV. DISCUSSION

The Mössbauer and neutron diffraction data for the α-
Fe2O3/NiO sample lead us to the following picture of the
spin structure of the α-Fe2O3 nanoparticles in the composite.
At low temperatures (T = 20 K), the sublattice magnetization
directions of the individual particles are rotated coherently
out of the (001) plane. The magnetization attains an average
direction close to θ = 27◦ at 20 K. With increasing temperature
(50-180 K) the sublattice magnetization directions approach
the (001) plane. Previously, distinct intermediate states (θ �=
0◦, 90◦) have been proposed to exist in Al-substituted bulk-like
α-Fe2O3 during the Morin transition.29,30 The spin rotation
observed in α-Fe2O3/NiO has similarities with that observed
in systems of interacting α-Fe2O3 nanoparticles17 but it is
much larger. In the following, we discuss exchange interaction
between neighboring particles with different directions of easy
axes as an origin of spin rotation with θ �= 0◦, 90◦.

A. Theoretical model for spin rotation in
interacting nanoparticles

We first consider a simple example with two particles
with uniaxial anisotropy at low temperatures, in which one
sublattice of one particle interacts with one sublattice of the
other particle. A schematic drawing of the two interacting
particles, p and q, with anisotropy constants Kp and Kq and
volumes Vp and Vq , respectively, is shown in Fig. 6. Here,
the easy axes, �ep and �eq of the two particles form an angle
α. Because of the exchange interaction at the interface, the
sublattice magnetization directions �Mp and �Mq are rotated by
the angles θp and θq , respectively. For simplicity, we consider
only one sublattice of particle p interacting with one sublattice
of particle q, and we assume that the exchange interactions
between surface spin of neighboring particles result in an
interaction energy given by Eq. (2). The magnetic energy may
then be written as

E(θp,θq) = KpVp sin2 θp + KqVq sin2 θq

− Jeff MpMq cos(α − θp − θq) (5)

where the first two terms are the anisotropy energies of
particles p and q, and the last term represents the effective
exchange interaction between the two particles. To find energy
minima, Eq. (5) is differentiated with respect to θp and θq , and
we obtain

∂E

∂θp

= 2KpVp sin θp cos θp + Jeff Mp Mq

× sin(α − θp − θq) = 0 (6)

and
∂E

∂θq

= 2KqVq sin θq cos θq + Jeff Mp Mq

× sin(α − θp − θq) = 0, (7)

q

p
pM

qM

pe

qe

FIG. 6. Schematic illustration of two interacting nanoparticles
with easy axes �ep and �eq and sublattice magnetization directions �Mp

and �Mq . α is the angle between the two easy axes, and θp and θqdenote
the angles between the easy axes and the sublattice magnetization of
the two particles.
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FIG. 7. (Color online) The dependence of θr as a function of α,
as given by Eq. (10), for KV/Eint = 0.02, 0.2, 1, and 5.

from which we find

sin 2θq = Kp Vp

Kq Vq

sin 2θp. (8)

Inserting Eq. (8) into Eq. (6), we obtain

KpVp sin 2θp − JeffMp Mq

× sin

[
α − θp − 1

2
arcsin

(
Kp Vp

Kq Vq

sin 2θp

)]
= 0, (9)

which may be solved numerically to obtain values of θp for
given values of the magnetic anisotropy energies, the angle α,
and the interaction energy, Eint = Jeff Mp Mq .

To illustrate the effects of interactions, we consider the
simple case where Kp Vp = Kq Vq ≡ KV , for which one can
find an analytical solution for the rotation angle θp = θq ≡ θr ,

cot 2θr = KV

Eint sin α
+ cot α. (10)

The dependence of θr as a function of α for KV/Eint =
0.02, 0.2, 1, and 5 is shown in Fig. 7. If the easy axes of
the two particles are parallel (α = 0◦), one finds the intuitive
result θr = 0◦, irrespective of the strength of the interaction
energy. However, if the interaction energy is large compared
with the anisotropy energy, and the value of the angle α is large,
the rotation angle θ will be large at low temperatures. In the
above calculations we assumed that KpVp = KqVq , and
therefore the rotation angle is the same in both particles, and
the maximum rotation is 45◦ when α = 90◦. In cases where
KpVp > KqVq , rotation angles up to 90◦ may exist in particle q.

At higher temperatures, the sublattice magnetization di-
rections perform fast fluctuations around the directions cor-
responding to the energy minima.8,26,27 Therefore, Mp and
Mqshould be replaced by the thermal averages 〈Mp〉 and
〈Mq〉 such that the interaction energy is given by Eint =
Jeff〈Mp〉〈Mq〉. With increasing temperature, 〈Mp〉 and 〈Mq〉
decrease, leading to an increase of cot 2θr , i.e. a decrease of
the spin rotation angle.

B. The α-Fe2O3/NiO composite

The assumption of simple uniaxial anisotropy in the above
calculations is not fulfilled in the α-Fe2O3/NiO system.
Hematite nanoparticles have a large uniaxial anisotropy for
rotations out of the hexagonal (001) plane and a much smaller
anisotropy for rotations within the (001) plane.20,31,32 The

anisotropy of bulk NiO with an fcc structure is also quite
complex,28 with the spins confined in the (111) plane due
to a large out-of-plane anisotropy, and the easy direction
is in the [112̄] direction within the (111) plane,22 but the
anisotropy in nanoparticles may be different from that of bulk
NiO. Moreover, in the model described in Sec. IV A, only
interactions between two particles are considered, but in a
sample of interacting nanoparticles it is most likely that each
particle interacts with more than one neighboring particle.
However, the simple model can be used to obtain a qualitative
understanding of the influence of interactions on the spin
structure in systems of nanoparticles.

According to the model, the relative size of the anisotropy
energies of the interacting particles and the interaction energy
are important parameters. In α-Fe2O3 nanoparticles, the out-of
plane anisotropy constant is on the order of 104–105 Jm−3.21

In 8-nm hematite particles, this corresponds to an anisotropy
energy on the order of 200–2000 K. Using the bulk value
for the out-of-plane anisotropy constant of NiO (K1

∼= 4.3
× 105 Jm−3),33 one finds that for the NiO nanoparticles,
the anisotropy energy K1V1 is around 9000 K.13 Mössbauer
studies of samples of strongly interacting pure α-Fe2O3 and
pure NiO particles yielded interaction energies JeffMpMq

for ensembles of particles on the order of 600 K17 and
360 K,13 respectively. Similarly, studies of the α-Fe2O3/NiO
composite18 indicate interaction energies on the same order of
magnitude.

Based on the model discussed in Sec. IV A, the large
rotation angles at low temperatures indicate that the easy axes
of the NiO nanoparticles form large angles, α, with the easy
axis within the (001) plane of the majority of the α-Fe2O3

nanoparticles and may be close to being perpendicular to
this. The apparent absence of small rotation angles at low
temperatures suggests that the easy axes of neighboring α-
Fe2O3 and NiO particles are not completely randomly oriented
relative to each other. Assuming that the angle α between
the easy axes of neighboring particles has a preferred value
might seem too simplistic, considering the random orientation
of the easy axes one might expect for particles in a powder.
However, oriented attachment between nanoparticles of the
same material has been observed in numerous systems and
is considered to be a mechanism for crystal growth.34,35

Correspondingly, there is nothing fundamental that prevents
epitaxial assembly of particles of different materials to occur
under the right conditions, and therefore it is possible that the
particles in the α-Fe2O3/NiO system might have a tendency to
assemble with a preferred orientation when mixed in water and
subsequently dried. Epitaxial assembly of NiO and α-Fe2O3

can be obtained if the close-packed oxygen structure in the two
materials is continued across their interface, such that the [001]
axis and a [100] axis of α-Fe2O3 are parallel to a [111] axis
and a [112̄] axis of NiO, respectively, as illustrated in Fig. 8.
In this case, the antiferromagnetic modulation vectors along
[001] of α-Fe2O3 and [111] of NiO can be parallel, too, and
hence the antiferromagnetic modulation can continue across
the epitaxial assembly at the particle interface.

Because the relative spatial orientation of the particles is
crucial for understanding the spin reorientation, TEM can
give useful information. TEM has to date been the key
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FIG. 8. (Color online) Schematic illustration of epitaxial attach-
ment of α-Fe2O3 and NiO nanoparticles.

technique to verify oriented attachment.34,35 However, we
found it difficult to obtain micrographs that could resolve
the particle attachment on composite samples. TEM imaging
gives a two-dimensional (2D) projection of the aggregated
crystals; therefore, to obtain useful images, the aggregates
must have a 2D rather than a 3D complexity. In the case of a
composite, it is also somewhat rare to get neighboring particles
aligned such that two sets of lattice planes of each particle are
visible, as needed for fully establishing crystal orientations.
Existence of similar lattice spacings in α-Fe2O3 and NiO
further complicates the image interpretation. However, the
different morphologies of α-Fe2O3 (spherical) and NiO (plate-
shaped) nanoparticles helped image interpretation. A few
examples of aggregated α-Fe2O3 and NiO nanoparticles, from
which the particle orientations can be established, are shown
in Figs. 9(b) and 9(c). The images suggest the existence of
preferred attachment of α-Fe2O3 and NiO nanoparticles.

An energy-filtered TEM image [Fig. 9(a)] of the rim of a
larger aggregate shows that the α-Fe2O3 and NiO nanoparticles
are intimately mixed at a scale of �∼20 nm. In Fig. 9(b),
a high-resolution bright field image of an agglomerate of at
least 14 particles is seen. In the center of this image is a
thick nanoparticle (white dashed outline), which is recognized
as NiO from its (plate) shape, and 2.4-Å lattice fringes,
representing (111) planes, parallel to the plane of the particle.
Next to this particle, is another large nanoparticle (black
dashed outline), which shows a lattice spacing of 1.46 Å
(see enlargement of area in red square). These are presumably
(030) planes of α-Fe2O3. It can be seen from the fast Fourier
transform (FFT) of the red square image that the (111) planes
of NiO are perpendicular to the (030) planes of α-Fe2O3 (i.e.,
it is a possibility that the [111] axis of NiO is parallel to [001]
axis of α-Fe2O3). The nanoparticles (white outlines) in the
lower half of the image are NiO particles seen from other
angles; their plate shapes make ∼70◦ angles with the plate
shape of the large NiO particle in the center. In the upper, right
part of Fig. 9(b), there appear to be two chain-like assemblies
of three α-Fe2O3 particles each. In the upper chain (dashed
black outlines), the [001] axis (dashed arrow) is determined
from a set of two different lattice planes. In the lower α-Fe2O3

chain (black outlines), only one set of lattice planes is seen,
and it is difficult to determine the orientation of the [001] axis,
but if we assume that the [001] axis is preferentially oriented
parallel to the length of the chain (as found in Ref. 9), then the

[001] axis of this chain (indicated by a solid arrow) appears
to be at an angle of 10◦ relative to that of the other chain.
The attachment between the NiO particle in the center and the
α-Fe2O3 particles in the upper right corner does not seem to
have the suggested epitaxial attachment, but the particles may
still find the expected arrangement locally. The (111) planes of
the small NiO plate (thick white outline) are at an angle close
to 90◦ to the [001] axes of the α-Fe2O3 chains. In Fig. 9(c),
an image case very similar to that in the center of Fig. 9(b) is
seen. Figure 9(c) shows a nanoparticle with lattice spacing
of 1.47 Å perpendicular to the 2.4-Å lattice spacing (the
(111) planes) of the small agglomerate of NiO nanoparticles
(white outlines) next to it. Thus, in the TEM images, there are
examples giving the possibility that the particles are attached
such that the [001] axis of α-Fe2O3 is parallel to the [111] axis
of NiO, but variations exists. Despite the complexity of such
studies, further TEM studies are desirable to quantify fully the
attachment of nanoparticles of different materials.

Given that the α-Fe2O3 and NiO nanoparticles have a
tendency to attach with preferred epitaxial orientation, as
described above (Fig. 8), the large rotation of the sublattice
magnetization out of the (001) plane in the α-Fe2O3 nanopar-
ticles suggests that the sublattice magnetization directions of
the neighboring NiO nanoparticles are not in the NiO (111)
plane parallel to the faces of the disc-shaped particles and
may form a large angle with this plane. Neutron powder
diffraction of NiO nanoparticles has recently been applied
to reveal the spin direction relative to the (111) particle
plane.36 Numerous studies of ferromagnetic thin films have
shown that there is commonly a spin reorientation transition
such that the magnetization is perpendicular to the film plane
below a critical film thickness, but within the film plane for
larger film thickness. The perpendicular magnetization in very
thin films can be explained by a strong magnetic anisotropy
perpendicular to the film plane, because surface anisotropy
becomes predominant compared with other contributions
to the magnetic anisotropy.37 The critical film thickness is
temperature dependent and can be on the order of three to 10
monolayers. A similar spin reorientation transition can also be
found in antiferromagnetic thin films,38 and thus it is possible
that plate-shaped NiO particles with a thickness of only 2 nm
also have a large surface anisotropy, which may favor the
sublattice magnetization to form a large angle to the surface
plane. The faces of the disc-shaped NiO particles are (111)
planes,13 but in the fcc structure, there are four equivalent
(111) planes, the three others forming angles of 70.5◦ to this.
It is likely that the surface anisotropy will favor sublattice
magnetization directions within or close to one of these (111)
planes.

With the configuration of particle attachment described
above, the spin direction in α-Fe2O3 is at a large angle to the
α-Fe2O3/NiO interface plane, and the spins in α-Fe2O3 tend
to align with the spin direction in NiO. This spin configuration
is different from the perpendicular coupling explained by
Koon,5 in which the sublattice magnetization directions of
the two constituents are perpendicular, but remain parallel to
the interface layer.

The temperature dependence of the quadrupole splitting,
shown in Fig. 3, as well as the temperature dependence of
the areas of the diffraction peaks, shown in Fig. 5, indicates a
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FIG. 9. (Color online) TEM images of α-Fe2O3/NiO nanoparticle composite. (a) Elemental map of aggregate of α-Fe2O3 and NiO particles.
Blue/medium gray and yellow/light gray represent enrichment in iron (α-Fe2O3) and nickel (NiO), respectively. (b, c) TEM images of assemblies
of more than 14 particles and of four particles, respectively. α-Fe2O3 nanoparticles are indicated by black outlines and NiO nanoparticles by
white outlines. The lower panels in panel b show an enlargement of the area with red/dark gray outline and the fast Fourier transform (FFT) of
this. The particle with a blue/medium gray outline in panel b is not identified (lattice plane spacings correspond to both α-Fe2O3 and NiO).

decrease of the rotation angle with increasing temperature.
This can be explained by the decrease of the averaged
sublattice magnetizations 〈Mp〉 and 〈Mq〉 with increasing
temperature, as discussed in Sec. IV A.

C. Comparison with α-Fe2O3/CoO

In composites of α-Fe2O3 and CoO nanoparticles, the
relaxation of the α-Fe2O3 nanoparticles is suppressed much
more than in the α-Fe2O3/NiO samples, indicating a very
strong interparticle interaction.18 At first sight, it may therefore
appear surprising, that the spin rotation is much smaller in
the α-Fe2O3/CoO composite. In fact, the quadrupole shift
of the α-Fe2O3 nanoparticles is identical to the bulk value
above the Morin transition temperature (ε = −0.100 mm/s).
Therefore, it seems that the easy axes of the CoO nanoparticles

are parallel to the (001) plane of the α-Fe2O3 particles.
If a hematite nanoparticle is attached to a CoO particle
with easy axis parallel to the (001) plane of hematite, the
exchange energy can be minimized by rotation of the sublattice
magnetization of hematite within the (001) plane. This would
not result in any change of either the quadrupole shift in the
Mössbauer spectra or of the intensity of the (003) reflection
in neutron powder diffraction. Such a parallel (or antiparallel)
orientation of the sublattice magnetization directions will also
minimize the interparticle exchange coupling energy [Eq. (2)].

V. CONCLUSIONS

By use of Mössbauer spectroscopy, neutron diffraction,
and transmission electron microscopy, we have investigated
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the spin orientation in α-Fe2O3 nanoparticles mixed with
nanoparticles of other antiferromagnetic materials. It is shown
that when α-Fe2O3 nanoparticles are wet-mixed with NiO
nanoparticles and subsequently dried, a spin reorientation
transition somewhat similar to the Morin transition can be
induced in the α-Fe2O3 particles. However, in contrast to bulk,
where the Morin transition is caused by intrinsic anisotropy in
α-Fe2O3, the spin reorientation in the α-Fe2O3 nanoparticles
is caused by exchange coupling to the NiO particles with
a different direction of easy axis. The spin rotation angle
decreases with increasing temperature. This can be explained
by a decrease in the average sublattice magnetization. The
results presented above on α-Fe2O3/NiO, and compared with
data on α-Fe2O3 and α-Fe2O3/CoO, suggest that nanoparticles

of different types of materials can be assembled epitaxially and
that this has a strong influence on their magnetic properties and,
in particular, their spin orientation. It is possible that the assem-
bly can be exploited as a way to construct and tailor, on a larger
scale, composites of magnetic materials with new properties.
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Large local anomalies in the Earths magnetic field (for instance observed on large scales in Norway
and Canada) have been attributed to the unusual magnetic properties of the naturally occurring
mineral hemo-ilmenite, consisting of intergrown nano- to micrometer scale exsolution lamellae of
canted antiferromagnetic hematite (α-Fe2O3) and paramagnetic ilmenite (FeTiO3). The origin of
stable natural remanent magnetization (NRM) in this system has been proposed to be uncom-
pensated magnetic moments in the contact layers between the exsolution lamellae. This lamellar
magnetism hypothesis is tested here by using polarized neutron diffraction to measure the orien-
tation of hematite spins as a function of an applied magnetic field in a natural single crystal of
hemo-ilmenite from South Rogaland, Norway. Polarized neutron diffraction clearly shows that the
ilmenite spins do not contribute to the NRM and that hematite spins account for the full magnetiza-
tion at ambient temperature. Hematite sublattice spins are shown to adopt an average angle of 56◦

with respect to a saturating magnetic field, which is intermediate between the angle of 90◦ predicted
for a pure canted moment and the angle of 0◦ predicted for a pure lamellar moment. The observed
NRM is consistent with the vector sum of both lamellar magnetism and canted antiferromagnetic
contributions. The relative importance of the two contributions varies with the length scale of the
microstructure, with the lamellar contribution increasing when exsolution occurs predominantly at
the nanometer rather than the micrometer scale.

I. INTRODUCTION

The mineral intergrowth hemo-ilmenite, consisting of
an ilmenite host (FeTiO3) with several populations of
hematite (α-Fe2O3) exsolution lamellae, has been stud-
ied extensively because of its importance as a source of
anomalies in the magnetic field of the Earth1,2 and poten-
tially also on Mars3, and because of its unusual magnetic
properties that are not explained by the magnetic proper-
ties of the individual constituent minerals. Natural sam-
ples of hemo-ilmenite have a large and extremely stable
natural remanent magnetization, which is believed to be
related to the fine exsolution structure of the intergrown
hematite and ilmenite phases2,4. Solid solution hematite-
ilmenite [xFeTiO3-(1-x)Fe2O3] with compositions in the
range 0.5 < x < 0.85 are magnetic semiconductors5,6

and a detailed understanding of the complex magnetic
properties of natural samples of nano-structured hemo-
ilmenite could lead to important discoveries that could
be utilized in spin-tronics devices.7–9 Hemo-ilmenite con-
sists of the minerals hematite (α-Fe2O3) which is antifer-
romagnetic (AFM) with a Néel temperature of 955 K 10

and ilmenite (FeTiO3) which is paramagnetic at room
temperature, but is AFM ordered below a Néel Temper-

ature of 58 K. 11

Hematite crystallizes in the R3c (corundum) struc-
ture with the Fe3+ magnetic moments ferromagnetically
aligned within the basal (ab) planes of the hexagonal
structure, while moments on adjacent planes are an-
tiparallel apart from a small canting of approximately
0.065◦. 10 The canting, which is in the basal plane, gives
a small net magnetic moment, and hematite is thus often
referred to as a weak ferromagnet (rather than an anti-
ferromagnet). In pure bulk hematite the spins undergo
the so-called Morin transition at (TM ≈ 264 K 12,13).
The Morin transition is a spin-flop transition, where the
two AFM sublattices change their spin direction from
perpendicular to parallel to the c-axis. However, substi-
tution of even small amounts (≈ 1%) of Ti in hematite
is known to suppress the transition12,13 and it does not
occur in hemo-ilmenite samples. The crystal structure
of ilmenite is R3 and is identical to the hematite struc-
ture, but with alternating layers of Fe2+ and Ti4+ ions
instead of Fe3+. In ilmenite below the Néel temperature
the Fe2+ moments are aligned along the c–axis and an-
tiparallel between adjacent Fe2+ layers (see Fig. 1). The
lattice parameters of hematite and ilmenite are very sim-
ilar (a = b = 5.038 Å and c = 13.772 Å for hematite10,

172



2

FIG. 1. Antiferromagnetic structure of hematite and ilmenite.
Let: Magnetic structure of hematite above the Morin transi-
tion. Right: Magnetic structure of ilmenite. The oxygen
atoms are left out of the drawing, as is the small canting of
the Fe3+ moments.

and a = b = 5.088 Å and c = 14.085 Å for ilmenite14,15)
and the two phases are thus able to grow epitaxially to-
gether. In natural samples of hemo-ilmenite that slowly
cooled around a billion years ago16, the two phases ex-
hibit a complex exsolution structure that has been in-
vestigated with electron microscopy17, revealing multi-
ple generations of epitaxially aligned intergrown lamellae
ranging in thickness from a few nm to several µm in the
direction of the crystallographic c-axis. The lamellae are
flattened in the c-direction and extended in the basal
plane. While the AFM sublattice direction in hematite
above the Morin temperature is usually assumed to be
within the basal plane a significant out-of-plane angle of
about 30◦ has been observed in a natural hemo-ilmenite
sample showing nano-scale exsolution structure.18

Natural samples of hemo-ilmenite show a
large natural remanent magnetization of around
(1.4− 4.2) · 10−3Am2/kg 19 that cannot be explained
by the ferromagnetic contribution from the canted
antiferromagnetic (CAF) hematite. The coercivity of
the samples as well as the demagnetization temperature4

is comparable to that of hematite. The material is
not only strongly magnetic, but the magnetism is also
very stable. Uncompensated spins in contact layers
between hematite lamellae and the ilmenite host, with
magnetization aligned with the geomagnetic field at the
time the sample solidified4,20–22 have been proposed as
an explanation for the strong remanent magnetization.
This hypothesis, which directly links the nanoscale
exsolution structure of the hemo-ilmenite samples to
their unusual magnetic properties is termed lamellar
magnetism and has been backed by Monte Carlo sim-
ulations of the cation ordering during exsolution,4,20

B = 0 B = 2.5 T

Domain 1

Domain 2

Black: AFM sublattice
Green: Net
Blue: Lamellar
Red: Canted

B

FIG. 2. Sketch of the in-plane hematite spin directions and
their response to a magnetic field applied applied in the plane.
The net moment is the vector sum of the CAF moment, which
is almost perpendicular to the AFM sublattice, and the lamel-
lar moment which is parallel to the AFM sublattice. In zero
field the spins are (on average) randomly oriented and the
two ‘domains’ represents two possible configuration. At a
saturating field (2.5 T at room temperature) the net moment
is aligned with the field and the average spin orientation is no
longer random, but makes an an angle with B that depends
on the proportion of canted and lamellar moments.

and measurement of exchange bias have confirmed that
the NRM is associated with magnetic moments at the
lamellar interfaces 23,24.

The response of the magnetic moments to an applied
field can give information about the configuration of the
atomic spins. In particular the response of the hematite
spins to a saturating field applied in the basal plane can
determine whether or not the lamellar magnetism hy-
pothesis is a plausible explanation for the spin structure
in the lamellar system. A sketch of the response of the in-
plane magnetic moment to a magnetic field applied in the
plane is given in Figure 2. Here we use the technique of
polarized neutron diffraction to examine a natural hemo-
ilmenite sample with an exsolution microstructure show-
ing a range of lamellar sizes from coarse to fine. Through
uniaxial polarization analysis we determine the average
hematite spin direction in the basal plane as a function
of applied magnetic fields up to 2.5 T to directly measure
the response of the lamellar moments in order to confirm
the validity of the lamellar magnetism hypothesis.

We find that the hematite magnetic moments saturate
at an average angle of 56◦ to the applied field, which
is consistent with lamellar magnetism as an important
mechanism for the NRM.
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II. EXPERIMENTAL DETAILS

A. Sample characterization

The sample is a rectangular solid piece, approximately
12 × 8 × 8 mm3, with a mass of 1.977 g, cut from a
rock found in a hemo-ilmenite dike at South Rogaland,
Norway. The sample, labeled Pramsknuten 5-1 T was se-
lected from a larger number of similar pieces by electron
backscatter diffraction (EBSD)19. The EBSD investiga-
tions revealed that the sample was a single crystal of
hemo-ilmenite, and established the crystallographic axes
with respect to the faces of the sample. X-ray Fluo-
rescence (XRF) revealed that the sample is (in percent-
ages of end members) 16.18% hematite structure and
83.82% ilmenite structure.19,25 Within the ilmenite part
of the sample a large impurity of MgTiO3 was found
(19.2 percent of end member) as well as small impurities
of MnTiO3, ZnTiO3 and NiTiO3 (less than 1 percent of
end member). In the hematite part of the sample only
small impurities of Al2O3, Cr2O3 and V2O3 were found
(less than 1 percent of end member). Importantly, no
ferromagnetic impurity phases were detected. The NRM
of the sample was measured to 2.613 · 10−3Am2/kg and
to be oriented close to the basal plane (6.1◦ out of plane)
and close to one of the basal plane crystallographic axes
(6.8◦ in-plane angle with nearest hexagonal axis).19 The
saturation magnetization of the sample is 0.43 Am2/kg
and the coercivity approximately 60 mT (estimated from
magnetization measurements on other pieces of the same
rock slab). The saturation magnetism of CAF hematite
is 0.404 Am2/kg 10 and with a mass fraction of 16.88%
hematite (assuming 16.18% pure hematite and 83.82%
pure ilmenite in the sample) this can at most amount to
a magnetization of the sample of 0.0682 Am2/kg. Thus,
only about 16% of the saturation magnetization can be
explained by the weak ferromagnetism of hematite.

B. Neutron scattering experiments

The orientation of the ilmenite and hematite spins was
studied by polarized neutron diffraction at the three-
axis spectrometer IN12 at Institute Laue-Langevin (ILL),
Grenoble, France. We used an initial neutron wavelength
of 4.05 Å, selected by a PG (002) monochromator. The
beam was polarized by a supermirror bender after the
monochromator. The analyzer was a Heusler (111) crys-
tal, selecting one spin state, and oriented to elastic scat-
tering. To improve the q-resolution of the instrument,
we collimated the beam, using the sequence Guide-open-
Heusler-40’-Sample-40’-Heusler-60’-Detector. A vertical
guide field of 2 mT to 3 mT was applied along the beam
path to prevent neutron depolarization. A Mezei-type
spin flipper coil was inserted in the final beam path to
allow for 180◦ rotation of the beam polarization. The
flipping ratio of the setup was measured to R ≈ 40. The
sample was aligned with the a∗ and c∗ axes in the scat-

tering plane and was placed in a cryomagnet, capable of
applying a ±2.5 T vertical field. The sample was ori-
ented by the nuclear ilmenite (003) and hematite (102̄)
reflections.

A preliminary polarized neutron diffraction experiment
was performed at the triple-axis spectrometer TASP at
PSI, Villigen, Switzerland.26 The data from this exper-
iment are in general agreement with the data presented
here,27 but due to the low flipping ratio (R ≈ 4), at the
used wavelength of λ = 4.05 Å, we here present only the
ILL data.

An additional high-field neutron experiment was per-
formed at the RITA-2 triple-axis spectrometer at PSI.28

Here the hematite (101) reflection was studied by unpo-
larized diffraction with the same sample orientation, but
using a stronger cryomagnet, capable of applying a 15 T
field.

The nuclear structure of the sample was studied with
high resolution unpolarized neutron diffraction at the
two-axis spectrometer MORPHEUS at PSI. Here, we
used an incoming wavelength of 4.72 Å and tight col-
limations: Guide-open-PG-20’-Sample-30’-Detector.

III. RESULTS

In the uniaxial polarization analysis experiment per-
formed at IN12 we measured the magnetic (003) hematite
reflection to determine the in-plane spin direction. Before
presenting the results of the polarization analysis exper-
iment we show the results of the experiment on MOR-
PHEUS, which establishes the crystalline quality of the
sample. Figure 3 shows a mapping of the structural (003)
ilmenite peak and magnetic (003) hematite peak, mea-
sured using unpolarized neutrons at the high resolution
experiment at MORPHEUS. The peak ’shoulders’ reveal
that the crystal consists of two crystallites that are ori-
ented at an angle of about 0.6◦ with respect to each other.
For the purpose of the investigations presented here this
mosaicity of 0.6◦ is small enough that we consider the
sample to be a single crystal.

In the polarization analysis experiment at IN12 the ex-
perimental geometry was as sketched in Figure 4. Mag-
netic moments parallel to the incident polarization, Pi,
will only give rise to non spin flip (NSF) scattering, and
the NSF cross-section is29

σNSF = KM2
⊥z, (1)

where K is a constant, and M⊥z is the z-component of
M⊥ parallel to Pi, as defined in Figure 4. M⊥(q) is
the Fourier transform of the magnetic moment density
perpendicular to q, sometimes referred to as the magnetic
interaction vector. Moments perpendicular to Pi will
only give rise to spin flip (SF) scattering, and the SF
cross-section is

σSF = KM2
⊥y, (2)
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FIG. 3. Mapping of the (003) peaks measured at MOR-
PHEUS. 2θ is the scattering angle and ω is the azimuthal ro-
tation angle of the sample. The most intense peak at 2θ ≈ 60◦

is the structural ilmenite reflection and the less intense peak
at 2θ ≈ 62◦ is the magnetic hematite reflection. Both peaks
have a shoulder, indicating that the sample consists of two dis-
tinct crystallites oriented at an angle of approximately 0.6◦

with respect to each other.

q

Pi

M┴

θ

M ,yT

M ,Z
T

y

z

x

Figure 5.3: Experimental geometry. The scattering vector q is along the
x - axis, the incident polarisation Pi is along the z - axis and M⊥ is in the
y-z plane with an angle θ with respect to the z - axis.

The geometry in our experiment is shown in figure 5.3. The scattering vector
q lies in the horizontal plane and is for simplicity placed along the x - axis.
The polarisation direction Pi of the incident beam is along the positive z
- direction, and M⊥ is in the y-z plane describing an angle θ with respect
to the z - axis. This geometry makes it possible to obtain the components
of the spin directions perpendicular to the scattering vector directly from
the NSF and SF intensities. For a purely magnetic peak the NSF and SF
cross-sections are (from eqs. (5.9) and (5.13)):

σNSF = CM2
⊥,z = CM2

⊥cos
2(θ), (5.14)

σSF = CM2
⊥,y = CM2

⊥sin
2(θ), (5.15)

where the constant C is the product of the prefactors in (5.9) and (5.13).
The angle θ can be found from the NSF and SF intensities as:

σSF

σNSF
=

sin2(θ)

cos2(θ)
= tan2(θ). (5.16)

Thus the components of the spin directions in the sample perpendicular to
the scattering vector can be found from the ratio of SF and NSF intensities.

5.3.3 Combined nuclear and magnetic scattering

Sometimes it is not possible to study purely nuclear or purely magnetic scat-
tering and one then has to take the combined scattering into account. In
fact, the combined nuclear-magnetic scattering is the basics of most polari-
sation filters. The total polarisation dependent cross-section is (from section
2.8.5 in [27])

σ = FNF ∗
N +D⊥ ·D∗

⊥ +Pi (D⊥F
∗
N +D∗

⊥FN ) + iPi (D
∗
⊥ ×D⊥) , (5.17)

where D⊥ = D⊥(q) =
γr0
2µB

M⊥(q) is the magnetic interaction vector defined
in a slightly different way than in section 4.2.3. If the incident polarisation is

43

FIG. 4. Geometry in the IN12 experiment. Pi is the incoming
polarization vector, q is the scattering vector and M⊥ is the
magnetic sublattice magnetization perpendicular to q. The
magnetic field is applied in the z-direction (parallel to Pi).
The angle between M⊥ and Pi is called θ.

where K is the same constant as in (1), and M⊥y is the
component of M⊥ perpendicular to Pi. From the ratio
of the SF to the NSF cross-section we can calculate θ –
the angle between Pi and M⊥.

σSF

σNSF
=
M2
⊥ cos2 θ

M2
⊥ sin2 θ

= tan2 θ. (3)

With the external field applied in the z-direction (along
Pi), θ is the in-plane spin angle with respect to the ap-
plied field. To obtain the true value of the spin-angle from
the measurement of the (003) magnetic hematite peak in
the polarization analysis experiment we first have to cor-
rect the data for imperfect polarization of the neutron
beam. Figure 5 shows NSF and SF scans of the (003)
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FIG. 5. NSF and SF measurement of the (003) structural
ilmenite peak and the (003) magnetic hematite peak. This
measurement was in an applied field of 0.25 T and at a tem-
perature of 65 K. This data has not been corrected for im-
perfect polarization as can bee seen from the nonzero SF-
intensity at the position of the structural ilmenite peak.

structural ilmenite and magnetic hematite peaks before
the correction. It can be seen that there is a signal at the
structural peak position even in the SF measurement. A
non-magnetic scattering event cannot change the spin-
state of the neutron and the nonzero SF-intensity on the
structural position is caused by the fact that the polariza-
tion of the beam is not perfect. The data was corrected
for imperfect beam polarization using the following for-
malism:

p =
n↑ − n↓
n↑ + n↓

=
R− 1

R+ 1
, p↑ =

1 + p

2
, p↓ =

1− p
2

, (4)

where p is the beam polarization, n↑ and n↓ are the num-
bers of neutrons with spin up (|↑〉) and down (|↓〉), re-
spectively, and R is the so called flipping-ratio. The prob-
ability of finding a neutron in |↑〉 (|↓〉) is given by p↑ (p↓).
The relationship between the true cross-sections defined
in Equations (1) and (2) and the measured intensities
INSF and ISF is then

(
INSF

ISF

)
=

(
p↑ p↓
p↓ p↑

)(
σNSF

σSF

)
. (5)

The flipping-ratio can be calculated from a measurement
of a structural peak (σSF = 0):

R =
INSF
struct

ISFstruct
(6)

and the true cross-sections can then be calculated by in-
verting equation (5). For a full treatment of data correc-
tions in a polarization analysis experiment see the excel-
lent review by Wildes 30. The flipping ratio was obtained
from measurements of the structural (003) ilmenite peak
for each combination of temperature and applied field.
These R-values were used to obtain the true SF and NSF
cross-sections from all measurements.
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FIG. 6. NSF and SF measurement of the (003) structural
ilmenite peak and the (003) magnetic hematite peak. This
measurement was in an applied field of 0.25 T and at a tem-
perature of 65 K. This data has been corrected for imperfect
polarization with a flipping ratio of R = 43. The ilmenite re-
flection is only present in the NSF signal whereas the hematite
peak is present in both the NSF and the SF signal.
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FIG. 7. Temperature variation of the (10 1̄
2
) magnetic ilmenite

peak, showing the second order phase transition. Both black
and hollow points are peak amplitude measurements, how-
ever, the fit is to the black points only, since the power law
behavior is only valid within approximately this range.

To confirm the AFM to paramagnetic second order
phase transition of ilmenite the (10 1̄

2 ) magnetic ilmenite
peak was measured and the peak amplitude is displayed
as a function of temperature in Figure 7. The data
was fitted to the function: A = A0(TN−T

TN
)2β obtaining

TN = 41.3 K and β = 0.22. The Néel temperature of
41.3 K is smaller than the 58 K usually quoted for il-
menite, which is due to partial substitution of Mg2+ for
Fe2+ within the ilmenite lattice.

The intensities of the (003) peaks were obtained
through a fit of a Gaussian plus a Voigtian profile to
the data (see Fig. 6). The former fits the structural il-
menite peak (bulk material) and the latter fits the mag-
netic hematite peak (Lorentz broadened peak caused by
nano-size effects). Figure 6 shows the data in Figure 5
after correction for imperfect polarization. For each scan
of the (003) peaks the data was corrected in the described
way, using the obtained polarization. Figure 8 shows the
in-plane spin orientation with respect to the applied field
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FIG. 8. Spin orientation as a function of applied field for
different temperatures. The error bars were obtained from
Monte-Carlo simulations based on the errors on the Voigtian
fits.

calculated from Equation (3), which is the main result of
our investigations. At all temperatures θ is close to 45◦

in zero field, which is consistent with a random alignment
of the probed magnetic moments within the basal plane.
When the field is applied θ increases. For the measure-
ments at temperatures of 150 K and higher θ reaches
approximately 56◦ at the maximum field of 2.5 T, while
it only reaches angles of 50-53◦ at lower temperatures.
At 2 K, 65 K and 288 K measurements in negative fields
of increasing magnitude were performed to investigate
the hysteresis of the sample. As can be seen in Figure 8
no significant hysteresis was observed at 288 K and 2 K,
while there is a small, but distinct hysteresis feature in
the 65 K data. In the measurement at 288 K the mate-
rial is more magnetically soft than at lower temperatures
and the magnetization looks to be approaching satura-
tion at approximately 56◦. The change in coercivity may
be related to increased pinning of 60◦ and 120◦ domain
walls in hematite at low temperatures. There is no sig-
nificant change in the spin orientation or the susceptibil-
ity between 65 K and 35 K indicating that the hematite
moments are not strongly coupled to the ilmenite which
orders at 41.3 K.

It is unclear from the data in Figure 8 whether θ has
reached saturation at the applied field of 2.5 T or not.
Therefore the intensity of the (101) magnetic hematite
peak was measured with unpolarized neutrons at RITA-
II in applied fields up to 11 T. The field was applied
in the (003) plane, while observing the (101) peak - the
same geometry as in the IN12 experiment. The inten-
sity of the (101) peak is proportional to the square of
the projection of the magnetic moment perpendicular to
the (101) scattering vector and its response to a mag-
netic field can therefore reveal the saturation field of the
hematite moments. The (101) intensity was measured at
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FIG. 9. Unpolarized nuclear diffraction measurement at 2 K
and 150 K of the (101) peak, for applied fields between 0 T
and 11 T.

2 K and 150 K and thus above and below the Néel tem-
perature of ilmenite. The results are displayed in Fig.
9). In the 150 K data the (101) intensity decreases from
0 T to approximately 2.5 T and then increases to 11 T.
This is consistent with a saturation of the (net) hematite
moments followed by a rotation of the AFM sublattices
away from antiparallel (AFM susceptibility). When the
field is decreased to zero again there is a significant hys-
teresis. The picture is very much the same in the 2 K
data, except that the saturation point is not reached be-
fore approximately 5 T. This confirms that for the data
in Figure 8 the value of θ reaches saturation in the mea-
surements at temperatures above 150 K, whereas it is
unsaturated at lower temperatures.

IV. DISCUSSION

The strong NRM in natural hemo-ilmenite samples
is believed to be caused by uncompensated magnetic
moments in contact layers between exsolution lamellae
(lamellar magnetism). The magnetization would then be
a combination of these lamellar moments and the CAF
moments. In a saturating magnetic field the net moment
is expected to align parallel to the field (see Fig. 2). It is
important to note that the measured angle θ is not the
orientation of the net moment, but the average spin ori-
entation. In a model with CAF moments only the spins

would be expected to align nearly perpendicular to the
applied field (θ = 90◦). At saturation the only devia-
tion from perpendicular will be the insignificant canting
angle. For lamellar moments alone the moments would
align themselves parallel to the applied field (θ = 0◦),
whereas a combined lamellar and CAF moment would
align at an intermediate angle. In either case the spin-
angles are expected to be randomly distributed in zero
field and the measured zero-field value of θ ≈ 45◦ is what
should be expected. The spin angles measured at tem-
peratures above 150 K are believed to be saturated at the
2.5 T field, as confirmed by the high-field measurements
at RITA-II displayed in Figure 9. The saturation value of
the angle is approximately 56 ◦ (Fig. 8). The measured
spin-angle is an average over all of the hematite spins in
the sample and the result is thus consistent with a model
with a combination of CAF moments aligning perpendic-
ular to the field and lamellar moments aligning parallel to
the field. If all the spins were aligned either perpendicular
or parallel to the applied field the 56◦ would correspond
to approximately 62% of the moments being CAF and
38% lamellar moments. The ratio of lamellar to CAF
moments will in general depend on the relative surface
area of the lamellae and it is likely that the lamellar con-
tribution will be larger in samples with more fine scale
lamellae compared to the rather coarse microstructure
in the sample investigated here. While this picture is
certainly too naive the 56◦ angle is evidence that a sig-
nificant proportion of the spins are aligned parallel to
the field, consistent with a model with uncompensated
moments in contact layers between lamellae as impor-
tant for producing the large NRM. We note that our
experiment cannot determine whether the magnetic mo-
ments here termed lamellar moments are uncompensated
magnetic layers exactly as described in the lamellar mag-
netism hypothesis4,20,23,24 or perhaps randomly placed
uncompensated magnetic moments on the interfaces be-
tween the two phases like the uncompensated magnetic
moment known to produce a significant net magnetiza-
tion in antiferromagnetic nanoparticles of e.g. NiO.31,32

The hematite moments respond to the magnetic field in
much the same way above and below the ordering tem-
perature of ilmenite indicating that the lamellar moments
are not coupled to the ilmenite.

V. CONCLUSION

We have reported results from a neutron diffraction ex-
periment with uniaxial polarization analysis performed
on a natural hemo-ilmenite sample with a fine exsolution
structure. Measurements of the (10 1̄

2 ) ilmenite peak con-
firms that the ilmenite undergoes a second order phase
transition from paramagnetic to antiferromagnetic at a
Néel temperature of 41.3 K. Measurements of the (003)
hematite peak show that the hematite spin angle is 45◦

in zero applied field independent of temperature. This
corresponds to a random alignment of the hematite mo-

177



7

ments. When a magnetic field is applied the in-plane
hematite moments rotate away from the field. At tem-
peratures from 150 K to 288 K the moment saturates in
the maximum applied field of 2.5 T, making an angle of
about 56◦ to the field. At lower temperatures the mo-
ment is not saturated in the 2.5 T field. The saturation
angle of 56◦ with respect to the applied field strongly

supports the hypothesis of lamellar magnetism as part of
the explanation for the natural remanent magnetism in
natural hemo-ilmenite. Our data rule out a model with
either lamellar moments or CAF moments as the sole ex-
planation for the NRM and shows that the magnetization
is a sum of contributions of similar size of uncompensated
moments in contact layers and CAF moments.
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h i g h l i g h t s

< High-energy ball-milling of FeTiO3 results in cation disorder.
< The magnetic hyperfine field of 57Fe is strongly affected by the ball-milling.
< The Néel temperature of FeTiO3 is not significantly affected by cation disorder.
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a b s t r a c t

We have investigated the evolution of crystal structure, cation disorder and magnetic properties of
ilmenite (FeTiO3) after increasing time of high-energy ball-milling in an inert atmosphere. Refinement of
X-ray diffraction data show that the hexagonal crystal structure of ilmenite is maintained after high-
energy ball-milling of up to 128 h, but neutron diffraction studies reveal significant cation redistribu-
tion of Fe2þ and Ti4þ ions in the ball-milled samples. Mössbauer spectroscopy studies show that the
magnetic hyperfine field of Fe2þ, which is around 5 T before ball-milling, increases, and after milling
times longer than 4 h a broad distribution of hyperfine fields with values up to around 40 T for Fe2þ is
seen. This can be explained by the cation disorder induced by the ball-milling which affects the orbital
contribution to the magnetic hyperfine field. In contrast to some ball-milled spinel ferrites, the Néel
temperature of ilmenite is not significantly affected by the cation disorder.

� 2012 Elsevier B.V. All rights reserved.

1. Introduction

Ilmenite (FeTiO3) is a common mineral, which is often found in
igneous rocks. When found in larger massives, ilmenite is often
explored for the production of titanium. The crystal structure of
ilmenite is hexagonal and very strongly cation-ordered with Fe2þ

and Ti4þ, respectively, located in the so-called A and B layers, that
alternate along the [001] hexagonal axis. Ilmenite is antiferro-
magnetic with a Néel temperature around 58 K [1e3]. Within the A
layers, the Fe2þ magnetic moments are ferromagnetically coupled,
but Fe2þ in adjacent A layers have opposite magnetization direc-
tions parallel to [001]. The relatively lowNéel temperature is due to
a weak exchange coupling of the Fe2þ layers that are separated by
one titanium layer and two oxygen layers. Mössbauer studies of

ilmenite have revealed that the magnetic hyperfine field at low
temperatures is on the order of only 5 T [4,5].

Although ilmenite is antiferromagnetic with a low Néel
temperature, it plays a surprisingly important role in carrying
remanent magnetizations in rocks [6e10]. Rocks of ilmenite that is
finely exsolved with hematite (a-Fe2O3) show magnetic properties
different from those of simple mixtures of pure FeTiO3 and a-Fe2O3,
e.g., larger coercivity and saturation magnetization [6,9,10]. Owing
to immiscibility of cation-ordered FeTiO3 and a-Fe2O3 below
around 1000 K, very fine exsolution lamellae are formed during
slow cooling. It has been suggested that the unusual magnetic
properties of the naturally formed a-Fe2O3eFeTiO3 nanocomposite
is related to uncompensated magnetic moments at cation-
disordered interfaces between a-Fe2O3 and FeTiO3 [6], but this is
a subject of investigation in many current studies.

Solid-solutions of ilmenite-hematite [xFeTiO3e(1 � x)Fe2O3],
formed by very rapid cooling from w1000 K, have also attracted
much attention because of their interesting magnetic properties,
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especially the ferrimagnetic properties found at room temperature
for compositions of 0.5 � x � 0.8 have been of interest [11e17]. The
ferrimagnetic properties and the increased magnetic ordering
temperature may be explained by the increased amount of
magnetic Fe3þ ions in the B layers and nanometer-sized hematite
clusters within ilmenite that interact to form a cluster-glass [12,17].
Recently, the solid-solution ilmeniteehematite system, with its
ability to be a magnetic semiconductor at room temperature, has
also been found promising for spintronics applications [18e21].

Generally, the magnetic and electronic properties within the
ilmenite-hematite system depend on the cation order/disorder.
Typically, this is determined by sample composition and cooling
history, but it is interesting for understanding and modifying the
magnetic and electronic properties if the cation order/disorder can
be controlled otherwise.

The magnetic properties of spinel ferrites can also be strongly
dependent on cation order/disorder [22e27], and high-energy ball-
milling is known to redistribute cations and thereby create cation
disorder in spinels (and in other materials containing more than
one type of cations) [22e32]. In ZnFe2O4, which is a normal spinel,
the Zn2þ ions are located in the tetrahedral (A) sites in the spinel
lattice, whereas Fe3þ ions are located in the octahedral (B) sites. The
exchange coupling between ions in the B sites is weak, and there-
fore the Néel temperature is only around 10 K [22,23]. However,
after ball-milling ZnFe2O4, Fe3þ is distributed at both A and B sites.
Because the exchange coupling between Fe3þ ions at A and B sites is
strong, the cation disorder in ball-milled ZnFe2O4 results in an
increase in the Néel temperature by more than a factor of ten
[22,23,28]. In Ni0.5Zn0.5Fe2O4, which is essentially a normal spinel
with a Néel temperature of 560 K, ball-milling also leads to an
increase of the inversion as well as the Néel temperature (by
w50 K) [27]. In MgFe2O4, which is almost an inverse spinel, with
a Néel temperature of 648 K, ball-milling leads to a decrease in the
inversion and a decrease of the Néel temperature due to a dimin-
ished exchange coupling between the A and B sublattices [30]. It
may be expected that a more random distribution of Fe2þ and Ti4þ

between the A and B layers in ilmenite may lead to an increased
magnetic ordering temperature, but this has not been verified.

A number of studies of ball-milled ilmenite have been pub-
lished. For example, ilmenite nanoparticles have been prepared by
ball-milling of TiO2 with steel balls [33], and oxidation of ilmenite
has been studied after ball-milling at elevated oxygenpressure [34].
It has also been shown that ball-milling of ilmenite in sulfuric acid
at elevated temperatures leads to increased dissolution and can be
a way to reduce acid waste water in the production of TiO2 from
ilmenite sources [35]. However, no studies of the influence of cation
disorder on the magnetic properties of ilmenite have been
reported.

In this work, we have ball-milled pure ilmenite in order to
elucidate the influence of cation disorder on its magnetic proper-
ties. We have studied the structural and magnetic evolution as
a function of milling time by use of X-ray and neutron powder
diffraction and Mössbauer spectroscopy.

2. Experimental details

FeTiO3 (99.9%) was obtained from Sigma Aldrich. The powder
(initial amount 25 g) was high-energy ball-milled in argon using
a Fritsch Pulverisette 5 with vial and balls of tungsten carbide at
200 rpm. Samples of 0.5 g were collected after ball-milling for 0 h,
1 h, 4 h, 27 h, 64 h and 128 h.

X-ray diffraction (XRD) was performed using a Panalytical
diffractometer with a Cu anode. XRD data from a 2q-angular range
of 20�e145� were refined to the hexagonal structure of ilmenite
using Rietveld refinements, which were performed using the

programWINPOW, a modified version of the LHMP1 program [36].
The least squares refinement was performed with Voigtian peak
profiles and the background was modeled with Chebyshev poly-
nomials. Initial structural parameters, atomic positions and
temperature factors for the refinements were taken from [37].

Neutron powder diffraction with a neutron wavelength of
2.4576�Awas performed on a sample of ball-milled ilmenite and the
as-prepared ilmenite sample on the DMC instrument at the Paul
Scherrer Institute, Switzerland. A sufficient amount of sample of
ball-milled ilmenite was obtained by combining the material of the
samples that were ball-milled for 128 h, 64 h and 27 h. The as-
prepared sample and the combined sample were loaded into
8 mmvanadium cylinders and measured at a temperature of 150 K,
well above the Néel temperature of ilmenite. The neutron data
were refined in order to obtain the Fe and Ti occupancies in the A
and B layers of the ilmenite structure.

Mössbauer spectra were obtained using conventional constant
acceleration spectrometers with sources of 57Co in rhodium. The
spectrometers were calibrated using a 12.5 mm foil of a-Fe. Spectra
were obtained at temperatures of 20e300 K using a closed cycle
helium refrigerator from APD Cryogenics and a liquid nitrogen
cryostat. A magnetic field of 0.7 T was applied by use of an
electromagnet.

3. Results and discussion

XRD data with Rietveld refinement are shown in Fig. 1. Because
of the similar X-ray scattering cross sections of Fe and Ti it was not
feasible to refine the XRD data to a model with cation disorder. The
occupancies were therefore kept at the cation-ordered values
(occupancy of 1 for Fe in the A layers and 0 in the B layers and vice

Fig. 1. X-ray diffraction patterns of the as-prepared ilmenite sample (a), the ilmenite
sample ball-milled for 1 h (b) and the sample combined of the ilmenite samples ball-
milled 27 h, 64 h and 128 h (c). The refined model, the background and the difference
between model and experiment are also displayed.
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versa for Ti). A fewminor discrepancies (e.g. at approximately 27.4�,
36.6�, 37.8� and 40.9�) between the experimental data and the
refined model are seen in Fig. 1. This is mainly due to a small
amount of an unknown impurity phase present in all the samples.
Overall, the refinements show that a hexagonal crystal structure is
maintained even after ball-milling for 128 h, but with a small
decrease in unit cell size as a function of ball-milling time. The
change in unit cell size is preferably along the c-axis which changes
from a length of 14.09�A for the as-prepared sample to 14.00�A after
128 h of ball-milling. Meanwhile, the length of the a-axis changes
from 5.09 �A to 5.08 �A. The unit cell parameters for all the samples
are given in Table 1 together with the particle sizes and the
weighted pattern residual (Rwp) for the refinements. After 1 h of
ball-milling the diffraction lines become significantly broadened
indicating a decrease in crystallite size and possibly an increase in
microcrystalline strain. The line broadening reaches saturation
after 4 h of milling, indicating a steady-state grain size due to
equilibrium between fracturing and crystal growth [38]. In case the
line broadening is solely due to finite crystallite size, we find an
average size of about 23 nm after 1 h of ball-milling and after 4 h
the size is saturated at about 13 nm. The particle sizes given in
Table 1 were estimated under the assumption that there is no
microcrystalline strain. To distinguish between the contributions to
the peak broadening from strain and finite particle size, the XRD
data from the ball-milled sample used in the neutron scattering
experiment were analyzed with the Williamson-Hall method [39].
Strain and particle size can be determined from the expression
B cos q ¼ Kl/D þ 4e sin q, where B is the non-instrumental peak
broadening (FWHM) determined from a Lorentzian fit, K is the
Scherrer constant, l is the X-ray wavelength, q is the half scattering
angle, D is the particle size and e is strain defined as 2e ¼ Dd/d,
where d is d-spacing and Dd is the displacement. For XRD data of
the ball-milled neutron sample the analysis with K set to 0.9 results
in a particle size of D¼ 22� 8 nm and a strain of e¼ 0.004� 0.002.

The neutron diffraction data for the as-prepared and the ball-
milled samples are shown in Fig. 2. The cation disorder results in
a change in the relative peak intensities. The change is clearly seen
from the relative intensities of the (024) peak and the (107) peak:
For the as-prepared sample the relative area of the (107) peak is
larger than the (024) peak whereas it is smaller in the ball-milled
sample. Another piece of evidence is the decreased intensities of
the (003) and (101) peaks in the ball-milled sample. The decreased
intensity of the (003) peak readily suggests that the cation order
with Fe2þ in A layers and Ti4þ in the B layers gets partially destroyed
with ball-milling. The neutron data were refined in a similar way as
the XRD data, but with allowance of non-zero occupancies of both
Fe and Ti in both A and B layers. Refinements of the neutron data
give unit cell parameters of a ¼ 5.0848 � 0.0004 �A and
c ¼ 14.0893 � 0.0009 �A for the as-prepared sample and

a ¼ 5.086 � 0.001 �A and c ¼ 14.002 � 0.003 �A for the ball-milled
sample, in fair agreement with the values found with X-rays. The
weighted pattern residuals of the refinements were Rwp ¼ 6.92 for
the as-prepared sample and Rwp ¼ 2.55 for the ball-milled sample.
Assuming that all non-instrumental broadening is due to the finite
particle size the refinement of the neutron data gives a particle size
of 12.3� 0.1 nm for the ball-milled sample in reasonably agreement
with the X-ray data. In the refinements the occupancies of both Fe
and Ti ions in both layers were constrained such that the total
occupancy in each layer is one and so that the amount of Fe and Ti
in the system is equal to one atom per formula unit. For the as-
prepared sample the refinement resulted in occupancies of
0.997� 0.003 Fe and 0.003� 0.003 Ti in A layers and 0.003� 0.003
Fe and 0.997 � 0.003 Ti in B layers. The refinements of the neutron
data for the ball-milled sample give occupancies of 0.68 � 0.02 Fe
and 0.32 � 0.02 Ti in the A layers and vice versa in the B layers.
Thus, the neutron diffraction data show unambiguously that the
ball-milling has resulted in a significant cation disorder.

Mössbauer spectra, obtained at 80 K, are shown in Fig. 3. The
spectrum obtained before ball-milling consists of a quadrupole
doublet with isomer shift of 1.18 mm s�1 and quadrupole splitting
of 1.00 mm s�1 (green fit lines). These parameters are typical for
paramagnetic ilmenite [8,17,35]. After ball-milling for 1 h, a second
Fe2þ-doublet (blue fit lines) with isomer shift of 1.14 mm s�1 and
quadrupole splitting of 2.06 mm s�1 has appeared. For longer ball-
milling times this doublet becomes predominant, and it has rela-
tively broad lines (w0.6e0.8 mm s�1 (FWHM)) as expected when
Fe2þ ions are present in many different local environments with
different isomer shifts and quadrupole splittings. A similar doublet
has been observed in room-temperature Mössbauer spectra of
ilmenite after ball-milling in vacuum for 200 h [35]. As the XRD
data show that the samples still consist of a single phase with
hexagonal structure and lattice constant close to that of ilmenite,
we interpret the change in the quadrupole splitting and line width
as being due to the cation disorder induced by the ball-milling.
After ball-milling for 4 h or more, the line close to zero velocity is
slightly asymmetric and more intense than the line close to
2.1 mm s�1. This is due to the appearance of third doublet (red fit
lines) with isomer shift around 0.37 mm s�1 and quadrupole
splitting of about 0.90 mm s�1, which can be ascribed to Fe3þ. The
relative area of this Fe3þ doublet is 6e8%.

Table 1
Unit cell parameters, particle size and residual value from the Rietveld refinement of
the XRD data. The statistical uncertainty on the last digit from the refinement is
given in parenthesis. D(001) is the particle size in the direction of the crystallographic
c-axis under the assumption that there is no microcrystalline strain. The uncertainty
in the determination of the particle size chiefly comes from the deviation of the
instrumental lineshape from Gaussian and from any non-Lorentzian broadening
from the sample. The real uncertainty on the particle size is thus significantly larger
than the statistical uncertainty. Rwp is the weighted pattern residual.

BM time [h] a [�A] c [�A] D(001) [nm] Rwp

0 5.08903 (6) 14.0923 (2) >100 6.57
1 5.0888 (2) 14.0887 (6) 22.7 (1) 2.99
4 5.0922 (5) 14.0284 (13) 13.7 (1) 2.52
26 5.0870 (4) 14.0081 (8) 13.1 (1) 2.48
64 5.0831 (4) 14.0011 (8) 12.8 (1) 2.07
128 5.0831 (5) 13.9982 (9) 13.6 (1) 2.75

a

b

Fig. 2. Neutron diffraction data for the as-prepared sample (a) and the ball-milled
sample (b). The refined model, the background and the difference between model
and experiment are also displayed.
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Fig. 4 shows Mössbauer spectra, obtained at 20 K, after different
ball-milling times. The spectrum obtained before ball-milling (0 h)
is typical for pure ilmenite (green fit lines) below its Néel
temperature with a magnetic hyperfine field of 4.6 T, an isomer
shift of 1.27 mm s�1 and a quadrupole shift of 0.73 mm s�1 [4,5,8].
After ball-milling for 1 h, the central part of the spectrum has
similarities to the spectrum obtained before ball-milling, but the
lines are broadened. Moreover, a very broad component has
appeared. After ball-milling for 4 h or more, the characteristic
ilmenite component with very small magnetic hyperfine field is no
longer clearly visible in the spectra. The spectra now consist of very
broad sextet components with weak, but relatively well-defined
absorption lines at around �7 mm s�1 and þ8 mm s�1 after ball-
milling 27 h or more. The spectra have very broad lines, because
of distributions of magnetic hyperfine fields, isomer shifts and
quadrupole shifts. There is no unique way to fit such spectra.
However, reasonably good fits were obtained of the spectra recor-
ded after ball-milling for 27 h and 128 h using a simple model with
only three sextets with line area ratios constrained to 3:2:1:1:2:3
and pairwise identical line widths. The spectra have relatively well-
defined absorption lines around�7 mm s�1 andþ8 mm s�1 (red fit
lines). In the fit, the sextet with these two lines as lines 1and 6 has
a hyperfine field of 48.0 T, an isomer shift of w0.60 mm s�1 and
a quadrupole shift of w�0.04 mm s�1. These Mössbauer parame-
ters indicate that it is due to Fe3þ, and the relative area of this
component (w5%) is in accordance with that of the Fe3þ doublet

seen at 80 K (around 6e8% for the sample ball-milled for 128 h).
The two other sextets (blue fit lines) have very broad lines, indi-
cating a broad distribution of magnetic hyperfine fields. Relaxation
effects may also contribute to the line broadening of such spectra
[17]. A fit with two sextets is therefore an oversimplification. The
two (blue) sextets have isomer shifts of about 0.7 and 1.5 mm s�1,
hyperfine fields of around 29 T and 15 T, and relative areas of 35%
and 60%, respectively, but the exact values of the parameters should
not be considered physically representative. However, from the fits
we can conclude that the average isomer shift of the blue sextets is
around 1.15 mm s�1 and the average hyperfine field is on the order
of 20 T, with a distribution in the range around 5e40 T. These
parameters are typical for Fe2þ. The distribution in the Mössbauer
parameters for the Fe2þ-sextets is due to Fe2þ in varying environ-
ments and relates to the cation disorder that has been observed by
neutron diffraction.

The unusually small magnetic hyperfine field of Fe2þ in perfect
ilmenite is due to the fact that the orbital, the dipolar and the Fermi
contributions nearly cancel [5]. However, especially the orbital
contribution is very sensitive to the local environment of the Fe2þ

ions, and therefore the cation disorder induced by ball-milling is
expected to result in larger magnetic hyperfine fields. Similarly, in
quenched solid-solutions of ilmenite-hematite (x ¼ 0.80 and
x ¼ 0.70), where the local environment of Fe2þ also differ from
that of pure ilmenite, hyperfine fields up to 25e40 T have been
observed [17].

-12 -8 -4 0 4 8 12
Velocity (mm/s)

R
el

at
iv

e 
ab

so
rp

tio
n

0 h

1 h

4 h

27 h

128 h

Fig. 4. Mössbauer spectra of ilmenite after ball-milling for the indicated times. The
spectra were obtained at 20 K. The colored solid lines are fit to data (see text for
details). (For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)
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Fig. 3. Mössbauer spectra of ilmenite after ball-milling for the indicated times. The
spectra were obtained at 80 K. The colored solid lines are fit to data (see text for
details). (For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)
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In order to estimate the Néel temperature of the ball-milled
material we have obtained Mössbauer spectra at different
temperatures of the sample, ball-milled for 64 h. The spectra are
shown in Fig. 5. At 40 K, the spectrum is similar to those obtained at
20 K for samples ball-milled for more than 4 h, i.e. it is magnetically
split with very broad lines. At 50 K, the spectrum is dominated by
a doublet, but a broad component is still visible. At higher
temperatures (60e70 K) the broad component gradually
disappears.

In a recent Mössbauer study of synthetic, rapidly cooled solu-
tions of ilmenite and hematite (a-Fe2O3), with x¼ 0.95, it was found
that nm-size hematite clusters formed in an ilmenite matrix [17].
Mössbauer spectra obtained at 60 K showed that part of the Fe3þ

doublet in the zero-field spectrum transformed to a magnetically
split component when a large field was applied. This shows that the
hematite clusters were superparamagnetic, whereas the ilmenite
matrix behaved paramagnetically at this temperature as expected
for cation-ordered ilmenite. A spectrum, obtained at 80 K, of the
ilmenite sample ball-milled for 64 h with an applied field of 0.7 T
only showed a small line broadening compared to the spectrum
obtained in zero-field. Therefore, the absence of magnetic splitting
in the zero-field spectra above 60 K cannot be explained by
superparamagnetic relaxation of ferrimagnetic clusters or antifer-
romagnetic clusters with a finite uncompensated moment. Thus,
the disappearance of the broad, magnetically split component
seems to be due to a transition to a paramagnetic phase. The Néel
temperature is therefore not much different from that of perfect
ilmenite, but there is not a well-defined Néel temperature. Rather,
there is a distribution of Néel temperatures in the range 40e70 K.

In perfect ilmenite the weak exchange coupling between Fe3þ

ions in adjacent A layers explains the relatively low Néel temper-
ature. One could expect that the cation disorder, induced by ball-
milling leading to a distribution of Fe in both the A and B layers,
would result in a stronger exchange coupling and a higher Néel
temperature, as it has been seen in studies of ball-milled ZnFe2O4
[22,23,28] and Ni0.5Zn0.5Fe2O4 [27]. In the ball-milled ilmenite
samples studied here, no noticeable increase in Néel temperature is
observed. Part of the reason for this might be that the antiferro-
magnetic exchange coupling between nearest neighbor Fe2þ in
adjacent A and B layers is only on the order of �10 K and compa-
rable in size to the in-plane ferromagnetic coupling (w10 K per
Fe2þeFe2þ interaction) [40], while for the ZnFe2O4 [22,23,28]
and Ni0.5Zn0.5Fe2O4 [27] ferrites the induced antiferromagnetic
coupling between A and B sites can be stronger (e.g. w�19 K [41]
and as strong as w�45 K [42] per cation interaction). Moreover,
it is possible that the cation-disordered distribution of Fe2þ and
Ti4þ ions in ball-milled ilmenite leads to significant magnetic
frustration, resulting in a reduced effective exchange coupling.

4. Conclusions

We have found that ball-milling of ilmenite reduces the crys-
tallite size to around 20 nm and also results in cation disorder, but
the hexagonal crystal structure is maintained. A small oxidation
(corresponding to about 5e8% Fe3þ of the total Fe) was observed.
The defects and cation disorder induced by ball-milling leads to
a significant increase of the hyperfine field (up to around 40 T) of
Fe2þ, but in contrast to some ball-milled ferrites, the Néel
temperature is not significantly affected by ball-milling.
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Introduction 

 The ilmenite-hematite [xFeTiO3-(1-x)Fe2O3] solid solution series has been studied 

extensively because of its complex and interesting magnetic properties and because of the 

possibility to utilize it in applications. Intermediate compositions are magnetic semiconductors 

(Ishikawa and Akimoto 1957, Ishikawa 1958) and could conceivably be utilized in spintronics 

devices (Butler et al. 2003; Fujii et al. 2004). The FeTiO3 - Fe2O3 solid solution series is further 

interesting because it is a model system for the mineral hemo-ilmenite, which have been studied 

extensively because of its complex magnetic properties, and because it have been identified as an 

important contributor to anomalies in the geomagnetic field (McEnroe et al. 2001; Kletetschka et al. 

2002), and possibly to the magnetic field of the planet Mars (McEnroe et al. 2004). Interresting 

properties of natural hemo-ilmenite samples include complicated exsolution structures, very large 

natural remanent magnetization and giant exchange bias (McEnroe et al. 2002, 2007; Robinson et 

al. 2002, 2004; Fabian et al. 2008).  

In hematite between the Néel temperature of TN ≈ 955 K (Morrish 1994) and the Morin 

temperature of TM ≈ 264 K (Besser et al. 1967; Morin 1950) the Fe
3+

 spins are, apart from a small 

canting, ordered antiferromagneticly along the c-axis of the (nearly) hexagonal crystal structure. 

The spins are usually assumed to be within, or at least very close to, the basal plane (Morrish 1994, 

Shull et al. 1951). However, the symmetry of the system does allow for the spins to have an out-of-

plane component, as will be discussed in the next section. This was realized by Dzyaloshinsky 

(1958) who used Landaus theory of phase transitions of the second kind to estimate the size of the 

out-of-plane angle to be only a tiny fraction of a degree. Below TM the spins undergo the so-called 

Morin transition and are oriented close to the c-axis. However, substitution of even small amounts 

(≈1%) of Ti completely suppresses the Morin transition (Besser et al. 1967; Morin 1950) .The 

majority of experiments have been consistent with a very small out-of-plane spin-angle (Flanders 

186



3 

 

1971). However, Tobler et al. (1981) have measured α = 3.9° in a synthetic sample, using 

Mössbauer spectroscopy (MS) and Parise et al. (2006) have measured an α of about 20° in a natural 

sample, with neutron powder diffraction (NPD), while Frandsen et al. (2011) have measured an out-

of-plane angle large as α ≈ 70° in hematite nanoparticles mixed with NiO nanoparticles. Recently, 

Harrison et al. (2010) investigated the spin orientation in a natural hemo-ilmenite sample with 

complex exsolution structure, from Modum, Norway, with NPD, finding the spin to be tilted an 

angle of α ≈ 29.5° out of the basal plane. It is evident that the spin orientation in hematite above the 

Morin transition may not always be confined to the basal plane, and in particular the spin 

orientation in Ti-substituted hematite may vary with Ti content. 

Here we investigate the spin-orientation in a natural hematite sample and in synthetic 

samples of solid solution [xFeTiO3-(1-x)Fe2O3] with compositions x ≤ 0.40. We measure the out-of-

plane spin-angle with NPD from room temperature to TN, and use MS to investigate the distribution 

of spin angles in each sample.We find that the spin in all our hematite-ilmenite samples have a 

significant out-of-plane component corresponding to α from about 12° to approximately 23°. 

Surprisingly, even the pure hematite sample has a significant out-of-plane spin-angle of α ≈ 20°. 

Group theory and crystallography 

 

 Magnetic ordering in hematite at temperatures TM < T < TN can be described by a two-

dimensional primary magnetic order parameter (Q1, Q2) corresponding to the active irreducible 

representation (mΓ3
+
) of the parent space group (R-3c). Different combinations of Q1 and Q2 lead to 

three possible magnetic space groups: C2/c for Q1 ≠ 0, Q2 = 0; C2’/c’ for Q1 = 0, Q2 ≠ 0; and P-1 

for Q1 ≠ 0, Q2 ≠ 0. The magnetic structure observed by experiment is the C2/c structure with Q1 ≠ 0 

and Q2 = 0. This structure is a canted antiferromagnet with parallel alignment of the moments 

within each (001) layer and nearly antiparallel alignment of moments in neighboring (001) layers 
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(indices refer to the parent hexagonal unit cell). The primary order parameter Q1, places magnetic 

moments parallel to the (001) basal plane and nearly perpendicular to the diad (i.e. nearly 

perpendicular to an a crystallographic axis of the parent hexagonal unit cell). A degree of canting 

within the basal plane is permitted by the C2/c symmetry, such that moments are rotated by ~0.065° 

to create a weak ferromagnetic (WF) moment along the diad. A secondary irreducible 

representation (mΓ1
+
) is permitted within C2/c. By itself, mΓ1

+ 
would give a strictly 

antiferromagnetic alignment of moments normal to the (001) basal plane (as observed for T < TM). 

In combination with mΓ3
+
,
 
the antiferromagnetic moments are rotated about the diad so that they lie 

at an angle, α, to the basal plane. Note that even when α ≠ 0, the canted WF moment still lies 

parallel to the diad and therefore in the basal plane. If we assign a secondary order parameter Q3 to 

mΓ1
+
, then Q1 and Q3 are proportional to the in-plane and out-of-plane components of magnetic 

moments, respectively. Given the symmetry relationship between Q1 and Q3, it is permitted for 

these order parameters to couple bilinearly in the expansion of Gibb’s free energy. In this case we 

would expect that Q3 would vary linearly with Q1. This proposition can be tested directly by 

Rietveld refinement of high-temperature NPD data. 

 Here we follow the crystallographic conventions and refinement procedures described in 

detail by Harrison et al. (2010). For technical reasons, refinements were performed in a non-

standard A2/a setting of the monoclinic C2/c phase described above. For ease of comparison with 

the high-temperature hexagonal phase the unit cell parameters are presented here using a 

monoclinic pseudocell with volume equal to that of the high-temperature hexagonal phase: am = 

(1/√3)[210]hex, bm = [010]hex, cm = [001]hex, βm ~ 90°, where [abc]hex refers to the axes of the 

hexagonal cell. Similarly the refined magnetic moments Mx and My in the monoclinic cell are 

converted to components parallel ( ) and perpendicular ( ) to the basal plane of the hexagonal 

cell. 
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Methods 

Samples 

Synthetic powder samples of [xFeTiO3-(1-x)Fe2O3] with nominal compositions of x = 0.13, 

0.20, 0.35 and 0.40 were prepared by heating followed by rapid cooling of mixtures of Fe2O3 and 

TiO2. (For details see reference?). A natural sample of hematite was obtained from the Sedgwick 

Museum of Earth Sciences, Cambridge, United Kingdom. The hematite sample was crushed and 

ground into a fine powder. We refer to these samples as ilm13, ilm20, ilm35, ilm40 and hem. 

Neutron powder diffraction 

We performed NPD experiments at the OSIRIS instrument at the ISIS spallation neutron 

source, Oxfordshire, UK and at the D20 instrument at the reactor source at Institut Laue Langevin, 

Grenoble, France. In both experiments the samples were mounted inside a furnace, providing a 

temperature range from room temperature to 1100°C (1373 K). The Néel temperatures of the Ti-

containing samples are expected to be lower (Besser et al. 1967) than that of pure hematite (≈ 955 

K), and the available temperature range should thus allow us to obtain diffraction patterns from all 

samples at temperatures from hundreds of degrees below, to well above the magnetic phase 

transition. To minimize background we loaded the samples in vanadium cylinders with very thin 

walls.  

We collected NPD patterns for the samples hem, ilm20, ilm35 and ilm40 at the OSIRIS 

instrument at ISIS. OSIRIS is a time-of-flight (TOF) spectrometer/diffractometer with a ring of 

detectors for diffraction placed around the incident beam covering a range of scattering angles 

150°<2θ <171°. The accessible d-spacing range is from 0.8 Å to 20 Å with an optimal angular 

resolution of   . With choppers running at a 25 Hz frequency, a 4 Å wide 
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wavelength range with minimal contamination of higher order neutrons is allowed to reach the 

sample. To obtain one diffraction pattern we performed 4 measurements with different relative 

phasings of the choppers in order to span the desired range of d-spacings. The four measurements 

are combined to a diffraction pattern that continuously covers d-spacings from approximately 0.72 

Å to approximately 5.25 Å. 

The ilm13 sample was measured at the high-flux powder diffractometer D20 at the ILL. 

With a neutron wavelength of 2.4 Å, and a take-off angle of 42° of the HOPG(002) monochromator 

the detector, covering 153.6°2θ , provided us with diffraction patterns in the d-spacing range 1.3 Å -

13.1 Å with a resolution on the order of  . While the resolution of D20 is inferior to that 

of OSIRIS, the high flux at D20 enabled us to measure a diffraction pattern in a few minutes. It was 

therefore possible to measure a temperature series of closely spaced data points, from room 

temperature to far above the Néel temperature of the sample (≈ 560 °C), within one day.  

Rietveld refinements 

To obtain α from the diffraction patterns Rietveld refinements were performed, using the 

monoclinic model of hematite in the space group A112/a as described in Harrison et al. (2010). The 

GSAS program (Larson and von Dreele (1994)) was used for the refinements, with appropriate peak 

shape functions for TOF (OSIRIS) and constant wavelength (D20) data. The background was 

modeled with Chebyshev polynomials. In all refinements the cations were assumed to be fully 

disordered.  

For all samples, weak lines in the diffraction patterns were identified as belonging to the 

structure of magnetite. Because of this magnetite impurity, a magnetite phase was added to the 

refinements for ilm20 and hem where the signal from magnetite was most significant. For the other 

190



7 

 

samples the impurity was negligible. For the magnetite phase a scale factor, the magnitude of the 

magnetic moment, and the unit cell parameters were refined. 

For the vast majority of the diffraction patterns convergence in the refinements was 

achieved without problems. However, in a few cases it was necessary to reduce the number of 

refined parameters, or use Marquardt-damping to achieve convergence. This is almost inevitable 

when refining the magnetic model very close to TN, where the magnetic peaks are vanishing. 

For the OSIRIS data (ilm20, ilm35 and ilm40), the sample compositions (x) were 

determined from the refined unit cell volumes using the formula (see reference?)  

V = 1.685 x
2
 + 10.823 x + 301.740  (x < 0.5) ,     (1) 

where V is the unit cell volume corresponding to the hexagonal cell. Refinement of the atomic 

occupation factors was not feasible because of correlation to the absorption factor for the TOF data. 

For the D20 data (ilm13) x was determined from refinement of the atomic occupation factors of Fe 

and Ti to the room temperature diffraction pattern, and then fixed at the obtained value in the 

remaning refinements. 

The diffraction patterns of ilm13 taken above TN was refined to the high-symmetry hexagonal unit 

cell. A magnetite phase was added for the refinements at the highest temperatures because we 

observed magnetite diffraction peaks growing in intensity. 

 

Mössbauer spectroscopy
 

57
Fe MS measurements at room temperature were performed on samples hem, ilm20, ilm35 

and ilm40. To prepare samples for MS a small amount of material was ground to a fine powder in 
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an agate mortar and approximately 30 mg of it was mixed with boron nitride and placed in a plastic 

holder. The spectra were obtained with a constant acceleration Mössbauer spectrometer with a 

source of 
57

Co in rhodium. The MS data was fitted with a number of sextets. Each sextet fit to data 

was constrained to have common line width for lines 1 and 6, 2 and 5, and 3 and 4 respectively. The 

area ratio between lines 1 to 6 was constrained to 3:2:1:1:2:3. The spectrometers were calibrated 

with a foil of α-Fe and the isomer shifts will be given relative to this calibration value. 

Results 

Neutron powder diffraction 

The room temperature diffraction patterns of the samples hem and ilm13 are shown in 

Figure 1. The positions of the two main magnetic peaks of hematite and the most intense of the 

peaks from the magnetite impurity are indicated. The difference in peak width in the two 

diffractograms is because of the much better resolution of OSIRIS as compared to D20. The refined 

model represents the data reasonably well, and the disagreements between model and measurement 

originate primarily from misfits of the peak profiles, which is a problem that can never be 

completely eliminated. For some samples the background was rather significant and nonuniform, 

which served to deteriorate the agreement between model and measurement. However, it is 

important to note that the background is rather flat, and well modeled in the d-spacing range close 

to two main magnetic peaks, which is the most significant for obtaining α. 

A two-dimensional representation of the complete set of measurements of the ilm13 sample 

from room temperature to above 1200 K is displayed in Figure 2.All the most intense lines can be 

identified as belonging to the chemical or magnetic structure of hematite. The magnetic phase 

transition is clearly identified by the disappearance of the two main magnetic peaks (2θ ≈ 30° and 

2θ ≈ 33°) at a Néel temperature of approximately TN ≈ 805 K. No intensity remains at the positions 
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of the magnetic hematite peaks above TN, indicating that the assumption of cation disorder is 

justified. This was the case for all samples. The weak line at 2θ ≈ 27° can be identified as a 

magnetic reflection from magnetite and it completely disappears at the Curie temperature of 

magnetite (853 K). Weak lines identified as belonging to the chemical structure of magnetite 

achieve a significant gain in intensity at temperatures around 1100 K, indicating that in addition to 

an initial impurity of magnetite, part of the sample is reduced to magnetite during heating. The 

weak and broad line at 2θ ≈ 20° is from some other impurity or from the sample environment.  

The Rietveld refinement of the room temperature diffraction data resulted in nonzero values 

of α for all samples. The most important results of the room temperature refinements are given in 

Table 1. The refined unit cell volume and corresponding composition are given together with the in-

plane and out-of-plane magnetic moment (  and ) and the calculated spin-angle α. In all cases  

 is larger than , but the size of   is significant for all samples, giving a significant out-of-

plane spin-angle α. The size of α varies from 11.1  1.9° for ilm13 to 22.8  0.5° for ilm35 and it 

does not seem to depend systematically on Ti-content. For the pure hematite sample α = 20.0  

0.7°.  

The temperature dependence of and  for the samples hem, ilm13, ilm20 and ilm35 are 

shown in Figure 3. From room temperature until close to the Néel temperature there is a significant  

 component. For the hem sample and  become zero almost simultaneously, while for the 

most Ti-rich samples (ilm20 and ilm35)  clearly becomes zero before , indicating a 

reorientation of the spins close to TN. For ilm13 the data allows for a spin reorientation, but the 
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uncertainties on the data close to TN is large. Both components of the magnetic moment as a 

function of temperature was fitted to an expression of the form (see reference?) 

 
,                  (2) 

where θ = 300 K was kept fixed leaving a, b and TN as fit parameters. The Néel temperature of each 

sample was determined from the fit to the -data because  becomes zero before the total 

moment. The model in Equation (2) works well until very close to TN where the system shows 

critical behavior. Because of the critical behavior a finite intensity remains in the magnetic peaks at 

temperatures a few Kelvin above TN. The saturation values of  and and the Néel temperatures 

determined from the fit are given in Table 2. The Néel temperature is given as a function of 

composition in Figure 4, where also the results of Dunlop and Ozdemir (1997) are plotted for 

comparison.  

In Figure 5 we show   versus  for the same samples as in Figure 3. At low temperature 

(large moment) the relationship between  and  is reasonably well described by a linear fit as 

indicated in the figure. This is consistent with the hypothesis that the secondary order parameter Q3 

couples linearly to the primary order parameter Q1. However, as already discussed,  becomes 

zero before  for the Ti-containing samples, indicating a spin reorientation into the basal plane. 

This of course means that the linear relationship between Q3 and Q1 is not maintained close to TN. It 
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is noteworthy that even for the pure hematite sample the linear description does not fit the data very 

well, indicating a spin reorientation, even in pure hematite. 

 In Figure 6 (left) α is displayed as a function of the reduced temperature for all 5 samples. 

The spin reorientation discussed above is reflected in a decreasing α close to the Néel temperature. 

The uncertainty on α is very large close to TN, but the tendency of decreasing α is systematic for all 

samples. For hematite there is a significant change in α between the first and the second point, 

which are measured at room temperature and at 400°C respectively. The point measured at 400°C 

seems somewhat anomalous especially given that this measurement is the only one where the 

refined moments deviate significantly from the fit to Equation (1) (see Fig. 4). The total moment as 

a function of reduced temperature is displayed in Figure 6 (right) for comparison. 

In the experiment at D20 we obtained sufficient data above and below TN to follow the 

transformation of the monoclinic unit cell to the high-symmetry hexagonal cell occurring 

simultaneous with the magnetic phase transition. The change in the unit cell parameters as a 

function of temperature can be seen in Figure 7. The unit cell parameters for the low-temperature 

monoclinic phase, am, bm  and cm  are given in the reference frame of the monoclinic pseudo-cell and 

can thus be compared directly to the unit cell parameters of the high-temperature hexagonal cell, ah  

and ch. As the temperature increases am, and bm converge towards the value of ah at TN. The slope of 

the curve does not change significantly at the phase transition, indicating that the strain associated 

with the phase transition is small. The same is true for the transformation of cm to ch. At high 

temperatures (above 1000 K) the slope of the ah and ch curves change. This change happens in the 

same temperature range where the intensity of the magnetite lines start to increase (see Fig. 2) and 

is probablu associated with the reduction of part of the sample to magnetite. Reduction of the ilm13 

to magnetite may change the hematite-ilmenite composition, and in turn the unit cell volume. The 

transformation of the crystallographic β-angle from monoclinic βm ≠ 90° to βh = 90° can be 
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followed in Figure 8. The value of βm starts out at about 90.04° at room temperature and decreases 

to about 90.02° at 700-800 K. Close to the phase transition βm deviates slightly back towards 

90.04°. The magnetic peaks at low d-spacing are important for refining the unit cell, and the 

anomalous behavior of βm may be ascribed to the vanishing of the magnetic peaks close to TN. There 

is also an anomalous feature in the values of am, and bm in the same temperature range, where the 

values start diverging, and this may be explained by the same effect. 

Mössbauer spectroscopy 

 Room temperature Mössbauer spectra of hem, ilm20, ilm35 and ilm40 are shown in Figure 

10. For the hem sample the spectrum consist of a well defined sextet with narrow lines as expected 

for pure hematite, whereas the spectra of the Ti-containing sample consist of sextets with much 

more narrow and asymmetric lines. 

 There is a small component (10 % of the spectral area) in the hem spectrum that can be 

ascribed to the magnetite impurity, also observed in the NPD data. The room temperature 

Mössbauer parameters of the hematite sextet obtained from fitting are: Hyperfine field Bhf  = 51.50  

0.03 T, isomer shift IS = 0.370  0.001 mm/s and quadrupole shift ε = -0.094  0.001 mm/s 

independent of whether or not the magnetite impurity is included in the fit. The quadrupole shift (ε) 

in the Mössbauer spectrum of hematite is sensitive to the angle the Fe
3+

 spins make with the 

hexagonal c-axis (90°-α), and the fact that the spectrum is well fitted with one symmetric sextet 

rather than two sextets with different ε indicates that the directions of the Fe
3+ 

spins in the sample 

are grouped around one value of α, rather than being distributed into distinct domains with different 

spin-directions. In particular we can rule out a scenario with significant proportions of the spins 

being in the basal plane and along the c-axis respectively. The average value of α can be found from 

the quadrupole shift of the spectrum from (Morrish 1994) 
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 ,                                                                                                    (3) 

where ε0 depends on the quadrupole moment of the iron nucleus in the nuclear spin= 3/2 state, and 

on the electric field gradient along the c-axis. Tobler et al. (1981) have determined the value of ε0 to  

0.21 mm/s. With the measured quadrupole shift of -0.094  0.001 mm/s this corresponds to α = 11°.   

 The much broader and asymmetric lines in the spectra of the Ti-containing samples can be 

understood because of introduction of a Fe
2+

 component in the spectrum plus a variation in 

environments for different nuclei depending on the proximity of Fe
3+

, Fe
2+

 and Ti on the atomic 

sites surrounding the nucleus. The spectra of the Ti-contaning samples are reasonably well fitted 

with 4 sextets, where 3 have isomer shifts close to 0.4 mm/s, corresponding to Fe
3+

 and one with 

isomer shift close to 0.6 mm/s, corresponding to Fe
2+

. The hyperfine fields of the Fe
3+

 sextets are in 

the range 47 T - 50 T, which is a few Tesla lower than expected for pure hematite at room 

temperature (probably due to Ti
4+

 substitution in the hematite structure). The hyperfine field of the 

Fe
2+

 sextet is 37 - 40 T in all samples. The quadrupole shifts of the Fe
3+

 sextets are in the range 

between -0.11 mm/s and -0.08 mm/s. For samples containing Ti Equation (3) cannot immediately 

be used to calculate α, as ε0 is not expected to be the same as for pure hematite. The fact that the 

quadrupole shifts of all the Fe
3+

 sextets are close to -0.1 mm/s suggests that, like for hematite, the 

spin directions are grouped around some average angle, rather than two distinct populations of in-

plane and out-of-plane spins. 

 

Discussion 

The Rietveld refinement of the NPD data tells us that there is a significant out of plane 

component of the hematite spins in both the sample of pure hematite (α = 20.0°) and in the samples 
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containing Ti (α = 11.1°-22.8°). While there is a variation in the measured spin-angle α between 

samples it does not seem to depend systematically on Ti-content. At low temperatures the linear 

relationship between the primary order parameter Q1 and the secondary order parameter Q3 is 

confirmed by the experiments, but approaching TN the linear relationship is not maintained as the 

spin reorients to be within the basal plane just before the magnetic phase transition.  

In the refinements the system was assumed to be well described by the R-3C structure of 

hematite with no ordering of the Fe and Ti cations. Cation order would give rise to diffraction peaks 

from the R-3 structure of FeTiO3 at the positions of the magnetic hematite reflections. These cation-

order diffraction peaks should be visible above TN, but no such lines were seen. While the NPD data 

thus exclude a long range ordering of the cations it is not possible to determine whether a short-

range cation order exists. Frandsen et al (2010) suggested that for samples with (x > 0.5) 1-2 nm 

clusters of pure hematite exist within the FeTiO3 matrix. We cannot rule out that small populations 

of similar clusters of FeTiO3 exist within the hematite in our samples, as the diffraction peak of a 

small population of 1-2nm clusters would likely be to broad and weak to be seen. This type of short 

range cation order would however be of no significance for the determination of α from Rietveld 

refinement. 

The diffraction patterns suffered from a rather large and nonuniform background. This does, 

however, not pose a great problem for the determination of α from the Rietveld refinement of the 

diffraction data, because α is in essence determined from the relative area of the (003) and (101) 

magnetic peaks at high d-spacing, where the background is rather flat and nicely modeled. For spins 

along the hexagonal c-axis (α = 90°) the (003) peak would disappear completely, whereas the 

intensity of (003) relative to (101) would be largest if the spins were in the basal plane (α = 0°). The 

two magnetic peaks measured at room temperature, for the hem sample, is given in Figure 11, 

together with refined models with different values of α. It is seen that the background is nicely 
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modeled in this d-spacing range, and that the agreement between model and experiment is good for 

α = 19.988° (the refined value). It is also seen that the models with other values of α, including α = 

0° does not represent the data well. 

The Mössbauer spectrum of the hem sample was well described by a sextet with narrow 

lines and isomer shift and hyperfine field as expected for pure hematite. The fact that the hematite 

spectrum is well described by a single sextet with narrow lines, rather than a distribution of sextets 

with different quadrupole shifts indicates that the hematite spins are not distributed into populations 

with different spin-angles, but grouped around some average value of α. The quadrupole shift in the 

Mössbauer spectrum of the hem sample gives α = 11° with the value of ε0 measured by Tobler et al. 

(1981). There are considerable uncertainties in the determination of ε0, and values in the range 

between 0.20 mm/s (Gee et al. 2004; Frandsen et al. 2011) and 0.22 mm/s (Artman et al. 1968) are 

used in the literature and these give considerable different values of α (8° and 13°). For the Ti-

containing samples it is not immediately possible to determine α from the Mössbauer spectrum, but 

because the quadrupole shifts of the fitted Fe
3+

 sextets are very similar it seems very unlikely that 

the Fe
3+ 

spins in the samples with Ti are distributed into domains with different α. 

 With NPD we find an out-of-plane spin angle of 20.0° in the pure hematite sample at room 

temperature, while the Mössbauer spectra indicates an angle of around 11°.  Even though the 

Mössbauer result is not in agreement with the results of Rietveld refinement of the NPD data it does 

confirm that there is an appreciable out of plane component to the spin in the hematite sample. We 

do not have a satisfactory explanation for the discrepancy between the results of the two 

measurements, but note that the angle determined by Mössbauer spectroscopy depends on the value 

of ε0 and also that there are other contributions to the quadrupole shift in the Mössbauer spectra of 

hematite than the spin direction, and it is not impossible that impurities or even strain in the natural 

sample can explain the lower value of the spin angle found with MS. In Rietveld refinement of the 
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NPD data the spin-angle is determined largely from the ratio of the intensities of the two main 

magnetic peaks, which are well fitted by the model. We therefore assume the value from the 

Rietveld refinement of the NPD data to be most reliable.  

Our experiments show unambiguously that there is a significant out of plane spin-angle in 

all the investigated FeTiO3-Fe2O3 samples, and even in the pure hematite sample. While the 

symmetry of the magnetic structure of hematite does not prohibit an out-of-plane spin-component, it 

is expected to be orders of magnitudes smaller than found in this work (Dzyaloshinsky 1958). The 

room temperature spin-angle of 20.0° in hematite fond in this work is thus surprising, even though 

it is consistent with the measurement of Parise et al. (2006). The spin-angle does not seem to 

depend systematically on Ti-content. Further our NPD experiments indicate a spin reorientation into 

the basal plane at temperatures close to TN. The Mössbauer spectra reveal that the spins are 

distributed around an average angle, rather than in two discrete populations of spins in the basal 

plane and perpendicular to it. 
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List of Figure captions 

Figure 1. Room temperature neutron powder diffraction patterns. (a) Ilm13 measured at D20. (b) 

Hem measured at OSIRIS. 

Figure 2. Two-dimensional representation of the set of diffraction patterns of ilm13 taken at D20. 

The two lines at 2θ ≈ 30° and 2θ ≈ 33° are the main magnetic peaks. The weak lines that gain in 

intensity at temperatures above 1000 K are from the magnetite structure. 

Figure3. Refined in-plane ( ) and out-of plane ( ) moment as a function of temperature. The 

solid lines are fits to Equation (2).  

Figure.4 Néel temperature as determined from the fit to Equation (2) versus the determined sample 

composition. 

Figure 5. Out-of-plane ( ) versus in-plane moment ( ). The black line is a linear fit and the blue 

line is the ratio of the fits of  and  to Equation (2). 

203



20 

 

Figure 6. Left: Spin-angle as a function of the reduced temperature. Right: Total magnetic moment 

as a function of reduced temperature.  

Figure 7.  Unit cell parameters as a function of temperature. 

Figure 8. The crystallographic βm angle as a function of temperature. 

Figure 9. Room temperature Mössbauer spectra of the samples hem, ilm20, ilm35 and ilm40. The 

hem spectrum is fitted with a single sextet for the hematite phase plus two sextets for the magnetite 

impurity. The spectra of the Ti-containing samples are fitted with 4 sextets and there is further 

added a small doublet component to the spectrum of ilm35 to account for some unknown phase. 

Figure10. The (101) and  (003) magnetic peaks of hematite  measured at room temperature for the 

hem sample. The calculated pattern with α fixed at 0°, 10°, 19.988° and 30° are also displayed. The 

refined value is 19.988°. 
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Tables 

 V (Å
3
) x (μB) (μB) Mtot (μB) α (°) 

hem 301.413 (5) 0 3.92 (4) 1.43 (4) 4.18 (2) 20.0 (7) 

ilm13 303.72 (3) 0.178 (5) 4.00 (11) 0.79 (13) 4.08 (5) 11.1 (19) 

Ilm20 304.05 (3) 0.207 (5) 3.82  (4) 1.21 (6) 4.01 (2) 17.6 (9) 

Ilm35 305.62 (3) 0.341 (5) 3.22 (2) 1.35 (3) 3.49 (2) 22.8 (5) 

Ilm40 306.18 (4) 0.387 (7) 3.48  0.04 1.17  0.05 3.67  0.02 18.6 (9) 

Table 1: Unit cell volume, composition, magnetic moment, and spin-angle from refinement of room 

temperature data (The data on ilm35 was actually measured at 50 °C). The composition of ilm13 is 

refined, whereas the composition of ilm20, ilm35 and ilm40 are calculated from the unit cell 

volume from Equation 1.   
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 (μB) (μB) Mtot (μB) TN (K) 

hem 4.12 1.53 4.40 951 (2) 

ilm13 4.25 0.92 4.35 805 (2) 

ilm20 4.08 1.37 4.31 778 (2) 

ilm35 3.54 1.52 3.85 676 (2) 

ilm40 3.82 1.36 4.05 608 (2) 

Table 2: Saturation moments and Néel temperatures from fit to Equation (2) 
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