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Abstract

The scope of this thesis covers investigation of the exciton Mott transition in coupled quantum

wells, fabrication of photonic-crystal structures with embedded self-assembled quantum dots, and

tuning of their properties by means of an external electric field.

In the first part of the thesis the focus is on quantum dots in photonic nanostructures. The

fabrication process of reproducible high-quality photonic-crystal structures on electrically gated

GaAs samples is presented. This process is employed to investigate light localization in short

photonic-crystal waveguides with a dispersion relation facilitating a slow-light effect. The effect of

the variations in the local density of optical states on electrically tuned quantum dots embedded in

photonic structures is investigated. An electric field is employed to induce strain in suspended

GaAs structures, where a bidirectional spectral shift of the embedded quantum dots is observed.

It is suggested that the spatial distribution of strain can be engineered by designing the sample

geometry, which could have potential applications in quantum photonics.

The second part of the thesis concerns the exciton Mott transition, which is a phase transition

occurring in a population of interacting electrons and holes, in which insulating excitons are ionized

to a metallic phase of free carriers. It is still debated in the literature whether the Mott transition in

quantum wells occurs gradually or abruptly as a function of the governing parameters — exciton

density and temperature. In this work, the Mott transition is studied with indirect excitons with

electrically extended radiative lifetime and is found to occur gradually as a function of exciton

density and temperature. The exciton-density-temperature phase diagram of the transition exposes

two regions with exciton-dominant and plasma-dominant populations that are separated by a

linear boundary.
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Resumé

Denne afhandling indeholder undersøgelsen af exciton Mott overgangen i koblede kvante brønde,

fabrikation af fotoniske-krystal strukturer med indlejrede selv-samlede kvantepunkter og kontol

af deres egenskaber ved hjælp af et eksternt elektrisk felt.

I den første del af afhandlingen er fokusset på kvantepunkter i fotoniske nanostrukturer.

Fremstillingsprocessen af høj kvalitets reproducerbare fotoniske-krystal strukturer i prøver med

elektriske kontakter bliver præsenteret. Denne process bliver anvendt til at undersøge lokalisering

af lys i korte fotoniske-krystal bølgeleder med en dispersions relation der muliggør en langsomt

lys effekt. Effekten af variationer i den lokale tæthed af optiske tilstande på elektrisk kontrollerede

kvantepunkter indlejeret i fotoniske strukturer bliver undersøgt. Et elektrisk felt bliver anvendt

til at inducerer tøjning i fritstående GaAs strukturer, hvor et bidirektionalt spektralt skift af de

indlejrede kvantepunkter er observeret. Det bliver antydet at den rummelige distribution af

tøjningen kan blive manipuleret ved at designe prøvens geometri, hvilket potentielt kan finde

anvendelse i kvante fotonik.

Den anden del af afhandlingen omhandler exciton Mott overgangen, hvilket er en fase overgang

der finder sted i en bestand af vekselvirkende elektroner og huller, hvori isolerende excitoner bliver

ioniseret til en metallisk fase tilstand af frie ladningsbærere. I litteraturen debatteres det stadigt

hvorvidt Mott overgangen i kvantebrønde sker glidende eller abrubt som en funktion af de styrende

parametre — exciton tæthed og temperatur. I dette arbejde, bliver Mott overgangen studeret med

indirekte excitoner med elektriske forlænget radiativ levetid og det ses at overgangen sker gradvist

som en funktion af exciton tæthed og temperatur. Exciton-tætheds-temperatur fasediagrammet af

overgangen blotlægger to regioner med exciton domineret og plasma domineret besætninger der

separeret af en linear grænse.
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Introduction

Semiconductor physics is a thriving area of scientific interest celebrated with four outstanding

achievements awarded the Nobel prize in physics over the past 15 years. The advance of semicon-

ductor technology and research in electronics accelerated with the invention of heterostructures [1,

2]. Optics has successfully adopted the novelties yielding the development of semiconductor light

sources and detectors. Now, the field of optoelectronics is where high expectations are directed for

the next breakthrough allowing to surpass the limitations of silicon-based computing. A common

goal driving this field is the realization of a new computational technology based on quantum

systems [3].

A scheme of linear-optics quantum computing has been proposed requiring sources that

emit single photons on demand [4]. A particularly promising realization of a semiconductor

nanostructure, the self-assembled quantum dot, has been employed to develop the single-photon

sources. Three-dimensional quantum confinement of charge carriers in a quantum dot results

in an atomic-like spectrum of narrow peaks associated with discrete electronic transitions. The

solid-state nature of the quantum dot is a blessing and a curse at the same time. The disadvantages

of such a platform stem from the unavoidable quantum dot coupling to its environment, which

leads to decoherence of the emitted photons. Fortunately, with assistance from semiconductor

technology it has become possible to evade these effects [5]. By embedding the quantum dot into

an engineered electromagnetic environment, e.g., a photonic crystal, its optical properties can be

vastly tuned allowing for on-demand emission of single quanta of light. The emergence of photonic

crystals interfaced with quantum dots has been driving research towards the implementation

of scalable photonic circuits for quantum computation [6]. Additionally, it is a useful tool for

investigating extraordinary quantum optics effects such as fractional emitter decay [7].

Aside from technological applications, semiconductors are great laboratories for investigating

fundamental many-body interactions. Of particular interest is a system of photoexcited electron-

hole pairs or excitons, where the Coulomb interaction leads to the formation of different phases

such as the exciton gas, electron-hole plasma, Bose-Einstein and Bardeen-Cooper-Schrieffer-like

condensates. Transitions between these phases have attracted intense attention in fundamental

research [8–10]. The exciton Mott transition is among the most intriguing phenomena, since its

exact nature is still a topic of a long-standing debate. It is associated with the critical particle

density above which excitons are ionized into the electron-hole plasma [11]. In practice, to achieve

such densities of particles in thermal equilibrium, long-lived excitons are required. Conventional

semiconductor technology allows harnessing low-dimensional nanostructures to obtain such prop-
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erties. Coupled quantum wells support the formation of an indirect exciton that straddles the

potential barrier between two quantum wells. Due to a reduced wavefunction overlap between

the electron and the hole residing in the adjacent wells, the lifetime of the indirect excitons is

greatly extended. Owing to their superior properties, indirect excitons are an excellent test bed for

studying collective quantum effects.

In this work, we employ an electric field to manipulate excitons in quantum dots and coupled

quantum wells. The first part of this work is focused on the search of subtle quantum effects

predicted to occur when the emitter is tuned across the photonic band edge. Processes of re-

producible photonic-crystal and electrical-contact fabrication enable the required experimental

environment to be achieved. In the second part, the boundary of the Mott transition in indirect

excitons electrically tuned to have long lifetimes is investigated.

This thesis is organized as follows. In Chapter 1, the key concepts of quantum photonics based

on group III-V semiconductors are presented. First, the main electronic and optical properties

of GaAs, a representative III-V semiconductor, are reviewed. Quantum confinement in semicon-

ductors is discussed, with a particular focus on quantum dots and quantum wells, followed by an

introduction to photonic crystals as a tailored environment for quantum dots. The effect of the

electric field in semiconductors is briefly reviewed.

In Chapter 2, fabrication methods for realizing diverse photonic-crystal nanostructures are

discussed. Particular emphasis is put on the additional fabrication steps developed during this work.

The obtained practical knowledge on the formation of ohmic contacts to GaAs is summarized. Light

localization, occurring in photonic structures due to a finite fabrication disorder, is investigated in

photonic-crystal ring cavities. Finally, the main achievements of some experiments carried out in

the group on the fabricated samples are highlighted.

Chapter 3 deals with quantum dots near the photonic band edge. The quantum-confined Stark

effect on quantum dots is employed to search for unexplored quantum optics phenomena such as

fractional decay. The light localization around the cutoff frequencies seems to put the experimental

realization of such effects in doubt.

Chapter 4 is concerned with the strain-induced quantum-dot tuning in a simple nanostructure,

which is the first attempt to combine conventional photonic-crystal fabrication and wafer transfer

via a gold layer to produce strain-tunable suspended membranes. First, the main concepts of the

theory of continuum elasticity are introduced. The results of the photoluminescence measurements

on the quantum dots embedded into a suspended structure under the compressive biaxial stress

are discussed. The sample geometry is found to strongly influence the induced strain.

Finally, in Chapter 5, the exciton Mott transition observed in photoluminescence of coupled

quantum wells is discussed. The initial characterization of the sample is reviewed providing insight

into the main properties of the indirect excitons such as the long and electrically-tunable lifetime.

Next, the phase diagram of cold exciton gases is discussed with a particular emphasis on the two

cases, i.e., the insulating exciton gas and the metallic electron-hole plasma. The investigation of

the boundary between these two phases is the main subject of this chapter. The phase diagram of

the Mott transition observed for the indirect excitons is presented. The transition is observed with
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temperature and exciton density, and occurs gradually as revealed from the photoluminescence

data. Finally, a peculiar photoluminescence quenching observed at a certain band alignment is

presented. Although lacking a deep understanding of this effect, it is speculated that it might be

related to dark excitons.

In Appendix A, detailed recipes for the sample fabrication are provided. Appendix B contains

the description of a custom-made sample holder designed to accommodate samples with electrical

contacts.





Chapter 1

Foundations of quantum photonics in group III-V
semiconductors

This chapter builds a theoretical background for discussions throughout this thesis. First, a material

platform used in this work — group III-V semiconductors — is considered. Compounds formed

between elements of group III and group V of the periodic table, such as GaAs, InAs, GaN, AlN,

InSb, InP, etc., have provided a solid base for a broad range of applications in optoelectronics

and nanophotonics research [12–14]. Many of the III-V semiconductors possess a direct band gap,

which is a desired property for making light emitters or absorbers. Controlled combination of

elemental semiconductors allows band gap engineering, which is a powerful tool for designing such

semiconductor devices. Together with reduced dimensionality this technique has yielded quantum-

confined heterostructures such as quantum wells (QWs) and quantum dots (QDs), the emitters

studied in this work. Many of the physical effects in QWs are present even at room temperature,

which has enabled the implementation of QW-based devices, e.g., lasers, infrared photodetectors,

electro-optic modulators and solar cells [13, 15]. On the other hand, QWs form an excellent

platform for studying exciton physics [16–18]. Exciton formation and optical properties of the QWs

are described in this chapter. Three-dimensional (3D) quantum-confinement in a semiconductor

leads to the formation of QDs possessing atom-like properties. In particular, QDs can emit single

photons by the radiative transitions between the discrete energy levels of charge carriers. In this

chapter, the growth, structure and main properties of InAs/GaAs QDs are reviewed. QDs can

be incorporated into a tailored solid-state environment based on photonic crystals (PhCs). PhC

nanostructures have a great influence on the radiative properties of the QD and can be employed

in building deterministic single-photon sources. The working principle of PhC-based devices

is introduced in this chapter. Finally, since some of the PhC devices discussed in this thesis are

embedded in a diode structure, the effect of the electric field on excitons in quantum-confined

systems is briefly described. The concepts of QWs and QDs along with the description of PhC

operation compose a common theoretical basis for the rest of the thesis, whereas some particular

theory aspects are presented within the relevant chapters.
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6 1. FOUNDATIONS OF QUANTUM PHOTONICS IN GROUP III-V SEMICONDUCTORS
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Figure 1.1: (a) First Brillouin zone of a semiconductor with a zinc blende crystal structure. Im-
portant directions, high symmetry points, and the center of the Brillouin zone are indicated.
(b) Sketch of the band structure of GaAs close the Γ point along the directions Λ and ∆. The
energy-momentum dispersion relation is approximately parabolic for k ≈ 0.

1.1 Band diagram of GaAs

Material parameters and properties of group III-V semiconductors share many common aspects. In

the following, the discussed properties are of GaAs, nevertheless, they hold for related compounds

as well.

The electronic energy band structure describes the energy dispersion in the momentum space

for electrons and holes. This concept is essential to understand the electronic and optical properties

of semiconductors. The band dispersion is determined by the crystal structure of a solid. GaAs,

along with many other III-V semiconductors, has a zinc blende (sphalerite) crystal structure, which

is a face-centered cubic (FCC) lattice with two atoms in the base, a Ga atom at (0,0,0) and an

As atom at (a0)
(

1
4 ,

1
4 ,

1
4

)
, where a0 is the lattice constant. The first Brillouin zone of GaAs, with

important directions and symmetry points, is shown in Fig. 1.1(a). Γ denotes the origin of k-space,

X, K, and L are the intersection points of the Brillouin-zone boundary with the [100], [110], and

[111] directions, which are represented by the symbols ∆, Σ, and Λ, respectively. A simplified

sketch of the band diagram of GaAs near the Γ point is shown in Fig. 1.1(b). For GaAs the energetic

maximum of the valence band (VB) and the minimum of the conduction band (CB) occurs at the

center of the Brillouin zone, which results in a direct band gap denoted by Eg . This property

indicates that the transition from the bottom of CB to the top of VB does not require a change in

momentum and is accompanied by an emission of a photon. The CB possesses s-orbital symmetry

and has a spin S = 1/2 with projections along the quantization axis mS = ±1/2. The VB consists

of three subbands with p-orbital symmetry. The upper two subbands, termed as heavy-hole (hh)

and light-hole (lh) bands, are degenerate, whereas the third subband, the split-off (so) band, is

energetically well separated from the top of the VB owing to the spin-orbit coupling energy ∆SO,
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Figure 1.2: Effect of quantum confinement on the density of electronic states. The upper panel
illustrates bulk (a) semiconductor and heterostructures confined in 1 (b), 2 (c), and 3 (d) dimensions.
The corresponding sketches of DES are shown in the lower panel.

which is 0.34 eV for GaAs [19], and therefore, plays a minor role in optical experiments. Both lh

and hh have a total angular momentum J = 3/2 and projections mJ = ±1/2 and ±3/2, respectively.

The split-off band has J = 1/2 and its projections mJ = ±1/2. The lh and hh subbands split going

away from the Γ point (k , 0) due to a different curvature of the dispersion curve. This curvature

defines an effective mass as meff = ~
2
(

d2E
dk2

)−1
. The VB subbands with smaller and larger curvature

have respectively higher and lower effective masses for holes, thus the terms heavy and light hole.

In general, the energy dispersion in k-space deviates from a parabolic curve and is anisotropic

depending on the direction and the amplitude of k. Additionally, strain effects and quantum-

confinement might result in lifting the VB degeneracy at the Γ point, as discussed in Chapter 4. In

many cases for semiconductor heterostructures, the properties of the VB extremum are dominated

by the heavy holes since a larger meff results in a larger density of available states, as discussed in

the following.

1.2 Effect of quantum confinement
As mentioned in the introduction of this chapter, a combination of two semiconductors with

unequal band gap energies allows to produce a new material with a band gap different from that

of the constituents. Additionally, several layers of different semiconductors can be grown in an

alternating sequence resulting in a potential profile for the electrons and holes due to the band

offsets. Particularly, if a lower band-gap semiconductor is sandwiched between two layers with

a higher band-gap energy, the charge carriers are restricted to move only in that layer. Layer

thickness on the order of the de Broglie wavelength of the charge carriers (a few nanometers)

results in the quantum confinement along the growth direction. Such a structure is known as a
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quantum well. Conventional growth techniques also allow to create heterostructures confined in

two and all three dimensions, producing quantum wires and quantum dots, respectively. The full

ensemble of quantum-confined heterostructures is show in the upper panel of Fig. 1.2.

The density of electronic states (DES), defined as the number of available states per unit

volume within an energy interval, is significantly modified by a reduced dimensionality. It is a key

parameter, which defines the properties of optical emitters. For different degrees of semiconductor

confinement, DES can be evaluated as follows:

g3D(E) =
meff
π2

~
3

√
2meff(E −E0), (1.1a)

g2D(E) =
meff
π~2 , (1.1b)

g1D(E) =
1
π~

√
2meff
E −E0

, (1.1c)

g0D(E) = 2δ(E −E0). (1.1d)

In a non-confined case (bulk semiconductor), DES is non-zero for energies above E0 and varies

proportional to
√
E −E0, see the lower panel of Fig. 1.2(a). The confinement along a single direction

results in a step-like behavior of DES (Fig. 1.2(b)). For a quantum wire, DES peaks for each

quantized state and follows the (E −E0)−1/2 dependence in-between the resonances (Fig. 1.2(c)). In

the case of an ultimate confinement (QD), the charge carrier energy states are discrete and DES is

composed of Dirac-delta functions for each state (Fig. 1.2(d)). Such DES translates into a discrete

emission spectrum of a QD. In this thesis, we focus on two types of confined heterostructures,

namely QWs and QDs, which are discussed in more detail below.

1.2.1 Quantum wells

QWs impart a number of properties on excitons, thus this concept is discussed first. In semicon-

ductors, an electron and a hole interact via the Coulomb force, which can be quantified by an

attractive Coulomb potential term −e2/(4πε0ε|re − rh|), similar as in the hydrogen-atom problem

in quantum mechanics. Here ε0 is the vacuum permittivity, ε is the relative permittivity of the

material, and |re − rh| is the distance between the electron and the hole. Weakly bound excitons,

known as Wannier excitons, can form in semiconductors with a relatively high permittivity ε [20].

In a 3D case, solving a hydrogen-atom problem using the effective mass approximation, allows to

find the energy of an exciton:

E3D
n = Eg −

µ

2

(
e2

4πε0ε

)2 1
(~n)2 , (1.2)

where Eg is a band-gap energy of a material, µ =memh/(me +mh) is the reduced mass of the exciton,

and n = 1,2,3, .. is the principal quantum number.

A QW can be modelled as a quasi-two dimensional (quasi-2D) system, since the energy levels in

the growth (z-) direction are discrete due to quantum-confinement, as shown in Fig. 1.3. Similarly

to the case of a 2D hydrogen atom, the bound state energy of a 2D exciton can be obtained:

E2D
n = Eg −

µ

2

(
e2

4πε0ε

)2 1
~

2(n− 1/2)2 . (1.3)
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The second term in Eqs. (1.2) and (1.3) for n = 1 is equal to the binding energy Eb of the exciton. It

is four times larger in the ideal 2D case than in 3D, where the exciton is spread over many lattice

sites. A 2D exciton is confined in a QW resulting in a larger overlap of the carrier wavefunctions,

which enhances optical effects as compared to excitons in bulk.

It seems reasonable to say that the exciton binding energy is largest when the spatial distance

between the electron and hole is minimal. This situation corresponds to a complete overlap. In

an ideal QW structure, i.e., an infinite square well, the exciton wavefunctions are fully confined.

However, a real QW structure has finite barriers, leading to a finite-QW problem. Such a structure is

of a quasi-2D nature with the exciton wavefunction penetrating into the barriers. For narrow QWs,

where the well width is comparable to or smaller than the exciton radius in bulk GaAs (∼ 10 nm),

the confined energy levels are lifted closer to the barrier height, which makes the wavefunctions

penetrate more into the barrier regions. This reduces the confinement of the wavefunctions within

the well, and thus the binding energy. Tuning the barrier height allows to change the binding

energy and the wavefunction overlap of excitons in a QW. In this way, the optical properties of a

QW can be conveniently manipulated.

In QWs the optical transitions take place between the z-confined electronic states according to

dipole selection rules. The transition rate can be calculated from Fermi’s golden rule [15]:

γif =
2π
~

|〈f |er ·E|i〉|2ρ(Ei −Ef + ~ω), (1.4)

Figure 1.3: The band diagram of a finite QW. Here three eigenenergy levels and density probability
are shown for the electrons (e1, e2, e3) and the holes (h1, h2, h3). In the flat band case (a), the
optical transitions are allowed to occur between the states of equal parity as shown by the dotted
arrows. The applied electric field breaks the symmetry of the wavefunctions, therefore, the parity
is no longer well-defined, and the transitions between the opposite parity states become allowed
(b).
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E

k0
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Exciton

bk

ÄE = Eb - E0

Figure 1.4: Energy-momentum dispersion relation of the exciton and the emitted photon. Only
the excitons within the indicated energy interval ∆E (highlighted by the dark blue line) fulfill the
in-plane momentum conservation and can contribute to the photon emission.

which defines the probability for the optical transition between the initial confined state |i〉 with

energy Ei and the final confined state |f 〉 with energy Ef . Here er is the dipole operator, E is the

light electric field, ρ(Ei −Ef + ~ω) is the 2D density of states, and ~ω is the photon energy.

In an infinite QW at zero electric field, the overlap integral in Eq. (1.4) is zero between the states

of different quantum numbers and that gives a selection rule ∆n = 0 for optical transitions. In

real QWs, owing to different effective mass of an electron and a hole, the evanescent wavefunction

tail into the barriers can be different such that the carrier wavefunctions are not necessarily

orthogonal. This results in small departures from the selection rule of an infinite well allowing

usually weak transitions for ∆n , 0. Nevertheless, transitions between the opposite parity states

(∆n = odd number) are always forbidden since the overlap integral between them is zero. Breaking

the inversion symmetry of the confining potential in a z-dimension results in an undefined parity

of the wavefunctions, and thus the previously forbidden transitions become allowed.

Since excitons in a QW are free to move in the xy-plane, they can acquire an arbitrary in-

plane momentum, which gives rise to the energy dispersion of excitons. For the radiative exciton

recombination to take place, not only the exciton energy, but also the in-plane momentum must

be conserved. Only excitons within the light cone defined by the photon dispersion fulfill these

requirements and can contribute to photoluminescence. Figure 1.4 illustrates the exciton and

the photon dispersion relations, where the momentum distribution of optically active excitons

is highlighted by the dark blue line. The excitons with the energy (in-plane momentum) larger

than Eb (kb) are momentum dark and do not contribute to photoemission, but they play a role in

many-particle effects, as discussed in Chapter 5.

1.2.2 Self-assembled quantum dots

A practical example of a semiconductor structure confined in all three dimensions is a self-

assembled QD. In this work, QDs are used that form during InAs/GaAs growth by molecular-beam

epitaxy in the Stranski-Krastanov mode. A QD is a nanometer-sized island of InAs (on the order of
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Figure 1.5: Structure and energy diagram of a self-assembled InAs/GaAs QD. (a) Sketch of a single
QD formed at the interface between GaAs (blue) and InAs (orange) layers, referred to as the wetting
layer (WL). Illustration from Ref. [21]. QDs are formed at random positions on the wetting layer
and generally vary in size, as illustrated in the lower sketch. (b) Band structure of a single QD,
where a typical optical experiment scheme is shown: a photon with the energy close to the band
gap of GaAs is absorbed exciting a pair of energetic charge carriers, which relax to the ground state
of an exciton in the QD and recombine via the emission of a single photon.

105 atoms) formed on a few atomic layers of InAs (wetting layer, WL) grown on a GaAs substrate.

Sketch of a single InAs/GaAs QD is shown in Fig. 1.5(a). The QD formation is driven by the

relaxation of strain due to a crystal lattice mismatch between InAs and GaAs and is a random

process resulting in a spatial and size distribution of an ensemble of QDs. Typically a distribution

of QDs with varying height (3–5 nm) and lateral extent (15–30 nm) is obtained [22]. The small

size and the mismatch between the band gap energies of InAs (0.42 eV at 0 K) and GaAs (1.52 eV

at 0 K) creates a 3D confinement potential for both the electrons and holes, as illustrated by the

energy structure of a single QD in Fig. 1.5(b). In a typical photoluminescence experiment, an

electron-hole pair is created via photon absorption above the GaAs band gap. The charge carriers

relax via nonradiative processes to the QD potential and forms an exciton, which is annihilated by

a single-photon emission. The photoluminescence spectrum of a QD contains a sharp peak and

resembles atomic spectra. Therefore QDs are popularly referred to as artificial atoms.

Self-assembled QDs can be modelled as a five-level system reflecting the fine structure of the

ground-state exciton, see Fig. 1.6(a). The ground state exciton is composed of an electron with

spin S = 1/2 and projections mS = ±1/2 and a heavy hole with a total angular momentum J = ±3/2

and projections mJ = ±3/2. The light hole is energetically separated due to strain effects during

the QD growth and is thus neglected. The neutral exciton can have the total angular momentum

projection M = ±1,±2, where the states with M = ±1 are optically bright (|Xb〉 and |Yb〉), and the

states with M = ±2 are optically inactive (|Xd〉 and |Yd〉).1 If the QD is circularly symmetric its two

orthogonal dipoles represented as X and Y are circularly polarized. Additionally, the bright and

dark states are energy-split by a few hundred µeV owing to the exchange interaction of electrons

1A photon carries an angular momentum ±1 and the total angular momentum is conserved only for the bright states.
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Figure 1.6: (a) Level scheme of a QD, where the two bright states |Xb〉 and |Yb〉 are split in energy
due to the exchange interaction. Each bright state couples to the respective dark state |Xd〉 and |Yd〉
through spin-flip processes with the rate γsf. The bright states |Xb〉 and |Yb〉 can decay radiative to
the ground state |0〉 with the respective rates γX

rad and γY
rad. Nonradiative relaxation indicated by

the black arrows is possible from all four levels. (b)-(f) Excitonic complexes in a QD: the bright
exciton |Xb〉, the dark exciton |Xd〉, the positively charged exciton |X+〉, the negatively charged
exciton |X−〉, and the biexciton |XX〉.

and holes [23]. The exchange interaction is also responsible for lifting the degeneracy of the dark

states. Realistic QDs have no rotational symmetry, therefore, the exchange interaction gives rise

to the fine structure splitting of the bright states |Xb〉 and |Yb〉 by a few tens of µeV [23]. Bright

and dark states are coupled via spin-flip processes with a rate γsf. The bright states decay with

radiative and nonradiative processes, while the dark states only decay nonradiatively.

In a homogeneous medium, the two radiative transitions occur at similar decay rates, therefore,

the five-level scheme can be reduced to the scheme of only three levels: |Xb〉, |Xd〉, and |0〉. A

biexponential model is used to describe the spontaneous emission of a neutral exciton: N (t) =

Afe−γft +Ase−γst, where Af (As) is the amplitude and γf (γs) is the decay rate of the fast (slow)

component, respectively. It is obtained by solving the rate equations describing the temporal

evolution of the bright and dark state population probabilities [24]. Since the spin-flip rates have

been measured to be slow, the fast (slow) decay rate is mainly given by the decay rate of the bright

(dark) state γf = γrad +γnrad (γs = γnrad), where γrad and γnrad are the radiative and nonradiative

decay rates, respectively [24, 25].

Other charge configurations are possible in the lowest energy state of a QD, as illustrated

in Fig. 1.6(b)–(f). Apart from the already discussed neutral exciton in bright and dark spin
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configuration, the QD potential can trap an additional hole or electron forming a positively or

a negatively charged exciton (trion |X+〉 or |X−〉), respectively. Pauli filling of the lowest single-

particle energy levels with two electrons and two holes results in the creation of the biexciton

(|XX〉). The biexciton decays to one of the neutral-exciton states via emission of a single photon.

Probing the temporal dynamics of a QD via time-resolved photoluminescence spectroscopy

allows to experimentally determine the decay rates γrad and γnrad. By employing these quantities,

QD efficiency to emit a single photon for each excitation event is defined as ηQE = γhom
rad

γhom
rad +γnrad

, where

γhom
rad assumes a radiative decay rate into a homogeneous medium. QD can be embedded in an

inhomogeneous medium, e.g., photonic crystals, which can strongly modify the optical properties

of the QD. This is the subject of the following section.

1.3 Photonic-crystal nanostructures
In order to describe the dynamics of the emitter in a tailored dielectric environment, quantum

theory of light-matter interaction is employed [26]. The quantum emitter is assumed to be a dipole,

i.e., its spatial extent is smaller than the wavelength of light. This approximation is known as the

dipole approximation and is valid for the QDs described in this thesis. The main result of this

treatment is the radiative decay rate of a QD expressed as:

γrad(r0,ω0, n̂p) =
πω0

~ε0
|p|2ρ(r0,ω0, n̂p), (1.5)

where |p| is the magnitude of the dipole moment2 and ρ(r0,ω0, n̂p) is the local density of optical

states (LDOS) [6]. ρ(r0,ω0, n̂p) defines the number of optical modes per unit volume and energy at a

given emitter position r0 and frequency ω0, and provides all information about the electromagnetic

environment of the emitter.

Conventional semiconductor processing technology allows to sophisticatedly modify the optical

environment of QDs. The state-of-the-art structures for this purpose are called photonic crystals

(PhC), first proposed more than forty years ago [27–29]. A detailed review on this topic can be

found in Ref. [30]. A PhC is a periodic alternation of low- and high-refractive index materials with

a periodicity on the order of the wavelength of light. Unlike in a homogeneous medium, where

optical modes of all frequencies are allowed, in a PhC a photonic band gap, where certain-frequency

modes are forbidden to propagate, opens up. This is due to the periodic structure of the crystal, in

analogy with the electronic band gap in semiconductors. Ideally, a periodic modulation in all three

dimensions is desired, where a full photonic band gap is opened and the light propagation can be

suppressed in any direction. However, it is a substantial technological challenge to produce such 3D

PhCs in practice, therefore, 2D photonic structures are usually implemented. An example of such a

2D PhC slab is shown in Fig. 1.7(a), where air holes with a radius r arranged in a triangular lattice

with a constant a are perforated onto a GaAs membrane. The size and the central frequency of the

photonic band gap can be adjusted by a proper choice of r and a. In a PhC slab, light is not confined

by the LDOS effect in the direction perpendicular to the slab plane, but is strongly reflected by

2The dipole moment has been decomposed into p = |p|n̂p, where n̂p is the unit vector in the direction of p.
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Figure 1.7: (a) Top-view scanning-electron microscope (SEM) image of a PhC fragment, where air
holes with a diameter of 2r are arranged in a triangular lattice in a slab of GaAs. (b) Band structure
(only of the TE modes) of the triangular lattice PhC. The radiation modes above the light line are
illustrated by the gray shading and the band gap is shown in green. The horizontal axis is the
wavevector along the edges of the region indicated by the blue shading in a hexagonal Brillouin
zone. The vertical axis is the normalized frequency expressed as the ratio a/λ between the PhC
lattice constant and the wavelength of light.

the total internal reflection at the air-GaAs interface. The band structure of the triangular-lattice

PhC slab is shown in Fig. 1.7(b), where the black lines depict the eigenmodes of the slab and the

radiation modes above the light line are shown by the gray shading. The photonic band gap for

the transverse-electric (TE) modes (green shading) is opened.3 It has been demonstrated that the

spontaneous emission of an emitter could be inhibited by a factor of up to 70 due to the presence

of the photonic band gap in such a slab [24]. Since the fabrication allows the realization of almost

arbitrary PhC designs, it is possible to introduce defects in a perfectly periodic photonic structure,

which cause deterministic localization or guiding of light emitted by a QD. This lays the foundation

for making efficient quantum photonic devices, such as deterministic single-photon sources or

platforms for studying light-matter interaction [6]. For the realization of a single-photon source, a

particular type of defect, a PhC waveguide, is an attractive choice since efficient coupling (> 98%)

of a QD to the propagating mode of the waveguide has been demonstrated [31].

A PhC waveguide is a line defect introduced into a PhC slab by removing one row or by evenly

shifting in opposite directions two adjacent rows of holes. A typical example of such a structure

is shown in Fig. 1.8(a), where a so-called W1 waveguide is formed by removing one row of holes.

Three TE guided modes form in the photonic band gap, as illustrated in Fig. 1.8(b), where the

primary guided mode is indicated by the red line and the secondary modes are shown in black.

Light is allowed to propagate along the waveguide at a given frequency determined by the mode

dispersion. The slope of the dispersion defines the group velocity of the guided light vg = ∂ω
∂k ,

where ω is the frequency of the guided mode and k is the corresponding wavevector. At the cutoff

3Opening a photonic band gap for the transverse-magnetic (TM) modes requires small filling factor r/a, which is
hard to achieve in practice for PhC designed to operate in the near-infrared regime.
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Figure 1.8: A PhC-waveguide structure used in this work. (a) SEM image of a fragment of a W1
waveguide. (b) Band structure of the W1 waveguide illustrating the dispersion of the TE guided
modes emerging in the photonic band gap. The primary mode is indicated by the red line and the
secondary modes are shown in black. The purple shaded area shows the continuum of modes in
the waveguide bands and the radiation modes are shown in gray.

frequency of the guided mode, vg tends to zero meaning that the group index ng = c/vg , where

c is the speed of light, diverges at that point and allows to achieve a so-called slow-light effect.

The change in the decay rate resulting from the slow-light effect can be quantified by the Purcell

factor, PF, which is defined as the ratio between the decay rate of an emitter imbedded in a photonic

nanostructure and the decay rate of an emitter in a homogeneous medium. For QDs in a PhC

waveguide, the Purcell factor is given by [6]:

PF(ω) =
(

3
4πn

λ2/n2

Veff/a

)
ng(ω), (1.6)

where Veff is the effective mode volume, and λ/n is the wavelength within the material, where n is

the refractive index of the material. Experimentally, ng up to 300 has been measured in silicon PhC

waveguides, whereas in GaAs PhC waveguides group indices up to 120 have been observed [31,

32]. The limiting factor of experimentally achievable values of ng is the Anderson localization of

light at the frequencies around the band edge, which is close to the primary mode at the edge of

the Brillouin zone.

1.4 Electric field on quantum-confined structures
In the following, the effect of the electric field applied to quantum-confined semiconductor het-

erostructures is briefly discussed. An electric field on a bulk semiconductor causes a change in the

optical absorption at the band edge. This effect is known as Franz-Keldysh effect [33]. For quantum

heterostructures, this effect is even stronger and is called quantum-confined Stark effect [34]. An

external direct-current (DC) electric field F applied on the QW structure in the growth direction
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changes the bound-state energy levels and influences the optical properties of the well, i.e., it

results in the exciton energy shift δE = eFdX , where e is the electron charge, and dX is the separation

between the electron and the hole. The ability to apply the electric field is provided by the presence

of p- and n-doped GaAs layers in our heterostructure. A built-in potential Vbi forms across the

intrinsic layer of the p-i-n heterostructure as a result of charge-carrier diffusion to the oppositely

charged sites. The magnitude of the total electric field is given by:

F =
Vbi −V
li

, (1.7)

where V is the applied voltage and li is the thickness of the intrinsic region of the heterostructure.

For GaAs, Vbi is close to 1.43 V at room temperature and 1.52 V at 10 K. Depending on the polarity

of the applied field, the electrons can be pulled towards the anode and the holes towards the cathode

or vice versa allowing for a reversible tuning of the transition energy and the recombination rate.

The external field breaks the inversion symmetry of the well in the flat-band condition and

relaxes the parity selection rules, allowing the optical transitions between the electronic states of

opposite parity, as shown by the dotted arrows in (Fig. 1.3 (b)). Increasing the field also weakens

the transitions with ∆n = 0 due to reduced overlap of the distorted wavefunctions.

The Stark shift of the excitons confined in quantum dots is described by δE = pF + βF2, where

the first term is given by the dipole moment of the QD, p = edX , oriented along the growth direction,

and the quadratic term arises from the polarizability, β, which describes how easily the carriers

can be pulled apart by the electric field [35]. For a symmetric QD p = 0, however, as mentioned

before, self-assembled QDs are not perfectly symmetric, therefore, p , 0, i.e., a finite electron-hole

displacement at zero electric field is observed.



Chapter 2

Fabrication of nanophotonic devices

Photonic crystals (PhC) are made by periodic sub-wavelength variation of optical materials with

different refractive indexes. Examples of natural PhCs are opals and butterfly wings. The break-

through in 2D PhC fabrication on semiconductors has been achieved two decades ago when the first

PhC operating at the near-infrared regime was demonstrated [36]. Since then planar semiconductor

technology has been fruitfully serving for the PhC fabrication. However, this technology was

originally developed for silicon, which is so far the most important semiconductor in industry,

but has an indirect band gap, and therefore, poses a great challenge in making active photonic

devices. Transferring all the fabrication processes onto a platform of III-V semiconductors has

not been an easy task and still relies heavily on a technical know-how being developed by many

research groups across the world. The main steps of fabrication of nearly any optoelectronic device

with PhC structures are summarized in Fig. 2.1. These steps can be grouped into the following

processes: lithography, etching, and contact deposition. Each process is described in this chapter

with particular emphasis on the technical details developed during the years of this project.

The PhC fabrication in this work relies on a so-called soft-mask process, where the desired

pattern is transferred on a layer of resist and then etched directly with an inductively coupled

plasma (ICP) etcher. A crucial parameter in this case is the ratio between the etch rates of the resist

and the semiconductor, which determines how deep the semiconductor can be etched before the

resist mask is removed by the plasma. Robustness of the resist mask is particularly important

when etching such small features like holes in a PhC. In order to ensure etching selectivity in III-V

semiconductors, an intermediate layer of Si3N4, SiO2, metal oxide or metal is often used, which

is known as a hard-mask process [37–39]. However, a hard mask often complicates fabrication

on surfaces where oxide layers have been deposited for other purposes, such as fabrication of

superconducting single-photon detectors [40]. After the ICP etching, a necessary step needed

to release the PhC membrane from the substrate involves wet chemistry with hydrofluoric acid

(HF), which, in general, is not a clean process resulting in various debris and contamination of the

structures. Therefore, it is important to identify the etching residues and remove them with the

appropriate chemicals. In this work, a cleaning procedure used in our fabrication flow is presented,

allowing to achieve high-quality residue-free photonic structures [41]. Finally, the deposition of

robust ohmic contacts is described. Ohmic contacts integrated onto photonic circuits enable fast

17
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Figure 2.1: Fabrication flow of PhC structures with ohmic contacts. (a) By means of ultra-violet
(UV) lithography a mesa structure is defined on a sample. (b) The design of the photoresist mask is
transferred on a GaAs membrane by wet chemical etching. The etching is stopped at the surface
of n-doped GaAs where the bottom contacts will be deposited. (c) Ohmic contacts are deposited
on p-type GaAs and n-type GaAs by electron-beam (e-beam) and thermal evaporation of several
metal layers on a double-layer resist mask, which allows to lift-off the metal from the unwanted
parts of the sample. (d) The e-beam resist layer is patterned with a PhC design by means of e-beam
lithography. (e) The PhC pattern is etched into the GaAs membrane via the ICP process. (f) The
PhC membrane is released from the substrate via selective etching of AlGaAs with HF. The sample
is dried in a critical point dryer (CPD), which suppresses damaging effects of capillary forces.

and flexible control of optical and electronic properties of the fabricated devices for a variety of

applications [42–44].

By employing the developed fabrication process, a variety of photonic nanostructures are

fabricated for several experiments conducted in the group. Some of these experiments are briefly

overviewed in this chapter. Additionally, results on studies of light localization in bent PhC

structures are presented.

2.1 Lithography

Lithography is used to transfer arbitrary structure designs on a layer of a polymer. In the following,

two types of lithography employed in this work — photolithography and e-beam lithography —

are described in more detail. In the former, a positive (negative)-tone photosensitive resist is used,

which upon the illumination with light becomes soluble (insoluble) in basic solvents, referred to as

developers. In this thesis, the positive-tone resist is referred to simply as a resist, unless specified

otherwise. A metallic mask, where the desired geometry is imprinted, is used in-between the

sample surface and the UV light source to cover parts of the sample which should not be removed.

As a result a photomask is obtained and further fabrication processes can take place. Similarly, in
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Figure 2.2: Examples of a photoresist mask defined by the UV lithography. (a) Millimeter-size mesa
structures are defined on samples where electrical gates are used. (b) Features as small as a couple
of micrometers can be transferred into the resist mask. Alignment of ∼ 1µm precision is achieved
by using a microscope objective with 50x magnification.

e-beam lithography a beam of focused electrons is used to break bonds between polymer chains

and increase the solubility of the resist. Since the electrons in the beam have wavelength so small

that the diffraction no longer limits the resolution, record-small features of 3 nm sizes can be

patterned in e-beam resists with highly accelerated electrons [45]. Sub-5 nm precision is preferred

in fabrication of photonic structures of high optical quality.

2.1.1 UV lithography

Classical UV lithography where a sample covered with a layer of a photoresist is exposed with the

light of a mercury lamp (365 nm) allows fast and flexible patterning of structures with a feature

size of at least 1 µm. This limit is set by the wavelength of the used light, the thickness, and

the sensitivity of the photoresist. In this work, positive-tone, negative-tone, and image reversal

photoresists are used for various purposes. A positive-tone thin resist AZ1505 is used for the mesa

definition and in a double-layer lithography, see Fig. 2.2(a). A double-layer lithography is used

in a few cases to define a mask for the electrical contacts: two resists of different photosensitivity

are spun sequentially on the sample such that a negative inclined profile is obtained, allowing

for a solvent to creep under the deposited metal layer and lift-off the unwanted parts of the

metallized resist. A similar re-entrant profile of the resist sidewall is obtained in a negative-tone

resist ma-N400, which is used for most of the samples described in this work since it requires a

single-step process as opposed to the double-layer lithography. For the fabrication of the GaAs

bridges described in Chapter 4, an image-reversal resist AZ5214E is used. An example of a pattern

on a layer of AZ5214E used in a positive-tone is shown in Fig. 2.2(b). Depending on the situation,

this resist can be used both as a positive- and negative-tone resist. The description of the detailed

treatment of each resist is provided in Appendix A.
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200 nmr = 60 nm r = 66 nm r = 78 nm r = 82 nm

Figure 2.3: Mask profile dependency on the size of the features patterned with the e-beam lithogra-
phy. SEM images of the cross-sections of the resist masks patterned with PhC structures with a
different hole radius r indicated for each image. An exposure dose of 408µC/cm2 and o-xylene as
a developer are used for all the masks.

2.1.2 Electron-beam lithography

E-beam lithography is a corner stone of the whole fabrication process of PhC nanostructures. The

resist mask provides a basis to transfer the desired patterns into GaAs membranes. The quality

of the mask is translated into the quality of the final structure with additional disorder due to

subsequent processes, and therefore, it is of great importance to ensure that the resist mask is

patterned properly. Usually, PhC structures have feature sizes of 120 – 170 nm with a periodic

spacing of 70 – 150 nm, which set the resolution requirements for the lithographic technique being

used. As mentioned before, the e-beam lithographic resolution is not set by diffraction, but is

limited by electron optic aberrations and, more importantly, scattering of electrons within the resist

and the substrate. These scattering events result in an additional exposure in the surroundings

of the spot where the electron beam is impinging and give rise to the so-called proximity effect.

The proximity effect is the cause of variations in pattern size with respect to the intended by

design. This detrimental effect is less pronounced for electrons of higher initial energy since they

travel interacting weakly with the resist molecules throughout the resist layer. Therefore, e-beam

lithography machines accelerating electrons with 100 kV voltage are the most common choice

for PhC fabrication. The tool used in this work is a modified ELS-7000EX (ELIONIX) with an

acceleration voltage of 100 kV. Note that the amount of scattering also depends on the material in

which these events occur and the substrate. While there is no freedom in our case to choose the

substrate, we work with the state-of-the-art e-beam resist ZEP520A. Apart from high resolution,

sensitivity, and contrast, ZEP520A possesses characteristics crucial for the soft-mask process, i.e.,

robustness against dry etching.

In this work, a 530 nm-thick layer of ZEP520A is used to pattern samples with an adjusted

exposure dose, which measures an amount of charge per unit area (in µC/cm2) needed to degrade

the resist. The required exposure dose strongly depends on the feature size: larger doses are needed

to fully open smaller patterns, as shown in Fig. 2.3. Here a 408µC/cm2 exposure dose is used to

pattern periodically spaced holes with a radius r = 60, 66, 78, and 82 nm. Clearly, the holes with
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r = 60 and 66 nm are not fully open and a larger dose is needed to produce a high-quality mask. On

the other hand, holes with r = 78nm are open, but the vertical profile of the sidewalls has a small

positive inclination, which results in a smaller hole size at the substrate compared to the top of the

resist layer. The optimal result is obtained for the largest holes with r = 82nm, where the resist

edges are vertical and sharply defined throughout the whole layer thickness. Moreover, it is found

that the dose needed to fully open the holes in a PhC strongly depends on the developer used. In

the beginning of the e-beam process development, o-xylene is used to develop ZEP520A exposed

with a dose of ∼ 400µC/cm2. In the final recipe it is replaced with n-amyl acetate (ZED-N50),

which allows to reduce the exposure dose for the same patterns to ∼ 300µC/cm2. The detailed

recipes for the e-beam lithography used in this work can be found in Appendix A.

Oftentimes, micrometer-sized openings have to be placed in close proximity to the PhC in order

to form other structures for light guiding. Generally, large structures require smaller exposure

doses to be opened than finer features. Therefore, patterning large structures and small features

on the same mask calls for a local dose adjustment in order to ensure equally high-quality of

different-scale features. A similar procedure is used to correct for the proximity effect. Usually,

an additional software is employed to calculate a uniform energy profile for a pattern taking into

account the scattering processes. The proximity-effect correction is essential when exposing masks

with small features with the e-beam systems where the acceleration voltage is below 50 kV. In

general, it also improves the quality of the masks patterned with 100 kV machines. In this work,

the proximity correction is implemented by exposing large patterns with a smaller dose and using

a larger dose for the PhC structures. This procedure allows to obtain close-to-design dimensions of

all features in the mask and provides a good starting base for the etching process.

2.2 Etching

Transfer of the e-beam mask onto semiconductor is achieved by removing the exposed parts of

the material, i.e., by etching them. Diverse chemical solutions can be used as etchants, with an

adjustable material/crystalline direction selectivity and etching rate. The wet etching is inadequate

for defining features smaller than ∼ 1µm and is isotropic, which is not desired in certain situations,

e.g., when etching holes in a PhC membrane. Therefore, for such purposes dry etching by ion

bombardment and gaseous chemistry is used instead. The success of the PhC-device fabrication,

however, lies in a synergy of both types of etching. In this section following the chronology of the

fabrication process, the dry etching is discussed first, and the subsequent cleaning and undercut

procedures are presented.

2.2.1 Inductively coupled plasma etching

In this work, dry etching of GaAs membranes takes place in an ICP etcher, which schematics is

shown in Fig. 2.4. Different types of gas are supplied to the vacuum chamber through the pipelines

connected to gas bottles. The composition of the gas mixture is controlled by adjusting the flow in

each gas pipeline. An oscillating current running in a coil (equivalent to the ICP power) induces

dissociation of gas molecules into ions and radicals. If the ICP power is set to zero, the etcher
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Figure 2.4: Schematics of the ICP etcher used in this work. Gas is introduced from the top of the
vacuum chamber and pumped out below the table. A plasma discharge (purple shaded area) is
generated between the grounded chamber walls and the table-electrode by the oscillating current
running in the coil. The DC bias directs the plasma to the sample mounted on the table, which is
constantly cooled by helium gas.

operates in a so-called reactive ion etching (RIE) mode, which is often used for etching at a slower

rate. The charged particles get accelerated by the DC bias of the table electrode and contribute

to the physical etching by ion sputtering, whereas the ICP power determines the reactivity of the

plasma and thus the degree of the chemical etching by reactive radicals. The physical etching

is directional and allows to achieve vertical sidewalls, but it might damage the sample surface.

Enhancing the chemical part allows to improve the etching selectivity, but the process becomes

more isotropic. The composition and pressure of the gas also allow to control the nature of the

etching [46].

GaAs/AlGaAs dry etching is based on halogen-gas chemistry. The highest etching rates are

achieved by using Cl2 sources, but at a cost of an increased surface roughness and reduced repro-

ducibility in the etch rates in the longer run. By adding Ar or BCl3 to the Cl2 etching, anisotropy

can be increased due to increased contribution of the ion sputtering. Moreover, sidewall passivation

by addition of BCl3 and N2 improves the anisotropy and verticality of the sidewalls [47]. The

surface smoothness and anisotropy is improved by adding some H2 to a Cl2/Ar mixture. This also

reduces the etch rate. In order to speed up the etching process, a chamber pressure can be increased

to facilitate a more chemical etching due to a denser plasma, which, however, results in the reduced

verticality of the sidewalls. Generally, the dry-etching recipe is developed depending on the type

of the mask and the substrate material, and also on the patterns to be etched. In our case, the

main requirements for the dry etching are good etching selectivity, verticality of the sidewalls, and

smooth surfaces.

In the following, the dry etching recipe used to fabricate the samples used in this project is

presented. Patterns defined by the e-beam lithography are etched through the GaAs membrane
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Figure 2.5: PhC membranes dry-etched with the developed recipe. Holes with a radius r = 56nm
(a) and r = 77nm (b) etched into a GaAs membrane.

grown on the sacrificial AlGaAs layer (Fig. 2.1(e)) in the ICP etcher PlasmlabSystem 100 ICP65

(Oxford Instruments). A plasma chemistry based on BCl3, Cl2, and Ar is used [48]. The nature

of the etching process is controlled by balancing the ICP power and the DC bias on the table

electrode. The ICP coil power is set to 300 W, since higher values lead to lower selectivity. The

DC bias is maintained at 300-320 V. The plasma in the vacuum chamber is ignited at a strike

pressure of 25 mTorr and then rapidly lowered to 4 mTorr. The table is cooled to 0 ◦C to avoid

excess heat due to the plasma, which might cause distortions in the resist mask due to a thermal

reflow (occurring at around 145 ◦C for ZEP520A). The sample is mounted on a Si carrier wafer

ensuring a thermal contact via thermally conductive Fomblin oil, which can be easily removed

after the process. Thermal contact between the carrier wafer and the table is maintained by a

constant helium flow. Under such conditions, a gas mixture of BCl3/Cl2/Ar with the flow rates

of 3/4/25 sccm, respectively, is used to achieve the desired quality structures. In-situ monitoring

of the remaining resist thickness by a laser interferometry allows to properly time the etching

process. It is found that the resist mask should remain at least 200 nm-thick to prevent erosion

of the sidewalls and distortions in the feature size. The resist etch rate in the presented recipe is

around 280 nmmin−1 and the total etching time is 45 – 55 s.

The plasma etching suffers from the so-called depth lag, which means that the small features

are etched shallower than the large ones. This sets a minimum requirement on the hole size that

can be etched through the full thickness of the GaAs membrane. Holes with the radius as small

as 56 nm can be fully etched through a 160 nm-thick membrane with the developed recipe, see

Fig. 2.5(a). The corresponding etch rate is ∼ 190nmmin−1, which results in a selectivity of GaAs

etching over the resist mask of 2:3. Selectivity is improved to 2:1 for etching larger than 1 µm

features since the depth lag effect becomes less important. The ICP etcher operating in the RIE

mode can be used for deep etching of large features, e.g., mesa structures. The etch depth can be

controlled as precisely in the ICP process as in the nonselective wet chemical etching, which allows

to simplify the fabrication process by avoiding some steps involving wet chemistry. On the other

hand, the dry etching is generally nonselective and not suitable for underetching of the sacrificial

AlGaAs layer, which is one of the last steps in the PhC-membrane fabrication.
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2.2.2 Wet chemical etching

In order to release the PhC membranes from the substrate, selective etching of the sacrificial

AlGaAs layer is employed.1 Dilute HF dissolves AlxGa1−xAs with x > 0.5 while etching very little

GaAs [49]. The sacrificial layer of all samples fabricated in this work have had Al content of 0.7 or

0.75. The barrier layers of the p-i-n structures have x = 0.33 of Al and are etched with a negligible

rate. After the dry etching, the fabrication process is continued by stripping a residual layer of

ZEP520A by immersion in n-methyl-2-pyrrolidone (NMP) at 60 ◦C for 10 min, rinsing in room

temperature NMP, IPA, and blow drying with nitrogen gun. A liquid HF solution of 10% is used

for selective removal of AlGaAs followed by a thorough rinse in millipore water. The lateral etch

rate is estimated by investigating the undercut of the sample and is found to be around 65 nms−1.

The GaAs membranes remain intact after the underetching, however, several residues are observed

on the fabricated structures. During the wet etching with HF, compounds of Al are formed, most

of which are gaseous or highly soluble in water, but some compounds require additional aids to be

completely dissolved [50]. Additionally, byproducts of the dry etching may deposit on the inside

and the top of the etched features. By inspecting the debris with an optical microscope and an

SEM, micrometer-sized crystals with a trigonal lattice are observed and identified as aluminum

trifluoride AlF3, see Fig. 2.6(a) – (b). Amorphous aluminum hydroxide Al(OH)3 residues are

observed when underetching in HF vapours and are easily removed with potassium hydroxide

(KOH) [51]. Thin films of amorphous residues all around the released GaAs structures are observed

after the underetching, see Fig. 2.6(c). We speculate that these residues are of organic nature

stemming from the e-beam resist. During the etching with hot plasma carbon-rich films may form

and redeposit on the etched structures. Ashing with oxygen (O2) plasma seems to partially remove

these films, however, additional treatment is required to thoroughly clean the etched structures.

A procedure consisting of several steps before and after the HF treatment is implemented

in order to clean the fabricated structures of all the observed residues. After resist removal, the

sample is immersed in an aqueous solution of KOH (25 g in 100 mL) for 5 min to remove the

remnants of the Fomblin oil. After rinsing in water, the sample is undercut in the dilute HF and

soaked in fresh water to stop the etching and dissolve AlF3. To remove the other byproducts of

this reaction and the dry etching, the sample is immersed in hydrogen peroxide (H2O2 30%) for

1 min followed by a 1 min water rinse and 2 min etching in 20% KOH. H2O2 oxidizes the surfaces

of the GaAs membrane and the residuals of the sacrificial layer, whereas KOH easily dissolves

the produced oxides. Figure 2.6(d) shows an SEM image of a pristine structure obtained after the

cleaning procedure. The consecutive steps of oxidation and deoxidation are used in a so-called

digital etching, which has inspired the cleaning procedure [52]. Such a process etches GaAs by a

few nanometers, which increases the size discrepancy between the fabricated and the designed

structures. In our case, a single-cycle digital etching results in 2 – 3 nm larger hole diameter

as compared to the design, which is consistent with the literature reported values [52]. Such a

discrepancy can be easily compensated by adjusting the initial mask design. Note that the dry

1In order to avoid the formation of a thick native AlAs oxide, the wet etching should be performed immediately
after the dry etching.
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Figure 2.6: Residues of the etching processes and the final structure after the cleaning procedure.
AlF3 crystals forming during the HF etching are observed through an optical microscope (a) and
their crystalline structure (emphasized by the white lines) is inspected with an SEM (b). (c) A
residual thin film occurring due to the dry etching is attached on a released structure. (d) All the
residues are removed with a cleaning procedure described in this work resulting in a high-quality
structure.

etching transfers the pattern of the resist mask without observable deviations in size.

The last step in the fabrication process concerns drying of the PhC membranes and other

suspended structures. Generally, thin semiconductor membranes are not robust to capillary effects

occurring when the sample is taken out of the water or IPA at the end of the process. These effects

might cause collapse of the structure or stiction to the substrate [53]. Therefore, care is taken

to keep the sample covered with a liquid droplet during all the steps after treatment with HF.

Depending on the size of the suspended structures, after rinsing in IPA the sample is dried by

letting IPA evaporate in the fume hood or in a critical point dryer (CPD) through an exchange

with liquid carbon dioxide. The latter method is necessary for very fragile features, e.g., long ridge

waveguides or PhC nanobeams.

Several samples fabricated in this work require deposition of electrical contacts. A mesa struc-

ture has to be defined before to expose the n-doped GaAs layers for the bottom contacts. It is

defined by the UV lithography and the nonselective etching with a water solution of orthophospho-

ric acid and hydrogen peroxide H3PO4:H2O2:H2O (1:4:45) or the dry etching until the surface of

the n-GaAs layer. Afterwards, the UV lithography is used to define a mask for contact deposition.

The detailed recipes for these processes can be found in Appendix A.
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2.3 Ohmic electrical contacts

An important ingredient of photonic device fabrication is electrical contacts, which allow to

externally control the device properties via the application of an electric field. The electric field

is changed by applying the voltage through the metal contacts across the intrinsic layer of the

semiconductor membrane. There can be two kinds of contacts formed between a metal and a

semiconductor: ohmic contacts, which voltamperic characteristic follows Ohm’s law, and Schottky

contacts, which work as a rectifier, similar to the pn diode. The electrical properties (sheet

resistance, etc.) of the ohmic contacts can be measured allowing to evaluate the magnitude of the

electric field in the structure. Low-resistance contacts are desired for a high-quality diode without

parasitic heating and charging. Nevertheless, Schottky contacts are widely used as electrical gates

by research groups in optoelectronics and nanophotonics since they are easier to fabricate on

compound semiconductors, such as GaAs [54]. In this section, the most common strategies of

making ohmic contacts on GaAs are reviewed, and the recipe for the deposition of the ohmic

contacts compatible with the PhC-membrane fabrication and cryogenic environment is presented.

A variety of materials have been tested for making electrical contacts on p- and n-doped

GaAs [55, 56]. Achieving the ohmic behavior of the n-type contacts poses no challenge since

1967, when Braslau et al. fabricated low-resistance contacts by evaporating layers of Ni, Ge, and

Au [57]. Such a combination of metals has been routinely used as an electrode in devices with

electrically controllable quantum emitters [43, 58–61]. Alternatively, indium-noble metal alloys

(InAg, InAu, InPt) can be used to contact the n-type GaAs [56].2 Despite an extensive material

research for low-resistance ohmic contacts to the n-GaAs, today the most common choice for a

variety of applications is the very first proposal of NiGeAu alloy [57]. Quite the opposite is the

case for the p-doped GaAs, where there seems to be no unified convention in fabrication of reliable

and good quality ohmic contacts. For highly doped (> 1 × 1019cm−3) p-GaAs, annealed TiPtAu,

TiAgPdAu, and NiPdAu alloys have been reported to serve as low-resistance electrodes [62–64].

One of the most common choices is a combination of Au and Zn [42, 65–67]. Here Zn is used to

surface-dope GaAs. However, Zn tends to adhere poorly to the surface of GaAs, which reduces

sample endurance during further fabrication processes and might complicate the wire bonding

process. Moreover, the vapour pressure of Zn is much higher than of the other metals, therefore,

it is often regarded as a contaminant in the vacuum processes, such as an e-beam evaporation.

Oftentimes, for highly doped (> 2× 1018cm−3) p-GaAs a simple to fabricate, but worse in electrical

performance, solution is preferred by depositing layer of Ti and Au or an optically transparent

layer of titanium indium oxide (ITO) [68, 69].

In this work, the ohmic contacts to the n-GaAs are prepared in an e-beam evaporator, where

a source of a metal is heated by the bombardment with energetic electrons, and metal atoms are

deposited layer by layer. Right before the metallization, the sample is ashed in the O2 plasma to

remove the organic residues and deoxidized in a solution of H3PO4 for 2 min to expose a pristine

GaAs surface. The following sequence of metal layers is used: 5 nm of Ni, 40 nm of Ge, 60 nm of

2As a poor man’s solution, indium alone can be annealed to n-GaAs to obtain ohmic contacts of a reasonable quality.
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Figure 2.7: (a) Optical micrograph of a corroded area in the p-GaAs layer where one of the p-type
contact pads has detached from the surface. (b) A magnified view of the area around the p-contact
defined by the black rectangle. The etching takes place before the p-type contact deposition,
therefore, the p-GaAs layer is etched underneath the metal as well.

Au, 27 nm of Ni and at least 100 nm of Au. The bottom layer of Ni is mainly meant to prevent

the so-called balling-up effect of AuGe alloy. During the annealing process the sample is heated

such that the metals melt and AuGe tends to form droplets, which deteriorates the morphology of

the contacts, which is particularly important for small contacts and traces. A layer of Ni serves

also as a wetting agent and has been found to improve the electrical quality of the contacts by

consuming the native oxides and forming compounds with GaAs [70]. The superior electrical

properties of this type of contacts are mainly due to Ge used as a dopant that diffuses into the

GaAs region near the metal interface. By evaporating a layer of gold, Ni and Ge are protected from

the ambient environment, whereas a subsequent layer of Ni improves surface morphology and

serves as a barrier preventing the penetration of Au into the heterostructure (spiking) during the

annealing. The top layer of gold is needed for the wire bonding, which is done easier on a thick

coating. After the metallization, the unwanted parts of the coating are removed during a lift-off
process. The deposited contacts are annealed in a rapid thermal annealer (RTA) for 20 s at 420 ◦C

in the forming gas (N2–H2) atmosphere, see Appendix A.

The p-type contacts to GaAs are formed by a sequential deposition in a thermal chamber of

20 nm of Au, 50 nm of Zn, and at least 100 nm of Au for the wire bonding. The first Au layer is

evaporated to improve adhesion of the Zn layer. The Zn layer is used as a dopant, which diffuses

into GaAs during the annealing process. In order not to block the Zn penetration, the first Au layer

is thus only 20 nm thick. Zn is capped with a thick Au film that prevents vaporization of Zn during

the annealing in a thermal furnace and also forms a robust contact pad.

The deposition of both p- and n-type contacts with the described procedure necessitates the

UV lithography step involving sample immersion into aqueous solutions before the metallization

with AuZn. In some cases the presence of the n-type contacts with an extensive immersion in

water solutions during the development of the exposed photoresist is found to facilitate the etching

of the p-GaAs, as shown in Fig. 2.7. Depending on the sample and the treatment conditions
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Figure 2.8: Electrical contacts deposited by following the recipes described in this work. (a)
Ni/Ge/Au contacts are evaporated on the n-GaAs and annealed in the RTA, and the p-type contacts
are made by depositing layers of Au and Zn followed by annealing in a thermal furnace. (b) The
contact metals are deposited in an inverse manner compared to (a) and annealed in a thermal
furnace. (c) Optical micrograph of the final sample where the PhC structures are fabricated on
a mesa with ohmic contacts. The metal pads are covered with a hard-baked photoresist mask in
order to protect them from damage of the hot plasma.

(time spent in the solution, illumination), the p-doped layer can be etched to a certain depth.

Since the total p-layer thickness in our samples is only 40 nm, etching even ten nanometers can

significantly deteriorate the electric behaviour of the deposited contacts. In the worst case, the

p-GaAs layer can be etched completely resulting in metal pads contacted to the intrinsic GaAs

through a Schottky barrier. We experienced that this etching occurs only for the p-GaAs and only

when the n-type contacts are already deposited on the sample. Therefore, it is suggested that

this is the case of galvanic corrosion, where the developer acts as an electrolytic solution and the

p-GaAs surface undergoes the anodic oxidation. The oxidation products are then immediately

dissolved in the aqueous electrolytic solution. This phenomenon is well known in GaAs wafer

processing, and a strategy of slowing down or inhibiting the reaction, by processing the sample in

the dark at all times when the metals have been deposited, has been proposed [71]. This strategy is

implemented to prepare several samples during this work and well-behaved ohmic contacts are

obtained. Figure 2.8(a) shows an optical micrograph of the sample referred to as WG1 with the

ohmic contacts prepared in the dark. The six bottom n-electrodes are annealed in the RTA and

are distinguished by their rough surface. Alternatively, an inverse contact deposition procedure is

implemented for the sample called CQW1, which is shown in Fig. 2.8(b). Since only the p-doped

GaAs is etched due to the galvanic corrosion and the n-GaAs stays intact at the presence of the

p-type metals, the sequence of the metal evaporation is swapped and all contacts are annealed

once in the thermal furnace. The surface of the n-contacts looks much smoother due to a different

annealing method.

After deposition of ohmic contacts, the sample might undergo subsequent steps of PhC mem-

brane fabrication, which generally results in wearing out of the contact pads and lowered electrical
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Figure 2.9: Current-voltage characteristics of the fabricated electrical contacts. (a) Diode IV curves
of the WG1 and CQW1 samples. There is a negligible leakage current in reverse bias for both
samples, whereas the diode turns on at a slightly higher forward bias for WG1. (b) Upper (lower)
panel shows ohmic curves of the n-(p-)type contacts fabricated on the two samples. Purple circles
(triangles) show the data points and red solid (dashed) line shows a linear fit for CQW1 (WG1). (c)
Differential resistance of the p-i-n diode for WG1 (a) and CQW1 (b). The total p-contact resistance
is indicated by the black dashed line for each sample.

performance. To protect the contacts from the destructive effects of the plasma and HF treat-

ment, an additional hard-baked photoresist coating is formed around the frame of each electrode,

as shown in Fig. 2.8(c). The small features distributed across the mesa are the fabricated PhC

nanostructures.

The quality of the ohmic contacts and the p-i-n diode is assessed by measuring the current-

voltage (IV) characteristics at 10 K under no illumination. A source meter (Keithley 2636A) is used

to apply bias (with an accuracy of few hundred of µV) and measure the current (with few tens of

nA accuracy).3 The diode IV curves for the samples WG1 and CQW1 are shown in Fig. 2.9(a). The

diode of WG1 turns on at a slightly higher voltage than the diode of CQW1, which can be due to

3The accuracy of the source meter depends on the reading value, i.e., for voltage it is 0.02%± 350µV, for current
0.025%± 1.5nA.
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several reasons, e.g., different quality contacts, heterostructure, and doping concentrations of the p-

and n-GaAs layers. For both samples a negligible leakage current flows in the reverse bias regime

and under the forward bias before the diode turn-on.4 The absence of the leakage current indicates

the absence of charge transfer and within a certain voltage range allows to modify the electronic

band structure of the sample. The IV characteristics measured between two n-electrodes of the

discussed samples expose an excellent ohmic behavior of the n-contacts in cryogenic temperatures.

The respective data for CQW1 (WG1) shown by the purple circles (triangles) is fitted well with a

linear model indicated by the red solid (dashed) line in the upper panel of Fig. 2.9(b). The total

n-contact resistance extracted from the linear fit is around 150Ω for both samples. The lower

panel of Fig. 2.9(b) shows results of the analogous measurements on the p-type contacts, where

the ohmic behavior is maintained with the total contact resistance of around 4 kΩ for WG1 and 10

times larger for CQW1. The differential diode resistance defined as Rdiff = ∆U/∆I , where ∆U (∆I)

is the voltage (current) difference between two consecutive data points, is much larger than the

contact resistance until the diode turn-on, see Fig. 2.9(c). This ensures that the bias drops mainly

on the diode, but not on the contacts, and allows to efficiently control the electric field across the

intrinsic layer of the sample.

Despite the challenges in making the ohmic contacts on the p-GaAs, reliable electrical gates are

deposited on the samples allowing to build sophisticated devices consisting of high-quality PhC

structures and embedded quantum light emitters. These achievements contribute to the develop-

ment of GaAs technology and provide a flexible platform for quantum photonics experiments.

2.4 Experimental setup

Optical properties of the fabricated nanostructures are investigated by means of photoluminescence

spectroscopy. Experiments with quantum emitters, such as QDs and QWs, are also carried out by

measuring their emission spectra under optical excitation at low temperatures. A cryogenic envi-

ronment is needed to reduce the nonradiative recombination and the phonon-assisted dephasing

processes. In the following, optical setups around the cryostats used in this work are described. A

wavelength-tunable Ti:sapphire laser (Coherent Mira 900) operated in a continuous-wave mode is

used to excite the sample for the spectral measurements. The same laser can generate 3 ps-long

pulses at a fixed repetition rate of 76 MHz when mode-locked. Alternatively, a picosecond-pulsed

diode laser (PicoQuant PDL 800-B) with a repetition rate tunable from 2.5 to 40 MHz can be used.

Light from both sources is conveniently coupled to a polarization-maintaining single-mode optical

fiber and can be sent to any available optical setup. A mirror on a magnetic mount is used to switch

between the two lasers, see Fig. 2.10(a). Before coupling to the optical fiber the laser beam is guided

through a half-waveplate and a polarizing beam splitter for power control. Part of the Mira beam

is sent to a photodiode (PicoQuant TDA200) that generates a trigger signal for the time-resolved

measurements. The trigger signal serves as the timing reference for the repetitive registration of

single photons on a silicon avalanche photodiode. The photoluminescence decay curve is then

4The term "turn-on" is used following the operational definition in electrical engineering, however, for our devices,
the turn-on voltage is not well-defined and depends on many parameters, e.g., the contact quality.
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Figure 2.10: Schematics of the optical setups on the laser table and around the closed-cycle cryostat.
(a) A continuous-wave laser light is coupled to a polarization-maintaining (PM) fiber and can be
brought to any other optical setup. A pulsed beam from the laser diode can be coupled to the
same fiber by inserting a movable mirror (MM) into the path. The laser power in each arm is
controlled by a PBS and a half-waveplate (λ/2). Part of the Ti:sapphire laser light is guided to a
photodiode to generate trigger pulses for time-resolved measurements. (b) An optical head around
the closed-cycle cryostat is mounted on the translation stages and can be moved relative to the
sample. Polarization of the laser light is cleaned with a linear polarizer (LP). The excitation beam
is guided to the sample through a 90:10 beam splitter. The emission from the sample is cleaned
from the laser light by a λ/2 plate and another LP. For sample imaging, a mirror (shown as the
dashed contour) can be inserted to guide the white light for illumination.

reconstructed by building a histogram of single-photon events detected over a multitude of cycles

of excitation and emission. It is done by a time tagging module (PicoQuant PicoHarp300) with

4 ps resolution.

Optical measurements are conducted on the sample placed either in a CS210SF-GMX-20-OM

closed-cycle helium cryostat (Advanced Research Systems, Inc) or in a Microstat HiRes II (Oxford

Instruments) liquid-helium flow cryostat. The sample space allows for optical and electrical access

via a wedged optical window and thermally anchored copper leads. An adjustable-height copper

cold finger is used for mounting the sample holder in the closed-cycle cryostat. The flow cryostat

is equipped with a custom-made sample holder, described in Appendix B. The temperature is

measured by a calibrated silicon diode sensor (accuracy of ± 12 mK) and controlled by a 50Ω

thermofoil heater anchored on a cold finger. In the experiments conducted in the closed-cycle

cryostat the CQW1 sample is cooled to 4.2 K.

Schematics of an optical setup around the closed-cycle cryostat is shown in Fig. 2.10(b). A cage-

based optical head is mounted on the two-axes micropositioning stages (Newport M-VP-25XL) and

a translation stage with a micrometer drive for positioning in the z-direction. In this configuration,

the sample is static, whereas the excitation/collection spot is moved in the sample plane with a
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Figure 2.11: Schematics of the optical setup around the liquid-helium flow cryostat. The excitation
laser light is brought by a PM fiber to a power control line (a λ/2 plate and a PBS). It is directed to
a power meter though one port and to a microscope setup through the other port of a 50:50 beam
splitter. The laser beam is reflected to the sample by a dichroic mirror (DM) or a 50:50 beam splitter.
The photoluminescence from the sample is collected with an objective and directed to a free space
collection path with a flip mirror shown as a dashed contour. An optional pinhole can be inserted
into the collection path for spatial filtering of the signal. The photoluminescence is analyzed
in a spectrometer and subsequently detected by a CCD camera or an avalanche photodiode for
spectral and temporal measurements, respectively. A dashed box encasing two mirrors illustrates a
galvanometer mirror system that can be introduced for a spatial scanning of the sample.

precision of 10 nm, and the focus is adjusted with a micrometer stage. A laser beam is brought

from the laser table to a power control line consisting of a half-waveplate and a polarizing beam

splitter, and fiber-coupled to the excitation arm of the optical head. Ten per cent of the power in

this arm is guided to a power meter for control. Further, a 50:50 beam splitter is placed for the

sample imaging on the imaging CCD camera. The sample is illuminated with a white light guided

by an aluminum mirror mounted on a rail, which allows to insert the mirror into the collection

path without disturbing the alignment of the optical head. A linear polarizer is inserted in the

excitation path to clean the polarization of the incoming laser light. The sample is excited from

the top through a microscope objective (Nikon CFI Plan Fluor ELWD 40x C) of NA = 0.6 with an

adjustable working distance of 3.6–2.7 mm. The photoluminescence from the sample is collected

through the same objective and filtered from the laser light by a half-wave plate and another

linear polarizer. The emission signal is focused to an optical fiber and sent to a spectrometer
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(Princeton Instruments Acton SP2500) with a resolution of 50 pm, and subsequently detected by a

thermoelectrically cooled charge-coupled (CCD) camera (Princeton Instruments Pixis 100).

The optical setup accompanying the liquid-helium flow cryostat is sketched in Fig. 2.11. A

laser beam is guided through a half-waveplate and a polarizing beam splitter, which compose

a power control line. Part of the laser power is sent to a power meter via a 50:50 beam splitter

to monitor the intensity incident on the sample. An additional half-waveplate is inserted after

the beam splitter to set the polarization of the laser light. The laser beam is guided to an optical

microscope setup (Olympus BXFM), where either a 90:10 beam splitter or a dichroic mirror (cutoff
at 875 nm) is used to guide the light to a microscope objective (Nikon CFI E Plan Achromat 10x) of

NA = 0.25 and focus on the sample. Additionally, an objective (Nikon CFI Plan Fluor ELWD 40x C)

of NA = 0.6 has been used for some measurements. The microscope setup and the objective can be

moved in the z-direction with a coarse and fine focus knob. In contrast to the optical setup around

the closed-cycle cryostat, here the sample is not static and can be moved in the xy-plane within

100 nm accuracy by translation stages (Newport PM500-4L.100). The translation stages offer a

long-range positioning allowing to image and measure at any position on the sample. The sample

is imaged via a CCD camera by illuminating with a white light source. The setup can be easily

switched between the imaging and measurement modes via flip mirrors, shown by the dashed lines

in Fig. 2.11. The photoluminescence from the sample is guided to the free-space collection path

and dispersed by a spectrometer (McPherson Model 207) with a resolution of 50 pm, where it is

either detected as a spectrum by a CCD camera (Princeton Instruments TEA/CCD-1024-EM/1UV)

or as a time-trace at a single frequency by a silicon avalanche photodiode. The collection path of the

optical setup can be supplemented with a high-speed scanning galvanometer-mirror positioning

system (Cambridge Technology 6240H/8340K). It consists of two optical mirrors mounted on

galvanometer-controlled motors with sensors that detect the position of the mirrors. A servo loop

is created by feeding the output signal of the sensor back to the drive electronics, allowing a very

fast and precise mirror positioning. By scanning the two mirrors the collection spot is moved along

two orthogonal axes, x′ and y′. In such a way, while keeping the excitation spot fixed, a spatial map

of the photoluminescence stemming from the sample can be acquired.

2.5 Effects of fabrication imperfections in a glide-plane ring cavity

Designing a PhC circuitry requires not only resonant photonic nanostructures, such as cavities

or waveguides, but also low-loss optical interconnects or beam splitters, which can be based on

ridge or PhC structures [32, 72, 73]. Introducing engineered structural defects or alterations of a

PhC lattice of a waveguide allows to route photonic channels. Owing to symmetry of a triangular

lattice, the PhC structures are bent by angles maintaining this symmetry, e.g., 60° [74, 75]. Bending

a PhC waveguide by a random angle violates the symmetry of the slab and results in significant

propagation losses of light. In principle, if the curvature of the waveguide is small, light can be

adiabatically guided to propagate in an arbitrary direction. In practice, detrimental effects on the

optical properties of the photonic nanostructures can be introduced due to the limited precision of

the fabrication process.
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Figure 2.12: Design of the glide-plane ring cavity. Sketch and 2D finite-difference time-domain
calculation of the electromagnetic-field intensity in a perfect glide-plane waveguide (a) and a
section of a glide-plane ring cavity (b). Light propagates along the bent waveguide without
significant leakage into the PhC. SEM image of the fabricated cavity and a magnified view of its
segment (c).

PhC structures are very sensitive to disorder as they are mainly fabricated to operate at near-

infrared wavelengths, meaning that their feature size and periodicity ranges from tens to few

hundred of nanometers in GaAs. Size deviations of only several nanometers result in disorder and

lower the reproducibility of the spectral properties of photonic structures [76]. Undesired disorder

accommodates multiple scattering of photons resulting in localization of light, called Anderson

localization [29, 77, 78].

In the following, localization in ring cavities obtained by an adiabatic rotation of a so-called

glide-plane PhC waveguide is investigated. In such a structure, the line defect is introduced by

a separation between two adjacent rows of holes, thus the glide-plane symmetry, see Fig. 2.12(a).

The hole size in the first three rows around the defect is adjusted to optimize the mode dispersion

for the slow-light effect. The most important feature of this structure, stemming from the glide-

plane symmetry, is the emergence of two guided modes, an even and an odd one, which are

frequency-degenerate at k = π/a. The coupling of these modes results in a high degree of circular

polarization at the electric field maxima. The interaction of a single QD with the fundamental

mode of the glide-plane waveguide results in a highly directional emission of single photons, as

briefly discussed in Sec 2.6.

Figure 2.12(a) shows a sketch and a 2D finite-difference time-domain (FDTD) calculation of the

electromagnetic-field intensity in a perfect glide-plane waveguide.5 Light is propagating along the

waveguide without significant leakage into the PhC, due to a wide photonic band gap. It is known

that the band gap of a PhC is maximized when the optical paths of light in the air holes, d1n1,

and in the PhC slab, d2n2, are equal [79]. Here d1 (d2) and n1 (n2) are the length of the unit cell

5The 2D finite-difference time-domain calculations were performed by Dr. David García.
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Figure 2.13: Light localization in glide-plane ring cavities. High power photoluminescence spectra
acquired at different positions indicated by color coding on the ring structures with the radius
R = 60µm (a) and R = 15µm (b). Localized modes are observed in a narrower wavelength interval
for a smaller curvature cavity (a).

and the refractive index in air (GaAs), respectively. Rotating the glide-plane waveguide effectively

stretches the PhC lattice and violates the equality of the optical paths, as shown in Fig. 2.12(b).

Therefore, in the ring cavity design, the size of the air holes is scaled accordingly to restore this

requirement and maintain the light confinement within the waveguide mode (Fig. 2.12(b)). Note

that no further optimization of the structure design based on numerical simulations has been done.

The structures are fabricated on a 160 nm-thick GaAs membrane with a layer of QDs embedded in

the middle (the details on the wafer structure can be found in Appendix A). SEM images of the

resulting structures are shown in Fig. 2.12(c).

Time-integrated photoluminescence spectroscopy is carried out on the fabricated sample pla-

ced in the liquid-helium flow cryostat, see Fig. 2.11. For all optical measurements the sample

is cooled to 10 K. The sample is excited from the top with a continuous-wave laser tuned to

800 nm corresponding to pumping above the GaAs band. Light localization is found to occur in

the ring cavities. By recording high-power photoluminescence spectra at several spatial positions,

information about the distribution of the localized modes is obtained for the ring structures with

the radius R = 60µm and R = 15µm, shown in Fig. 2.13(a) and (b), respectively. Figure 2.14

summarizes the photoluminescence measurement results on four cavities with different radius

of curvature: 15 µm, 20 µm, 29 µm and 60 µm. The mode quality factor Q = ωc/∆ω is evaluated

from a Lorentzian fit of each mode. Correlations between Q and the radius of curvature, R, are

not clearly resolved, however, Q factors larger than 6500 are obtained only for modes localized in

the largest resonators with R = 60µm and 29 µm, as seen in Fig. 2.14(a). On the other hand, the

bandwidth of the localized modes depends strongly on R, see the inset of Fig. 2.14(b). For the cavity

with R = 60µm, the localized modes are observed distributed within an interval of less than 5 nm,

whereas modes spectrally separated by almost 30 nm localize in the cavity with 4 times larger
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Figure 2.14: Quality factor distribution for the localized modes in ring cavities of different curvature.
Statistical distribution of the quality factor (a) and its dependence on a central mode wavelength
(inset in (b)) for the ring cavities with the radius R = 15µm, 20 µm, 29 µm and 60 µm, indicated in
red(circle), purple(triangle), black(square) and green(diamond), respectively. (b) The measured
bandwidth of the localized mode distribution as a function of the resonator curvature 1/R. The
black dashed line is the guide to the eye.

curvature (R = 15µm). The curvature of the resonator, 1/R, reflects by how much the waveguide

unit cell is distorted — the larger the curvature, the more pronounced distortion of the triangular

lattice. It is found that the spectral distribution of the localized modes becomes broader with the

increasing ring curvature, see Fig. 2.14(b).

The observed effect resembles the Anderson localization, occurring in PhC structures due

to an extrinsic disorder (added deliberately), e.g., variation in a hole size or position. These

types of disorder have been extensively studied in PhC waveguides, and methods for quantifying

it have been proposed [80–83]. It has been demonstrated that in PhC waveguides with small

extrinsic disorder, that the bandwidth of the localized modes increases linearly with the amount of

disorder [83]. In the case of the ring cavities with an intrinsic disorder, the bandwidth of the modal

dispersion seems to correlate with the bending radius of the cavity. It suggests an independent

effect caused by the distortion of the PhC lattice symmetry. The Anderson localization in PhC

waveguides is studied in more detail in the next chapter.

2.6 Other experiments on the fabricated nanostructures

A brief overview of experiments conducted by other group members on several fabricated PhC

devices is presented. The first work reported in Ref. [84] concerns optical nonlinearity at a single-

photon level, which is one of the most desirable features for quantum information processing.

Various scenarios employing the nonlinear interaction between photons and an emitter have been

proposed for quantum gates implemented in cavity quantum electrodynamics (cavity-QED) or

waveguide-based setups [85, 86]. Moreover, strong optical nonlinearity enables the experimen-
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Figure 2.15: SEM images of the PhC devices fabricated for experiments on single-photon nonlin-
earity (a) and directional single-photon emission (b). Inset: magnified view of an intersection of
the PhC waveguide sections with a horizontal-mirror (left) and glide-plane (right) symmetry.

tal realization of a single-photon transistor and a photodetector operating in a nondemolition

fashion [87, 88].

It has been demonstrated that a QD embedded in a PhC waveguide can couple solely (> 98 %)

to a guided mode, and thus facilitate a single-photon nonlinearity [31]. An SEM image of such a

PhC waveguide used in Ref. [84] is shown in Fig. 2.15(a). More details on the sample structure are

discussed in the next chapter. The excitation light is launched into a circular grating on the left

and the transmitted light through the waveguide is collected via an outcoupler on the right. The

latter grating is connected to the PhC slab via a ridge waveguide bent at a 90° angle, which allows

to further reduce signal pollution with the laser light. Transmission measurements are conducted

under resonant excitation of a QD sitting in a slow-light section in the middle of a waveguide.

The QD modifies transmission spectrum of the PhC waveguide by preferentially reflecting the

single-photon component while multi-photon components are transmitted. The power dependence

of the transmission reveals the nonlinear effect at a level of less than one photon.

Another experiment on a PhC device fabricated using the recipes discussed in this chapter

reveals directional emission of single photons generated by a QD sitting in a PhC waveguide with

a glide-plane symmetry [89]. The sample design is analogous to the one used in the previously

presented work, except that here the middle section is composed of a PhC waveguide with a

glide-plane symmetry, see Fig. 2.15(b). As discussed above, the glide-plane symmetry supports the

formation of a waveguide mode that is circularly polarized at the electric field maxima. When a QD,

subjected to a strong magnetic field in the growth direction, interacts with such a mode, a so-called

chiral behavior is induced. The two excitonic states of the opposite circular polarization created by

the magnetic field couple to the counter-propagating modes of matching polarization, resulting to

a directional single-photon emission. The sample is excited in the middle of the structure and the

emission from the two spectrally split QD dipoles is collected via the outcoupling gratings on each

side of the waveguide. The single-photon emission into a PhC waveguide with a directionality

of 90 % is measured. This property can be exploited in constructing nonreciprocal elements of

photonic circuits with highly directional photon routing.



38 2. FABRICATION OF NANOPHOTONIC DEVICES

2.7 Conclusions
To summarize, the processes for high-quality PhC device fabrication are described, including

e-beam lithography, plasma etching, and deposition of robust ohmic contacts. We believe that

the provided technical know-how will contribute to further development of GaAs processing for

photonics and optoelectronics applications. By using the described recipes several types of photonic

nanostructures are fabricated. The impact of the fabrication disorder on the bent PhC structures

is investigated. Light localization is observed in the ring cavities formed by the angular rotation

of a unit cell of a PhC waveguide. The bandwidth of the localized mode distribution is found to

scale linearly with the cavity curvature. Finally, experiments on two different devices fabricated

using the developed process and performed by other members of the Quantum Photonics group

are overviewed.



Chapter 3

Electrical tuning of quantum dots across the pho-
tonic band edge

Electric-field-induced manipulation of quantized energy states of self-assembled QDs is a powerful

tool for a number of quantum photonics experiments, e.g., cavity-QED, entangled photon pair

generation, and Stark effect QD spectroscopy. The latter technique has been employed to obtain

experimental information on the internal charge distribution within InGaAs QDs, which allowed to

relate it with the material composition and the shape of the QD, and provided valuable guidelines

to the theory [35]. Electric-field tuning of the fine-structure splitting below the QD linewidth

has been demonstrated, leading to a biexciton-to-exciton-to-empty cascade proposed to emit

polarization-entangled photon pairs [90, 91]. Moreover, deterministic control of the charge state of

single QDs by means of the electric field, where an additional electron or a hole can be trapped by

the QD potential, has been reported [92]. An electron spin in an optically active QD can be used as

a qubit for quantum information processing [93]. Such qubits have to be initialized, manipulated,

and read out before they are affected by decoherence processes, such as QD-transition energy

jitter due to local electric or magnetic field fluctuations or phonon-induced dephasing. It has

been recently shown that the application of the electric field can eliminate decoherence due to the

electromagnetic noise [5]. Additionally, by tuning the properties of the QDs and their solid-state

environment, the qubit operations can be performed at time scales preceding decoherence. The

electric field allows reversible manipulation of the electrostatic environment, the charge state

and the radiative dynamics of the QDs. A typical example of an implementation of these two

concepts, serving for the cavity-QED experiments, is a QD tuned into resonance with a PhC cavity.

Additionally, a number of interesting effects, e.g., modified Lamb shifts and the fractional emitter

decay, are theoretically predicted to occur when the emitter is positioned in a region of a sharply

varying LDOS [7, 94]. The possibility to probe such phenomena experimentally motivated the

work presented in this chapter.

The theoretical model of the fractional decay relies on the existence of a sharp photonic band

edge, as sketched in Fig. 3.1(a). An emitter placed within such a region interacts strongly with

the electromagnetic field of the cutoff frequency. Such interaction leads to the formation of a

superposition state, where the emitter neither fully decays nor remains in the excited state. A QD

39
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Figure 3.1: The LDOS dispersion in an ideal photonic structure (a), in a realistic structure, where
the ensemble-average of the disorder-induced localized modes forms the Lifshitz tail, indicated
by the blue shading (b), and in the case probed by a single measurement, where the individual
Anderson-localized modes are resolved, as illustrated by the peak in the band gap (c). The gray
dashed line is the guide to the eye for the cutoff frequency.

electrically tuned across the band edge of a PhC waveguide seems to be a perfect realization of the

discussed physical system. In practice, however, the picture looks different due to the occurrence

of light localization. In the PhC waveguides, the Anderson-localized modes distribute over a

narrow spectral range around the cutoff frequency and form an optical equivalent of the Lifshitz

tail, a characteristic DOS feature of the band gap in a disordered system, see Fig. 3.1(b) [82, 95,

96]. The Lifshitz tail is an ensemble property, whereas in a single measurement, the individual

Anderson-localized modes occurring within the bandwidth of the Lifshitz tail are observed, as

illustrated in Fig. 3.1(c). The ensemble average of such modes decays exponentially within the

spatial extent of a sample with a characteristic length called the localization length, ξ. In the case

of a 1D system, ξ is directly proportional to the mean free path le, which is defined as the distance

between two scattering events [97]. Light localization in 1D occurs in the presence of disorder for

the sample length L longer than le, or can be approximated to the condition of L >> ξ [98]. The

localization length of around 6 µm has been measured in 100 µm-long PhC waveguides with the

intrinsic fabrication disorder [99]. This hints that in the samples shorter than ξ the probability of

the Anderson localization should be low. Therefore, for the measurements of this work, 5 µm-long

samples have been fabricated, where a significantly reduced probability of the light localization is

expected. The very first measurements, however, have revealed that even in such short waveguides

the photon multiple scattering leads to the light trapping in the random modes. These findings

indicate a significant challenge in probing the fractional decay in real PhC waveguides and pinpoint

to the intriguing effect of the Anderson localization in short 1D structures.

This chapter reports on the electrical QD tuning across the LDOS variations in a short PhC

waveguide, where the LDOS landscape includes the Anderson-localized modes. First, the sample

structure is presented along with the results on the initial optical characterization of the quantum-

confined Stark effect on QDs. Time-resolved photoluminescence measurements are used to extract

the radiative and nonradiative decay rates allowing to map out the LDOS dispersion within the

spectral tuning range of several meV. Finally, the Anderson localization is studied at the band edge
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Figure 3.2: A layer structure of the wafer used for fabricating the PhC devices, where the intrinsic
layer of a p-i-n diode encases InGaAs QDs.

of the photonic mode.

3.1 Quantum-confined Stark effect on quantum dots
In this section, the photoluminescence spectroscopy is employed to investigate the quantum-

confined Stark effect. The measurements are conducted on a sample fabricated on a wafer that was

grown at Ruhr University Bochum, Germany. The wafer consists of a 72 nm-thick intrinsic GaAs

layer with QDs embedded two nanometers above the interface with the bottom AlGaAs barrier, see

Fig. 3.2. The QD layer is isolated from the p- and n-type layers by the AlGaAs barriers to prevent

charge-carrier escape from the QD at non-zero electric fields and tunnelling from the doped layers

at forward bias. Such heterostructure design has been demonstrated to increase the tuning range

dramatically compared to the case without barriers [100]. A mesa structure is defined by standard

optical lithography and wet etching, and connected through the bottom n-type and top p-type

ohmic contacts. The PhC nanostructures are etched into the mesa using the recipes described in

Appendix A.

The sample under study consists of a photonic structure illustrated in Fig. 3.3. The waveguide

contains a slow-light section (indicated by the blue shaded area) designed to have high group index

ng allowing for efficient light-matter interaction, surrounded by a fast-light section with low ng .

The fast-light section (red shading) is needed to efficiently extract light from the slow-section out

through a circular Bragg grating [101], which is designed to couple the in-plane propagating mode

perpendicularly out of plane. The dispersion curves of the main modes for each section are shown

in Fig. 3.3(e). At the opposite side the waveguide is terminated by a PhC block, which is effectively

a mirror and together with the grating forms a weak cavity giving rise to Fabry-Pérot resonances.

All the waveguides studied in this section have a 5 µm-long slow-light section, a lattice constant
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section (b); the sample is excited in the grating outcoupler and the signal is collected from the
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images is 5 µm. (d) High-power photoluminescence spectrum from a PhC waveguide with two
sections of different dispersion, shown in (e). The spectral region of the slow-light section is shown
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the longer wavelengths (red shading) couple only to the fast-light section and are reflected at the
interface of the slow-fast regions. Clear Fabry-Pérot resonances are observed within the spectral
range of the guided light. (e) Band structure of the sample, where the main band of the slow-light
(fast-light) section is shown in blue (red). The yellow shaded region corresponds to the spectral
region guided in both sections. The continuum of the guided modes is marked in purple, and the
radiation modes are shown in gray.
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a = 252nm, and a hole radius r varied from 70 to 74 nm.

The sample is placed into the liquid-helium flow cryostat and cooled to 10 K, as described

in Chapter 2. Three experimental configurations used in this work are shown in Fig. 3.3. For

the experiments discussed in this section, a picosecond-pulsed Ti:sapphire laser tuned to the

wetting layer (844 nm) and focused to a 1.5µm spot through a microscope objective of NA = 0.6 is

used to excite the QDs. A dichroic mirror (cutoff at 875 nm) and polarization extinction is used

to filter excitation laser. The photoluminescence is collected through a single-mode fiber, sent

to a spectrometer with a resolution of 50 pm, and detected by a CCD camera or an avalanche

photodiode. Figure 3.3(d) shows a high-power photoluminescence spectrum acquired from a

waveguide with a = 252nm and r = 70nm, when exciting the two sections of different dispersion.

The cutoff for the slow-light section is around 1.315 eV (943 nm), and for the fast-light section

around 1.272 eV (975 nm). In the following, only the band of the slow-light section is considered.

By varying the applied voltage the QD emission energy is tuned by the DC Stark effect, as given

by [102]:

E = E0 + pF + βF2, (3.1)

where E0 is the exciton energy at F = 0, p is the dipole moment of the QD, and β is the polarizability,

as defined in Chapter 1. Photoluminescence spectra of several QDs embedded in the unpatterned

GaAs membrane versus the electric field are shown in Fig. 3.4(a). The QD emission is inhibited at

small field values since the p-i-n diode turns on and the current starts running, thus the carriers

are swept out of the QD. As the electric field is increased, the single QD lines shift according to

Eq. (3.1). The photoluminescence stemming from the QDs is tuned by more than 4 meV before

quenching due to tunnelling of the charge carriers at F > 300kVcm−1. The tunnelling is the

limiting factor of the QD tuning range and is determined mainly by the height of the potential

barriers, as discussed later in this section.

By analysing the electric-field dependence of the QD emission energy, the polarity and polariz-

ability of the QD can be determined. The central positions of two QD lines denoted as QD1 and

QD2 are extracted from the measurements in Fig. 3.4(a) and accurately fitted with Eq. (3.1), see

Fig. 3.4(b). The values of the permanent dipole moment p = 4.6µeVcmkV−1 and 12.8 µeVcmkV−1

corresponding to the electron-hole separation of dX = 0.5Å and 1.3 Å are obtained for QD1 and

QD2, respectively. Accordingly, the polarizability β = −0.08µeVcm2/kV2 and −0.092µeVcm2/kV2

(or −8nm2/V and −9.2nm2/V) is deduced for QD1 and QD2. The sign of the permanent dipole

conveys information about the interdot charge distribution. In the convention adopted in this work,

where the electric field is positive along the growth direction (oriented from the base to the apex of

the QD), the positive p implies that the electron wavefunction is localized at the QD base, below

the wavefunction of the hole at zero electric field. Such an electron-hole alignment is characteristic

for the QDs with a gradient of In content increasing towards the apex [102]. The magnitude of the

polarizability provides information about the QD shape, and particularly about its height [103,

104]. The extracted dipole moments and the values of β deduced from our measurements agree

well with the values reported for similar QDs [100].
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45

In the following, the influence of the electric field on the decay dynamics of QDs embedded in

the circular grating is evaluated. Such a structure can be approximately treated as a homogeneous

medium and allows to probe the QD decay not influenced by the LDOS effect in the waveguide.

Transient photoluminescence of three reference QDs is measured in the configuration illustrated

in Fig. 3.3(c). The data is fitted with a biexponential decay model. A measured background is

accounted for in the fitting routine. The radiative and nonradiative decay rates are extracted for

three QDs as a function of electric field, see Fig. 3.5. For the field values below 200 kVcm−1, γrad

stays roughly constant with an average of 0.9ns−1 for all three QDs. For larger fields, the radiative

decay rate of QD3 increases by 15 %, implying that the Purcell enhancement in the circular grating

cannot be completely discounted. The nonradiative decay rate, on the other hand, is not influenced

by the Purcell effect, but takes into account such effects like charge-carrier tunnelling or trapping

at the surface states or defects. A significant increase of γnrad is found for QD3 as F exceeds

170 kVcm−1, whereas for the other two QDs the nonradiative processes occur at a stable rate of

around 0.13ns−1 until 235 kVcm−1. Similar values of γnrad have been measured in QDs away from

the surfaces and without the electric field [105]. For the QDs subjected to large electric fields, the

dominant nonradiative process is the tunnelling of the charge carriers. The tunnelling probability

can be modelled using a 1D Wentzel-Kramers-Brillouin (WKB) approximation [33]. For a 1D

confining potential of an effective width L, the carrier tunnelling rate Γtun through a triangular

barrier with a height W is given by:

Γtun =
~π

2meffL2 exp

−4
√

2meffW 3

3~eF

 , (3.2)

where meff is the effective mass of the particle in the tunnel barrier, and F is the electric field [102].

The tunnelling rates for the electron and the hole are calculated using the vertical confinement

of the QD equal to L = 3nm, see Fig. 3.5.1 The electron escape occurs earlier owing to their lower

effective mass. The calculated electron tunnelling rate exceeds 1ns−1 just above 200 kVcm−1, and

points out to the nonradiative depopulation of QD3, consistent with the measurement of γnrad.

Our data on the decay dynamics indicates that the QDs outside the PhC structures decay with a

constant radiative rate while varying the applied bias. Therefore, the influence of the electric field

can be neglected when interpreting γrad, measured in the PhC structures.

3.2 Quantum dots tuned in a photonic-crystal waveguide

In this section, the photoluminescence spectroscopy is performed on the QDs in the slow-light

section of a PhC waveguide. The results on a single-QD tuning across the cutoff of the waveguide

are discussed.

First, the saturation properties of the QDs are characterized by acquiring photoluminescence

spectra as a function of excitation power. A single QD line indicated as QD6 is resolved in the

spectrum acquired at an excitation power below a QD saturation, see Fig. 3.6. A high level of

1The height of the Al0.33Ga0.67As potential barrier W for the electron and the hole of 0.255 eV and 0.160 eV,
respectively, is calculated using a 1D Poisson solver [106].
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Figure 3.7: Electric-field dependence of the decay dynamics of QD6. (a) Time-resolved photolumi-
nescence traces versus electric field, where increasing the electric field corresponds to redshifting of
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and nonradiative (γnrad shown as black squares) decay rates and a photoluminescence spectrum of
the PhC waveguide (r = 72nm).

background photoluminescence indicates a rather high density of QDs within the focal spot. The

sharp feature at 1.327 eV stems from the band edge of the waveguide mode, which is determined

from the high-power photoluminescence spectrum. A saturation power of 750 nW is estimated

for QD6 from the power series measurement, shown in the lower panel of Fig. 3.6. The data is

fitted with a power-law dependence ∼ P s, and a slope of s = 1.29 is obtained, indicating that QD6

is populated by a neutral exciton X0 or a trion (X− or X+). Time-resolved studies are performed at

20–30 % of the exciton saturation power and reveal a biexponential decay of the QD lines, therefore,

QD6 is attributed to X0 (trions decay single-exponentially due to the absence of the fine structure

splitting). Similar characterization is conducted on all the measured QDs.
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Further, the decay dynamics of QD6 are investigated when the QD is tuned towards the

photonic band edge. At an electric field of 100 kVcm−1, the QD6 energy is around 6 meV below

the band edge of the waveguide mode. By varying the applied voltage, the exciton energy is

tuned closer to the band edge, and the photoluminescence decay is recorded as QD6 is shifted

in energy, see Fig. 3.7(a). The acquired decay curves are fitted with a multiple-exponential decay

model, accounting for a measured background. Figure 3.7(b) shows the extracted decay rates and

a high-power spectrum of the PhC waveguide. The radiative rate γrad increases when moving to

lower energies, thus mapping out the increasing LDOS towards the band edge. The spontaneous

emission of QD6 occurs with a constant of 3.00± 0.03ns−1 at the mode maximum, corresponding

to a Purcell enhancement of around 3 (γ0 = 0.9ns−1 is used as a reference). The nonradiative decay

does not change significantly within the tuning range (4.6 meV) and is around 0.13ns−1, consistent

with the data reported in Sec. 3.1.

As discussed in Chapter 1, the neutral exciton decay in a homogeneous medium is well described

by the biexponential model. In a PhC waveguide the X0 decay dynamics is altered since the two

bright states of the QD couple to the waveguide mode at different rates. Consequently, the

neutral exciton decay into the waveguide mode can be reproduced by a triple-exponential model:

ρ(t) = AX
f e−γ

X
f t +AY

f e−γ
Y
f t +Ase−γst. Assuming the same nonradiative rate γnrad = γs for the two

dipoles, the radiative rate γrad is determined for the dominant transition, whereas the decay

constant of the other dipole is denoted as γmiddle. Note that at certain energies, the biexponential

model suffices to reproduce the transient photoluminescence signal of the QD in Fig. 3.7(b). This

could be explained by the suppression of one of the bright transitions of the QD, which couples

weakly to the Fabry-Pérot cavities.

The photoluminescence of QD6 is strongly quenched due to carrier tunnelling at high electric

fields before tuning it beyond the photonic band edge. With a view to investigate this spectral

interval, other QDs are investigated which emit at energies closer to the cutoff frequency and can be

tuned further into the band gap. Figure 3.8 shows time-resolved photoluminescence measurements

on these QDs (QD7 and QD8). The radiative decay rate reduces more than two times for the

measured QDs as their energy is shifted into the band gap. Interestingly, the Purcell enhancement

of γrad persists even when the QDs emit at the energies 10 meV below the band edge. This is

inferred from γrad = 1.42 ± 0.02ns−1 as measured for QD8, see Fig. 3.8(d). Since the expected

suppression of the spontaneous emission below the cutoff is not observed, it indicates that the QD

does not see a sharp band edge, where the LDOS would reduce dramatically within the spectral

range smaller than the electrical tuning interval. As discussed in the introduction of this chapter,

these findings advocate for the localized modes occurring below the cutoff, and to which the QDs

couple. Even though in short samples the condition for the light localization should be not satisfied,

our observations allow to investigate spatially small Anderson-localized modes, which have been

predicted to occur near the photonic band edges [107]. The following section is dedicated to this

study.
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Figure 3.8: Electric-field dependence of the decay dynamics of QD7 (a, b) and QD8 (c, d). (a), (c)
Decay curves as a function of electric field. (b), (d) The extracted radiative (γrad and γmiddle) and
nonradiative (γnrad) rates, indicated by red circles, blue triangles, and black squares, respectively.
A high-power spectrum of the PhC waveguide with r = 74nm in (b) and r = 70nm in (d) is shown
in purple.

3.3 Light localization in short photonic-crystal waveguides

Disorder-induced light localization in PhC waveguides has been experimentally researched by

several groups and has provided information on spatial and spectral extent of the localized mod-

es [78, 80, 82, 83, 99, 108, 109]. Theoretical work on this phenomenon in 1D photonic systems

has provided methods for quantifying the intrinsic and extrinsic disorder and investigating the

properties of the localized modes [81, 96, 98, 110, 111]. Dispersive behavior of the localization

length ξ has been demonstrated in a disordered PhC waveguide by measuring the ensemble-

averaged extinction length, which is controlled by the dispersion of the PhC waveguide [112].

In a perfect waveguide, the DOS diverges at frequencies near the band edge. The group velocity

of light depends on the DOS as vg ∝ 1/DOS, and the slow-light effect is obtained at the high-DOS

regime, which enhances light interaction with imperfections [114]. It has been shown that in the

low-DOS regime, the localization length ξ scales as 1/DOS2 [112]. Recently, it has been reported

that the scaling law of 1/DOS2 breaks down deep in the slow-light regime in the structures with



49

100

101

102

103

0.276 0.274 0.272 0.270 0.268 0.266 0.264 0.262 0.260

Figure 3.9: Dispersion of the localization length, ξ, in a PhC waveguide with σ = 0.01a and a =
260 nm. The black dashed line indicates the band edge position of a perfect structure. Below this
band edge in the low-DOS regime, the localization length ξ follows the scaling law of 1/DOS2,
whereas in the gap it depends on the effective mass of the photon. The length of the slow-light
section (in [a]) in the investigated waveguides is indicated by the thin purple line. The black dots
are the results of numerical simulations. The figure is the courtesy of Dr. David Garcia [113].

a flat dispersion, whereas the light localization in the band is governed by the DOS [107, 113].

It has been suggested that the formation of the localized modes at the band edge is governed by

the effective mass of a photon. Figure 3.9 shows a modelled dispersion of ξ in a disordered PhC

waveguide2 illustrating the two discussed regimes [113]. The scaling with 1/DOS2 is shown by the

red solid curve and the blue solid curve depicts the frequency dependence of ξ, obtained from

the effective-mass approximation applied to photonic lattices [115]. The obtained attenuation

coefficient normalized to the lattice constant is expressed as ξ/a = π[ω/m(ω2
0 −ω2)]1/2, where a is

the lattice constant, m is the photon effective mass, and ω0 and ω is the frequency of the ideal

and the disordered mode, respectively. This indicates that structures with a flat dispersion curve

(large effective mass) have a very short localization length, and therefore, support the formation of

spatially small localized modes. Additionally, this implies that the localized modes in the band are

larger than the ones in the gap.

The sample investigated in this chapter contains PhC waveguides with a dispersion curve

engineered to have essentially a flat band (the slow-light effect, see Fig. 3.3), and allows to experi-

mentally probe the prediction that the localization length ξ is shorter for less dispersive waveguide

modes. We note that the dispersion curve of the waveguide discussed in Fig. 3.9 is slightly different.

The length of the slow-light section (5 µm) determines the upper limit for the localization length ξ,

as depicted by the thin purple line in Fig. 3.9. An interesting frequency regime of the ξ dispersion

can be probed in our sample, where, according to theory, it deviates from the 1/DOS2 dependence.

To investigate the spatial and spectral extent of the localized modes, photoluminescence mea-

2A PhC waveguide with a triangular lattice of air holes with a radius r = 0.29a, where a = 260nm is a lattice constant,
is considered. Disorder of 0.01a is introduced by displacing the holes in the first three rows around the waveguide defect

by a random amount ∆r, where a standard deviation from the ideal position is σ =
√
〈∆r2〉 − 〈∆r〉2.
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surements are conducted on PhC waveguides with no extrinsic disorder. During the optical

measurements, a total electric field of around 100 kV/cm is applied on the sample. A continuous-

wave Ti:sapphire laser beam tuned to a wavelength of 883 nm is used to excite the QDs in the

slow-section of the waveguide, as illustrated in Fig. 3.10(a). The QDs distributed within the struc-

ture excite the Anderson-localized modes embedded deeply in the waveguide. For the position

scans the sample is moved along the long axis of the waveguide by translation stages with a step

size of 200 nm.

First, the band edge of four waveguides with different r/a is identified from the high-power

spectra collected through the grating (the black line in Fig 3.10(c)–(f)). By keeping fixed a and

increasing the hole radius r, a flatter dispersion relation can be engineered. Tightly localized modes

present in each waveguide (the red line in Fig 3.10(c)–(f)) and located at frequencies just above

the band edge are revealed in the photoluminescence spectra collected from the slow-light section.

By measuring the intensity of the localized modes as a function of position along the slow-light

section, see Fig. 3.10(g)–(j), a spatial extent, Le, is estimated for each mode. It is defined as twice

the distance over which the normalized photoluminescence intensity is reduced to 1/e, and is

1.4 µm, 1.7 µm, 2.4 µm, and 1.6 µm for waveguides with r/a equal to 0.286, 0. 278, 0.27, and 0.272,

respectively. Although Le does not correspond strictly to ξ, it represents a fair estimation, which

indicates a stronger light confinement in 1D structures with a reduced dispersion curvature, as

inferred from a systematic decrease of Le with increasing r/a, see Fig. 3.10(c)–(e). The spatial extent

of all the localized modes is 2–3 times smaller than the length of the slow-light section.

In order to link the results on the localized modes with the time-resolved measurements

presented in Sec. 3.2, the decay dynamics of the QDs is probed in the experimental configuration

shown in Fig. 3.3(b). In this way, the QDs, which do not couple well to the waveguide mode

and their emission leaks out of plane, are investigated. The QD might instead couple to the

localized mode, and this coupling can be inferred from the radiative decay rate. A high-power

photoluminescence spectrum of the PhC waveguide reveals a localized mode 1 meV below the

cutoff. For the time-resolved measurements the laser is operated in the pulsed regime and the

excitation power is attenuated to 100 nW (around 20% of the saturation power for the measured

QDs). The electric field is varied from 100 to 267 kVcm−1 to tune the QDs to lower energies.

The measurements are performed on three QDs embedded in the slow-light section of the PhC

waveguide and electrically tuned within different spectral regions. All three spectrally isolated QD

lines are detected during the same time-integrated measurement, thus the alignment conditions

are identical for all the measured QDs, i.e., the QDs are located within the same focal spot.

Figure 3.11 shows the measurement results on the three QDs. The spontaneous emission of the

QD redshifted from the localized mode by 5 meV (QD9) is strongly suppressed by the photonic

band gap, since γrad of only 0.12± 0.001ns−1 is measured. A single-exponential decay indicates

a trion state of the QD. For the QD emitting just below the cutoff frequency (QD10), the decay

dynamics is likely to be altered by the presence of the localized mode. The localized mode acts like

a weak cavity and enhances the spontaneous emission rate of QD10, which should otherwise be

suppressed by the photonic band gap. The radiative decay rate of QD10 is varied five times from
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Figure 3.10: Localization of light measured in PhC waveguides with fabrication disorder. (a) SEM
image of a PhC waveguide with a 5 µm-long slow-light section and parameters r = 68 nm and a =
252 nm. The sample is excited into the slow-light section (dark red circle), photoluminescence is
collected either from the same spot (light red circle) or from the circular grating (black circle) with
a setup shown in (b). High-power photoluminescence spectra of light coupled to a waveguide mode
or localized in the slow-light section are shown by the black and red lines respectively for four
waveguides with the following r and a: 72 nm and 252 nm (c), 70 nm and 252 nm (d), 68 nm and
252 nm (e), 68 nm and 250 nm (f). The cutoff frequency calculated with the parameters extracted
from the SEM images is marked for each waveguide (purple dashed line). (g)–(j) Normalized
photoluminescence intensity of the localized modes as a function of position along the slow-light
section, corresponding to the data in (c)–(f).
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Figure 3.11: Photoluminescence decay rates of three QDs electrically tuned within different energy
intervals (indicated by the color shaded areas) with respect to the photonic band edge. A high-power
spectrum (solid purple line) of a PhC waveguide with r = 70nm is acquired in the experimental
configuration shown in Fig. 3.3(a). A localized mode (small purple circles) is observed just below
the photonic band edge when using the experimental configuration illustrated in Fig. 3.3(b).

0.94±0.03ns−1 just below the band edge to 0.19±0.02ns−1, as the QD is tuned away from the mode

into the band gap. Another QD emitting at frequencies deep in the waveguide band (QD11) is

observed, which seems to couple to the Fabry-Pérot cavities and decays with an enhanced radiative

rate γrad = 1.3± 0.2ns−1. The detailed account of the measurement results on the reference QDs

and all the QDs in the PhC waveguide is presented in Table 3.1.

Our findings on the decay dynamics of the QDs and the light localization in the PhC waveguides

with a flat dispersion have important implications for the possibility to study the fractional emitter

decay. In particular, the light localization occurring just below the cutoff frequency complicates

the distinction of the waveguide band edge and is detrimental for the effects where a sharp band

edge is required. It could be argued that using even shorter samples would further diminish the

probability of the light localization, as ξ is reduced in the waveguides with a flat dispersion. In this

work, for example, in the sample composed of 20 periods of the photonic crystal, the individual

localized modes extending over 5–9 crystal periods are observed. Making such a short PhC might

be challenging since at least a few crystal periods are required to build up the photonic band gap

and the waveguide mode. Alternatively, in order to avoid the light localization, PhC waveguides

with a large dispersion curvature where ξ is much longer could be used, but it is not desired

due to a reduced Purcell enhancement at the mode edge. Completely eliminating the fabrication

disorder, which gives rise to the localized modes, is unrealistic. The latter discussion and the results

presented in this chapter pinpoint to the limitations of probing the extraordinary band-edge effects

predicted assuming a perfect band edge in the theory, while it is not realized in practice. On the

other hand, availability of strongly-confined localized modes could be of interest for experiments
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Quantum dot
γmax

rad (ns−1) γmin
rad (ns−1) γnrad(ns−1) Pmax

F P ∆E(meV)

Reference quantum dots

QD3 1.09± 0.02 0.88± 0.01 0.37± 0.01 − − 3.8
QD4 1.00± 0.009 0.70± 0.004 0.14± 0.003 − − 3.3
QD5 1.04± 0.007 0.85± 0.003 0.13± 0.004 − − 2.7

Collection from the grating

QD6 3.00± 0.03 1.00± 0.005 0.14± 0.005 3.3 − 4.6
QD7 3.98± 0.01 1.79± 0.004 0.08± 0.003 4.4 2.2 2.7†
QD8 1.42± 0.02 0.56± 0.02 0.19± 0.002 1.6 2.5 4.6

Collection from the slow-light section

QD9 0.12± 0.001 0.11± 0.001 − − − 4.0
QD10 0.94± 0.03 0.19± 0.02 0.13± 0.01 − 4.9 4.6
QD11 1.3± 0.2 0.51± 0.04 0.2± 0.001 1.4 − 4.2

Table 3.1: Summary of data from photoluminescence measurements for the reference QDs and
all the QDs electrically tuned in the PhC waveguide. The following parameters are extracted:
maximum radiative decay rate γmax

rad , minimum radiative decay rate γmin
rad , nonradiative decay rate

γnrad, maximum Purcell factor Pmax
F = γmax

rad /γ
ref
rad with γref

rad = 0.9ns−1, and electrical tuning range
∆E. The errors for the decay rates are extracted from the fitting. QD3–QD5 have been measured
in the experimental configuration shown in Fig. 3.3(c), QD6–QD8 as shown in Fig. 3.3(a), and
QD9–QD10 as shown in Fig. 3.3(b). A figure of merit, P = γmax

rad /γ
min
rad , defining how much the

spontaneous emission of the QD is suppressed by tuning it into the band gap, is extracted for QD7,
QD8, and QD10. †QD7 has been tuned by the electric field within the interval of 239–295 kVcm−1,
which is three times smaller than for the other QDs.

on random lasing or cavity-QED [78, 81, 116].

3.4 Conclusions
To sum up, the photoluminescence results on the DC Stark tuning of self-assembled QDs embedded

in PhC waveguides are presented. The electrical tuning range of around 4.6 meV is achieved. The

time-resolved photoluminescence data of the emitters tuned across the LDOS variations in the

waveguide is discussed. A three-fold reduction of the radiative decay rate is measured when

shifting the QD from the waveguide mode into the photonic band gap. Nevertheless, the inhibition

of the spontaneous emission of the QDs below the rate in a homogeneous medium is not observed

even for the QDs tuned 1–2 meV into the band gap. The light localization is found to occur at the

frequencies below the cutoff. The spatial extent of the individual Anderson-localized modes in

PhC waveguides with a small dispersion curvature is investigated. Tightly localized modes are

observed in waveguides with a flat dispersion, where the theory predicts the localization length ξ

to scale inversely with a photon mass. A complex landscape of the localized modes around the

cutoff pertains a challenge for studying subtle effects predicted to occur at the photonic band edge.





Chapter 4

Control of quantum-dot photoluminescence via
electroelastic fields

The work presented in this chapter is motivated by the possibility of having quantum dots (QDs)

with highly tunable optical properties in suspended semiconductor nanostructures. The optical

properties of QDs can be efficiently tailored by applying external stress. Over the past decade,

precise control of QD emission energy, fine structure splitting, and polarization of the emitted

photons has been demonstrated by application of uniaxial and biaxial stress [117, 118]. Strain-

induced tuning of QDs offers several advantages over other tuning techniques, which are briefly

reviewed in the following. Rapid thermal annealing after QD growth, which induces a blueshift of

the band gap up to a few hundred meV due to material intermixing (In and Ga), is nonreversible,

unidirectional and hard to control precisely [119]. Wide-range tuning of the exciton energy can

be achieved by temperature variation, however, such a method is slow and results in broadening

of emission linewidth and photoluminescence quenching due to phonon-mediated nonradiative

channels. Reversible and accurate control can be obtained by applying magnetic [23] and electric

fields [120, 121]. Most of these techniques offer a tuning range restricted to several meV, whereas

larger tuning bandwidth allowing to avoid cherry-picking of QDs is preferred for many experiments,

such as generation of polarization-entangled photon pairs from biexcitonic cascade or tuning

the QD resonance to a photonic channel [122–124]. An alternative heterostructure design has

been proposed to enhance the electrical tuning range by embedding the QDs between AlGaAs

barriers [90]. However, this approach is incompatible with the fabrication of PhC membranes,

discussed in Chapter 2.

Strain-induced tailoring of QD properties does not pose stringent requirements on the material

composition and is comparatively broadband (more than 20 meV). Importantly, it preserves the

quality of QD emission and allows to recover the exciton spin degeneracy. Exciting results have

already been demonstrated on entanglement of photon pairs emitted by optically and electrically

excited single QDs [125, 126]. Recently, suppression of the fine structure splitting below the

linewidth of the QD has been demonstrated for QDs in a GaAs membrane integrated onto a

silicon chip with strain-inducing substrate [127]. It has been demonstrated that the strain transfer

technique can be integrated with PhC nanostructures [128].

55
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(a) (b)

Figure 4.1: Schematics of a unit cell of an unstrained (a) and strained (b) crystal.

The goal of the present chapter is to examine geometrical anisotropy effects on strain induced

in suspended semiconductor structures. In this work, for the first time the conventional techniques

of nanofabrication of semiconductor substrates and flip-chip wafer transfer via a gold layer are

combined to fabricate suspended microstructures that can be manipulated by means of external

stress. The photoluminescence study of the QDs embedded in the fabricated structure reveals a

bidirectional band-gap shift upon the application of compressive biaxial stress. Spatial distribution

of strain in the structure is investigated numerically, and a uniaxial strain is found to dominate in

particular regions of the sample. It has been suggested that the uniaxial strain is responsible for

the bidirectional energy shift of QDs of a certain material composition [129]. Strain engineering by

designing sample geometry is proposed for even more efficient tailoring of QD optical properties

embedded in arbitrary photonic nanostructures.

The work presented in this chapter has been conducted during an external stay at the Institute

for Integrative Nanosciences at the Leibniz Institute for Solid State and Materials Research in

Dresden.

4.1 Introduction to the theory of continuum elasticity

A brief introduction of the theory of continuum elasticity and the strain Hamiltonian known as the

Pikus-Bir Hamiltonian is given in this section [130, 131]. These concepts are used to describe the

strain effects on the semiconductor band structure.

4.1.1 Stress and strain relation

In order to understand how a semiconductor is affected by external stress, it is important to learn

the relation between stress and strain. Strain (ε) is a dimensionless parameter defining the relative

deformation of a physical object. Stress (σ ) is defined as force per unit area. Strain and stress are

symmetric second-rank tensors, i.e., εij = εji and σij = σji , where i, j ∈ {x,y,z}. Stress can be applied

externally or it can be induced by interfacing lattice mismatched crystalline layers.

Figure 4.1(a) shows a 3D lattice defined by three unit vectors x̂, ŷ, and ẑ, which coincide with

the lattice basis vectors in a cubic lattice. Under a small uniform deformation, both the orientation

and length of the lattice vectors get distorted as shown in Fig. 4.1(b), which can be expressed in
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terms of the initial vectors as follows:

x̂′ = (1 + εxx)x̂ + εxy ŷ + εxzẑ, (4.1a)

ŷ′ = εyxx̂ + (1 + εyy)ŷ + εyzẑ, (4.1b)

ẑ′ = εzxx̂ + εzy ŷ + (1 + εzz)ẑ. (4.1c)

A set of strain coefficients εij compose the strain tensor:

¯̄ε =


εxx εxy εxz
εyx εyy εyz
εzx εzy εzz

 (4.2)

In the case of strain due to a lattice-mismatched growth, εxx = εyy = a′−a0
a0

, were a0 is the initial

lattice constant of the crystal, a′ is the lattice constant after the deformation.

Since the strain and the stress tensors are symmetric, six components are enough to define

the strain in the linear-elastic regime. For small relative deformations, Hooke’s law holds and the

stress-strain relation for a cubic crystal can be expressed as follows:

σxx
σyy
σzz
σxy
σyz
σzx


=



c11 c12 c12 0 0 0

c12 c11 c12 0 0 0

c12 c12 c11 0 0 0

0 0 0 c44 0 0

0 0 0 0 c44 0

0 0 0 0 0 c44





εxx
εyy
εzz

2εxy
2εyz
2εzx


(4.3)

The coefficients cij are the elements of the elastic stiffness tensor of a cubic crystal. The inverse

Hooke’s law can be written:

εxx
εyy
εzz

2εxy
2εyz
2εzx


=



s11 s12 s12 0 0 0

s12 s11 s12 0 0 0

s12 s12 s11 0 0 0

0 0 0 s44 0 0

0 0 0 0 s44 0

0 0 0 0 0 s44





σxx
σyy
σzz
σxy
σyz
σzx


(4.4)

Here the coefficients sij compose the elastic compliance tensor of a cubic crystal. The coefficients

of compliance and stiffness tensors are well known for many of diamond- and zinc-blende-type

semiconductors [19].

In Eqs. (4.3) and (4.4) the stiffness and compliance tensors are evaluated for the stress applied

along the [100], [010], and [001] directions. In order to correctly account for the elastic properties

of an arbitrarily aligned crystal structure the stiffness tensor has to be evaluated along an arbitrary

direction. For example, the stiffness tensor along the [110] direction is found by rotating the
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stiffness tensor defined in [100], [010], and [001] system by 45° about [001]:

C[110] =



c11+c12
2 + c44

c11+c12
2 − c44 c12 0 0 0

c11+c12
2 − c44

c11+c12
2 + c44 c12 0 0 0

c12 c12 c11 0 0 0

0 0 0 c44 0 0

0 0 0 0 c44 0

0 0 0 0 0 c11−c12
2


(4.5)

4.1.2 Deformation potentials and Pikus-Bir Hamiltonian

For a known strain tensor, the strain-induced energy shift can be calculated for the conduction

and valence bands. The strain tensor can be decomposed into a diagonal matrix, which represents

hydrostatic strain, and the shear-strain components. Hydrostatic strain corresponds to a fractional

volume change, and shear strain is responsible for the symmetry distortion of the lattice. For

crystals of cubic symmetry, hydrostatic strain does not break the symmetry, and thus energy levels

are only shifted without breaking the band degeneracy. Shear strain reduces the unit-cell symmetry

and lifts the degeneracy of the valence band, and leads to band mixing in particular cases. The

conduction-band minimum of InAs occurs at the Γ point and is nondegenerate. It is only subjected

to the hydrostatic strain shifts, defined by the respective deformation potential:

aΓc =
dEΓ

c

dlnV
. (4.6)

Here dlnV accounts for the relative crystal volume change:

dlnV =
dV
V

= Tr(ε) = εxx + εyy + εzz. (4.7)

The shift of the mean energy of the conduction band edge for small finite volume changes is given

by:

∆EΓ
c = aΓc Tr(ε). (4.8)

Similarly, the hydrostatic deformation potential for the valence band is defined as:

av =
dEv

dlnV
. (4.9)

The valence band structure is more complicated than the conduction band because it has lower

symmetry and is therefore affected by the shear strain. As a result, previously degenerate heavy-hole

and light-hole bands split, and each band acquires energy shift with shear strain. The valence-band

splitting is calculated by finding the eigenvalues of the Pikus-Bir Hamiltonian [132]. The latter is

based on the k ·p theory with the perturbation terms obtained via coordinate transformation, as

shown in Ref. [130]. The total 6× 6 strain Hamiltonian at the Brillouin zone center presented in

the basis of six eigenstates of angular momentum
(
|32 ,

3
2〉, |

3
2 ,

1
2〉, |

3
2 ,−

1
2〉, |

3
2 ,−

3
2〉, |

1
2 ,

1
2〉, |

1
2 ,−

1
2〉

)
(see



59

(a) (b)

hh

lh

so

CB

E

k
hh

lh

so

CB
E

k

Unstressed Under compressive stressbiaxial 

Figure 4.2: Sketch of the band diagram of a cubic semiconductor without strain (a) and under
biaxial compressive strain (b). Biaxial strain lifts the degeneracy of the valence and widens the
band gap as shown in (b).

Chapter 1) is given by:

H(k = 0) =



−Pε −Qε Sε −Rε 0 1√
2
Sε

√
2Rε

S∗ε −Pε +Qε 0 −Rε
√

2Qε −
√

3
2Sε

−R∗ε 0 −Pε +Qε −Sε −
√

3
2S
∗
ε −

√
2Qε

0 −R∗ε −S∗ε −Pε −Qε
√

2R∗ε
1√
2
S∗ε

1√
2
S∗ε

√
2Qε −

√
3
2Sε

√
2Rε −Pε −∆ 0

−
√

2R∗ε −
√

3
2S
∗
ε −

√
2Qε

1√
2
Sε 0 −Pε −∆


, (4.10)

where the elements of the matrix are given by:

Pε = av(εxx + εyy + εzz), (4.11a)

Qε = −b
2

(εxx + εyy − 2εzz), (4.11b)

Rε =

√
3

2
b(εxx − εyy)− idεxy , (4.11c)

Sε = −d(εxz − iεyz). (4.11d)

In Eqs. (4.11), b and d are the valence-band shear deformation potentials and ∆ is the energy

splitting due to the spin-orbit interaction, ∆ = 0.38 eV for InAs [19].

In the particular case of equibiaxial strain (εxx = εyy) on the (001)-plane without shear strain

(εxy = εyz = εxz = 0), the Pikus-Bir Hamiltonian can be simplified. We get that Rε = Sε = 0, and the

Pikus-Bir Hamiltonian can be easily diagonalized. The total energy shift of each doubly degenerate
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valence band are given by the following eigenvalues:

Ev,hh = −Pε −Qε, (4.12a)

Ev,lh = −Pε +
1
2

(
Qε −∆+

√
∆2 + 2∆Qε + 9Qε

2
)
, (4.12b)

Ev,so = −Pε +
1
2

(
Qε −∆−

√
∆2 + 2∆Qε + 9Qε

2
)
. (4.12c)

The relative energy shifts are defined with respect to the valence-band edge without strain.

Simplified schematics of the semiconductor band structure at the Γ point without stress and

under compressive biaxial stress is shown in Fig. 4.2. When stress is applied, the conduction band

is lifted up and the three valence bands are shifted down with respect to the valence band in the

unstressed case. Consequently, the band gap is blueshifted. This convention will be used in the

following sections where the results on strain tuning are discussed.

4.2 Fabrication of a suspended GaAs bridge sample

In this section, the fabrication steps of a sample with suspended GaAs bridges are discussed

followed by a brief presentation of the piezoelectric crystal, which is used to induce strain on the

GaAs sample.

4.2.1 Sample preparation

The structures are fabricated on a wafer grown at the Institute for Integrative Nanosciences,

Dresden, Germany. The wafer consists of a sacrificial AlAs layer (100 nm), followed by a 200 nm-

thick GaAs cap with a layer of QDs embedded in the middle. The sample is designed as several

GaAs beam bridges integrated onto a piezoelectric crystal. The fabrication procedure consists of

several steps, which are illustrated in Fig. 4.3. Firstly, a 200 nm-thick gold pattern is transferred

on a gold-coated piezoelectric substrate (Fig. 4.3(a)) by means of UV lithography and electron-

beam metal evaporation (the detailed recipe is presented in Appendix A). The gold pattern

serves as abutment for the GaAs bridges. The same pattern is transferred on the GaAs wafer, see

Fig. 4.3(b). The bridge design is imprinted on the wafer using UV lithography and dry plasma

etching (Fig. 4.3(c)). These GaAs membranes are completely released from the wafer substrate via

wet etching of the sacrificial AlAs layer with diluted hydrofluoric acid (Fig. 4.3(d)). After rinse in

water and isopropyl alcohol the membranes fall loosely on the GaAs substrate. Next, the sample

is flipped upside down and the gold patterns on the sample and the piezoelectric substrate are

aligned onto each other with micrometer precision. By means of pressure and heating the GaAs

membranes are detached from the semiconductor substrate and transferred onto the piezoelectric

crystal, as illustrated in Fig. 4.3(e). Figure 4.4 shows an optical micrograph and SEM image of the

final sample. The GaAs membrane with free-hanging bridges rests on the gold supports. This gold

layer also serves as a top contact for the piezoelectric crystal, which is the strain-inducing substrate

and is discussed in more detail next.
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(a) (b) (c)

(d) (e) (f)

Figure 4.3: Illustration of the fabrication process of suspended GaAs bridges on a piezoelectric
substrate. (a) A window-shaped pattern is transferred by depositing 200 nm of gold on a gold-
coated PMN-PT slab. (b) The matching pattern is transferred on a GaAs wafer. (c) By means of UV
lithography and dry plasma etching the bridge is fabricated on GaAs. (d) The sacrificial AlAs layer
is removed with dilute HF and the GaAs membranes fall freely on the substrate. (e) The sample is
flipped upside down and aligned to the patterned PMN-PT slab for thermal transfer. (f) Finally,
the GaAs bridges suspended above the window-shaped pattern on the piezoelectric crystal are
obtained.

10 µm

1 µm

(b)

50 µm

(a)

Figure 4.4: (a) Optical micrograph of the sample transferred onto the patterned PMN-PT crystal. (b)
SEM image of the same sample indicating the air gap between the GaAs bridge and the piezoelectric
substrate.
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Figure 4.5: Illustration of the piezoelectric effect in the PMN-PT crystal. The sign convention is
such that a positive electric field F, applied to the crystal, as shown in (a), induces an expansion
of the PMN-PT along the field direction, as illustrated in (b). Applying the electric field in the
opposite direction reverses the process and the induced biaxial strain.

4.2.2 Piezoelectric crystal (PMN-PT)

Lead magnesium niobate-lead titanate (PMN-PT, Pb(Mg1/3Nb2/3)O3]1−x − [PbTiO3]x, where x is

the relative amount of lead titanate) is used as a substrate to transfer strain to semiconductor

membranes with embedded QDs. This piezoelectric material possesses superior piezoelectric

properties compared to conventional piezoceramics such as PZT (lead zinc titanate) [133]. This is

because PMN-PT is a monocrystalline material allowing for nearly perfect domain alignment in an

electric field.

At room temperature, the PMN-PT crystal has no net polarization. The temperature at which

the domains form is called the Curie temperature and depends on the fraction of lead titanate x, but

is always below 130 ◦C [134, 135]. Therefore, before the first use the PMN-PT crystal has to be poled

along a certain crystal direction with an electric field larger than the coercive field above which the

domains polarize in a reverse direction. The domains align along the direction of the electric field

and remain polarized until the temperature exceeds the Curie temperature. During the operation,

it is important to apply the electric fields not exceeding the value at which the polarization reverses.

Above this point the crystal might crack because of strain approaching the physical limit. Moreover,

applying too strong electric fields leads to undesirable hysteresis effects. The coercive field in

the PMN-PT crystal decreases exponentially with increasing temperature [134]. It is particularly

convenient for low-temperature applications since it widens the interval of applicable voltage, and

thus the induced strain.

The PMN-PT substrates used in this experiment are poled along the [001] direction by a positive

electric field of around 15 kV/cm, as shown in Fig. 4.5. In principle, the direction of the poling

does not matter due to the symmetry of the crystal along [001]. The poling field is kept on during

the cool-down process to ensure the domain alignment at low temperature.

The strain transfer from the piezoelectric substrate to the semiconductor membrane depends on

the quality of the mechanical contact between them. Ideally, the strain should relax solely into the
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PMN-PT

+V

[110]

[110]

Figure 4.6: Sketch of the GaAs bridge orientation with respect to the crystallographic axes and the
PMN-PT crystal. The bridge is aligned either along [110], as shown in the figure, or [11̄0].

semiconductor membrane, but not into the transfer material. Therefore, it is preferred to use hard

materials such as a layer of gold. The orientation of the semiconductor sample with respect to the

crystallographic axes of the piezoelectric crystal is important for correctly evaluating the behavior

of the semiconductor under applied stress. For this purpose, the GaAs membranes fabricated in

this work are mounted on the piezoelectric substrate such that the [110] and [11̄0] directions of

GaAs are roughly aligned to the cut axes of the PMN-PT crystal, see Fig. 4.6.

The prepared sample is mounted with the silver glue on a leadless chip carrier (LCC), which

has a gold-coated surface. This gold layer serves as the back contact for the PMN-PT crystal. The

top surface of the PMN-PT substrate is wedge bonded with an aluminum wire to one of the contact

pads on the LCC in order to be able to apply a bias. The sample is fixed on the chip carrier and

mounted on a copper cold finger. To ensure good thermal contact the back side of the LCC is

greased with n-grease and fastened to the cold finger with a couple of screws.

4.3 Strain tuning of quantum dots in suspended GaAs bridges

In this section, the results on strain tuning of self-assembled InAs/GaAs QDs are presented.

A total of 29 QDs are measured by means of time-integrated photoluminescence spectroscopy.

4.3.1 Experimental conditions

Optical measurements are performed on the sample in a liquid-helium flow cryostat cooled to the

temperature of several Kelvin. The experimental setup is similar to the one described in Chapter 2.

A continuous-wave laser beam tuned to 515 nm (corresponding to excitation above the GaAs band

gap) is focused on the sample through an objective of NA = 0.65 resulting into a spot of around

1.5 µm. The same objective is used to collect the photoluminescence from the sample, which is

then guided to the spectrometer equipped with a 1200 Grooves/mm grating. A long-pass (850 nm)

filter is placed in the collection path to filter the excitation laser. The objective and part of the

collection optics are mounted on two stacked computer-controlled nanopositioning stages allowing

for the movement in the xy-plane.
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Figure 4.7: Strain-tuning of the wetting layer photoluminescence. (a) A colormap of the wetting
layer signal as a function of voltage applied on the strain-inducing layer. (b) Photoluminescence of
the wetting layer recorded at different spatial positions with respect to the center of the suspended
bridge (position at 0 µm).

4.3.2 Photoluminescence of the wetting layer

Observing the photoluminescence of bulk GaAs or wetting layer is usually a convenient test of the

optical setup and of the electrical connections to the piezoelectric substrate. In our experiment, the

wetting-layer emission is centered roughly at 862 nm in the unstrained case. The spectral tuning

range of the wetting-layer emission is a rough measure of the amount of strain induced in the GaAs

sample. In order to estimate the quality of strain transfer, the photoluminescence from the wetting

layer is recorded as a function of voltage applied to the PMN-PT crystal, see Fig. 4.7(a). According

to the convention presented in Sec. 4.2.2, the emission from the wetting layer is blueshifted for

voltages from -200 to 400 V in steps of 7.5 V. The tuning is reversible as illustrated by a flip of the

tuning direction at 400 V. The spectral shift experiences little hysteresis as is shown later for QDs.

The broad wetting-layer signal hides such detailed features. It can be estimated that within the

applied voltage window the spectral position of the wetting-layer emission can be tuned by one

nanometer.

The emission energy of the wetting layer depends on position, see Fig. 4.7(b). When the

excitation spot is ±4 µm away from the bridge the wetting-layer signal is centered around 857 nm,

and is redshifted to 866 nm at the center of the bridge. This indicates that there is a strain gradient

along the bridge. This means that the spatial strain profile is strongly influenced by the geometry

of the suspended structure. It is clear from Fig. 4.7 that the geometry-induced strain is several

times larger than that of the piezoelectric substrate. Combining the two mechanisms could be used

to significantly enhance the tuning range of quantum emitters.
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Figure 4.8: Strain-tuning of the emission energy of the QDs located at different positions on the
sample. (a) Photoluminescence map of QD1 located on the membrane as a function of voltage. The
QD emission blueshifts due to compressive strain. (b) Photoluminescence map of QD2 located
on the suspended GaAs bridge. The QD emission redshifts with compressive strain. The spectra
shown in the upper panels of (a) and (b) are taken at 0 V.

4.3.3 Photoluminescence of quantum dots

It has been shown that the suspended structure attached to the strain-inducing substrate possesses

an inhomogeneous strain distribution with an enhancement of strain in the middle of the structure.

In the following it is shown how strain influences the QD emission.

The photoluminescence measurements are taken first in the prestrained situation, where the

tensile strain (negative piezovoltage) is exerted on the sample. As the voltage across the substrate

is increased, the prestrain is relaxed and the sample is compressively strained. Two bright QD lines

are observed in the emission spectra positioned at 882.7 nm and 885.8 nm at 0 V, see Fig. 4.8. A dim

line centered at 884.1 nm is a QD further away from the collection spot. The QD1 transition energy

is blueshifted by 1.48 meV (0.95 nm), which is expected from the band edge behavior discussed in

Sec. 4.1.2. Similar results are obtained for other QDs.

Photoluminescence measurements on the QDs located on the suspended GaAs bridge reveals an

unusual behavior, i.e., some QDs are found to blueshift and others to redshift with the compressive

biaxial stress, see Fig. 4.8. Figure 4.9 illustrates the opposite spectral behavior of QD1 and QD2.

The QD1 with a slope of 2.47 µeV/V is almost five times more tunable than the QD2 with a slope

of −0.52 µeV/V.

In total, 29 QDs are strain-tuned during the experiment. Figure 4.10 presents a histogram of

the tuning slopes and their distribution as a function of transition wavelength. The absolute tuning

range distributes over an interval of 2.5 µeV/V, which could be due to the variations in the local

strain profile caused by the imperfections in the strain-transfer and semiconductor layers. The

majority of the QDs can be bluetuned with a slope of around 1.5 µeV/V. There is no correlation
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Figure 4.9: Plot of the emission peak versus voltage for QD1 (blue) and QD2 (red). QD1 blueshifts
with compressive biaxial stress, whereas QD2 tunes in the opposite direction.

between the QD transition energy and the tuning direction or magnitude.

The energy tuning slope is a rather universal measure of the quality of strain transfer onto

the sample. Comparing our result with the reported values of the tuning slopes measured for the

QDs in similar heterostructures allows a rough estimate of the amount of stress induced on the

semiconductor layer. Jöns et al. reported values of more than 4 µeV/V in Ref. [129], where the GaAs

membrane was transferred onto the uniaxial PMN-PT crystal via a layer of polymethylmethacrylate

(PMMA), which rigidifies at low temperatures. They estimated a lower bound of the maximum

applied stress of ±23 MPa. From this the stress induced in our sample can be estimated to be

around two times smaller, i.e., on the order of 10-15 MPa.

The QD energy tuning slopes reported in the present work are unusually low for samples,

where a gold layer is used to transfer strain. The QDs have been demonstrated to tune with slopes

as large as 10 µeV/V [136] with the same strain transfer method. The reasons causing a significant

relaxation of strain in the transfer layer could be an imperfect contact between the metal layers

deposited on the piezoelectric substrate and the GaAs sample, and a four times thicker layer of the

transfer metal (400 nm instead of the usual 100 nm). The reduced amount of the induced strain

could also be caused by a lower performance of the PMN-PT crystal.

Despite the moderate strain-induced QD energy shifts achieved in this work, the opposite sign

of the shift direction for different QDs is an unexpected outcome. Such observations triggered an

idea that the QD energy tuning direction could be related to the spatial position of the QD on the

bridge, which is elaborated in the following section.
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Figure 4.10: Distribution of tuning slopes of all measured QDs. (a) Histogram of the QD energy
tuning slopes. (b) Energy tuning slopes as a function of the unstrained QD emission wavelength.
The dashed line visually separates the two regimes of opposite QD tuning directions.

4.4 Spatial map of the strain-induced band-gap shift
The strain profile depends on the geometry of the sample and the material parameters. In this

work, the sample has a rather complicated shape of a narrow suspended bridge attached to a pair

of large rectangular membranes. The more accurate dimensions can be extracted from the SEM

images of the sample (Fig. 4.11) and the material composition of the sample is well known. This

allows to calculate the spatial strain profile induced by an arbitrary external stress acting on the

sample. Subsequently, it is possible to calculate the spatial profile of the strain-induced band-gap

energy shift using the Pikus-Bir Hamiltonian, presented in Sec. 4.1.2. By knowing the spatial

position of the measured QDs on the sample, it is convenient to map them on the calculated energy

shift map and search for the dependencies of the QD energy change on its spatial position.

In the following, a procedure used to obtain the spatial map of the band-gap shift is discussed.

In order to obtain the strain tensor as a function of position, finite element method simulations are

performed using Comsol Multiphysics 4.3b. Linear elasticity is assumed, which is justified since

stresses significantly below the material threshold have been applied. Initial compressive biaxial

stress σbi of 5 MPa and roller conditions are applied to the sample surfaces framing the structure.

Fixed constraint of zero displacement is set to one of the surfaces perpendicular to the frame. InAs

is chosen as the QD material.1 In order to match the experimental conditions, the material stiffness

tensor aligned to the [110], [11̄0], [001] crystallographic directions (Eq. (4.5)) is used for InAs with

c11 = 83.4 GPa, c12 = 45.4 GPa, and c44 = 39.5 GPa [137]. The full strain tensor is obtained from the

1Note, that due to an intermixing of the QD material and the capping layer material during the growth process,
the QDs can have a finite content of gallium. As a result, the size and the shape of the QD can change, which strongly
influences the key parameters of the QD like the carrier confinement and the emission energy.
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Figure 4.11: Geometry of the sample used in the numerical simulations. The extracted values from
the SEM images are the following, L = 34.8µm, W = 32.3µm, l = 4.65µm, w = 5.5µm, k = 3.98µm,
r = 3.15µm, m = 1.77µm. The values of l and r are the vertical distances between the two points,
where the bridge intersects with the black dashes lines on the left and on the right, respectively.

simulations on InAs under equibiaxial stress.

The material parameters used in the calculations are dilatation and shear deformation potentials

ac = −5.08 eV, av = −1 eV, b = −1.8 eV, d = −3.6 eV, and a spin-orbit coupling constant ∆ = 0.38,

see Eq. (4.10) [19, 130]. Figure 4.12(a) shows the spatial map of the InAs band-gap shift. As before,

a positive energy shift refers to an increase of the band gap due to compressive strain. The colored

dots illustrate the spatial distribution of the measured QDs, and the relative amount of the energy

shift is shown by the color of the dot. The QD position with respect to the middle point of the

GaAs bridge is determined as follows. The laser spot is positioned at the center of the GaAs bridge

as judged from the CCD camera image. By stepping with nanopositioning stages from the center

of the bridge to the point where the photoluminescence intensity of the QD is maximal, the QD

position in the xy-plane is found with an uncertainty of half the laser spot. The white dashed

circles in Fig. 4.12(b) show a position error of 1 µm.

The map reveals a strong band-gap-shift dependence on position. Not only the magnitude, but

also the sign of the shift follows the inhomogeneity of strain on the sample. In homogeneously

strained regions (far away from the bridge) the InAs band gap blueshifts as expected for compressive

strain. The presence of the bridge alters the strain profile greatly, and, as a result, the change of the

band gap varies spatially. The sign of the shift is even inverted at certain positions, i.e., it redshifts.

The absolute magnitude of the energy change is strongly enhanced on the bridge structure, which

reflects the influence of structure geometry on the strain profile, compare with Fig. 4.7.

In order to relate the calculation with the experiment, a region of the suspended structure is

analyzed in more detail in Fig. 4.12(b). The energy of most of the QDs increases with compressive

strain, which is in consensus with theory. However, several QDs located in the corners or close to
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Figure 4.12: InAs band-gap energy shift as a function of spatial position on a GaAs bridge sam-
ple. (a) Normalized spatial color-coded map of the InAs band-gap shift induced by equibiaxial
stress. Realistic sample dimensions extracted from the SEM images are used for calculations. The
measured QD positions are shown as dots while the dot color represents the magnitude of the QD
energy shift normalized to the maximum measured QD shift. (b) Magnified view of the energy-shift
map. The dashed lines show the accuracy of the QD position (around 1 µm).

the edges of the bridge redshift in energy. Such behavior can be explained as a combination of two

factors. First, the QDs can be subjected to uniaxial stress due to the asymmetric shape of the bridge,

which has a different impact on the band-gap shift than biaxial stress. Second, the material content

of different QDs can vary due to the probabilistic nature of their growth [138]. Self-assembled QDs

are composed of an In1−xGaxAs alloy with a varying content of gallium, x. It has been reported

that the emission energy of QDs subjected to uniaxial strain aligned to [110] crystallographic axis

can shift either direction depending on x [129].

The band-gap shift versus the gallium content x in In1−xGaxAs is calculated for the uniaxial

stress of 5 MPa applied along the [100] and [110] directions, see Fig. 4.13. The band gap redshifts

when the tensile stress parallel to the [100] direction is applied. A very similar redshift is induced

by the tensile stress along [110]. The band-gap behavior under the compressive stress along [100]

depends on the content of gallium. In particular, the gap energy blueshifts as expected, but only

until the gallium content x is above 0.39. For InAs and In-rich alloys, the band-gap energy reduces

with both the tensile and the compressive stress along the [100] direction. Such behavior for InAs

has been previously reported [139]. The compressive stress along [110] induces an increase in the

band-gap energy, although the shift is small for InAs. These findings indicate that the observed

bidirectional shift of the QDs might be related to their material composition, provided the uniaxial

strain.

To check the uniaxial character of the strain tensor, the finite-element-method simulations

are analyzed. The strain tensor components εxx (black), εyy (red), εzz (blue) and εxy (purple) are

shown in Fig. 4.14. The cross terms εxz and εyz are negligible and are not discussed further. Most
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Figure 4.14: Strain tensor obtained from the finite-element-method simulations. (a) and (b) Strain
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of the strain tensor elements are nearly uniform along the short axis of the bridge as can be seen by

comparing the line scans in Fig. 4.14(a) and (b). Only the off-diagonal tensor element εxy changes

significantly across the bridge. This term is responsible for reducing the redshift of the band gap

under the tensile stress and the blueshift under the compressive stress. All the strain components,

on the other hand, vary significantly as a function of the position on the long axis of the bridge.

The center of the bridge is strained the most, while the strain relaxes towards the sides of the

sample. Under a crude approximation, a compressive biaxial stress induces the tensile uniaxial

strain on the bridge, as inferred from the sign flip of the term εxx. Effectively, the QDs embedded

in that region are subjected to the tensile uniaxial strain either along the [110] or [11̄0] direction

and are expected to redshift in energy. Such behavior is observed only for several QDs embedded

in the corners of the bridge. The reasons for the blueshift of the other emitters are not exposed

by the crude analysis assuming the tensile uniaxial stress. Evidently, the spatial strain profile on

our sample is more complex and cannot be treated approximately. The material content of the

QDs might play a role in the direction of the exciton energy shift, whereas in the calculations for

Fig. 4.12 the parameters for pure InAs have been used.

4.5 Outlook: Enhancement of the exciton energy shift in a suspended
bridge geometry

The ability to strain-tune the energy of the excitons in a QD allows to conduct a variety of exper-

iments where optical properties of individual QDs and interaction between the QDs need to be

controlled. Studies of QDs embedded in PhC structures also benefit significantly from having

such a “tuning knob”, which allows to tune the properties of the QDs. For example, cavity-QED

experiments rely on the strong interaction between QDs and a PhC cavity. This regime can be en-

tered when the QD is very close in energy with the cavity mode. In practice, there is a rather small

chance that the QD will be in resonance with the fabricated cavity without external adjustments by

the electric field, temperature or stress. While the temperature tuning is detrimental to the optical

yield and quality of the QDs [124], changing the exciton energy by the electric field preserves

the optical quality, but at a cost of a limited spectral tuning range of a few meV, or otherwise,

incompatibility with the PhC fabrication [104]. Manipulating the energy of the excitons by strain

is desired when maintaining a good optical quality within a wide range of the accessible energies is

needed.

It is shown in the previous section that the amount of strain induced on the sample varies

spatially and this distribution is dictated by the geometry of the structure. In a bridge geometry, the

suspended parts under external stress are free to relax in one axis, which results in a redistribution

of the total induced strain in and around the bridge. An increase of an order of magnitude is

observed for the absolute value of εxx in the geometry considered in this work, see Fig. 4.14. In

principle, the suspended bridge can be patterned with PhC structures, and in this way, the strain

enhancement would be achieved only for the QDs located in the photonic nanostructure. It is

known that the photonic modes are barely affected by the induced strain [128]. Therefore, a small

amount of stress applied on the piezoelectric substrate would result in a significant energy shift of
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Figure 4.15: A sketch of a dumbbell-shaped bridge for which Eq. (4.13) is derived. The dimensions
L, W , l and w refer to the overall bridge length, bridge width, central length, and central width,
respectively.

the QDs, but a small alteration of the structure itself.

Similar approach of strain enhancement but in a slightly different context has been proposed for

optoelectronics applications on germanium, silicon, and silicon-on-insulator-based platforms [140–

142]. In Ref. [140] it has been reported that light emission from a tensile-strained germanium-

on-insulator device layers is enhanced by a factor of 260 over bulk germanium owing to stressor

deposition and sample geometry. A germanium-on-insulator film is deposited on a silicon sub-

strate, where some parts of the substrate are selectively removed leaving a suspended germanium-

on-insulator structure. Silicon nitride stressors are deposited to induce a tensile stress on the

germanium layer. The resulting strain alters the band structure of germanium such that the band

gap becomes direct and can emit light efficiently. Carefully engineering the structural geometry

allows to achieve a 20-times enhancement of strain induced by thermal mismatch of germanium

layers grown on silicon or silicon-on-insulator substrates in Ref. [141]. Finally, similar suspended

structures fabricated on silicon-on-insulator are characterized in Ref. [142], where stress is used

to increase charge-carrier mobility for nanoelectronics devices. In the latter work, an analytical

formula allowing to calculate the amount of strain enhancement relative to the initial strain is

derived:

ε
bridge
xx /εin =

1 + l
l+L

w
W + l

l+L

, (4.13)

where εbridge
xx is strain along the bridge, εin is the initial strain. The formula is derived for a simple

geometry of a suspended dumbbell-shaped bridge with the following dimensions: central length l,

central width w, overall bridge length L, overall width W . A sketch of the structure is shown in

Fig. 4.15. Only geometrical factors are taken into account, whereas material anisotropy, crystal

orientation and thickness of the structure are neglected. Nevertheless, this simple formula allows

to roughly estimate the enhancement of strain for a simple shape. It tells that by properly designing

the size ratio of the central bridge and the surrounding structures the effect of the initial strain can

be enlarged significantly. Apart from the fillets in the corners and a slight asymmetry, there are

no substantial differences between the geometry of the sample used in the present work and the

one shown in Fig. 4.15. Therefore, Eq. (4.13) is a good approximation for the stain induced in the

bridge investigated in the present work. However, since we possess no quantitative information
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about the magnitude of the strain induced in the sample, further analysis is not conducted.

4.6 Conclusions
In this chapter, strain-tuning of self-assembled InAs/GaAs QDs embedded in suspended GaAs

bridges is demonstrated. The fabrication procedure of GaAs membranes elevated above the

piezoelectric substrate is developed. Such a method in principle allows the creation of different-

geometry strain-tunable devices, such as PhC membranes or even more complex photonic networks.

In total 29 QDs are characterized by means of time-integrated photoluminescence spectroscopy.

Each dot is located with respect to the middle point of the bridge, which enables to investigate

possible correlations of the QD tuning-behavior and its spatial position. It is found that several

QDs blueshift under compressive biaxial stress, whereas a few tune to lower energies in contrast to

the expected behavior. Such observations are explained by the effect of the tensile uniaxial strain

induces along [110]. From the analysis of the strain-tensor as a function of spatial position it is

found that the initial biaxial stress induces dominantly a uniaxial strain on the bridge structure. The

effect of the uniaxial strain along the [110] direction on QDs of different material content has been

investigated before [129]. Additionally, our observations yield yet another important conclusion,

namely that the strain effects can be deliberately controlled by engineering the sample geometry.

This concept is already applied in optoelectronics and nanoelectronics research, nevertheless,

further technical development is required if such a technique is to be used for photonic applications.





Chapter 5

The exciton Mott transition in coupled quantum
wells

The Mott transition is a phase transition from an electrically insulating to a conducting state of

matter, and was first predicted to occur in a system of correlated electrons [143]. Over the past

decades, this metal-insulator transition has been studied in different physical platforms such as

semimetals, transition metal compounds, doped semiconductors, organic salts, cold atom gases,

and recently, superconductors [144–151]. As Mott pointed out, the transition may also happen in a

population of interacting electrons and holes, in which insulating excitons are ionized to a metallic

phase of free carriers [11]. The exciton Mott transition has been investigated in 2D semiconductor

nanostructures and found to occur at electron-hole pair densities of the order of 1010–1011cm−2

and temperatures below 10 K [8, 152–154]. In Refs. [8, 152, 153] a picosecond-pulsed excitation

was used to create carriers above the quantum well band gap and the carrier dynamics were probed

by terahertz or time-resolved photoluminescence spectroscopy. The metallic-insulating state

transition in the electron-hole system was reported to occur gradually over a time scale of several

hundreds of picoseconds. Stern et al. [154] reported an abrupt phase transition inferred from the

time-integrated measurements of exciton photoluminescence linewidth and screening-induced

energy shift. Theory predictions have reached no consensus about the nature of the exciton Mott

transition either, since several works suggest that the ionization of excitons occurs abruptly, which

indicates a first-order phase transition [155, 156], and some predict a second-order transition that

occurs as a smooth function of the governing parameters, carrier density and temperature [157–

159].

Indirect excitons (IXs) in coupled quantum wells (CQWs) form an attractive platform for

uncovering fundamental quantum effects. The IX is composed of an electron and a hole residing in

opposite QWs, which are separated by a thin potential barrier. The small spatial overlap between

the electron and the hole leads to a long radiative lifetime of the IX compared to a spatially direct

exciton (DX) [160–164]. The radiative lifetime of the IXs can be tuned by an external electric

field via quantum-confined Stark effect [160, 161, 163]. Long-lived IXs can therefore reach a

thermodynamic equilibrium with the cold lattice, which allows the study of coherent many-particle

effects. Due to their rich and highly tuneable properties, the IXs have become an important

75
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platform for studying excitonic transport [165, 166], cold gas condensation [166–169], low thresh-

old lasing [170], terahertz generation [171], and optical refrigeration [172]. The exciton Mott

transition in multiple QWs has been studied with various techniques. In terahertz spectroscopy,

the transition is investigated by probing the internal transitions of excitons, providing a direct

measure of exciton densities and binding energies [8, 152]. In photoluminescence spectroscopy,

the transition manifests as a temporal broadening, a change in the spectral shape or a spectral shift

of the excitonic peak [154, 173]. Nevertheless, there has been a lack of experimental study of the

exciton Mott transition under steady-state excitation, which allows to investigate the nature of the

phase transition in equilibrium.

The objective of this chapter is to discuss the Mott transition of IXs observed in time-integrated

photoluminescence spectra of CQWs. In semiconductors the insulating state is an exciton gas

and the metallic state is an electron-hole plasma (EH-plasma). The exciton Mott transition is

studied in InGaAs/GaAs CQWs in a steady state and a gradual ionization of the excitonic peak

is observed with increasing excitation intensity and temperature. The insulating and conducting

populations recombine radiatively at different energies and are therefore easily resolved spectrally.

The exciton-density-temperature phase diagram of the transition exposes two regions with exciton-

dominant and plasma-dominant populations that are separated by a linear boundary fulfilling.

This boundary has an associated critical exciton density nc that is extracted using two independent

models yielding nc ∼ 2.3 × 1010cm−2 at T = 12.5K, which is in good agreement with previously

measured values. The smoothness of the transition is quantified by observing the relative exciton

population in the indirect transition. Alternative mechanisms that could explain the observed

effects are ruled out. The excitonic Mott transition is studied in a narrow range of externally

applied electric field but it is observed also at higher field values. A peculiar feature arises at

particular electric fields, where a strong photoluminescence quenching suggests the formation of

the excitons of a parallel-spin configuration that are optically dark. Our work emphasizes the rich

potential of CQWs for studying fundamental many-body quantum phenomena whose dynamics

may be vastly tuned by the external bias.

5.1 Indirect excitons in GaAs-based heterostructures

In this section, the energy structure of the InGaAs CQWs is discussed. CQWs are formed of two

single QWs separated with a thin barrier of a semiconductor with a larger band gap. The barrier

has to be thin enough to allow tunnelling of carriers between the two QWs. The band diagram of

the CQWs computed for an electric field of 19 kV/cm is shown in Fig. 5.1 (a).1 In order to overview

the optical transitions of the CQWs relevant for this work, it is sufficient to account for the first

three eigenstates of electrons (e1, e2, e3) and heavy holes (h1, h2, h3). At zero bias, the built-in

electric field of the p-i-n junction equal to 30 kVcm−1 renders the ground-state single-particle

wavefunctions e1-h1 to be localized in adjacent wells [175]. The exciton formed of e1 and h1

1The band diagram and the eigenstates of the CQWs are calculated from a model based on the single-particle
effective-mass Schrödinger equation (a tunnelling-resonance technique is implemented [34], the band parameters are
taken from Ref. [174]). The theory model has been implemented by Dr. Petru Tighineanu.
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Figure 5.1: Energy structure and the relevant optical transitions in CQWs. (a) The band diagram
of the CQWs at an electric field of 19 kV/cm at which the Mott transition is observed. The first
three electron (e1, e2, e3) and hole (h1, h2, h3) eigenenergies and probability densities are shown.
The indirect-exciton photoluminescence originates from the e1→ h1 (red arrow) transition, while
the direct excitons originate from e1 → h3 and e2 → h1 (gray arrows). (b) Low-temperature
photoluminescence spectrum of the CQWs. The intense indirect transition is visible at lower
energy (IX), whereas the two direct excitons recombine at a higher energy (DX).

is spatially indirect (IX) and is the ground state of the CQWs. Another indirect transition e1→
h2 (IX2) is optically weak. The relevant excited states of the CQWs are excitons composed of

charge carriers located in the same quantum well. These are the spatially direct excitons formed

of e1-h3 (DX1) and e2-h1 (DX2). In this context, we also refer to excitons in bulk GaAs as direct

excitons. For clarity, when discussing the photoluminescence measurements we will refer to a

spectral distribution of the indirect excitons as the IX and as the DX for the direct excitons.

Since in this work the properties of the CQWs are probed mainly by optical measurements, a

representative photoluminescence spectrum is discussed in relation to the band diagram. Figure 5.1

(b) shows a low-temperature time-integrated photoluminescence spectrum of the CQWs. Two

energy distributions separated by around 30 meV are resolved in the spectrum. The intense spectral

feature observed at lower energy originates from the radiative recombination of the indirect excitons.

The photoluminescence stemming from the two direct excitons is observed at a higher energy. The

energies of the direct excitons are close to each other, and, therefore, it is difficult to resolve each of

them in the spectrum.

Indirect excitons have significantly different properties compared to direct excitons in bulk

GaAs owing to a spatial separation of the charge-carrier wavefunctions and relaxation of the

momentum conservation along the growth direction. Consequently, the indirect excitons are

long-lived and have an increased cooling rate compared to the excitons in bulk GaAs. Also, the

indirect excitons possess a permanent electric dipole moment and interact repulsively. This has the



78 5. THE EXCITON MOTT TRANSITION IN COUPLED QUANTUM WELLS

following implications: the indirect excitons efficiently screen a growth-induced disorder potential

and can be controlled via an electric field. In the following, these features are discussed in more

detail.

5.1.1 Lifetime of indirect excitons

The indirect exciton possesses a prolonged lifetime due to a small overlap between the probability

distributions of an electron and a hole. Its radiative lifetime can be a few orders of magnitude longer

than that of the direct exciton and vary between tens of nanoseconds to several microseconds [160–

164]. It is set by the barrier width of the CQWs and, conveniently, it can be tuned by several orders

of magnitude with the applied electric field [176]. Long-lives indirect excitons diffuse in the plane

of the QW resulting in a significantly larger area where the radiative recombination takes place as

compared to the direct excitons.

5.1.2 Thermalization rate

The lifetime of the indirect excitons exceeds the time scale of thermal relaxation processes in GaAs.

In the following, the thermalization dynamics of excitons is reviewed. After nonresonant photon

absorption, an initially created unbound electron and hole pair relaxes to the respective single-

particle ground states and forms an exciton within tens or hundreds of picoseconds [177]. After the

exciton is formed, it has a finite in-plane momentum until it relaxes to a close-to-zero-momentum

state. Exciton cooling occurs via exciton-exciton, exciton-free carrier scattering, or emission of

longitudinal acoustic (LA) phonons [8, 177]. The latter process is dominant at low temperatures

and occurs at characteristic time scales from few tens of picoseconds to a few nanoseconds [178,

179].

The emission of LA phonons in QWs is more efficient as compared to bulk. It is because the

momentum of the excitons in the z-direction is not conserved in QWs, and consequently, the

ground state exciton couples to a continuum of phonon states [178]. Therefore, excitons in QWs

cool to the crystal lattice temperature three orders of magnitude faster than in bulk GaAs [179]. The

fast cooling rate along with the long exciton lifetime allows the formation of cold indirect-exciton

gases suitable for studying collective quantum effects.

5.1.3 Static electric dipole moment

An indirect exciton possesses a static electric dipole moment due to a spatial separation between

the electron and the hole. The indirect excitons, as aligned dipoles, interact repulsively, and thus

effectively screen in-plane disorder states occurring due to growth-induced well-width fluctuations.

In conventional semiconductor heterostructures, the in-plane variations of the QW potential are

on the order of a millielectronvolt[180]. For temperatures relevant for this work (< 20K), the

thermal energy is smaller than the potential dips and the localization could spoil the 2D behavior

of excitons. In CQWs a minimum in the disorder potential can be filled with a small number of

indirect excitons and additional excitons no longer see this minimum since it is washed out due to

the repulsive interaction between the indirect excitons.
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Figure 5.2: Cross section of the CQWs wafer used in this work.

An external electric field can be used to tune the energy of an electric dipole. The dipole moment

of an indirect exciton is essentially fixed and set by the quantum-well separation. Therefore, its

energy depends linearly on the electric field parallel to the dipole axis. Such a property allows

to create artificial traps for indirect excitons by manipulating the spatial profile of an electric

field [164, 181]. Spatially defined electrical gates have been used to trap single indirect excitons,

which is an example of lithographically defined QDs [182].

5.2 Photoluminescence spectroscopy on coupled quantum wells
Conventional photoluminescence spectroscopy provides an extremely sensitive tool to probe the

energy structure and inner dynamics of semiconductor nanostructures. In this work, spectrally

resolved photoluminescence spectroscopy is employed to measure the exciton energy by detecting

the frequency of the emitted photons. It also provides information about spectral broadening of

excitons due to defect states of impurities, interface roughness, or structural disorder. Insight

into the exciton-exciton interaction is obtained by measuring the exciton energy as a function of

optical-excitation intensity, which is a handle to vary the exciton density. The decay dynamics of

excitons can be conveniently studied by measuring the time-resolved photoluminescence trace at

a frequency of interest. In this section, the photoluminescence of the CQWs sample used in this

work is studied as a function of electric field and excitation power. The time-resolved dynamics of

both the DX and the IX is investigated by detecting the time evolution of their photoluminescence.

The sample under study is prepared from the CQWs wafer grown at Swiss Federal Institute of

Technology, Zürich, Switzerland. The cross-section apart from the substrate of this wafer is shown

in Fig. 5.2. A mesa is defined on the sample via conventional UV lithography and wet-etching,

according to the recipes described in Appendix A. Ohmic contacts are deposited on the p- and

n-doped GaAs layers to allow for bias application. The procedure for the contact deposition is
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presented in Appendix A. The sample is mounted on a titanium sample holder and connected to

the printed-circuit board via gold wires. The electrical contacts are tested at low temperature by

measuring the IV curves and testing the ohmic behavior of the p-type and n-type contacts. The

details on their performance can be found in Chapter 2.

This work aims to study many-body effects in a cold interacting exciton gas. In order to create

such conditions, the sample is cooled to a temperature of a few Kelvin in a cryostat. For optical

measurements, one CQWs sample is placed in a closed-cycle helium cryostat and another sample

fabricated with identical procedures is placed in a liquid-helium flow cryostat, see Chapter 2.

Only the measurements presented in Figs. 5.3 and 5.4 are performed on the sample placed in the

closed-cycle cryostat. The excitons are created by means of optical excitation with laser light. In

the experiments discussed in this chapter, the continuous-wave laser beam tuned to a wavelength

of 850 nm is used. This wavelength corresponds to pumping of the quasi-continuum of confined

states in the CQWs. For the time-resolved measurements of the IX, a pulsed-light source with a

repetition rate lower than provided by the Mira laser (76 MHz) is needed. This is due to the long

IX lifetime, which prevents it from decaying fully before the sequential excitation pulse generated

by the Mira reexcites it after 13 ns. Therefore, a picosecond-pulsed diode laser at 785 nm with a

repetition rate of 2.5 MHz, corresponding to a time separation of 400 ns between the consecutive

pulses, is used for time-resolved measurements of the CQWs.

In the optical setup around the closed-cycle cryostat the photoluminescence of the CQWs

is coupled into a multimode fiber of NA = 0.22 and core diameter of 105 µm to ensure efficient

collection of the spatially broad emission from the indirect excitons. Since the optical setup is

designed for a particular single-more fiber, significant losses due to mismatched focusing and

collimation optics and the multimode fiber are introduced in the collection path. For these

reasons, a signal is detected only at high excitation powers. This does not prevent from obtaining

information about the optical behavior of the sample but motivates further measurements in the

liquid-helium flow cryostat accompanied with an optical setup allowing for free-space collection

of photoluminescence.

All other presented optical measurements are performed on the sample placed in the liquid-

helium flow cryostat. For the measurements in the flow cryostat the sample is cooled to 12.5 K

unless specified otherwise. The temperature is measured by a calibrated Cernox sensor in a four-

lead scheme mounted next to the sample on the same surface (see Appendix B) and by a sensor

placed on the cold finger. A discrepancy of around 5.8 K between the two measurements is found,

the value on the cold finger being smaller. Throughout this work the temperature values obtained

by the Cernox sensor are reported, since it provides a more accurate measurement of the actual

sample temperature.

The area of the CQWs photoluminescence is measured with a scanning galvanometer-mirror

positioning system, which allows to acquire a spatial map of the emission stemming from the

sample while keeping the excitation position fixed.
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Figure 5.3: Main optical transitions of the CQWs. (a) Photoluminescence spectra taken under high
excitation power as a function of electric field. Two indirect, IX1 and IX2, and two direct, DX1
and DX2, excitons are resolved. Inset: A magnified view of the photoluminescence recorded at
around the built-in electric field, attributed to the optical-phonon emission. (b) The energy of each
transition extracted from the data and calculated using the model presented in Sec. 5.1. The data
points for IX1, IX2, DX1, DX2 are shown by the red circles, purple triangles, black squares and
green diamonds, respectively. The corresponding theory curves are shown as a thick solid red,
thick dashed purple, thin solid black and thin dashed green lines.

5.2.1 Time-integrated photoluminescence spectra

The spectral behavior of the CQWs is investigated by employing time-integrated photoluminescence

spectroscopy. In the following, the CQWs photoluminescence is studied as a function of electric

field and excitation intensity. Several optical transitions are observed in the spectrum recorded

under excitation with high laser power. The origin of the observed signal is analysed and compared

to theoretically predicted optical transitions.

As discussed in Sec. 5.1, the electric field is an important parameter that allows to tune the

optical properties of excitons in QWs. By analysing the photoluminescence of the CQWs as a

function of electric field, the main optical transitions are identified, see Fig. 5.3. High excitation

power is used to excite the sample mounted in a closed-cycle cryostat cooled to 4.2 K measured on

the cold finger. Note that the sample temperature is likely to be higher by a few Kelvin due to heat

load of the printed-circuit board and copper leads and the absence of the radiation shield. The

electric field across the CQWs is varied by applying an external bias in steps of 0.1 V from 1.7 to

−1.9 V. The photoluminescence spectra are taken with an excitation intensity of 3850W/cm2. At

such a high intensity, the number of photogenerated excitons is large enough to fill the ground state

of the CQWs and populate the higher-energy states. This is evident in the intensity-normalized

spectra at small electric fields, shown in Fig. 5.3(a). The emission shifting from around 1.37 to

1.27 eV with an increasing electric field stems from the ground state transition, i.e., IX1, whereas

the DX is observed at a slightly higher energy constant at all the field values and is much more
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Figure 5.4: Photoluminescence of the direct excitons as a function of electric field. (a) The emission
intensity of the two direct transitions DX1 and DX2 is tuned with the electric field. A strong
signal observed at zero field reduces as the electric field is increased to around 15 kVcm−1. Further
increase in the field strength results in a significant growth of the photoluminescence signal from
direct excitons, which again is diminished as the electric field exceeds 30 kVcm−1. The broad signal
observed at around 1.35 eV stems from the indirect exciton. (b) Energy of the direct transitions as
a function of electric field extracted from the data shown in (a) and calculated using our theory
model. Black squares (green diamonds) show the data points and the black solid (green dashed)
lines denote the prediction of theory for DX1 (DX2).

intense. The ratio of intensities is dictated mainly by two factors: first, the photoluminescence

intensity depends on the oscillator strength of the transitions, which is altered with the electric

field, and second, the emitted light is collected through a multimode fiber, which serves as a spatial

filter for the diffusive IX emission. The DXs recombine radiatively much faster, so they emit from

a smaller spot than the IX, overlapping more efficiently with the spatial mode of the fiber. As a

result, the collected photoluminescence of the DX is more intense than that of the IX. Emission

originating from another excited state, the IX2 (see the inset of Fig. 5.3(a)), is observed close to

the built-in field, which proves to be a peculiar regime in further experiments and is discussed in

Sec. 5.4. Interestingly, the IX1 shows a high-energy shoulder as the IX2 emerges in the spectrum,

which is attributed to the emission of the longitudinal-optical (LO) phonons.2 Note that throughout

this thesis, IX refers to the lowest-energy transition IX1.

The transitions are identified by their spectral position and electric-field behavior. Due to

their direct nature, DXs depend only weakly on the electric field, slightly redshifting in energy

as the field strength is increased. Indirect excitons, however, are very sensitive to the electric

field and tune in energy by more than 100 meV. In total, under high-power excitation four well-

resolved peaks are identified and attributed to IX1, IX2, DX1 and DX2. The peak energy for each

exciton is extracted as a function of electric field and compared to the modelled behavior of the

respective resonances, see Fig. 5.3(b). Due to a limited spectral range covered by the grating in the

2The energy of the LO phonons in GaAs (InAs) is around 36 (29)meV, which is very close to the energy separation
between the IX1 and the DX (around 28 meV) in the peculiar bias range.
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Figure 5.5: Electric-field dependence of the IX photoluminescence. (a) A waterfall plot of the
normalized IX spectra as a function of electric field measured at 12.5 K. (b) Bias dependence of the
total integrated intensity of the IX extracted from the data in (a). The IX dims by more than a factor
of 10 as the field is increased from 0 to 35 kVcm−1. The IX intensity revives again at 50 kVcm−1

and is diminished as the field increases further.

spectrometer, the IX2 is observed around the built-in electric field and above 70 kVcm−1, where the

photoluminescence signal almost vanishes due to carrier extraction. The data and the theory match

very well apart from an offset towards lower energies, which can be caused by a discrepancy of

the QW or barrier width, or a material content from the design values. Indeed, an indium content

of the quantum wells of 0.151 rather than the designed value of 0.13 fits the data better. Such

adjustments are justified since deviations of material content within a few per cent during the

growth are plausible.

The direct transition is populated with two excitons, the DX1 and DX2, with similar energy,

which are challenging to resolve in the photoluminescence spectra taken at low electric field.

However, at large electric field the two transitions diverge from each other in the spectrum as

the DX1 becomes indirect and redshifts significantly. Figure 5.4(a) shows the photoluminescence

spectra of the direct excitons, where the two transitions are clearly resolved at the electric field

values above 35 kVcm−1. The bias dependence of the emission intensity of the DXs is unexpected

as the direct excitons become dimmer while the field is increased from 0 to around 15 kVcm−1,

but above this value the DX intensity revives and reaches a maximum at 18 kVcm−1. By further

increasing the electric field, the DX signal is constantly reduced and finally completely inhibited.

This revival of the DX emission coincides with the bias range where the second indirect exciton is

observed and emphasizes the peculiarity of this particular regime.

From now on, all the optical measurements are carried out on the CQWs sample mounted in

the flow cryostat. The electric field dependence of the IX is studied under an excitation power of

34W/cm2, see Fig. 5.5. The electric field is changed by varying the applied voltage from 1.4 to

−1.6 V in steps of 0.1 V. The focus is primarily on investigating the emission intensity dependence
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Figure 5.6: Power dependence of the IX emission. (a) Photoluminescence spectra recorded at
19 kVcm−1 electric field at varied excitation intensity. (b) The carrier-induced spectral blueshift of
2 meV with increasing power.

on the applied bias and the total integrated intensity of the IX peak extracted from Fig. 5.5(a) is

shown in Fig. 5.5(b). The IX intensity seems to follow the unusual dependence on the field as

already observed for the direct excitons. While at zero field the photoluminescence stemming from

the IX is intense, it is suppressed by more than an order of magnitude at around 35 kVcm−1, and

then slightly increases again at 50 kVcm−1 before being quenched. This suggests that at certain

electric field values, the effects strongly correlating the interplay of the direct and indirect excitons

take place, discussed in more detail in Sec. 5.4.

While the externally applied bias provides a knob for controlling the exciton energy, the

excitation power is used to vary the exciton-exciton interaction strength, or in the case of EH-

plasma, the carrier-induced screening. The density of optically created electron-hole pairs is

proportional to the power of the excitation light and is one of the governing parameters of the

interaction between the particles. In the following, a power-induced screening of the built-in

electric field due to indirect electron-hole pairs is demonstrated in brief.

By increasing the excitation intensity, more and more charge carriers are generated in the

ground state. The carriers screen the electric field and shift the transition energies towards lower

wavelengths. Figure 5.6 shows emission spectra of the IX at a fixed electric field of 19 kVcm−1. The

excitation power is varied by more than an order of magnitude. The IX is lifted in energy by 2 meV

with increasing laser power, see Fig. 5.6(b).

5.2.2 Decay dynamics

Under pulsed excitation, the time trace of the photoluminescence intensity allows to study the

decay process of the eigenstates of the CQWs. We emphasise that without the microscopic model,

describing the decay dynamics of excitons in QWs is a complex task and relies of the phenomeno-
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Figure 5.7: Transient photoluminescence intensity curve (purple line) of the DX at the built-in
electric field of 30 kVcm−1. The decay curve is fitted well with a biexponential decay model (red
line). Inset: the extracted fast and slow decay rates at several electric field values. The DX radiative
recombination rate γfast is slightly reduced with the electric field as the DX slowly turns into the
indirect regime. At very short time delays the measured signal is covered by the laser light decay
(the blue line).

logical decay models. Since photoluminescence analysis is sensitive to optically active states

exclusively, emission decay curves are measured only of the states that couple strongly to light.

The dispersed emission spectrum of the CQWs is guided to the avalanche photodiode through a

slit with 2.2 meV bandwidth centered at either the IX or the DX peak. The decay dynamics of the

DX is discussed first.

The carrier-wavefunction overlap is weakly modified for the DX. Therefore, it decays at a rate

close to excitons in bulk GaAs. An example of a transient photoluminescence intensity curve of

the DX acquired at the built-in electric field is shown in Fig. 5.7. The decay curves are fitted with

a phenomenological biexponential model I(t) = Afaste
−γfastt +Aslowe

−γslowt, where γfast denotes the

lifetime of the fast exponent and γslow of the slow one. The respective amplitudes of each exponent

are Afast and Aslow, and t is the observation time of a photon emission event after excitation. The

fast constant γfast of around 0.4 ns−1 is attributed to a radiative decay of the DX. The origin of the

slow decay γslow of 0.1ns−1 might be due to the dual nature of the probed transition, since the

two direct excitons spectrally overlap. Generally, the DX1 and DX2 can decay at different rates.

The radiative decay rate of the DX does not change significantly versus the electric field, since the

carrier-wavefunction overlap is roughly constant. At very short time delays, a process even faster

than the response function of the used avalanche photodiode takes place. It is likely to be the

direct electron-hole pair relaxation to long-lived indirect excitons. However, at a given excitation

intensity of 213W/cm2, the ground state is rapidly spin filled and this nonradiative channel is

closed for higher-energy states.

The key feature of indirect excitons in the context of this work is their long radiative lifetime.

Suppressing the IX recombination by an external electric field allows to reach a thermal equilibrium
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Figure 5.8: Time-resolved photoluminescence measurements of the IX. (a) The decay curves
of the IX recorded at varied electric field value in kVcm−1 indicated next to each curve. The
recombination of the IX speeds up by two orders of magnitude as the electric field is reduced from
52 to 2 kVcm−1. (b) The data in (a) shown as an overlay plot. The black arrow indicates the increase
of the electric field. The measurements are done under 320W/cm2 excitation intensity.

with the crystal lattice, where coherent many-particle effects can emerge. Figure 5.8(a) shows the

IX decay curves measured on the center of the energy distribution. As expected, the IX decays

faster with a rate of 0.1ns−1 as the electric field is close to zero. The slow-down of two orders of

magnitude is reached at large fields. In comparison to the neighboring curves, the decay curve

measured at 23 kVcm−1 has an unexpectedly long rise time τr (time for the emission intensity to

reach its maximum). The rise time reflects the dynamics of the exciton formation and subsequent

relaxation to optically active states occurring after a nonresonant excitation into the continuum of

the QW. The electric field suppresses the exciton formation efficiency and increases the IX diffusion

due to their longer lifetime, hence the longer τr . To illustrate how strongly the decay dynamics

can be tuned with bias, the time-resolved data is shown in an overlay fashion in Fig. 5.8(b). Close

to the flat electrostatic potential (at 5 kVcm−1 electric field), the IX decays completely within the

sampling window of 400 ns, while it slows down significantly at above 40 kVcm−1, where the

emission signal stays almost constant between the consecutive excitation pulses.

The measured decay curves are fitted with either a biexponential model close to zero field or

a single-exponential model at electric-field values below 25 kVcm−1. In the case of the double-

exponential fit, the ratio between γfast and γslow varies from 2 to 4, and the amplitude Afast is always

larger than Aslow by more than an order of magnitude. Hence the fast rate is attributed to the

dominant radiative recombination of the IX and is compared to the theory model used to calculate

the energy diagram of the CQWs (theory 1) and an open-access software provided in Ref. [183]

(theory 2). The outcome of the two models and the measured values of the IX lifetime as a function

of bias are shown in Fig. 5.9. A very good agreement between the experimental data (purple circles)

and theory 2 (solid blue line) is found, while the theory 1 (dashed red line) prediction is slightly

offset in bias. The curves calculated by the two models overlap at small electric fields, but the data
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Figure 5.9: Radiative lifetime of the IX as a function of electric field. The experimental data (purple
circles) is extracted from the data in Fig. 5.8 and compared to two theory models. Theory 1 (dashed
red line) is a model used in this thesis to calculate the eigenstates of the CQWs and theory 2 (solid
blue line) is provided in Ref. [183]. A very good agreement between the data and theory 2 is found
above the built-in electric field. The deviation from the theoretical prediction close to zero field is
due to imperfections of the p-i-n diode and charge-carrier tunnelling.

values there seem to deviate from the predicted behavior. The explanation for such a discrepancy is

that the finite resistance of the ohmic contacts and the tunnelling of charge carriers prevents from

compensating the built-in electric field, and the actual field dropping across the CQWs is larger,

while the theory assumes perfect contacts. Also note that the values extracted for the electric field

above 36 kVcm−1 must be treated with care due to an incomplete photoluminescence decay that

have put constraints on the fitting routine.

The long lifetime of the IX reached at large electric fields results in a particular shape of the

transient photoluminescence intensity curve. Right after the excitation pulse is switched off, the

emission intensity is quenched and a dip in the decay curve is observed, see curves > 34kVcm−1 in

Fig. 5.8(a). The dip is followed by a slow rise of the photoluminescence signal and a subsequent

slow decay. The following explanation is suggested for this behavior: after the excitation pulse

the photogenerated IXs are hot and take time to relax to k ≈ 0 states, where they can recombine

radiatively, hence the optically active population builds up within τr . At a pulse repetition rate of

2.5 MHz, the exciton population is reexcited again before recombining and obtains more energy,

which lifts it into the states with large in-plane momentum, which are dark. This results in a dip of

the emission intensity when the light pulse hits the sample.

5.3 The exciton Mott transition

A system of interacting electrons and holes can undergo a transition from an insulating phase to

an ionized EH-plasma with increasing temperature or density. An insulating system of excitons
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Figure 5.10: Schematic illustration of a phase diagram of electron-hole systems in semiconductors.
In the low-temperature limit a BEC condensate can be observed for low-density exciton gas. Dense
excitons might form a BCS-like state. At higher temperatures in the low-density limit excitons
form classical gas and ionize into an electron-hole plasma as the density is increased. If cooled, the
EH-plasma forms a Fermi liquid.

can be ionized thermally or by the screening of the Coulomb interaction between the electrons

and the holes, while their density is increased. As said in the introduction of this chapter, this

prediction was first formulated by Sir Nevill F. Mott more than fifty years ago [143], [11], and is

known simply as the Mott transition. In this section, first, a brief overview of other phenomena

observed in cold exciton gases is presented, and finally, the results on the Mott transition observed

in the time-integrated photoluminescence of the IXs are reported. The findings of this thesis are

compared to literature reports on the transitions between the metallic and insulating states of the

electron-hole system in similar platforms.

5.3.1 Phenomena in cold exciton gases

Apart form the Mott transition, a number of other collective quantum effects can be observed in

a system of cold exciton gases. This is due to the fact that the particle density in a cold excitonic

system can be varied continuously, giving rise to interesting many-body quantum physics. Excitons

have a rich phase diagram in the density-temperature phase space, which is sketched in Fig. 5.10.

An important reference here is the low-density limit at zero temperature. It says that at zero

temperature an electron and a hole will always bind into an exciton due to the Coulomb attraction,

and the continuous growth of the number of free electrons and holes from zero value is not possible.

At low temperature in the low-density limit, Bose-Einstein condensate (BEC) can occur, where

excitons are hydrogen-like bosonic particles [169, 184]. When the mean interparticle distance

becomes smaller than the exciton Bohr radius, the BEC state is predicted to evolve into a condensate

similar to a Bardeen-Cooper-Schrieffer (BCS) superconducting state, except in this case the Cooper

pair is not electrons of opposite spins but an electron-hole pair [185]. Apart from the BEC and

BCS-like states, the low-density excitons can form a classical exciton gas at elevated temperatures

or dissociate into an electron-hole plasma if the density of particles is increased. The dense electron-
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hole ensemble at very low temperatures shows high Fermi degeneracy and forms a condensed state,

called the electron-hole liquid (EH-liquid) [186]. At medium densities and a certain region of low

temperatures, a two-phase coexistence is possible such as liquid-like electron-hole droplets, which

formation can be modelled as the nucleation process at a liquid-gas phase separation.

The BEC is expected to occur below temperatures where the exciton gas becomes quantum

degenerate [9, 185]. It happens when the mean distance between the particles is comparable

to the thermal de Broglie length (λdB = (2π~2/mkBT )1/2). For atoms in 3D, such temperatures

correspond to fractions of a microkelvin.3 Excitons in 2D GaAs with a density of 1010cm−2 and

mass M = 0.22me have TdB ∼ 2.5K. The creation of the BEC requires access to temperatures of the

exciton gas below a few Kelvin, which are, not without difficulty, within reach for conventional

refrigeration systems. Generally, excitons might have higher temperature since they recombine

before thermalizing with the crystal lattice. Long-lived and fast-cooling indirect excitons allow

to fulfill thermal conditions for the BEC realization. BEC of IXs has been studied for more than

a couple of decades [166, 167, 169, 187, 188]. Even though indubitable evidence of the IX BEC

has not been provided yet, the tremendous efforts revealed other intriguing phenomena of the

IXs, e.g., formation of nearly millimeter-sized spatial patterns in the exciton emission has been

found and thoroughly investigated [189–191]. A crossover from BEC to the BCS-like state so far

has been investigated in theory [192, 193]. At certain conditions a cold exciton gas can undergo a

Mott transition, which is discussed next.

5.3.2 The Mott transition of indirect excitons

Two key parameters govern the Mott transition — excitation intensity and temperature. It is still

debated in literature whether it occurs as a first-order phase transition or as a smooth function

of the governing parameters, which implies a thermodynamic transition of second order. In the

following this question is addressed experimentally in our CQWs, and the gradual transition of

indirect excitons to an indirect EH-plasma is demonstrated as a function of the key parameters.

First, the data on the exciton Mott transition driven by the excitation intensity is presented

in Fig. 5.11(a). During these measurements a constant electric field of 19 kVcm−1 is applied on

a sample kept at a fixed temperature of 12.5 K. A doublet structure in the time-integrated IX

photoluminescence is spectrally resolved. The IX spectrum is fitted with a sum of two Voigt

functions, which takes into account the line-shape of the free excitons and the inhomogeneous

broadening [194]. The resulting distributions are separated by 3.5–8 meV, which is comparable

to the IX binding energy Eb = 3.8meV at a given electric field calculated for our structure using

the code presented in Ref. [183]. The low-energy peak is attributed to excitons (red shading) and

the high-energy peak to EH-plasma (blue shading). Other mechanisms, such as an interplay of

defect-bound and free excitons, are ruled out in Sec. 5.3.5. At sufficiently low temperature and

pumping power, the photo-generated carriers bind into excitons, which is reproduced in our data

from Fig. 5.11(a). Increasing the pumping power results in more excitons being ionized, which

3For Rb87 atoms at n > 1013cm−3 concentration with mRb = 1.5 × 105me, the temperature for condensation is
TdB ∼ 100nK.
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Figure 5.11: Dynamics of the exciton Mott transition as a function of excitation intensity. (a)
Spectra of the IX taken at different pumping powers. At low powers the photoluminescence stems
mainly from excitons (red), which is gradually overtaken by the EH-plasma (blue) at larger carrier
densities. (b) Ratio between the emission intensity of excitons and the total signal extracted from
(a). The crossover from an exciton- to a plasma-dominated population occurs at 7W/cm2. (c) The
absolute intensity of the two species.

screen the electrostatic interaction between the remaining excitons and provide an avalanche

process that facilitates the ionization of more excitons. This is seen in our spectra as a gradual

enhancement of the plasma contribution. A continuous reduction of the excitonic population is

observed as the excitation intensity is increased from 0.2 to 47W/cm2. In order to observe where

the EH-plasma population overtakes the excitons, relative integrated intensity of the latter species

is calculated from the fitted curves and plotted as a function of pumping power. The cross-over

point occurs at 7W/cm2 excitation intensity as seen in the relative-intensity plot of the excitons in

Fig. 5.11(b).

As Mott pointed out, a similar ionization process of excitons is expected to occur by keeping the

pumping power fixed and increasing the temperature. The excitation intensity of 1.5W/cm2 is used,

which corresponds to an exciton density of around 1.9× 1010cm−2 at 12.5K. At low temperature
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Figure 5.12: Dynamics of the exciton Mott transition as a function of temperature. (a) Spectra
taken at different temperatures and at an excitation intensity of 1.5W/cm2. As the temperature
is increased, the excitons ionize into free carriers. (b) Ratio between the photoluminescence
stemming from the exciton resonance and the total signal extracted from (a). The crossover of the
two populations occurs around 15 K. (c) The temperature dependence of the absolute intensity.

the photoluminescence is mainly due to free-exciton recombination. This situation corresponds to

an excitonic gas that has a thermal energy lower than a typical binding energy of IXs in CQWs [183,

195]. With increasing temperature, free electrons and holes facilitate the ionization of the excitons

until the Coulomb bonds are broken. This can be seen in our data as a continuous relative decrease

of the excitonic signal with temperature, see Fig. 5.12. The excitonic peak is gradually inhibited

due to thermal ionization as the sample is heated from 11.4 K to 21.9 K. We are therefore able to

create the conditions required to induce the exciton Mott transition by tuning both the excitation

intensity and temperature.

The fact that the IXs undergo a cross-over-like transition indicates that the exciton Mott

transition in the CQWs is of second order. It is consistent with a theoretically predicted scenario

that the exciton transition into a metallic state is associated with a smooth reduction of the exciton

binding energy [158, 196, 197]. Several groups have provided experimental reports of the exciton

transition between the insulating and the metallic states occurring gradually over a time scale of
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Figure 5.13: Time-resolved decay dynamics of excitons (red dashed line) and EH-plasma (blue
solid line) taken at a pumping intensity of 1W/cm2. The curves are fitted well by a single (excitons)
or double-exponential model (EH-plasma) (black solid lines). Inset: the corresponding spectrum
of the indirect transition under pulsed excitation. The red circle and the blue dot denote the two
spectral positions probed by the time-resolved measurement.

several hundreds of picoseconds [8, 152, 153]. In these experiments carriers above the QW band gap

were created by picosecond pulses delivered with a time delay of more than 10 ns, and the carrier

dynamics were probed by terahertz or time-resolved photoluminescence spectroscopy. However,

periodic excitation with pulses prevents the excitonic system from reaching a steady state. In this

context, the steady state means that the concentration of excitons is constant over the measurement

time. It is expected that these steady-state excitons are able to thermalize. This corresponds to

the usual assumption of thermal equilibrium, under which the exciton Mott transition is studied

theoretically [155, 156, 159, 198–200], see also, e.g., Ref. [201] and references therein.

Experimentally, the steady state can be reached by generating the carriers with continuous

excitation. These are the conditions for the time-integrated photoluminescence measurements on

the CQWs reported in this thesis. Generally, in literature there is a lack of experimental study of

the exciton Mott transition under steady-state excitation, with an exception of a work presented

by Stern et al. [154]. Their study has been carried out on a GaAs/AlGaAs CQWs, where they

reported an abrupt phase transition inferred from the time-integrated measurements of the exciton

photoluminescence linewidth and the screening-induced energy shift. Our findings are in contrast

with the behavior of the phase boundary reported in Ref. [154].

For completeness, time-resolved measurements on the two species populating the indirect

transition are performed to study their decay dynamics. The measurements are recorded at two

spectral positions corresponding to the central emission frequency of the two populations, see the

inset of Fig. 5.13. At short delays a very fast emission decay of the EH-plasma (blue solid line) is

observed and attributed to the phonon-mediated relaxation of the free-carriers into the exciton

population. A fraction of the optically generated free carriers relaxes to the lowest-energy states

and recombines radiatively as free excitons. The phase space is quickly filled with long-lived zero-
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momentum excitons and the rest of the electron-hole pairs recombine from higher-energy states. A

faster decay of EH-plasma is observed with a rate of 6.6 µs−1, whereas the excitons decay at a rate

of 4.6 µs−1. A decay of the mobile excitons slower than that of the free carriers has been reported in

previous works on GaAs and InGaAs QWs, but with the lifetime of both types of population on the

order of a nanosecond [153, 202]. The time-resolved study of the IX photoluminescence at early

delays provides insight into the carrier dynamics right after the excitation pulse. The longer rise

time of the excitonic peak reflects slow phonon-assisted thermalization of the excitons with high

in-plane momentum into optically active excitons with k ≈ 0. The emission from the EH-plasma

reaches the maximum faster indicating that the hot charge carriers approach the band edges first

before forming excitons and recombine radiatively.

5.3.3 Effective exciton density

The characteristic parameter of the Mott transition is the critical exciton density nc at which the

phase transition occurs. Here, nc is defined as the total carrier density at which the amount of

photoluminescence stemming from the exciton and EH-plasma peaks is the same. An equal

intensity results in a roughly equal density of the two species because the emission area and the

radiative decay rate have been measured to be about the same, see Fig. 5.14. In this work, nc is

estimated with two independent approaches: the so-called plate-capacitor model [203], and an

independent procedure based on the CQWs steady-state optical absorption [204].

In the following, nc is estimated using the plate-capacitor formula Ecap = e2dn/ε0εr [203], where

e is the elementary charge, n is the exciton density, εr and ε0 are the relative dielectric constant

and the vacuum permittivity, respectively. IXs can be viewed as two layers of electrons and holes

separated by d, defined as the distance between the expectation value of the electron coordinate

xe =
∫
x|ψe|2dx and the hole coordinate xh. In the simplest approximation, d can be taken as the

distance between the center of the two QWs d ∼ 14nm.4 The energy stored in the capacitor induces

an energy shift of the IX emission and allows for a direct measure of the carrier density. Assuming

a homogeneous exciton distribution, the exciton density n is proportional to the spectral blueshift

∆E of the IX:

n =
∆Eεrε0

e2d
. (5.1)

From the measured IX energy shift in the data presented in Fig. 5.11, the critical exciton density

nc of 2.3×1010 cm−2 at T = 12.5K is obtained. Note that, as discussed by Ben-Tabou de-Leon et
al. [205], the capacitor formula assumes uncorrelated electrons and holes without taking into

account exciton-exciton interaction, and therefore, underestimates the exciton density by around

50% at densities of the order of 1010 cm−2. Similar work on energy shifts including exciton-exciton

interactions has been done by Boldt et al. [206]. Additionally, at higher temperatures the interaction

4More precisely, d can be evaluated from the shift of the exciton peak energy E0 induced by an external electric field,
expressed as ∆E ≈ eFd ≈ ef (Vbi −V )/li , where f is the fraction of the voltage Vbi −V dropping across li . By using a linear

slope dE0
d(Vbi−V ) = ef d/li at low excitation power and assuming perfect ohmic contacts, such that f ≈ 1, the separation

between electron and hole layers is obtained as d ≈ dE0
d(Vbi−V )e li . For data in Fig. 5.11, d = 15.2nm is obtained, which is

very close to the interwell separation of 14 nm.
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Figure 5.14: Spatial dependence of the photoluminescence spectra of the IX. Maximum emission
intensity as a function of position x′ relative to the excitation spot measured for an excitation
intensity of (a) 1.1W/cm2 and (b) 8.5W/cm2 at 19 kVcm−1. The data is fitted with a Gaussian
function (red line), from which the IX emission spot size is calculated. (c) and (d) Normalized
emission spectra of the IX acquired at spatial positions indicated by the colored dots in (a) and (b),
respectively. The ratio of the exciton and EH-plasma contribution to the photoluminescence does
not vary spatially.

between excitons and electron-hole pairs gives a temperature dependent correction to the energy

shift [197].

An additional procedure is used to estimate nc based on a steady-state optical absorption of

the CQWs [204]. The model presented in Sec. 5.1 is employed to calculate the CQWs absorption

coefficient α = 1.2×104 cm−1, which allows to estimate the number of the absorbed photons per

time Nabs in the CQWs of thickness L yielding Nabs = Pi
~ω (1− e−αL), where Pi is the pumping power

and ω the corresponding frequency. Multiplying Nabs with the radiative lifetime of the IX τIX,

which is measured in Fig. 5.8(b), yields the steady-state number of excitons in the CQWs. The

density of excitons n is expressed as:

n =
Pi
~ω

1
Aeff

(1− e−αL)τIX, (5.2)

where Aeff is the IX emission area. The diffusion of the IXs is related to their lifetime, and thus,

strongly depends on the electric field and the excitation power, which is why Aeff has to be

measured in order to correctly estimate the exciton density for given values of these parameters.

The IX emission area is measured by exciting the sample at a constant position and collecting
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Figure 5.15: Phase diagram of the exciton Mott transition. (a) Relative exciton intensity as a function
of temperature and excitation intensity. The insulating phase of excitons dominates the indirect
transition at low temperature under weak optical excitation, whereas the transition is populated
mainly by the metallic EH-plasma as the temperature or excitation power is increased. (b) Critical
density nc is estimated for each temperature (purple circles). Two regions are distinguished where
either the insulating excitons or the metallic plasma dominates. The black dashed line is a linear
fit nc = ζT + ξ.

the photoluminescence from many different positions along a line, defined by the galvanometer

mirror deflection. The details of the setup can be found in Chapter 2. The galvanometer mirrors

are calibrated by measuring a spatial profile of a laser at 920 nm wavelength and comparing it to a

diffraction-limited spot size. The maximum emission intensity of the IX is plotted as a function of

position x′ and fitted with a Gaussian curve to extract a half-width half-maximum, δ, see Fig. 5.14(a)

and (b). Assuming a round spot, the area is calculated from Aeff = πδ2.

By using Eq. (5.2), nc ∼ 1.2× 1010 cm−2 at 12.5 K is obtained. The two independent estimations

of nc differ by a factor of about 2, which is likely caused by the fact that excitons with high in-

plane momentum are optically dark and are not captured by Eq. (5.2). Therefore, the value of nc
calculated by Eq. (5.1) is employed, which agrees well with the estimations for GaAs/AlGaAs and

InGaAs/GaAs QWs reported in literature, where the exciton Mott transition was found to occur at

nc of the order of 1010–1011cm−2 and temperatures below 10 K [8, 152–154]. We point out that in

this work the sample temperature is measured accurately on the same surface that the sample is

mounted, which is a few Kelvin higher than the cold-finger values, usually reported in literature.

5.3.4 Phase diagram

To complete the picture of the exciton Mott transition, a phase diagram of the transition is provided

in Fig. 5.15. A color-coded map of the integrated intensity of the excitonic peak relative to the total

IX intensity in the phase space of temperature and excitation intensity is shown in Fig. 5.15(a).

By linear interpolation for each temperature value the critical density nc is found and plotted in
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Figure 5.16: Binding energy of the IX across the Mott transition extracted from data shown in
Figs. 5.11(a) and 5.12(a). (a) As the carrier density n is increased the binding energy of the IX is
reduced due to screening of the Coulomb interaction. (b) Eb behavior with temperature. At the
carrier density of 1× 1010cm−2 and at 12.5 K, the binding energy Eb is 6.5 meV and becomes larger
with increasing temperature. The error bars are calculated from the fitting errors of the centers of
the exciton and EH-plasma distributions.

Fig. 5.15(b). The phase boundary is defined by nc, which divides the diagram into two regions

with exciton- or EH-plasma-dominant populations. The boundary can be well approximated by

a straight line nc = ζT + ξ with ζ = −0.137K−1cm−2 and ξ = 4× 1010cm−2, where nc is measured

in 1010cm−2 and T in K. The diagram partially agrees with the theoretical prediction from

Refs. [156], [207]. In Ref. [207], the relative fraction of excitons in a GaAs QW is calculated using

the mass-action law in equilibrium and the static screening approximation, whereas Nikolaev et
al.[156] use the Green’s function formalism to calculate the phase diagram for a CQWs. The picture

is qualitatively similar in both works with an insulating state of excitons dominating in the low

density-low temperature regime and a transition into the electron-hole plasma occurring with an

increase in one of the key parameters. Our results map out a rather restricted part of the suggested

phase diagram where the carrier density-temperature relation is approximately linear. The limits

of the phase boundary curve can be compared to theory using the model presented in Ref. [156].

For our CQWs, with a binding energy of the IX of 3.8meV and assuming a Bohr radius of 14nm,

the exciton Mott transition is found to occur between 8.8–15.5K and 1.5–5× 1010cm−2, which is in

good agreement with our experimental phase diagram. Additionally, our phase boundary curve is

compared with the linear part of the curve presented by the dashed line in Fig. 6 in Ref. [207] and

a close match of the carrier density is found. However, the theory predicts transition temperatures

lower by around 6K compared to our data. Overall, our data reproduce well the main features of

the predicted dynamics, but no sharp boundary between the insulating and the metallic states is

observed. Instead, the transition from the state with 90 to 10% excitonic population occurs as the

exciton density increases two times from 1.5× 1010 to 3.1× 1010cm−2 at 12.5 K. With increasing

temperature, the excitonic population reduces from 90 to 10% as the sample is heated from 10.9
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Figure 5.17: Power-voltage phase diagram of the Mott transition in the CQWs. (a) and (b) Wa-
terfall plots of the CQWs photoluminescence taken at an excitation intensity of 4.3W/cm2 and
136.2W/cm2, respectively. The data curves from bottom to top are acquired at an electric field
increased accordingly from 2.5 to 69 kVcm−1. (c) A colormap of the relative exciton intensity in the
electric-field-power coordinates at 12.5 K. The gray colored area shows where no data is recorded
due to a complete quenching of the photoluminescence.

to 21.7 K at n = 1.9 × 1010cm−2. A smooth transition between the metallic and the insulating

states probed in a picosecond-time scale has been reported in experiments on QWs but under

ultrashort-pulsed excitation, which implies a non-equilibrium excitonic population [8, 153].

The gradual ionization of excitons is in consensus with the prediction of a continuous reduction

of the exciton binding energy associated with the Mott transition [158, 196, 197]. Therefore,

knowledge of the behavior of the IX binding energy as a function of the governing parameters

would shed light on the dynamics of the exciton Mott transition. The IX binding energy Eb is

extracted from Figs. 5.11(a) and 5.12(a) as the energy difference between the exciton and EH-plasma

distributions. We emphasize the difficulty to precisely extract the center of the excitonic distribution

at high excitation powers and temperatures. The binding energy Eb reduces as the carrier density

increases, see Fig. 5.16(a), as expected due to a carrier-induced screening of the Coulomb attraction

between an electron and a hole. A very good agreement is found when comparing our data with a

theoretically predicted behavior of Eb at 65 K as a function of the free-carrier density [155]. It has
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been suggested that the binding energy should be reduced by a smaller extent as the temperature

increases since hot carriers screen less efficiently [155]. In our case, however, an interesting increase

of Eb is observed as a function of temperature, see Fig. 5.16(b).

Additionally, the exciton Mott transition is investigated in a phase space of electric field and

excitation intensity. A corresponding phase diagram at 12.5 K is shown in Fig. 5.17. The data

used for the phase diagram is collected using an objective of NA = 0.6, which collects the IX

photoluminescence from a smaller spot. Therefore, the experimental conditions should not be

directly compared with those of NA = 0.25. The representative data sets acquired at the excitation

intensity of 4.3W/cm2 and 136.2W/cm2 are shown in Fig. 5.17(a) and (b), respectively. The phase

diagram reveals two regions where the excitonic and the free-carrier populations coexist in the

indirect transition. The first transition region is in the reverse-bias regime corresponding to an

electric field of around 35 kV/cm. Close to zero electric field, another region is observed where the

excitons also coexist with the EH-plasma, but due to a shorter IX lifetime, the effective density is

reduced and the excitonic population does not dominate even at lowest excitation intensities. The

electric field influences many system parameters, which makes it a nontrivial task to evaluate its

impact on the transition regime quantitatively.

5.3.5 Ruling out of alternative mechanisms

In the present chapter the exciton Mott transition in the behavior of the IX photoluminescence

spectra has been observed and studied. Since this effect occurs in a solid-state environment, which

hosts a plethora of physical phenomena, it is essential to rule out alternative mechanisms that

may explain our data. A possible mechanism is the interplay of localized and free excitons [208,

209]. The localized excitons are caused by doping impurities or fluctuations in the quantum-well

thickness [208, 210, 211], which form random localized traps for the excitons, or can be created

by external lateral electric fields [208]. These traps are saturated with relative ease due to Pauli

exclusion [208, 209] at carrier densities of the order of 109cm−2 below 2 K [168, 212], and at even

lower densities for higher temperatures [213]. In our measurements, however, the low-energy peak

does not reach saturation even at carrier densities of the order of 1011cm−2. Additionally, sharp

features are expected in the photoluminescence spectrum due to the spectrally narrow density of

states of the trapping sites [208, 211]. In our case, no such features or changes in the substructure

are present in the spectrum even at the smallest excitation intensities.

Another reason for a doublet structure in the spectrum of the indirect transition may be related

to QWs of different thicknesses. Due to a finite growth accuracy, the layer thickness might fluctuate

by an atomic monolayer. For our CQWs a fluctuation of one monolayer results in an energy shift of

around 1.5 meV, and one-monolayer deviation in the barrier thickness b induces a shift of less than

1 meV. Since the energy difference between the two resonances of the indirect transition varies

between 6–10 meV, it is concluded that this effect cannot explain our data.

Other possible mechanisms like thermally activated high-energy states are excluded, since the

energy difference between the ground state and the first excited exciton state is much larger than

the spectral separation in the indirect doublet.
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Figure 5.18: Dynamics of the IX and DX photoluminescence intensity versus electric field. (a)–(d)
Color-scale plots of a normalized emission intensity of the CQWs as a function of electric field
recorded at an excitation intensity of 4.3, 17, 136.2 and 544W/cm2, respectively. At the electric-
field values of around 30 kV/cm the DX peak becomes several times brighter than the IX peak at
hight excitation powers. Gray squares show where no data is taken due to a complete quenching of
the photoluminescence.

5.4 The role of dark excitons

The properties of an IX photoluminescence depend strongly on the electric field, as already

demonstrated in Sec. 5.2. The external electric field can be used to tune the absorption and the

band diagram of the CQWs, which set the dynamics of the radiative transitions. Our findings on

the CQWs behavior when the applied bias is varied are discussed in more detail. The electric-field

dependency of the CQWs emission recorded at a varied excitation intensity is shown in Fig. 5.18.

A surprising interplay of the IX and the DX emission intensity at the electric-field values of 20–40

kV/cm is observed as the excitation power is increased. The recombination of an excited state of

the system, the DX, is detected by the spectral measurements and becomes much more intense

than the IX. Moreover, the absolute photoluminescence intensity of both the direct and the indirect

transition drops considerably in this region, as shown in Fig. 5.19. These features are reproducible

at all values of excitation intensity and temperature used in this work. The following mechanism is

proposed to be responsible for the dominant role of the DX. Since the IX lifetime and the energy

gap between the 2D states is increased greatly by the electric field, the system can turn into a

regime where the absolute power cannot be released solely from the IX. In this case, the rate of
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Figure 5.19: Quenching of the photoluminescence as a function of bias. The electric-field-
dependent integrated intensity stemming from the indirect and direct transitions at 544W/cm2

excitation intensity. The total emission intensity (blue triangles) drops significantly above the
built-in field and increases again at larger electric fields. We suggest that at this particular band
alignment a large population of dark excitons is present in the system.

the IX recombination is too slow to drain the population of the ground state and the first excited

state becomes populated and appears as the DX peak in the spectrum. However, this process does

not explain the drop of the absolute photoluminescence intensity. The observed features cannot

be due to carrier escape from the QWs since the tunnelling rate is negligible, and no increase in

the photocurrent is measured in this regime. Therefore, it is suggested that the dark excitons are

responsible for the quenching of the photoluminescence. Theory predicts the excitons to have

optically bright and dark states, where the dark state lies slightly lower in energy [214]. A fraction

of excitons in such a state might contribute to the reduced photoluminescence, but it is surprising

why the population of the optically inactive excitons would play an important role only at certain

electric fields. This effect might deserve further study.

5.5 Conclusions

In the present chapter, a study of the Mott transition in CQWs is presented and reveals a gradual

ionization of the IX with increasing carrier density and temperature. The critical density nc of

2.3× 1010cm−2, at which the transition occurs, is extracted, and a good agreement with previously

reported values is found. Calculating nc enables to build a density-temperature phase diagram,

which is a desired tool for gaining insight into the thermodynamics of the Mott transition. The

phase diagram reveals no sharp boundary between the insulating and the metallic states implying

a continuous reduction of the exciton binding energy Eb due to thermal ionization and free-carrier

screening. Alternative mechanisms that could explain the observed scenario are discussed and

ruled out by analysing the saturation behavior and the relative spectral position. Additionally, a

peculiar darkening of the IX photoluminescence at a certain bias is observed. It is suggested that

this feature is due to the formation of dark excitons. Moreover, the electric field turns out to induce

an interplay between the photoluminescence of the DX and IX. We hope that our results will
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encourage further theoretical effort dedicated to research the behavior of IXs in the Mott regime.
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Appendix A

Fabrication of photonic-crystal membranes

For experiments described in this thesis, PhC devices are fabricated on three types of GaAs wafers,

which layer structure is shown in Fig. 3.2 (Chapter 3), Fig. 5.2 (Chapter 5), and Fig. A.1 below.

The wafer in Fig. A.1 was grown at the Korea Institute of Science and Technology, Seoul, Korea.

The samples from the wafer with the doped GaAs layers are first processed by defining a mesa

structure and depositing ohmic contacts. Afterwards, the PhC structure fabrication takes place,

which is the same for samples from the wafer with an intrinsic GaAs membrane (Fig. A.1).

The fabrication procedure consists of the following steps.

1. Mesa preparation

a) Sample preparation: Clean a sample by flushing it with acetone, methanol, and iso-

propanol (IPA) and blow dry with N2. Dehydrate by baking it for 5 min at 185 ◦C

Al0.7Ga0.3As 1500 nm

Semi-insulating (100)-GaAs substrate

G
ro

w
th
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ire

ct
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n 
z

GaAs 160 nm
InGaAs QDs

Figure A.1: A layer structure of the wafer used for fabricating the glide-plane ring cavities. An
InGaAs QD layer is embedded into an intrinsic layer of GaAs.
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(optional).

b) Spin-coating: Apply several droplets of a photoresist AZ1505 and spin at 4000 rpm for

45 s. To prevent sticking clean the back of the sample by sliding it on the cleanroom

wipe, mount on a piece of a silicon wafer and prebake for 45 s at 115 ◦C. This results in

a resist thickness of ∼ 500 nm.

c) UV lithography: by using a Karl Suss MJB-3 mask aligner expose the sample through

the appropriate mask. The exposure time can vary from 2 to 3 s depending on the

depreciation of the UV lamp (λ = 365nm).

d) Development: Immerse the sample into a developer AZ400K:H2O (1:4) for 25 – 30 s,

rinse in millipore water and blow dry with N2. Postbake for 45 s at 115 ◦C.

e) Nonselective etching: Prior to etching remove residuals of resist by O2-plasma ashing

for 20 s. Prepare a solution of H3PO4:H2O (1:5) for deoxidation and a solution of

H3PO4:H2O2:H2O (1:4:45) for nonselective etching. An exothermic reaction takes

place when mixing these solutions, therefore, it needs about 20 min to cool to room

temperature (for a volume of < 0.5L). Dip the sample into the deoxidising solution for

20 s, rinse in millipore water, and dip in the etching solution for an appropriate amount

of time. This solution typically etches GaAs and low Al content AlGaAs with a rate of 5

– 6 nm/s. The etching rate can be calibrated by measuring the etch depth with a profiler.

For the mesa structure one needs to terminate the etching a few nanometers above the

n-dopes GaAs layers by rinsing the sample in millipore water and blow drying with N2.

f) Photomask removal: After etching the photoresist is removed by immersion in acetone

for several minutes.

Once the mesa structure is prepared, ohmic contacts are deposited by a three-step process

for each type of contacts: UV lithography, metal evaporation, and lift-off. In the following,

these steps are described in detail.

2. UV lithography for ohmic contacts I: negative-tone resist

a) Sample preparation: as before.

b) Spin-coating: Apply several droplets of a negative resist ma-N400 and spin at 4000 rpm

for 45 s. This resist is more viscous than AZ1505, therefore, it is more important to clean

the back of the sample by sliding it on the cleanroom wipe to avoid sticking. Prebake at

90 ◦C for 5 min. This results in a resist thickness of ∼ 7 µm.

c) UV lithography: Expose the sample through the appropriate mask for 110 s.

d) Development: Immerse the sample into a developer ma-D332/S for 90 s, rinse in milli-

pore water and blow dry with N2. A reentrant profile of ∼ 2µm-wide is obtained.

3. UV lithography for ohmic contacts II: double-layer lithography

a) Sample preparation: as before.
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b) Spin-coating I: First, spin the sample with a resist LOR3B at 4000 rpm for 45 s. Clean

the back of the sample by sliding it on the cleanroom wipe to avoid sticking, which can

be very strong for this resist. Prebake for 2.5 min at 185 ◦C. This results in a reentrant

profile of ∼ 1 µm.

c) Spin-coating II: Spin AZ1505 at 4000 rpm for 45 s. Clean the back of the sample as

before. Prebake for 45 s at 115 ◦C.

d) UV lithography I: If size allows, expose the edges of the sample for 60 s to remove

edge beads. This helps to improve the contact between the mask and the sample for

subsequent exposures.

e) Development: Immerse the sample into a developer AZ400K:H2O (1:4) for 45 s, rinse in

millipore water and blow dry with N2.

f) UV lithography II: Expose the sample through the appropriate mask for 10 s.

g) Development: Immerse the sample into a fresh developer AZ400K:H2O (1:4) for 25 s,

rinse in millipore water and blow dry with N2.

4. UV lithography for GaAs bridges: image-reversal resist

a) Sample preparation: as before.

b) Spin-coating: Spin the sample with a resist AZ5214E at 8000 rpm for 100 s. This results

in a resist thickness of ∼ 1 µm.

c) Exposure for negative-tone: Prebake at 90 ◦C for 2 min, expose through an appropriate

mask for 2 s, bake at 120 ◦C for 2 min and expose without a mask (flood) for 20 s.

d) Development for negative-tone: Immerse in a developer AZ726MIF for 30 – 40 s, rinse

in IPA and blow dry with N2. This results in a reentrant profile of ∼ 1 µm.

e) Exposure for positive-tone: Prebake at 90 ◦C for 2 min, expose through an appropriate

mask for 10 – 12 s.

f) Development for positive-tone: Immerse in a developer AZ726MIF for 25 s, rinse in IPA

and blow dry with N2.

In a usual procedure, first, metals for n-type ohmic contacts are deposited on the sample in

a house-made e-beam evaporator. After lift-off, the n-type contacts are annealed in a rapid

thermal annealer (RTA) (Allwin 21). Metals for the p-type contacts are deposited either in the

e-beam or in a thermal evaporator (Edwards) depending on the used materials. Thermally

deposited contacts are annealed in a house-made thermal furnace after lift-off.

5. Deposition of n-type ohmic contacts

a) Sample preparation: Before metal deposition remove resist residues by ashing in O2

plasma for 20 s and deoxidise the sample by dipping it into a solution of H3PO4:H2O

(1:5) for 2 min. Rinse in millipore water and blow dry with N2.
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b) Metal e-beam evaporation: Deposit the following sequence of metals: 5 nm of Ni, 40 nm

of Ge, 60 nm of Au, 27 nm of Ni and at least 100 nm of Au.

6. Deposition of p-type ohmic contacts I: AuZn

a) Sample preparation: as before for the n-type contact deposition.

b) Thermal evaporation: Deposit the following sequence of metals: 20 nm of Au, 50 nm of

Zn, and at least 100 nm of Au.

7. Deposition of p-type ohmic contacts II: TiAu

a) Sample preparation: as before for the n-type contact deposition.

b) E-beam evaporation: Deposit the following sequence of metals: 50 nm of Ti and 150 nm

of Au.

8. Lift-off

a) Lift-off for the negative-tone resist: Prepare a beaker with a teflon holder immersed in

acetone such that the sample is exposed only to acetone vapor. Keep the beaker covered

for 1 h, flush the sample with acetone, and blow dry with N2.

b) Lift-off for the double-layer resist: Immerse the sample into n-methyl-2-pyrrolidone

(NMP) and leave it overnight.

9. Thermal annealing

a) Annealing for the n-type contacts: Anneal the sample in RTA for 40 s at 420 ◦C in a

forming gas atmosphere.

b) Annealing for the p-type contacts: Anneal the sample in the thermal furnace for 60 s at

450 ◦C in a N2 atmosphere. Note that the TiAu contacts are not annealed.

10. Contact protection

a) Spin-coating and UV lithography: Perform steps (a)–(d) from the mesa preparation

routine. Use the UV mask for the contact protection. Asher in O2-plasma for 20 s.

b) Hard-bake: Bake the sample for 30 min at 185 ◦C.

Fabrication procedure of the PhC structures on both gated and intrinsic samples consists of

e-beam lithography, ICP etching, and wet chemical processing described below.

11. E-beam lithography

a) Sample preparation: Clean a sample by flushing it with acetone, methanol, and iso-

propanol (IPA) and blow dry with N2. Dehydrate by baking it for 5 min at 185 ◦C

(optional).
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b) Spin-coating: Apply a few droplets of an e-beam resist ZEP520A and spin at 2000 rpm

for 60 s. Clean the back of the sample by sliding it on the cleanroom wipe to avoid

sticking. Prebake at 185 ◦C for 5 min. This results in a resist thickness of ∼ 530 µm,

which is measured with a film-thickness monitor. Deviations of ±20nm do not require

readjustment of the exposure dose.

c) E-beam exposure: Expose a desired design with an appropriate dose (current of 100 pA

and 40 µm aperture is used). For PhC structures ∼ 400µC/cm2 is needed when o-xylene

is used for development, and ∼ 300µC/cm2 (∼ 230µC/cm2) is enough for development

of features smaller (larger) than a few hundreds of nm in n-amyl acetate (ZED-N50).

d) Development I: Immerse the sample in o-xylene for 20 s, rinse in IPA, and blow dry

with N2.

e) Development II: Immerse the sample in a developer ZED-N50 for 60 s at 20 – 25 ◦C,

rinse in IPA for 10 s, and blow dry with N2. Note that precipitation of flake-like particles

occurs in ZED-N50 below 20 ◦C, which might contaminate the sample.

After processing the sample with the e-beam lithography, the pattern is transferred from

the soft-mask into the GaAs layer by dry-etching via inductively coupled plasma (ICP) in a

PlasmlabSystem 100 ICP65 (Oxford Instruments) etcher.

12. ICP etching

a) Sample preparation: Mount the sample on a Si carrier wafer wetted with a drop of

Fomblin oil to ensure thermal contact.

b) Etching for PhC structures: Etch the sample with a gas mixture of BCl3/Cl2/Ar with

respective flows 3/4/25 sccm at chamber pressure of 4 mTorr, the ICP power of 300 W

and table temperature of 0 ◦C. The DC bias should be around 310 – 315 V. After

etching, clean the back of the sample from the Fomblin oil to avoid pollution during the

subsequent wet processing.

c) Deep etching for large structures: Etch the sample with a gas mixture of BCl3/Ar with

respective flows 3/10 sccm at chamber pressure of 10 mTorr, zero ICP power and table

temperature of 15 ◦C. The plasma strike pressure is set to 30 mTorr. After etching, clean

the back of the sample from the Fomblin oil to avoid pollution during the subsequent

wet processing.

The final step of the PhC membrane fabrication involves stripping of the e-beam resist,

selective etching of the AlGaAs sacrificial layer, a cleaning procedure to remove byproducts

of chemical reactions with HF and drying in a Leica EM CPD300 (Leica) critical point dryer.

13. Underetching and cleaning

a) Stripping the resist: Immerse the sample into NMP at 60 ◦C for 10 min, then clean it

agitating gently for 2 min in a room temperature NMP. Rinse the sample in IPA and

blow dry with N2.
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b) Cleaning step 1: Immerse the sample in a solution of KOH:H2O 25 g/100 mL for 5 min.

The solution is prepared in advance to be able to cool to room temperature due to

exothermic reaction. Rinse the sample in fresh millipore water and blow dry with N2.

c) Underetching: Etch the sample in a 10% solution of HF for 45 s agitating slowly. For the

next steps, care must be taken when transferring the sample from one liquid to another

in order to prevent damage from capillary forces. The sample must be kept horizontal

to maintain a liquid drop on top of it. The underetching is terminated by immersing the

sample in fresh millipore water for 5 min.

d) Cleaning step 2: Dip the sample in a 30% (w/w) solution of H2O2 for 1 min. Rinse in

fresh millipore water for 1 min.

e) Cleaning step 3: Immerse the sample in a fresh solution of KOH:H2O 25 g/100 mL for

2 min. Rinse in fresh millipore water for 1 min.

f) Drying: Dip the sample in IPA, place it into the sample holder of the CPD, and run the

drying process. Samples without fragile ridge structures, e.g., PhC cavities, can be dried

in a fume hood by letting the droplet of IPA evaporate naturally.
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Electrical sample mount

To accommodate samples with electrical contacts a custom sample holder has been made1. The

holder design has been implemented in a liquid-helium flow cryostat, but is compatible with other

cryostats, e.g., bath and closed-cycle, as well. Images of the sample holder installed in the flow

cryostat chamber are shown in Fig. B.1. The main parts of the holder are sketched in Fig. B.1(a) and

assembled as follows. A customized copper cold-finger (1) is placed in the cryostat and tightened

with a couple of screws. A radiation shield (2) is modified to accommodate a printed circuit board

(PCB) made in-house (3), which is mounted on the cold-finger allowing it to protrude through the

square cutout in the middle. A leadless-chip-carrier (LCC) socket (Image sensor 0.050 pitch 44

pin LCC socket, Andon Electronics Corp.) (4) is mounted on the PCB and secured by soldering

the socket terminals to the PCB traces with leadless soldering iron. The socket is used to mount

an LCC sample holder (5), which is the only removable part in the assembly. Figure B.1(b) shows

the permanent installation inside the cryostat. The PCB is connected to a 10-pin built-in teeth

PCB (6), which provides electrical feedthroughs to room environment. Low thermal conductivity

wires (Phosphor bronze (Cu94/Sn6) polyimide insulated wire, 36 AWG2, Goodfellow) are used to

establish this connection (7). Such wires together with manganin (Cu83/Mg13/Ni4) and nichrome

(Ni80/Cr20) wires owing to their low thermal conductivity (< 5Wm−1 K−1 at 10 K) are among the

best options for cryogenic applications when heat load is to be avoided. However, the latter two

types of wires contain Ni and thus are not desired for applications, where magnetic fields are

involved. The removable part of the sample holder contains a nickel-free LCC (44 LCC package,

Kyocera), which is modified by drilling a hole in the middle of the carrier and inserting a specially

designed copper piece (8), see Fig. B.1(c). The copper piece is glued with epoxy resin to the LCC.

The samples are glued with silver glue on this copper inset and wire bonded to the contact pads

on the LCC, as shown in Fig. B.1(c). The surface of the cold-finger and the back of the copper

inset are cleaned with isopropanol and cleanroom wipe to remove dust and grease. To enhance

the mechanical contact area, n-grease is applied on each surface. The LCC is then pressed into the

socket and fastened to the cold-finger with a screw to ensure thermal contact. In a typical cryostat

1The design of the holder has been inspired by the solution proposed by Montana Instruments, which can be found
on www.montanainstruments.com.

2American wire gauge standard, 36 AWG ≈ 0.125 mm.
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(a) (b)

47 3

8

5

9

2

(c)

1

6

2

3

4 5

1

Figure B.1: Images of a custom-made holder for samples with electrical contacts. (a) Sketch of an
assembly of the main sample holder parts: customized cold-finger (1), radiation shield (2), PCB
(3), LCC socket (4) and a chip carrier (5). (b) Top view of the installation inside a liquid-helium
flow cryostat chamber. A radiation shield (2) is modified to accommodate a customized PCB (3),
which is connected to electrical feedthroughs inside the cryostat (6) via wires with high thermal
resistivity (7). The PCB is tightened on a modified cold-finger piece (1). Finally, an LCC socket (4)
is soldered onto the PCB. The yellow scale bar is around 1 cm. (c) Image of the removable sample
holder, made of an LCC chip carrier (5) with a copper inset (8), and placed in the flow cryostat.
The holder is inserted into the LCC socket and tightened to the cold-finger by a screw. Optionally,
a copper clamp (9) can be used to secure the temperature sensor. The three images in (a) are the
courtesy of Dennis W. Wistisen, Andon Electronics Corp., and Kyocera, respectively.
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configuration, the temperature sensor is mounted somewhere below the sample holder in close

proximity to the cold-finger, which reports a temperature that is generally different from the actual

sample temperature. In the work reported in Chapter 5, the temperature has been measured by a

sensor (Cernox RTD CX-1050-SD-HT-1.4L calibrated, Lake Shore Cryotronics, Inc.) mounted next

to the sample on the copper inset. The sensor is clamped with a copper clamp (9) using the same

screw that is used to fasten the LCC to the cold-finger.
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