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  Abstract 
For studying the climate of the past hundred thousand years, the long-lived ice-sheets located in 
Greenland and Antarctica offer one of the most versatile types of climatic archives. Especially of 
interest is the air captured in the ice, allowing for measurement of paleo atmosphere. 

The analysis of gaseous isotopes is a powerful method for determining the changes taking place during 
past climatic transitions. Whether it be physical changes like the firn column depth as can be 
determined from measuring the enrichment of 15N in N2, or the changes in biological output as can be 
determined by the position of 15N in N2O, isotope analysis is offering a way to assess this. Isotope 
analysis has conventionally been done by isotopic ratio mass spectrometry, but thanks to the advances 
in laser and detection technology, analysis by laser spectroscopy is becoming possible. 

The first part of this thesis outlines the development of an experimental setup allowing for improved 
measurement of gaseous isotopes in ice cores. This was accomplished by combining the existing 
methods of continuous flow analysis giving high temporal resolution with the measurements of 
nitrogen and argon isotopes by isotope ratio mass spectrometry. The measurement of argon isotopes 
was made possible by a novel method for continuous oxygen removal using a perovskite membrane. 

This system was put to the test on ice from the bottom of Dye 3, one of the first deep cores, collected 
form Greenland in the beginning of the 1980’s. Due to the uncommonly shallow firn column of Dye 3 
compared to other cores, the isotopic increases were bigger and more sudden compared to other 
cores. It was able to detect the relative changes in δ15N with a 50 per meg uncertainty, and was used 
together with the δ40Ar to quantify the driving fractionation effects in the firn during climate 
transitions. Additionally, the trends in total air content were detectable and related to the climatic 
variation. While the system and calibration scheme ultimately failed at binding the isotope ratios to 
an absolute scale, the concept of the system was proven and offers a powerful addition to the CFA gas 
measurements.  

The second part of this work is a paper outlining an inter-lab collaboration undertaken at Empa in 
Switzerland. Here the performance and limitations of ambient measurements of N2O and its isotopes 
were compared between different instruments using laser spectroscopy. Effects from trace gas and 
matrix composition were determined, and the non-linear relationship with N2O abundance was 
described. An extensive guideline was developed for how to produce reproducible measurements of 
N2O isotopes using these instruments, giving comparable precision to IRMS.  

The last addition to this work details a project investigating a novel way of removing methane from a 
sample stream for the purpose of scrubbing gas for analysis. The motivation for this was the observed 
interference from methane on N2O measurements found in the inter-lab comparison. This was done 
by photolyzing chlorine gas and let it speed up the oxidation path of methane, similar to the process 
in the atmosphere. A removal efficiency of 98% was achieved, and the effect of varying parameters 
was determined via a combination of experiments and modelling. Additional experiments are needed 
to determine if the achieved removal was sufficient to correct for the methane interference. 

  



4/163 
 

Dansk resumé 
Hvis man vil studere klimaet igennem de sidste hundrede tusind år, udgør iskapperne, der dækker 
Grønland og Antarktis, en af de mest alsidige kilder til viden. Isen er et af de eneste steder, hvor 
fortidens atmosfære kan måles direkte. Dette kan lade sige gøre takket være de luftbobler, der 
gemmer sig i isen.  

For at ekstrahere information ud af gassen, er målingen af isotoper en effektiv måde at måle de 
forandringer, der finder sted i forbindelse med klimatiske overgange. Måling af berigelsen 15N i 
kvælstof kan redegøre for ændringer i de lokale forhold som temperatur og nedbør igennem tiden. 
Biologiske forandringer kan også undersøges ved for eksempel at måle på den dominerende placering 
af 15N i N2O, som ændrer sig i takt med produktivitet mellem forskellige bakterier. Måling af isotoper 
er normalt blevet udført ved brug af isotopforhold massespektrometre, men i kraft af udviklingen 
inden for laser- og detektionsteknologi er det nu muligt at måle isotoper ved atmosfærisk niveau med 
laser spektroskopi.  

Det første afsnit i denne afhandling redegør for udviklingen af en eksperimentel-opstilling, der 
udvidede den eksisterende måling af gas fra iskerner til at inkludere måling af isotoper. Dette blev 
gjort ved at tilføje et isotopforhold massespektrometer, der normalt benytter diskrete prøver, til det 
eksisterende system for continuous flow analysis, der tillader en konstant strøm af data. En essentiel 
del af denne kombination var udviklingen af en ny metode for kontinuerligt at fjerne oxygen ved brug 
af en opvarmet perovskit membran.Dette system blev afprøvet i forbindelse med målekampagnen for 
is fra Dye 3, der er en af de første dybe iskerner samlet fra Grønland i begyndelsen af 1980’erne. På 
grund af den atypiske højtliggende lock-in zone for Dye 3 i forhold til andre kerner, er isotopsignalerne 
større og bevaret med mindre blanding årene imellem, hvilket gør det til en ideal kerne at undersøge 
gas isotoper for. Det udviklede system var i stand til at måle de relative ændringer i δ15N med en 
usikkerhed på 50 per meg, og kunne i kombination med de samtidige målinger af δ40Ar bruges til at 
udregne de drivende effekter bag de observerede berigelser. I forbindelse med udviklingen af 
opstillingen var der indført nok kontinuerlige målinger af prøvens flow og tryk, at det var muligt at 
følge ændringerne i det totale luftindhold i isen. Selvom system med de udviklede kalibreringer i sidste 
ende ikke var I stand til at producere isotop data, der kunne bindes op på en absolut skala, er det 
underliggende koncept blevet bekræftet og er en udvidelse til CFA gasmålinger med et stort 
potentiale. 

Anden del af denne afhandling er en artikel, der beskriver et internationalt samarbejde mellem flere 
laboratorier. Samarbejdet undersøgte præstationen og begrænsningerne mellem forskellige laser 
spektrometre udviklet til måling af lattergas og dets isotoper. Instrumenternes præstation ved 
atmosfærisk niveau af lattergas og deres tilbøjelighed til at blive påvirket af varierende gas 
sammensætninger blev fundet. Disse effekter blev i øvrigt bekræftet til at være afhængige af 
lattergaskoncentrationen, og denne sammenhæng blev beskrevet. Baseret på resultaterne fra dette 
arbejde, blev der udarbejdet en uddybende manual, der giver vejledning til, hvordan disse 
instrumenter kan producere reproducerbare målinger af lattergas isotoper, der kan sammenlignes 
med IRMS.  

Det sidste afsnit beskriver et projekt, der undersøger en innovativ måde at fjerne CH4 fra en prøve i 
kontinuerligt flow. Motivationen for dette var en CH4 effekt på lattergasmålinger, der blev beskrevet i 
overnævnte artikel. Dette blev opnået ved at introducere Cl2 til en prøve danne Cl-radikaler ved brug 
af lys. Disse kunne dernæst initiere CH4 oxidation, sammenligneligt med de atmosfæriske processer. 
Denne metode opnåede en effektivitet på 98% af metan fjernet. Systemets afhængighed af lys, Cl2, 
CH4 og reaktionstid blev undersøgt både via forsøg og modeller. 



5/163 
 

Abbreviations 
BPR: Back pressure regulator 

CCAR: Copenhagen Centrum for Atmospheric Research 

CFA: Continuous flow analysis 

CRDS: Cavity ring-down spectroscopy  

D.M.STD: Dynamically mixed standard 

DO: Dansgaard-Oeschger 

EX: Extraction efficiency 

FPR: Forward pressure regulator 

GC: Gas chromatogram 

GH: Green house  

GWP: Global warming potential 

G%: Gas ratio in percentage of volume 

IRMS: Isotope ratio mass spectrometry 

MS: Mass spectrometry 

m/z: Mass to charge ratio 

PICE: Department for Physics of Ice, Climate and Earth  

SS: Stainless steel (when discussing Swagelok tubing or fittings) 

STP: Standard temperature and pressure (298K and 1 atm) 

TAC: total air content (mlgas/gice) 

  



6/163 
 

Contributions to the work 
The work detailed in the first part of this dissertation, was done in close collaboration with David 
Aaron Soestmeyer and Janani Venkatesh, who were both doing their masters on the CFA system. 
The data treatment shown reflects the continued collaboration following the end of the campaign.  

In the paper “N2O isotopocule measurements using laser spectroscopy: analyzer characterization 
and intercomparison“  I shared first-authorship with Stephen Harris, as I was intricately  involved 
throughout the project. Working with development and execution of the experiments, data 
treatment and interpretation as well as writing the paper.  

For the second paper “Cl-initiated Methane oxidation” as second author I was responsible for 
development of experimental design, data collection and interpretation as well as writing the paper. 

It should be noted that the second paper is still a work in progress, and as such might be subject to 
changes from the version presented here. 

   



7/163 
 

Contents 
Acknowledgments ................................................................................................................................... 2 

Abstract ................................................................................................................................................... 3 

Dansk resumé.......................................................................................................................................... 4 

Abbreviations .......................................................................................................................................... 5 

Contributions to the work ....................................................................................................................... 6 

1. Dye 3 CFA campaign ............................................................................................................................ 9 

1.1 Dye 3 firn ......................................................................................................................................... 10 

1.1.1 Firn densification and its effect on N2 and Ar ...................................................................... 11 

1.1.2 Dye-3 .................................................................................................................................... 15 

1.2 Setup development ......................................................................................................................... 17 

1.2.1 Mass spectrometer .............................................................................................................. 18 

1.2.2 CFA setup ............................................................................................................................. 19 

1.2.3 Gas extraction ...................................................................................................................... 20 

1.2.4 Oxygen removal ................................................................................................................... 22 

1.2.5 Running the system.............................................................................................................. 24 

1.3 Data treatment ............................................................................................................................... 26 

1.3.1 Calibration scheme .............................................................................................................. 28 

1.3.2 Solubility effect .................................................................................................................... 32 

1.3.3 Age assignment .................................................................................................................... 36 

1.3.2 Uncertainty .......................................................................................................................... 38 

1.4 Result and discussion ...................................................................................................................... 40 

1.4.1 δ15N record ........................................................................................................................... 43 

1.4.2 Thermal and gravitational fractionation .............................................................................. 48 

1.4.3 δAr/N2 discussion ................................................................................................................. 51 

1.4.4 Total air content reconstruction .......................................................................................... 54 

1.6 Future work ..................................................................................................................................... 57 

1.7 Conclusion ....................................................................................................................................... 58 

References ............................................................................................................................................ 59 

2. Paper on N2O isotopic measurements using laser spectroscopy; analyser characterization and 
intercomparison .................................................................................................................................... 62 

3. Cl-initiated Methane oxidation ......................................................................................................... 98 

Appendix ............................................................................................................................................. 117 

1. CFA Dye 3 .................................................................................................................................... 117 

1.1 Thermal and gravitational fractionation calculation ................................................................ 117 

1.2 Main matlab script .................................................................................................................... 117 



8/163 
 

1.3 Matlab script for applying pressure imbalance and chemical slope corrections. .................... 124 

1.4 Matlab script for applying the solubility effect corrections. .................................................... 126 

1.6 Chemical slope assessment data .............................................................................................. 129 

1.7 Dynamically mixed standard reconnected for full system effect determination. .................... 130 

1.8 Error propagation for δ29N2....................................................................................................... 131 

1.9 Error propagation of δ40Ar ........................................................................................................ 131 

1.10 Error propagation for δAr/N2 ................................................................................................. 132 

3. Chlorine induced methane oxidation ......................................................................................... 133 

 

  



9/163 
 

1. Dye 3 CFA campaign 
 

Studying paleo-atmospheres is important as it gives us a view into how the global system worked with 
regards to temperature, greenhouse gas abundance and the emergence of life. 
Digging back in time often becomes a literal explanation, as the investigation into the past often relies 
on going deep in various media in order to find the hidden traces of what has transpired on Earth. 
Whether it is through oceanic or lake sediments, terrestrial layers or as shall be investigated in this 
work ice cores, it all requires going deep and determining the history unfolding during this travel.  
When studying the atmosphere of the past, most of this work will have to rely on proxies, such as 
interpreting the sudden appearance of oxidized minerals in terrestrial layers indicating the rising 
presence of oxygen (Kasting, 2001). Going forward in time to Jurassic periods, proxies for CO2 
abundance can be found by looking at the density of stomata (“breathing holes”) of fossilised leaves 
(Roth-Nebelsick, 2004), or determining the timing of vegetative responses from the isotopic 
enrichment in speleothems (KONG Xinggong, 2005). 

While there is a plethora of options for piecing together the atmosphere of the past, it will have to be 
based on proxies, each restricted to certain time periods for which they can account for. The complete 
composition of the atmosphere therefore remains unresolvable with the current techniques, with the 
exception of the latest 2 million years, where the formation of lasting ice-sheets allows for “direct” 
measurement of the past atmosphere. (Stauffer et al. 1985) Firn is the denomination of the top layer 
of an ice-sheet where the conversion from snow to ice occurs. Due to the formation of the ice-sheet 
going from snow to ice through densification within this firn layer the structure is porous and as such 
filled with air. These pores become sealed off and form pockets as the ice densifies, thereby trapping 
the air within a layer as it travels further down with new layers forming above and layers thinning 
below (Buizert, 2013). By the use of measurements of the trapped air, it has been possible to recreate 
the CO2 and CH4 record throughout the past going as far back as 800,000 years with Antarctic cores { 
(Dieter Lüthi, 2008) (Laetitia Loulergue, 2008)}. In combination with temperature reconstructions 
based on the δ18O of the ice, the behaviour of the 100,000-year glacial-interglacial cycle has been 
determined. A part of these findings was the observation in older glacial periods of rapid warming 
events similar to the Dansgaard-Oeschger events (henceforth DO) observed in the last glacial period. 
DO events are rapid heating events occurring during the last glacial on a decadal timescale, with 
temperature increases that are maintained for hundreds to thousands of years (Sune O. Rasmussen, 
2014). The rapidness with which these changes occurred on a global scale is worth our interest as it 
offers a way to investigate the stability and sensitivity of the earth’s climatic systems. While the 
dominant mechanisms for glacial climate was significantly different compared to our current 
interglacial world, there is still value in the insight to be gained, even if the climatic changes seen 
cannot take place currently. As of now the exact mechanism driving the DO events is still 
undetermined, despite having been investigated extensively for the last decades. Some suggestions 
point to that the breakdown of the large northern ice-sheets covering the North Atlantic could lead to 
initial rapid heating (G. H. Denton, 2010), that is then reinforced by positive feedback among which 
increased levels of greenhouse gases are found.  

In the work presented here, the desire was to perform a continuous flow analysis (CFA) investigation 
on the Dye 3 core from the depth of 1750-1920m with a focus on analysing the gases stored. The 
chosen depth contains the termination of the glacial, the Younger Dryas, Bølling-Allerød and the DO-
events 4-11.   



10/163 
 

Besides the intention of generating data, the goal of the campaign was to develop a robust addition 
to the gas measurements of continuous flow analysis (CFA henceforth), able to measure the isotopic 
enrichment of δ15N and δ40Ar as well as the elemental ratio between Ar and N2. This would rely on 
sufficient sample preparation including the challenge of continuously removing O2 from the sample 
stream. Furthermore, it would necessitate a well-established fractionation across the system to 
account for the effects of the sample treatment. Finally, it was intended to compare and verify the 
acquired results with discreet samples from the same ice and from similar Greenlandic cores by 
binding it to the general age-scale. 

1.1 Dye 3 firn 
 
Nitrogen and argon are respectively the most and third most abundant gas in earth’s atmosphere, 
making up around 78% and 0.934% respectively (John H. Seinfeld, 2006). Unlike the second most 
abundant gas, O2, both of these gases are relatively inert, with argon not participating in the bio-
chemical cycle to any degree. A consequence of this in combination with their atmospheric abundance 
is that their isotopic ratios are less prone to variations, resulting in 15N/14N and 40Ar/36Ar staying stable 
on the >104 year time scale (Bender T. S., 1989). Because of this, the measurement of 15N/14N and 
40Ar/36Ar lends itself to the study of the firn column of the past, as the local fractionation is going to 
dominate the observed variation in both ratios. Measurements of this have already been made ( 
(Bender T. S., 1989), (Jeffrey P. Severinghaus, 1998)) and show how climatic events also leave a mark 
in the isotopic ratio of these inert gases. The common convention when describing isotopic ratios is 
by the use of the delta-nomenclature, which gives the relative difference in isotopic ratio between a 
measured sample and known standard is described. 

𝛿 = ቀ
௥

௥ೄ೅ವ
− 1ቁ           (1) 

δ is the relative difference between two ratios and is conventionally given in ‰, r is the ratio of the 
sample while rSTD is the ratio of the standard both of which are unitless.    

In the selected core-section the point of most interest is the transition from the Younger-Dryas to the 
Holocene. This transition from glacial to interglacial should be highlighted by a major shift in the 
densification, as the temperature will increase alongside accumulation. This change in the firn 
condition will leave a clear signal in the δ15N because of the changed fractionation effects. 
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1.1.1 Firn densification and its effect on N2 and Ar 
In order to understand the signals of gas stored in 
ice-sheets it is important to have an understanding 
of the dynamics that trapped it within the ice. The 
trapping goes on in the porous interface between 
atmosphere and the ice-sheet that is the firn-layer. 
This process is initially a mechanical densification 
where the weight of the new layers on top 
densifies the layers below. Densification is 
dependent on temperature, snow density and 
yearly accumulation as described by Herron-
Langway (Michael M. Herron, 1980). In their model 
the journey from snow to ice can be followed 
through the density profile of the firn column, with 
relatively fast densification to 0.55kg/l that can be 
interpreted as the denser packing of the snow as 
the flakes get rounded off. This densification 
occurs within the top 10-20 meters depending on 
the local conditions. After a density of 0.55kg/l is 
reached, the snow can no longer be packed any 
closer, and the remaining densification occurs via 
morphology of the snow towards ice as the density 
approaches 0.92kg/l. This process of densification 
can be seen in Figure 1 (a), where the density 
follows a near linear dependence on depth until 
0.55kg/l is reached, where after the densification rate slows down. 

In relation to the air storage, it is conventionally separated into three regions, consisting of a 
convective zone, diffusive zone and the lock-in zone. (C. Buizert P. M., 2012) The convective zone is 
the youngest region made up of the upper few meters, where the ice structure and density are still 
close to that of snow. In this region the air within the firn matrix is freely able to exchange with the 
open air above, and the air composition within this region is controlled by the convective movement 
of wind. 
Below the convective zone is the diffusive zone that continues, through densification until the lock-in 
depth. As the name suggests this region is dominated by the diffusion of gas within the semi-
connected pores. The gas is not able to freely exchange with the current atmosphere, but as the 
porosity of the firn-ice still allows for diffusion. Below the diffusive zone the lock-in-zone starts where 
the permeability throughout the ice matrix gets reduced to the point, where bubbles get formed as 
gas is enclosed in the ice structure. The gas captured is no longer prone to isotopic fractionation 
effects, as it is limited from diffusive movements driving the fractionations. This end to the 
fractionation can be observed in Figure 1 (b), where the enrichment in δ15N remains constant along 
depth after entering the lock-in-zone. The lock-in-zone covers upwards of a few meters to 20 meters 
depending on local conditions, as the closing off of bubbles is a gradual process (C. Buizert P. M., 2012). 
The lock-in-zone ends at the close-off depth below which all the gas is stored in the ice. Below the 
close-off depth only one more transformation occurs to the gas stored, and that takes place when the 
ice-matrix has been compressed and densified to such a degree that the bubbles themselves get 
squeezed into the ice, dislocating the gas into clathrates within the ice-matrix itself (Miller, 1969). The 
region in the ice-sheet, 500-1200m, where this transformation occurs is termed the brittle-zone as the 

Figure 1: “(a) Firn density ρ (left axis), and the open and closed 
porosity Sop and Scl, respectively (right axis). Black dots show firn 
density measurements in 0.55m segments.  (b) Gravitational 
enrichment as shown by δ15N2, corrected for thermal effects 
(Severinghaus, Grachev, & Battle, 2001)” – from (C. Buizert P. M., 
2012) 
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formation of clathrates exerts a great pressure on the ice itself, rendering it brittle when removed 
from the high pressure stabilizing it in the ice-sheet. Below this the depth the ice is stabilized in the 
new configuration and will not be as brittle. With time, ice cores from this depth will relax under the 
reformation of bubbles. The gas measured in this campaign will therefore likely be a mix of clathrates 
and bubbles, though to which degree is unknown. 

In the diffusive zone thermo and gravitational describes the isotopic enrichment, as the gas transport 
within the limited free-path is dictated by these physical effects. Both of these effects are 
consequences of lighter molecules requiring less energy to move around, and as such will tend to 
move upwards in comparison to their heavier counterparts. The thermo fractionation describes the 
steady state reached where thermo diffusion upwards is countered by a concentration gradient going 
the opposite way. In relation to isotope ratios the relationship between ratios and temperature can 
be described as (Jeffrey P. Severinghaus, 1998) 

𝛿 =
௥೎

௥೓
− 1 = ቀ

்೓

೎்
ቁ

ఈ
− 1          (2) 

 

δ is the relative deviation between the isotope ratio at the cold end of the temperature gradient, rc, 
when compared to the isotope ratio at the hot end rh. Both of these are the ratio between the 
abundance of the heavier isotope and the lighter, which in the case of N2, becomes [15N]/[14N]. Th and 
Tc are the temperatures in kelvin at the hot and cold end of the gradient respectively. The last value, 
α, is the thermal diffusion coefficient and is an isotopic/molecule-pair unique constant that describes 
the relationship between fractionation and temperature. With a positive α the resulting response to 
a temperature increase at the T0 compared to T would mean an increase in the heavier isotope. An 
issue with applying the equation above is the dependence on absolute temperatures for both the hot 
and cold region. These values require a reconstruction of both temperatures, for the purpose of 
extracting the associated fractionation. The uncertainty for these temperatures will then be 
propagated through the equation above. In order to minimize this effect, the use of the alternative 
temperature sensitivity is common (K. Kawamura, 2013), (Severinghaus, Grachev, & Battle, 2001). It 
is approximately related to the thermal diffusion factor through: 

𝛺 ≅
ఈ

்ೌ ೡ೒
           (3) 

Where the average temperature is defined as: 

𝑇௔௩௚ ≡
்೓∗ ೎்

்೓ି ೎்
∗ ln ቀ

்೓

೎்
ቁ          (4) 

The use of thermal sensitivity allows for an easy assessment of the scaling of the expected 
fractionation, as it only relies on the differences between temperatures rather than the absolute value 
of both temperatures.  

𝛿𝑥 ≡ 𝛺௫ ∙ (𝑇௛ − 𝑇௖)          (5) 

Where δx is the enrichment in isotope x, based on its thermal sensitivity Ωx and the difference in 
temperature. This equation is not able to provide the resulting enrichment, but it is able to compare 
the response between isotope pairs with different thermal sensitivity. Here relative values can be 
used, and it has been found that the thermal sensitivity of Ω40Ar is 65% of the thermal sensitivity of 
Ω15N  at Tavg = 240˚C (Severinghaus, Grachev, & Battle, 2001).  
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Thermal fractionation is most pronounced in the top 
of the firn column where the seasonal variation in 
temperature is propagated down, leading to variation 
in the delta values (Severinghaus, Grachev, & Battle, 
2001). As can be seen in Figure 2 the seasonal 
variations average out further down the firn column 
and below the top 25 meters a stable temperature 
across the firn is established and the thermal 
fractionation across the rest of the firn column 
approaches zero. In the lock-in zone where the gas is 
trapped, no thermal signal fractionation is expected to 
be stored. This holds true for stable periods of yearly 
averages, except in events of rapid and maintained 
temperature changes as seen with DO events.  In these 
events the rapid increase in temperature shifts the 
otherwise steady-state temperature in the firn column 
and allows for a temperature gradient to develop 
across the firn column. This in turn gives a signal in the 
isotopic enrichment, documenting the temperature 
change. This effect is only maintained while the 
temperature gradient across the firn is maintained, so when a new average has been established the 
effect approaches zero again.  

The gravitational fractionation is assuming steady state between a concentration gradient and the 
density gradient of the air. Due to the slower speed for heavier molecules they are enriched with 
depth, as it will require more energy to move upwards in the firn. The effect is described as: 

𝛿 =
௥

௥೚
− 1 = exp ቀ

∆௠௚௭

ோ∙்
ቁ − 1         (6) 

Where δ it the resulting gravitational fractionation, r is the ratio at depth z and ro is the ratio at the 
surface. Δm is the difference in molecular weight between the two isotopes, in the case of 15N/14N 
that would be 1g/mol and for 40Ar/36Ar would be 4g/mol, g is the gravitational acceleration which at 
the latitude of Dye-3 is 9.823m/s2. R is the gas constant and T is the temperature in kelvin. z is the 
height difference between the depth of comparison and the top of the diffusion zone in meters. Here 
it is important to note that the exact height of the convective zone is uncertain, and would depend on 
the densifying conditions that may vary with time. 

The fractionation predicted by the gravitational and thermal effect in eq. 5 and 6 is the maximum 
expected fractionation, and the degree to which this will be reached can be limited by upward 
advective flow (H. CRAIG, 1988). Greater advective flow introduces more mixing and reduces the 
gravitational and thermal fractionation. Advective flow has been found to depend on the inverse 

difference of density between the density at depth z and the close-off density ቀ ଵ

ఘ೥
−

ଵ

ఘ೎೚
ቁ, with the 

effect scaling with ice-accumulation. The potential effect of this needs to be considered when 
interpreting the found enrichments. 

As environmental changes that would result in a response in both the thermal and gravitational 
fractionation are often coupled, the responses are also going to be near simultaneous. It is possible to 
disentangle them as the thermal fractionation is molecule specific while the gravitational is a universal 

Figure 2: Observed Siple Dome ¼*δO2/N2 compared with 
model runs forced by atmospheric ¼*δO2/N2 as an upper 
boundary condition, in addition to temperature forcing. 
(Severinghaus, Grachev, & Battle, 2001) 
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fractionation. The fractionation for each of the two isotopes can be expressed as a sum of the 
fractionation resulting from their respective thermal and gravitational effects. 

𝛿ଵହ𝑁௢௕௦ = 𝛿𝑇ேమ
+ 𝛿𝐺ேమ          (7) 

𝛿ସ଴𝐴𝑟௢௕௦ = 𝛿𝑇஺௥ + 𝛿𝐺஺௥          (8) 

By comparing the observed signal of enrichment for 15N and 40Ar the effect size of gravitational and 
thermal fractionation can be disentangled. Doing so relies on realising that both the thermal 
enrichment and gravitational enrichment of argon can be expressed as the thermal and gravitational 
enrichment of nitrogen. The thermal sensitivity of 40Ar was 65% that of 15N, and the gravitational 
fractionation is approximately 4 times greater for 40Ar than 15N, leading to: 

𝛿ସ଴𝐴𝑟௢௕௦ = 0.65𝛿𝑇ேమ
+ 4 ∙ 𝛿𝐺ேమ         (9) 

From combination with eq. 7 the thermal and gravitational effect can be found (see appendix 1.1): 

𝛿𝐺ேమ =
ఋరబ஺௥೚್ೞି଴.଺ହ∙ఋభఱே೚್ೞ

ଷ.ଷହ
         (10) 

𝛿𝑇ேమ
=

ସ∗ఋభఱே೚್ೞିఋరబ஺௥೚್ೞ

ଷ.ଷହ
         (11) 

Both the thermal and gravitational effect also play a role in the elemental ratios such as O2/N2 and 
Ar/N2, but here it should be noted that a third fractionation effect becomes dominating. Adding to the 
complexity is the close-off fractionation occurring as a result of different molecules having varying 
sizes. Based on work from (C. Huber, 2006) it was found that molecules smaller than a critical collision 
diameter of 3.6Å was enriched above the close-off depth. This diameter separates O2 and Ar from N2 
as the diameters are 3.47, 3.54 and 3.80Å respectively (H. CRAIG, 1988). The reason given for this is a 
“window” of 3.6Å in the structure of the ice-matrix that allowed smaller molecules to pass through. 
This effect is termed close-off fractionation. Part of the promotion for this is the pressure build-up 
within the bubbles that occurs with close-off. It should therefore be expected that the small 
enrichment above the close-off would mirror a depletion in the closed-off bubbles, and that does 
appear to be the case, with measured elemental ratios O2/N2 and Ar/N2 below the close-off depth 
being depleted when compared to modern air on the order of -15‰ and -7‰ respectively. This is 
noticeable as the elemental ratios would be expected to be enriched due to gravitational 
fractionation. Based on observations O2/N2 appears to be usable as a local summer insolation proxy, 
as the summer insolation affects the physical properties of surface ice grains (Buizert, 2013). When 
those surface grains make it down to the depth of lock-in-zone it will determine the degree to which 
the size-dependent fractionation can occur. As argon is also affected by close-off fractionation, it 
seems likely that Ar/N2 also could work as a summer insolation proxy in a similar manner. 

The amount of air captured in the ice, total air content (TAC) is also a parameter of interest, as it is a 
product of the pressure and temperature at the point of capture. For that reason it has initially been 
assumed to be a proxy for surface elevation (LORIUS, 1973), but more recent findings show that the 
complexity of bubble enclosure complicates matters, as other effects dominate the variation 
observed. In the work of (Olivier Eicher, 2016) a drop in TAC was observed in response to DO-events 
in the NGRIP core. The explanation given is that the increase in accumulation coming with the DO-
events leads to a temporary enhanced densification reducing the pore size until the firn column has 
stabilized.  If possible this effect will also be investigated. 

A final remark regarding the interpretation of gas from firn pertains to the age of the gas in relation 
to the surrounding ice. Whereas the ice comes in separable layers, the gas diffuses through the firn 
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column as has been discussed, resulting in a mixing between years. A consequence of this is that the 
gas that is closed off will be younger than the ice surrounding it. This difference is denoted Δage and 
increases with the depth of the close-off zone, and drops with increasing accumulation (Buizert, 2013). 
A second consequence is that the age distribution will increase with depth, as it has had a longer time 
and age range to mix in, resulting in a smoothed response. Best conditions for high temporal resolution 
in gas would be shallow lock-in zone and high accumulation, which is the case for Dye-3. 
With regards to close-off fractionation, it is expected to follow ice-age rather than gas-age as the 
effects derive from variation in the ice properties. Timing of gravitational and thermal fractionation is 
expected to align with gas-age rather than ice-age. 

1.1.2 Dye-3  
Dye-3 represents one of the earliest deep ice core drillings in 
Greenland as it was conducted between 1979 to 1981 at the third 
of the Dye bases as part of the Distant Early Warning line 
(Dansgaard, 2004). The station and drill site were located a few 
dozen kilometres east of the local ice-divide at 65˚11’N 43 ˚49W 
on top of the 2km ice-sheet. The time period covered by the ice 
core goes through the Holocene down to a depth of 1780m where 
the transition from the last glacial began. The remaining 250 
meters covers the last glacial period and ends with the transition 
into glacial from the Eemian. The core has already been the 
subject of campaigns, from the initial measurements of δ18O for 
temperature proxy, measuring total air content (Dansgaard, 
2004), borehole temperature measurements (D. Dahl-Jensen, 
1998) and measurements of gas isotopes from the top 140meter 
of the ice-sheet (H. CRAIG, 1988). Because CFA was not part of the 
measurement protocol at the initial cutting of the ice, no pieces 
have been set aside for it. Samples were therefore taken from the 
tube archive. Since the core had already been the subject of 
investigations, the range investigated is therefore suffering from 
lacking core-bags that have already been used, and presents a few 
holes in the continuous data with a 
44m hole from 1821-1865m covering 
the onset of the Bølling-Allerød to the 
end of the stadial 4. 

Due to its location east of the local ice-
divide, South Dome, the core differs 
from cores that followed it. This is due 
to the effects of ice-flow away from 
the ice-divide resulting in ice found 
deeper in the core were originally 
located closer to the summit, but has 
with time been thinning and flowing 
out . The older the ice, the further 
away it originated as can be seen in 
Figure 3. 

Figure 4: Map of Greenlandic drill sights. 
(Vinther, 2020) 

Figure 3: “Flow pattern predicted by the ice flow model. Thin full curves 
are particle paths (flow lines). Dotted curves are isochrones, with age in 
thousands of years indicated to the right in the figure”-  (N. Reeh, 1985) 
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In addition to this, the very southern and near costal location of Dye 3 compared to NEEM, GRIP and 
NGRIP, means that the local conditions are significantly different with regards to temperatures and 
precipitation. In Figure 5 the average modern conditions can be seen for multiple core sites in both 
Antarctica and Greenland, and the unusually high accumulation and temperature at Dye 3 result in 
the smallest Δage of all the cores. This arises from a relatively shallow firn column, which for the 
purpose of CFA gas measurements, is desirable, as it means the age distribution will also be 
significantly smaller, allowing for better temporal resolution. A shallow core also means that the 
effects of changes to temperature will be more pronounced, as the temperature gradient will be 
established quicker, resulting in sharper increases in thermal fractionation. The high accumulation in 
Dye 3 will, however, have the side-effect of increased advective flow. This has already been shown to 
reduce the gravitational fractionation of δ15N from the 0.33‰ expected from eq. 6 with z=70m and 
T=-20˚C to 0.22‰ (H. CRAIG, 1988).  

An additional point that deserves attention 
is the aforementioned time the core has 
been stored. With 40 years since its 
recovery it has as mentioned had time to 
relax the clathrates to reform bubbles. This 
observed morphology points to another 
potential source of issues, namely loss of 
gas or contamination from modern air. It is 
unfortunately possible that the pressure 
within the core has allowed some of the gas 
to seep out. This loss would be expected to 
be a process leading to fractionation in 
elemental ratios. The reason for this is that 
O2 and Ar are small enough that they can 
escape through the ice matrix, whereas N2 
would be left behind. While there might be 
diffusion within the ice, only diffusion out 
of the ice leads to loss, which means that a 
high volume to surface ratio has a reduced 
loss. Cracks or fractures in the ice structures 
increase the surface area and thus increase 
the loss, leading to core cracking 
fractionation. As the ice investigated in this campaign is well below the brittle zone, it is expected that 
all the gas was in the form of clathrates, at the point of excavation. This would provide some protection 
against core-cracking fractionation as the clathrates would retain the gas better (Bender T. S., 1989) 
(Bender M. L., 2002). The ice-cores have, however, been stored at ambient pressure, which would 
promote the reformation of gas-bubbles. From visual inspection of the ice the presence of bubbles in 
the ice was confirmed. For the purpose of measurements, bubbles are preferred, as the melting of 
clathrates would result in the captured gas molecule being dissolved at melting. The long storage time 
of close to 40 years is expected to be sufficient for the majority of clathrates to have collapsed into 
bubbles, though the exact degree to which this is true is not known. 

Contamination from modern air is expected to be introduced at macro- or microfractures that have 
re-frozen sealing in modern air, or during the measurement between two blocks of ice.  

Figure 5: Overview of modern day average yearly accumulation and 
temperatures for various drilling sites. From this the contour plot of 
Δage has been made based on an assumed gas lock-in density of 
14kg m-3 below the mean close-off density with density profile 
found from Herron-Langway’s model. (Buizert, 2013) 
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1.2 Setup development 
The CFA system is based on what has previously been used for campaigns for NEEM, RICE and Renland, 
and had already been developed to isolate the gas bubbles from the meltwater stream and measure 
it for methane abundance using the G1101. With the campaign we set out to include isotopic 
measurements of N2 and Ar to the gas measurements. The instrument of choice for these 
measurements was an isotopic ratio mass spectrometer (IRMS), Thermo Delta V, which allows for 
continuous measurements of a range of different mass to charge ratios.  

At the core of a CFA setup is the ice-core itself. Mounted in a frame inside a freezer it is slowly being 
melted at the bottom where it is placed on a heated unit henceforth named melt-head. This melt-
head is constructed in a way that allows for separating the melt-flow from the inner part of the core 
from the outer. This separation is important as the outside of the core has been in contaminated 
during storage, sample preparation and from contact with modern air. The outside flow goes to waste, 
while the inner mix of liquid and gas flow goes towards analysis. The concept builds on the work done 
by Andreas Sigg (Andreas Sigg, 1994), where the continuous melting of samples from the Greenland 
Ice core Project (GRIP) allowed for high-resolution measurements of four trace species H2O2 HCOHO, 
NH4

+ and Ca2+ in the liquid flow. With the development and progress of CFA, it has been used to 
measure the CH4 abundance for the core of NEEM (C. Stowasser, 2012), Recap (Vladimirova, 2018).  
Because of the constant stream of sample generated by the melting of the core, it lends itself to be 
measured for as many relevant components as possible once melting has started. Components of 
interest include; Na+, Ca2+, Cl-, NH4

+, NO3
-, pH, dust, δH2

18O, CH4, CO2, N2O, δ15N and δ40Ar. This allows 
for a more complete picture of the past conditions as all the information can be combined to tell parts 
of the story. 

While a functional gas-CFA system was available as originally developed by Christoff Stowasser (C. 
Stowasser, 2012), and later improved upon by Rachel Rhodes (Rachael H. Rhodes, 2013) and Diana 
Vladimirova (Vladimirova, 2018), it had to be re-established following the move of February 2019. This 
opportunity was used to include a number of changes to the original setup as the new location allowed 
for a more compact setup. Additionally, the campaign of Dye 3 was intended to be a CFA campaign 
with gas measurements as the main focus. This allowed for implementing changes to the method of 
gas extraction intended to improve the gas recovery. 

The first of these changes was an increased melt-rate to allow for a faster total flow and therefore 
also greater gas-flow, allowing for a quicker turn-over through the system.  

The second change was amplifying the means of gas extraction. In the previous setup the main 
separation of gas from the liquid flow was done via a debubbler. A debubbler is a unit with a small 
volume connected to one inlet and two outlets, one at the bottom and one at the tube. Here the gas 
would gravitationally be separated from the main liquid flow by going towards the up-pointing outlet. 
The resulting gas flow was volumetrically still half liquid and half gas, and therefore needed further 
extraction. This was done through the use of a micromodule (MicroModule 0.5” ×1”, G591, Membrana 
GmbH, Germany). The resulting gas stream contains no liquid water, but is still saturated in humidity, 
therefore requiring additional drying which was accomplished via a Nafion unit. This system allowed 
for measurements of methane on dry gas, but an unknown part of the sample was lost to the main 
liquid flow in the debubbler. For the purpose of establishing elemental ratios this can be accounted 
for via determining the size of this effect via standards, but for the purpose of measuring isotopic 
enrichment this posed a challenge as dissolution in liquid would lead to fractionation. 
To improve this in the new setup, the main liquid flow was redirected along the gas path through a 
new micromodule (3M, Liqui-Cel MM-0.75X1 Series Membrane Contactor), which allowed for the gas 
extraction of both the air still in the form of bubbles and to an extent the air dissolved in the liquid. 
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The efficiency of this module and its dependence on gas pressure, flow rate temperature has been 
described in the thesis of Janani Venkatesh (Venkatesh, 2020), but the recovery degree was upwards 
of 90%, depending on the gas to liquid ratio. 
 
The third upgrade was reducing the gas pressure at the dry-side of the micromodule, as that would 
result in a greater pressure gradient across the membrane. From this we expect an increased gas 
extraction efficiency. 

Fourth was the incorporation of more sensors, tracking the liquid pressure and flow, as well as the 
temperature and gas flow. This allowed for better control of the setup, for the purpose of trouble 
shooting and determining the solubility effects as shall be described later.  

With these improvements in mind I will account for the setup that was developed while going into 
detail regarding the used IRMS and oxygen removal method.  

1.2.1 Mass spectrometer 
Mass Spectrometry (henceforth MS) has been part of the ice-cores science from the beginning from 
Willi Dansgaard’s initial measurements (Dansgaard, 2004). The underlying concept is to charge the 
incoming sample molecules either by giving them a negative or positive charge. The charged molecules 
are then passed through a magnetic field that can be controlled to guide certain mass to charge ratios 
(henceforth m/z) through to the detection, while the rest is deflected. Commonly faraday-cups are 
used for detection amplifying the signal generated by the charged ion. Common methods for this 
approach use quadrupoles MS, consisting of four poles maintaining a magnetic field between two 
pairs, allowing one specific m/z to pass through along the poles while any other ratio is deflected. The 
magnetic field can then be varied to scan over a range of ratios, though that comes at the price of only 
measuring one ratio at a time. A method that has been developed that allows for measuring all of 
m/z’s of interest at the same time is IRMS. This method applies a curved magnetic field that bends the 
charged sample stream. Depending on the m/z their trajectory gets bent to varying degrees with light 
molecules getting affected greatly while heavier molecules get their path bent to a smaller degree. 
This results in the charged molecules leaving the magnetic field in a gradient along m/z. Detection 
cups can then be installed in the paths of any m/z of interest. The different cups are then equipped 
with resistances chosen to amplify the data stream up to comparable levels.  

With the cup configuration of the Thermo Delta V used in this campaign it was possible to measure 
m/z 28, 29, 30, 31, 32, 36, 40, 44, 45 and 46 continuously, allowing for measurement of the three main 
atmospheric components: N2, O2, Ar and also the isotopic masses for CO2. Despite being desirable for 
measuring argon isotopes the cup configuration unfortunately does allow for m/z 38.   

The ionization makes use of electron impact ionization, with a high potential filament charging the 
molecules passing by.   

Part of the benefit of the Thermo Delta V is the small sample volume required for measurements and 
during the campaign was run with a sample flow of 0.01ml/min.  

While MS is a strong tool due to its selectivity for chosen m/z, the instruments tend to have a 
significant daily drift. The normal intended use is discrete samples, so in order to make sure that the 
effects of drift are known, a standard was measured immediately before and after every experimental 
run. To facilitate this, the instrument is equipped with a dual inlet system allowing for shifting between 
sample and a known standard that can be used for calibration and binding the drift.  
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1.2.2 CFA setup 
The schematics of the CFA setup can be seen in Figure 6, with the entire gas analysis accounted for, 
while the chemical analysis is only referred to by name. Starting the walkthrough of the system from 
the melter in the top-right corner, we have the beginning of the CFA setup. Here the 1m ice sticks 
were placed on the melthead within the freezer. The melthead used in this experiment had a cross-
section of 3.5cm*3.5cm with an inner cross-section of 2.6cm*2.6cm and maintained a temperature at 
50˚C, resulting in a meltspeed of 4-4.5 cm/min. On top of the ice a weight was added with a twofold 
purpose. As part of the melting is driven by the ice pressing into the melthead, the first purpose is to 
add mass to the ice even when most of it is already melted. The second purpose is to continuously 
measure the melt-rate as the weight is attached to an encoder. This measurement was vital for later 
assigning the measurement to depth. 

 

Figure 6: CFA setup with gas side focus. Shown is the vici valves that are controlled by the Labview script. BPR: back-pressure 
regulator, MFC: mass flow controller, FPR: forward-pressure regulator, L.P. Liquid pressure sensor, L.F. liquid flow meter. All 
liquid and gas/liquid tubes were 1/8” HPFA tubes, gas tubes (black) were either stainless steel or cobber Swagelok tubing or 
capillaries with inner diameter 340μm.  

With the ice melting a flow was generated of mixed air and liquid. This flow was separated as described 
earlier into the inner flow being directed for measurements and the outer flow discarded as 
contaminated waste. The inner flow was connected to the MH valve that was used to direct either 
sample or standard through the full extraction path. In the settings used in the figure the sample is 
directed towards peristaltic pump set to 23ml/min promoting the inner flow. From the peristaltic 
pump the sample is connected to a triangular debubbler. Here the majority of liquid flow and 
approximately the entire gas flow were directed towards the top exit, while a 3ml/min liquid flow was 
redirected for dust measurements. The flowrate for the dust line was measured by a liquid flowmeter 
(LS32-1500, Sensirion). The separation was necessary as the following sample treatment was passing 
the sample through a 20μm particle filter in order to remove particles from the dusty glacial ice. The 
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dust had to be removed to protect the micromodule used for gas extraction. Two dust filters were 
installed as loops on a six-port valve, in order to allow exchanging one while the other was in use. 
After the “filter”-valve, the sample was directed to the “bypass”-valve, where it would either be 
passed through the micromodule for gas extraction, or bypass it and go directly for chemical analysis. 
The gas extraction was done via a 0.75” X 1” membrane module, made up of closely-packed 
microporous, hydrophobic hollow fibre membranes oriented orthogonal to the flow direction 
(Venkatesh, 2020). By applying under pressure on the shellside of the membrane, gas is passed 
through the micropores, while the water is retained in the flow-path. Despite the depiction in the 
schedule the module was oriented vertically, as gas bubbles would tend to get stuck otherwise. 
It should also be noted that the connections made to the module was non-conventual, as a Swagelok 
connection had to be glued to the gas side for a leak-tight connection, while 1/8” HPFA tubing was 
connected to the liquid inlet and outlet, held in place by a softer broader tubing. 
Worth noticing are the two liquid pressure sensors (26PCBFG5G, Honeywell) placed on each side of 
the micromodule, monitoring the pressure drop associated with gas removal. The average liquid 
pressure was on the order of 1190mbar. Additionally, a second liquid flowmeter was installed that in 
combination with the dust flow meter allowed for measuring the total liquid flow. 
The “bypass”-valve was connected, so that it could switch between degassing the sample or run a 
readily mixed standard. That concludes it for the sample path. Following will be description of the 
standard introduction. 
The methane standards are situated in the top-left corner and consisted of two bottles, “Holocene” 
and “Glacial”, mixed to resemble Holocene and glacial trace-gas levels. Both of these bottles were 
connected to mass-flow-controllers of the type GE50A MKS, connected to the valve named “Hol/Gla”. 
This valve controls which standard was passed through to the “MH” valve or the “Bypass” valve. The 
gas going either way would be introduced to a liquid flow through a T-piece, where the gas was 
introduced via a capillary inserted in line with the liquid flow. This created a segmented flow of bubbles 
in the liquid very similar to the flow observed for samples. The liquid flow for the standard was 
generated by a peristaltic pump supplying deionised water. This water was bubbled through by a flow 
of nitrogen in order to promote the removal of other gasses. The degassing of the water had already 
started 2.5 hours earlier at a degassing station. The water was further degassed by a module 
connected to a pump prior to combining with the standard gas.  

The standard directed towards the “MH” valve would first pass through the “STD” valve that switched 
between the gas standards and a manifold with all the necessary liquid standards for chemical analysis 
calibration. By controlling the ratio between gas and liquid flow varying levels of total air content could 
be simulated, which would be necessary for the purpose of calibrating the effect of solubility.  

All automatic valves, mass flow controllers and meters, back-pressure regulators and liquid pressure 
meters were either controlled or monitored by a single Labview program running on the computer 
also controlling the Picarro unit. This program provided a data sheet containing all the monitored data 
with a 1s frequency. 

1.2.3 Gas extraction  
For the purpose of discussing the treatment of the extracted gas sample, a zoom-in of this section can 
be seen in Figure 7. As described, the gas is extracted at the micromodule unit. The extraction is done 
by maintaining a pressure of 300mbar as controlled by a back-pressure regulator. The pumping for 
maintaining this pressure is supplied by the pump connected to Picarro G1101 unit. The micromodule 
is connected to a three-port, installed for the purpose of switching between lab-air or sample. 
Following the three-port valve the gas-stream is separated into a flow towards the Picarro for the 
purpose of CH4 measurements, while a fraction of the main flow is directed towards the mass 
spectrometer. The connection towards the IRMS is through a capillary with inner diameter of 200μm 
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limiting the flow. As the pressure was kept regulated at both ends a stable flow of 0.15ml/min went 
for the IRMS, while the remaining flow went for the Picarro. The final point of interest regarding the 
Picarro pathway is the mass-flow meter installed in its path. This allowed for measuring the gas flow 
to the Picarro, which plus the 0.15ml/min accounted for the total gas volume extracted.   

On the path from this separation to the MS inlet the sample goes through three sets of purifications. 
The first means of gas sample preparation is to remove the humidity in the sample stream. Though 
liquid water could not pass through the micromodule, vapor was still able, and therefore the gas was 
saturated with moisture. In order to remove it a 34cm Nafion, TT-030 from Perma Pure LLC, was 
installed, with a 50ml/min N2 flow running counter to the sample flow. The Nafion is made of 
extremely hydrophilic material that allows the water molecules to bind to it and travel through it. By 
having dry gas running with high-flow on the other side of the membrane, the vapor pressure of the 
water will be kept low as it is continuously removed. With continuous removal on the other side, it 
will dry out the water from the sample side. 

 

Figure 7: Zoom in on gas sample purification path way. Definitions are identical to previous figure. BPR: back-pressure 
regulator, MFC: mass flow controller, FPR: forward-pressure regulator, L.P. Liquid pressure sensor, L.F. liquid flow meter.  

Following the Nafion a cold-trap was installed for the purpose of removing trace-gases such as CO2 
while also removing additional humidity making it through the Nafion. The cold trap was a 1/16” SS 
tube of 43.5cm lowered into a dewer filled with liquid nitrogen. Past the cold trap was a connection 
to another three port valve installed to switch between sample and lab-air. The purpose of which was 
to determine the combined fractionation effects of the nafion and cold trap. 

The output from this valve was connected to the oxygen removal setup that stripped the oxygen 
content from the gas sample. At the point of entering the oxygen removal setup, all humidity and 
trace gas levels are expected to be reduced to their respective vapor pressure at -172˚C. 
The oxygen removal setup and its motivation will be described more fully in the following chapter. 

From the oxygen reduced sample, a small sample flow was collected by a capillary connected to the 
IRMS. The capillary had inner diameter of 100μm and a length 164cm. The first 15cm located inside 
the membrane, had been scorched by a lighter in order to remove the coating. That concludes the 
sample path, so attention should be drawn to the standard line for the IRMS. 
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Unlike for the methane setup no static gas was used for the IRMS standard, but was rather dynamically 
mixed from a flow of ~10ml/min N2 with a flow of argon kept at around 0.127ml/min. The exact flow 
was installed so as to match the elemental ratio of lab-air. The combined flow of these two gases 
would go past a T-piece with the majority of the flow venting to the lab. The other exit of the T-piece 
was connected to a forward pressure regulator. From here the standard was connected to the IRMS’s 
second inlet via a capillary in order to make use of the dual-inlet function. The forward pressure 
regulator was used to control the flow to the IRMS so that it was at comparable levels to those on the 
sample side. It was found that a pressure of 145mbar produces close to identical levels between the 
standard and lab-air. As a concequence of this pressure and dimensions of the capillary, the flow going 
through the standard capillary was only 0.01ml/min. This meant that the pumping of the IRMS would 
not supply suffient pumping for the forward pressure regulator. For that purpose  a second connection 
was made to the forward pressure regulator going to a pump. The standard could be varied by 
changing the forward pressure setting or by varying the argon abundance. The idea was that the effect 
of these changes could always be established by comparing with lab-air that went through the system 
from the sample side.  

1.2.4 Oxygen removal 
 
With the use of the Nafion and the cold trap the majority of trace-gasses should have been removed 
leaving a gas stream consisting almost exclusively of N2, O2, Ar. At this stage we were left with a choice 
on how to progress. It was desirable to remove O2 from the sample due to the clumped isotope 18O2 
overlapping with 36Ar. The atmospheric abundance of oxygen at 20.8% with an isotopic abundance of 
0.2% for 18O would lead to an air abundance of clumped 18O2 to be 0.83ppmv compared to the 
expected 5.88ppmv of 36Ar based on argon abundance of 0.934% and isotopic abundance of 36Ar at 
0.063%. The signal of clumped 18O2 would result in a 14% higher signal for m/z 36, which is a substantial 
offset if we desire to measure in the ‰ range. While this effect can be removed to a certain degree 
by also measuring m/z 32 and extrapolating the expected effect on m/z 36 from the oxygen 
abundance, variation caused by thermal and gravitational effects will be near impossible to correct 
for. Part of the reason for this is that the gravitational enrichment of δ18O2 will counteract the observed 
gravitational enrichment of δ40Ar, as the m/z 36 is also increased. Based on this relationship a 
gravitational increase of 1.0‰ would result in a measured increase of only 0.88‰ due to a 124 per 
meg offset. Such a difference could result in wrongly attributing the observed increases to thermal 
fractionation rather than gravitational as the 15N and 40Ar response appear to scale nonlinearly. To 
reduce the effect of oxygen it was deemed necessary to remove it from the sample stream. A removal 
of 95% of oxygen would reduce the effect to an offset of 7per meg, which would be well below the 
expected uncertainty of the setup.  

The approach for removing O2 from the sample stream made use of a similar method to that of the 
Nafion. The sample would flow through a membrane tube selective for oxygen, with a counterflow of 
helium on the outside. This would allow the oxygen to travel through the membrane and be carried 
away by the flow of helium. The membrane chosen was a tubular perovskite membrane, from 
Fraunhofer-Institute for Interfacial Engineering and Biotechnology Inorganic Surfaces and Membranes 
(Germany). The ceramic membrane had an outer diameter of 1.15mm with an inner diameter in the 
range of 0.80-0.88mm, and functions as a physical barrier for most gasses. However, it allows diffusion 
of oxygen through, though the permeability is highly dependent on temperature, necessitating 
temperatures above 600˚C before any oxygen diffusion was observed. As the permeation is based on 
diffusion it is driven by the difference in partial pressure on each side of the membrane, which is why 
the counter flow of helium is applied to keep the pressure of oxygen on the other side close to zero.  
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The membranes had previously been acquired for the purpose of extracting and purifying O2 for 17O 
measurements (Reutenauer, 2016), but due to oxygen being left in the membrane between runs, the 
project was abandoned. For the purpose of removing O2 the membrane proved useful however. From 
initial testing it was found that the permeability increased with temperature, and a working 
temperature at 850 ˚C was decided upon based on the limitations of the oven and the diminishing 
returns at increased temperature. 

 

Figure 8: Oven and membrane setup: The thick blue lines represents the quartz tube containing the 2mm SS-tube and the 
membrane, represented by the thick black lines. The thin orange line connecting to the IRMS from the middle of the membrane 
is the capillary through which the sample is drawn. The green arrows indicate the flow of helium passing between the SS- and 
quartz tube. The black arrows indicate the sample flow. 

A zoom on the oven setup can be seen in Figure 8. A 12 cm membrane piece was installed between a 
2mm SS tube of length 40cm and an 1/8” SS-tube of identical length and the combined setup was 
inserted into a 6mm quarts glass tube with an inner diameter of 3mm. The connection around the 
quartz tube was made with two 6mm ultra-torr to ¼” union fittings. With the SS-tubes inserted in the 
glass and kept in place by the ultra-torr fittings, the connection would be inserted into the cylindrical 
oven, after which connections would be made from the ultra-torr fittings to a ¼” cross for the 2mm 
SS tube and t-piece for the 1/8” SS tube. The two SS-tubes were small enough to fit through both of 
these pieces, which allowed for having a sample volume that was separated from the quartz-tube 
volume. The inlet end of the 2mm SS tube was connected to the aforementioned three-port valve and 
sample pathway. 
The end of the 1/8” SS-tube was connected to one of the “arms” of a 1/8” T-piece. This allowed for 
inserting a capillary through the opposite “arm” that could then go all the way through the SS-tube 
into the membrane. This capillary, with an inner diameter of 100μm and a length of 168cm, was left 
open in the membrane in order to suck in a fraction of the oxygen depleted sample to the IRMS, which 
it was connected to at one of the dual inlets. The small flow generated by the pumping from the IRMS 
would only amount to 0.01ml/min, so in order to help promote sample flow, the excess sample gas 
would be pumped down to a pressure of 200mbar, through a connection from the 1/8” T-piece to the 
¼” cross piece, that was then further connected to a BPR followed by a pump. This BPR would control 
the pressure of both the sample and the helium flow that was connected via the ¼” t-piece. 
The helium flow was introduced by the ¼” T-piece connected to the 1/8” tubing, and was controlled 
by a mass-flow controller which was set to 50ml/min for initial experiments but was increased to 
70ml/min for the campaign. Increased oxygen removal was observed with increased helium flow, but 
from 50-70ml/min the effect was minor.  

Incorporating this membrane posed some challenges as the membrane did not lend itself easily to be 
installed in a leak-free manner. The dimensions of it did not fit with any available tubing, so in order 
to connect it, the inner diameter at the end of 2mm SS-tube was increased in order to fit the 
membrane inside. While this allowed for connecting the membrane, the connection was still open to 
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exchange between inside and out. In order to seal this hole a gold-paste, C5754 B from Heraeus, was 
applied between the membrane and SS-tube. The seal was given a slow heating up to 500˚C over the 
period of three hours, during which the paste would dry and seal around the connection. The reason 
for choosing this sealant was its heat-resistance, which would be vital at the 850 ˚C, which the setup 
would be running with. A lot of attempts were made at sealing the membrane in both ends, by 
inserting it into another drilled out 2mm SS-tube. This proved an insurmountable task with the tools 
at hand, as the membrane was too brittle to be locked in place between two SS-tubes. Attempts at 
steadying the alignment by installing triangular “legs” for the two steel tubes were not sufficient. A 
break could unfortunately first be confirmed following the installation once the system was running. 

Following multiple failed attempts and wasted broken membranes, a less rigid method of connection 
was attempted, which came at the cost of the membrane connection no longer being leak-tight. The 
membrane would still be inserted and sealed 0.5cm into the 2mm SS-tube, while the outlet of the 
membrane would be inserted into the 1/8” SS-tube but not be sealed. The depth of this insertion was 
increased to approximately 5cm to minimize the flow of helium going past the SS-tube and the 
membrane into the sample stream. This left roughly 6cm of exposed membrane between the two SS 
tubes. From the testing done, this fortunately proved to be sufficient as the resulting removal degree 
was found to be around 98.5% for oxygen.  

While the masses of interest are limited to 28, 29, 36 and 40, being able to monitor the O2 and CO2 
abundance proved to be useful for trouble-shooting, as the final system should remove both of those 
gases. Increased levels for either of those gasses would indicate that the removal methods are failing 
or a leak has occurred.  

1.2.5 Running the system 
The melting campaign was completed over the course of 7 work days, 30th and 31st of October 
including the 4th, 5th, 6th and 7th of November 2019. The daily measurements consisted on average of 
18 ice core bags split over two runs.  

Running the system was a full day team-project. The first task of the day was the all-important cutting 
and logging of the 1m ice sticks which was done in the freezer located next to the laboratory. This 
included cutting the cross-section of the ice so that it would fit in the melt-head frame of 
3.5cm*3.5cm, but also flatten any breaks so that all the pieces would fit together smoothly, not 
allowing air pockets in-between. The logging of the ice consisted in writing down the length of each 
core, as well the depth of any break or missing pieces, and account for the ice removed when 
smoothing breaks. All this was essential for recreating the age scale based on the depth 
measurements. The ice-cutting needed to be ahead by a few cores, as the ice needed to come 
continuously once measurements had begun. During the ice-cutting samples were taken for discreet 
measurements of gas isotopes 

While the ice cutting was taking place, the CFA system was started up. This meant installing mQ-water 
that had been debubbling with N2 overnight, and start running it through the system by starting the 
peristaltic pumps. For the IRMS setup it meant turning the heat of the oven up from 600˚C to the 
operational 850˚C, increasing the helium flow to the running level, and fill the cold trap with liquid 
nitrogen. 

Initially the chemical standards would run in the liquid tubes allowing for doing a calibration run with 
the IRMS, by turning the three-port valve from micromodule connection to lab-air connection. A 
calibration run consisted of running the IRMS in dual-inlet mode, switching between lab-air and the 
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mixed standard 5 times. From this the enrichment value of the standard when compared to the lab-
air was established.  

Once the IRMS calibration run was completed and the chemical standards were done, the Holocene 
standard was introduced to the mQ-flow and the methane calibration could begin by turning the 
three-port valve back to the micromodule. The standard would be given time to get 15 minutes of 
stable readings, which normally required 25min total. After the Holocene standard was done, the 
glacial was introduced in a similar way and left to run until a stable level had been reached for 
methane. At this point the ice-cutting would be far enough ahead, that the measurements could begin. 
While the remaining 2 minutes of glacial standard was still running, the first ice-stick would be loaded 
in the melter. The first ice placed would come with a 7cm block of mQ-ice below it, to start the flow 
through the system and to have a clear transition to sample. Once the ice was placed in the frame and 
loaded with the encoder connected weight on top, the “MH” valve would change from standard to 
sample. Measurements would then begin by heating up the melthead to 50˚C leading to a melt-rate 
of roughly 4cm/min while starting the peristaltic pump with a set-point of 23ml/min. This value was 
however not reached for the total flow due to restrictions in the flow-path, and was more commonly 
around 19ml/min. 

The IRMS would start measurements at the core being loaded by initially measuring the back-ground 
level noise for each cup for 30s, before opening up for the standard inlet for 120s. After this it would 
switch to the sample inlet, where it would sample on the gas there. Normally the first gas measured 
would be the remaining gas from glacial methane standard, which marked itself by not having any 
argon. This would last until the melting went past 7cm mQ-ice, as the near zero gas content of the 
mQ-ice meant no exchange of the gas in the dead-volume between the micromodule and the back-
pressure regulator. Once gas sample started arriving at the micromodule this would be detected by a 
spike in pressure, as the back-pressure regulator started to re-establish stability at 300mbar. 
Due to the methane standards not having argon, it took 5 minutes before the effect of residual mixing 
was no longer present, and true sample signal was being measured. 

New ice-sticks would be installed whenever the currently melting ice-stick reached 20cm of remaining 
height. This would cause a short discontinuity of the encoder data, as the weight had to be lifted and 
placed on top of the new ice.  With the melting going on by itself the system only required noting 
down, whenever breaks were coming up or new ice sticks were installed, so as to match resulting data 
spikes. 

A normal run would take 9 or 10 ice-sticks and last around 3.5 hours, with the final ice-stick coming 
with 2* 7cm mQ-ice blocks on top to ensure all the sample is passed through the system. 
After a normal run was over the IRMS would switch to standard inlet again until turned off. 

After the completion of a run, the ice-cutting team needed time to get ahead again, which meant that 
there was time for a second calibration run for the methane and chemistry measurements. 
For the 31st and 4th this afternoon pause in between runs was  unfortunately not utilized for IRMS 
calibration, but in the later days was  used to get a midday calibration run. 

Once ice was prepared and calibration schemes were complete the day’s second run began, running 
identically to the first. 

After the second run an additional calibration session for chemistry, methane and IRMS would be 
done, before shutting down the lab for the day.    
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1.3 Data treatment 
 

Due to the complicated nature of the setup relying on 3 steps of sample preparation, prior the gas 
extraction from the melt-stream and 4 steps of sample treatment before entering the IRMS, 
deconvoluting the resulting measurements pose a challenge. For each of the sample preparation steps 
potential fractionation effects need to be considered: 

1. The first potential effect occurred at the melthead. As was mentioned, the campaign made 
use of a higher melt-rate than previously used at 4cm/min, nearly double the earlier rates, but 
the resulting liquid and gas flow did not scale accordingly. With the declared melt-rate at a 
melt-head with an inner surface area of 2.6*2.6cm2, we would expect a combined output flow 
of 27ml/min, but ended on average at 18ml/min. The discrepancy is explained by the missing 
melt water and gas going to waste with the outer layer of the ice core. 
By using the measured and liquid gas flow, a general gas ratio (G%) could be found for the 
sample stream, and was calculated as the flow of gas divided by the total liquid flow plus the 
gas flow. On average this was found to be around 75mlgas/mltot. While being similar this value 
is not the same as the total air content (henceforth TAC), as that is defined as gas volume per 
mass of ice, and G% is a volume by volume unit. Calculating TAC directly from the flow 
measurements, it is found to be around 84ml/kgice. This was lower than the expected 90-
100ml/kgice, which suggests a loss. The most preferable type of loss would be gas being 
dissolved but not extracted, as this effect can be accounted for by solubility correction shown 
later. Another more problematic reason is that gas is preferentially lost to the waste line or 
bubbling to the side of the melthead. This loss has a chance of introducing isotopic 
fractionation effects, though we assess these effects to be minor. Our argument for this is that 
the mechanism for gas-loss at the MH is almost exclusively in the form of newly formed air-
bubbles. As there had been little time for the gas to equilibrate with the liquid, it is assumed 
that the gas loss does not result in fractionation for the remaining gas. While the preferential 
gas loss might not lead to detectable fractionation an unfortunate consequence of it is that 
the total air content cannot be determined accurately, though trends can still be observed.  

2. The next step of sample preparation is at the de-bubbler where the gas/liquid sample stream 
is separated gravitationally, with the major flow containing the air-bubbles going through the 
top outlet and a sub-flow of ~3ml/min liquid flow goes towards analysis for dust content. The 
sample reaches this point after 12-15s of travel time, during which the gas had time to start 
equilibrating with the liquid phase. That means that while all the bubbles were confirmed to 
flow in the proper direction a small amount of dissolved gas is lost to the dust-line. As this loss 
is based on solubility of the gases, a fractionation effect will take place here, promoting the 
loss of heavier molecules due to their higher solubility. This effect is, as for the melthead, 
assumed to be minor, as the short travel-time combined with the small interface area 
between gas and liquid does not facilitate the expected equilibrium degree to be reached. 

3. The third point of sample preparation is the gas extraction occurring at the micro module. 
Here, the gas and liquid stream pass through the module where thousands of hydrophobic 
tubes run orthogonal to the sample stream, allowing the gas to pass through into the shell 
volume of the micromodule. To promote this transition the pressure at the micromodule is 
pumped down to 300mbar, where it is maintained by the BPR. The solubility effect is at this 
point necessary to consider, as the gas and liquid has had a longer time to interact (30-
40seconds depending on flowrate). Furthermore, the design of the micromodule means that 
there is a very large surface area for interaction between the liquid and gas. While this is 
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desirable approaching complete extraction that relies on providing as close to vacuum on the 
shell-side as possible, which is far from the case at 300mbar. It is therefore feared that the gas 
extracted from the air bubbles, will be dissolved to a small degree in the liquid flow. This effect 
would again promote fractionation, most significantly for the elemental ratios as the 
difference in molecular solubility is much greater than for isotopic solubility. While it could be 
argued that an easy fix for this would be to reduce the pressure further, this proved less than 
ideal as the flow for the IRMS was maintained by the pressure difference between the 
pressure at the micromodule and the 200mbar maintained at the oven. A compromise had to 
be reached between selecting as small a pressure as possible to promote extraction, while at 
the same time maintain sufficient pressure to facilitate a reasonable flow through the setup. 
For this the 300mbar was selected as an acceptable compromise. The size of the fractionation 
resulting from solubility was tested in experiments described in one of the later chapters on 
calibration schemes. 

This concludes the interaction between the water and gas and the remaining steps seek to explain the 
effect varying the gas-sample treatment. In order to understand the following effects a three-way 
valve was installed that allowed for switching between the sample and lab-air for providing the 
pressure at the BPR.   

4. Following the extraction at the micromodule, the gas flow is split with the main flow going 
through the BPC towards the Picarro G1301-I for methane analysis, while a flow of 0.15ml/min 
is going through the remaining sample preparation steps for the IRMS. This splitting of flows 
can promote a fractionation as well due to the diffusion, as the flow towards the IRMS is going 
through a capillary with a rather small difference in pressure difference in the end to promote 
the flow. While this effect should be accounted for by running lab-air through the system, the 
lab-air introduced at the three-port valve was also administered through a capillary, which 
would potentially suffer from the same issue. That effect is expected to be negligible as the 
flow through the lab-air capillary was 20 times larger at 2.6ml/min. But as it was never 
properly investigated there is a risk that it led to a constant fractionation. The only way to 
completely rule out those effects would be to run lab-air through the entire system including 
the micro-module which unfortunately was never done. 

5. After the split the sample travels through the capillary to the Nafion. Due to the high selectivity 
of the Nafion, it is not expected that any gasses of interest were lost, and the sample should 
therefore not be fractionated. No tests were conducted to test this however. 

6. Next in line was the cold trace-gas trap, which did not result in any fractionations. The only 
effect observed on masses of interest was the immediate drop associated with loading the 
trap due to sudden pressure drop. This would limit the flow through the system for a short 
while before a new pressure gradient was established across the setup. 

7. The final step of the sample collection was the oxygen removal setup. No effect was expected 
for this step, as the membrane was reportedly very selective with permeability, and should 
therefore not affect the nitrogen and argon ratios. In order to assess any effect, we 
investigated for changes in δ15N and δ40N when turning on the helium flow, before the oven 
was turned on. Here an immediate drop in all m/z was observed, due to helium travelling past 
the unsealed connection around the membrane and into the sample side. After the pressure 
had been re-established at 200mbar thanks to the BPR, the intensity of m/z would return 
again. The ratios fortunately did not get enriched or depleted following this.  With increased 
temperature a drop was observed for all masses, though in a proportional manner that did 
not affect the enrichment to a noticeable degree, though it deserves further investigation. 
The cause of this effect is the reduced gas concentration arising from maintaining a constant 
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pressure at increased temperature, as described by the ideal gas law. Running with operating 
temperature and helium flow mass 32 was removed as intended and the remaining masses 
increased in signal by roughly 20%. This was to be expected as the remaining gasses would 
make out a bigger part of the sample flow following the removal of oxygen.  

From the treatment of the gas following the extraction, the only potential effect of fractionation not 
accounted for by running lab-air through the system would be the fractionation described in point 4, 
which is expected to be minor. 

Across the system the biggest source of fractionation was expected to be the solubility and the IRMS 
itself, as shall be described in the following chapter. A final point of note regarding the setup is that 
the used lab-air as the final standard to which the dynamically mixed standard (henceforth D.M.STD) 
should be bound. This decision was based on the assumption that it would have close to constant 
composition. But that failed to account for the conditions of the laboratory that had poor ventilation, 
resulting in insufficient air exchange. That meant that the large amount of N2 introduced from both 
the gas bottle and the liquid nitrogen shifted the isotopic composition of the air between the days.  

1.3.1 Calibration scheme 
When applying the corrections for the measurements it is important to apply them in the right order. 
For the IRMS it meant working backwards from the instrumental effects back to the gas extraction. All 
of the following calculations were done in a Matlab script that can be seen in appendix (1.2-1.4), where 
the data from the IRMS along with the depth, methane and Labview data were combined. 

The Isodat software that works as the interface between the user and the IRMS, comes with correction 
and calibration protocols, that for discrete samples would apply the corrections. It is not equipped to 
correct for continuous measurements, such as was done in this project, and for that reason the 
corrections have to be applied manually. 

The data from the IRMS comes in the form of intensity mV for each cup. The intensity of this signal 
scales with the amount of charged ions entering the cup, but due to the nature of uncertainty there is 
a background level of signal that needs to be accounted for in the data processing. Experimentally, 
this was done by starting each run, with the inlets for the IRMS closed in effect measuring on the 
vacuum provided by the built-in pump. This allowed for determining the value of the background level 
that would have to be subtracted from the sample intensities. 

𝐼௕௖ = 𝐼௠௘௔ − 𝐼௕௚          (12) 

In the equation above I refers to the signal intensity, with definition of the subscripts, bc: background 
corrected, mea: measured, bg: average background. Having corrected the intensities, it is then 
possible to use the intensities to determine the ratio between the isotopes using: 

𝑟ଶଽ =
௜௡௧್೎(ଶଽ)

௜௡௧್೎(ଶ଼)
  (13) 𝑟ଷ଺ =

௜௡௧್೎(ଷ଺)

௜௡௧್೎(ସ଴)
   (14)  𝑟ಲೝ

ಿమ

=
௜௡௧್೎(ସ଴)

௜௡௧್೎(ଶ଼)
   (15) 

Here r is the ratio between the background corrected intensities for the respective masses. It should 
be noted that these intensity ratios are not equal to the elemental or isotopic ratios, as the measured 
signal has been amplified differently for each cup. In order to scale them it was necessary to compare 
the ratios to measured ratios of know gas compositions. For this purpose, the use of delta notation is 
suitable, and will make use of the definition in equation 1.  
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𝜕ଵହ𝑁 = ቀ
௥మవ

௥మవೄ೅ವ
− 1ቁ (16) 𝜕ଷ଺𝐴𝑟 = ቀ

௥యల

௥యలೄ೅ವ
− 1ቁ  (17)  𝜕

஺௥

ேమ
= ቌ

  ௥ಲೝ
ಿమ

  ௥ಲೝ
ಿమ

ೄ೅ವ

− 1ቍ  (18) 

Equation 16-18 show the equations used to find the enrichment in relation to the standard ratio.  
While rxSTD was intended to be the ratio of the D.M.STD, we decided to opt for using the average r29, 
r36 and rAr/N2 of the lab-air measured in the morning and evening calibration run instead. The reason 
for this was that the lab-air as mentioned was less stable than expected, so binding the D.M.STD to a 
lab-air ratio that had to be corrected for the daily variation would be double work compared to binding 
the measurements directly to the daily lab-air measurements. By doing this, we are admittedly making 
the mistake of assuming that the lab-air has a constant composition, which we know not to be the 
case. Unfortunately, D.M.STD was also not constant across the campaign. The found daily average 
ratios can be found in Table 2.  

A detail to make note of is that equation 14 and 17, shows the ratio of 36/40 rather than the 40/36 
that will later be used. The reason for this is that initially ratio 36/40 was used when the calibration 
scheme was developed. When the data is presented, after the completion of the data treatment it will 
be converted to the proper ratio 40/36 as: 

𝜕ସ଴𝐴𝑟 = ቀ
ଵ

డయల஺௥ାଵ
− 1ቁ          (19) 

While the measurement of the D.M.STD was no longer used for binding the data to a scale, the 
measurement of D.M.STD before and after each experimental run was used for determining the drift 
across the run. Surprisingly the drift was within the uncertainty of the measurements for most days 
and no correction needed to be applied. The exception was for the 4th of November where the argon 
supply had accidentally been turned off for the D.M.STD. causing a drop in intensity of m/z 36 and 40. 
When the flow of argon was re-established in D.M.STD it led to a delayed increase of m/z 40 when 
compared to m/z36 for the standard and the sample side as well. The exact way that the D.M.STD 
would affect the sample side is still unknown, but the resulting drift was corrected by: 

𝐼ௗ௖40 = 𝐼௕௖40 −
ଵ

஽௥∙(௧ି௧೚)
          (20) 

Where Idc40 is the drift corrected intensity of m/z 40 and Ibc40 
is the background corrected value found in eq. 12. Dr is a 
fitted drift factor based on the measurement of the pre and 
post experiment D.M.STD measurements. t is the time and 
the t0 is the time where the correction was applied. Due to 
attempts to re-establish the proper elemental ratio in the 
D.M.STD in between the morning and afternoon run, a second drift effect unfortunately also affected 
the afternoon run. This led to two values for Dr at two different t0 seen in Table 1. 

While the intensities of the measured masses scale with the number of incoming charged molecules, 
it does not scale linearly, nor equally across different chemical species. These issues manifest in two 
effects, termed pressure imbalance (MICHAEL L. BENDER, 1994) and chemical slope effect. 

The pressure imbalance effect is the non-linearity effect for the individual masses and can be 
determined by running the system with different inlet pressures, to allow for different flows of sample. 
Experimentally this was done in dual-inlet mode switching between lab-air passing through normally 
running gas-treatment setup to the D.M.STD that was maintained at different pressures via the FPR. 
This resulted in different levels of signal intensity for the standard that could be compared to the 

Table 1: Drift correction value for int40 
with drift origin time t. 

Dr (mV/day) t0  (hh:mm:ss) 
-0.456 11:00:30 
-1.00 16:57:03 
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constant lab-air. Here linear scaling of signal intensity would result in constant isotopic ratio, but this 
was not observed to be the case, as varying levels of enrichment for 15N and 36Ar were observed. 

This effect could be linearly fitted by plotting the resulting enrichment of 15N and 36Ar against the 
offset of the measured intensity of the parent isotope (14N and 40Ar) between the standard and the 
lab-air. The resulting fractionation termed δPx, with x being either 29, 36, or Ar/N2 got defined as: 

𝛿௉ଶଽ൫𝐼௕௖(28)൯ = 𝑃ଶଽ ∗ (𝐼௕௖(28) − 10500𝑚𝑉)       (21) 

𝛿௉ଷ ൫𝐼௕௖(40)൯ = 𝑃ଷ଺ ∗ (𝐼௕௖(40) − 8900𝑚𝑉)       (22) 

𝛿
௉

ಲೝ

ಿమ

൫𝐼௕௖(28)൯ = 𝑃ಲೝ

ಿమ

∗ (𝐼௕௖(28) − 10500𝑚𝑉)       (23) 

Where 𝛿௉௫  is the resulting offset of the delta value for mass x in ‰, and Px being the pressure 
imbalance factor for mass ratio x in units ‰/mV. The values of 10500mV and 8900mV subtracted from 
the Ibc(28)  and Ibc(40) values were chosen as rounded-off averages for lab-air intensities. The closer 
the intensity is to that of lab-air the smaller resulting offset in delta value would be observed.  The 
pressure imbalance dependence was established by doing multiple measurements of the standard gas 
at different pressures, and comparing the gathered delta values when compared to the lab-air that 
was coming at a constant pressure of 200mbar. The resulting fits can be seen in the appendix 1.5. The 
pressure imbalance effect can then be corrected by subtracting the pressure imbalance fractionation 
from the measured delta value: 

𝜕ଶଽ𝑁ଶ ௉.௖௢௥ = 𝜕ଵହ𝑁 − 𝛿௉ଶ ൫𝐼௕௖(28)൯   ቂ𝑃ଶଽ = 1.05 ± 0.21 ∙ 10ିସ ‰

௠௏
ቃ  (24) 

𝜕ଷ଺𝐴𝑟௉.௖௢௥ = 𝜕ଷ଺𝐴𝑟 − 𝛿௉ଷ଺൫𝐼௕௖(40)൯   ቂ𝑃ଷ଺ = 6.76 ± 0.16 ∙ 10ିସ ‰

௠௏
ቃ  (25) 

𝜕
஺௥

ேమெௌ.௖௢௥
= 𝜕

஺௥

ேమ
− 𝛿

௉
ಲೝ

ಿమ

൫𝐼௕௖(28)൯   ቂ𝑃஺௥/ேమ
= 5.59 ± 0.55 ∙ 10ିସ ‰

௠௏
ቃ (26) 

Following the application of the pressure imbalance correction the effects of chemical slope can be 
corrected. The chemical slope reflects the readiness of different chemical species towards becoming 
charged. The chemical slope effect can be characterized, by varying the elemental ratio and observing 
the resulting fractionation. This was done experimentally by changing the amount of argon added to 
the D.M.STD, by controlling the pressure of the argon supply. The resulting Ar/N2 levels spanned ratios 
from 50%-200% of atmospheric levels. The fitting can be found in the appendix 1.6. It should be noted 
that the data used for finding the chemical slope had been corrected for the pressure imbalance first, 
as that effect would also come into play with the resulting increases intensity 40. The effect on 
isotopes was expressed as a function of the pressure imbalance corrected elemental ratio enrichment.  

𝛿஼ଶଽ ൬𝜕
஺௥

ேమெௌ.௖௢௥
൰ = 𝑎ଶଽ ∙ 𝜕

஺௥

ேమெௌ.௖௢௥
    ቂ𝑎ଶଽ = 4.97 ± 0.3 ∙ 10ିହ ‰

‰
ቃ (27) 

The chemical slope effect was minor for δ15N which would be expected as the variation in the 
elemental ratio would not cause a large variation in the nitrogen abundance. The effect was found to 
follow a linear trend with the elemental ratio δAr/N2.  

𝛿஼ଷ଺ ൬𝜕
஺௥

ேమெௌ.௖௢௥
൰ = 𝑏ଷ଺ ∙ ൬𝜕

஺௥

ேమெௌ.௖௢௥
൰

ଶ

+ 𝑎ଷ଺ ∙ 𝜕
஺௥

ேమெௌ.௖௢௥
 ቂ𝑎ଷ଺ = 1.78 ± 0.05 ∙ 10ିଶ ‰

‰
ቃ (28)

        ቂ𝑏ଷ଺ = 9.59 ± 1.4 ∙ 10ି଺ ‰

‰మቃ 
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The effects on the argon isotope were more pronounced and could be fitted well by a second order 
polynomial in the tested range.  

The two effects can then be applied to the isotopic delta values accordingly. 

𝜕ଶଽ𝑁ெௌ.௖௢௥ = 𝜕ଶଽ𝑁௉.௖௢௥ − 𝛿஼ଶ ൬𝜕
஺௥

ேమெௌ.௖௢௥
൰       (29) 

𝜕ଷ଺𝐴𝑟ெௌ.௖௢௥ = 𝜕ଷ଺𝐴𝑟௉.௖௢௥ − 𝛿஼ଷ଺ ൬𝜕
஺௥

ேమெௌ.௖௢௥
൰       (30) 

After the instrumental corrections for back ground signal, pressure imbalance and chemical slope, had 
been applied to generate the 𝜕𝑥ெௌ.௖௢௥ values, it was necessary to correct for the effect of the daily 
variation in lab-air ratios. By accounting for the daily variation observed between lab-air 
measurements, it was possible to bind down the values to a constant scale.  

Table 2: overview of the average measurements of daily air ratios and their resulting delta values in relation to their internal 
average. For the fifth two averages were generated, one for the morning run * and one for the afternoon run **.  

 Daily ratio Daily offset (‰) Uncertainty (‰) 
 Date r29  r36  rAr/N2   δ29N δ36Ar δAr/N2   δ29N δ36Ar δAr/N2  
31-Oct 0.740291 0.321742 0.846356 -0.007 0.95 2.57 0.007 0.06 0.2 
04-Nov 0.740093 0.323380 0.832760 -0.023 7.53 -12.21 0.015 0.14 0.4 
05-Nov* 0.740174 0.320725 0.841558 0.114 -0.65 -1.63 0.013 0.12 0.3 
05-Nov** 0.740117 0.320564 0.841625 0.020 -1.24 -1.63 0.012 0.11 0.2 
06-Nov 0.740061 0.320241 0.843527 -0.072 -2.35 0.54 0.011 0.09 0.2 
07-Nov 0.740007 0.319905 0.844153 -0.031 -3.07 1.35 0.006 0.09 0.2 

 

As can be seen in Table 2, the ratios for the different days do differ, as reflected by the associated 
daily delta values. The delta values were generated by the same data treatment described above, with 
the change that the rx used in eq. 16-18 was the daily ratio, while the rxSTD was the average ratio across 
the days. The resulting delta values span 0.18‰ for δ29N. With expected values of δ29N in the sample 
ranging of 0.3-0.5‰ this offset is substantial and needs to be accounted for. For δ36Ar and δAr/N2 the 
situation was even more severe with greatest offset seen for the 4th. The daily offset is accounted for 
in the manner shown below. 

𝜕ଶଽ𝑁௔௜௥.௖௢௥ = ൫(𝜕ଶଽ𝑁ெௌ.௖௢௥ + 1) ∗ (𝜕ଶଽ𝑁஽.௔௜௥ + 1) − 1൯      (31) 

𝜕ଷ଺𝐴𝑟௔௜௥.௖௢௥ = ൫(𝜕ଷ଺𝐴𝑟ெௌ.௖௢௥ + 1) ∗ (𝜕ଷ଺𝐴𝑟஽.௔௜௥ + 1) − 1൯      (32) 

𝜕
஺௥

ேమ௔௜௥.௖௢௥
= ቆ൬𝜕

஺௥

ேమெௌ.௖௢௥
+ 1൰ ∗ (𝜕

஺௥

ேమ஽.௔௜௥
+ 1) − 1ቇ       (33) 

Where δxair.cor was the sample offset from the average air ratio, and δxD.air was the daily offset for lab-
air. Caution should be used when applying these equations as the delta values are in ‰, so as an 
example the value of δ36ArD.Air for the 4th would be 0.00753 when used in the equation. 

While the binding of the delta values to a local constant scale ought to be the last correction applied, 
the lab-air used for comparison was introduced right after the point of extraction. For that reason, the 
daily lab-air can only be used to correct for the effects affecting the measurements from its point of 
entry till the IRMS. The last effect that could be corrected for is the solubility effect that will be 
described in the chapter below. 
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1.3.2 Solubility effect 
As discussed in the experimental section, the extraction of gas from the liquid stream happened via 
the micro module where the pressure at the liquid side of roughly 1190mbar would drive the gas to 
the shell-side of the module kept at 300mbar. It should be realized that the extraction will not be 
complete, as the best-case situation being a pressure equilibrium between the two sides of the 
module, would still leave gas dissolved. It is, however, unlikely that an equilibrium has been reached, 
and it should rather be considered at a steady state. Whether the resulting steady state will result in 
more or less gas lost than expected from the equilibrium, will depend on the level of equilibrium 
reached before the micromodule. For the purpose of discussing this equilibrium I will use the common 
description of equilibrium between a dissolved gas and its gaseous phase, Henry’s law constant (John 
H. Seinfeld, 2006). 

𝐻௫ =
[௫]

௉ೣ
           (34) 

Henry’s law constant (M/atm) is the equilibrium constant between the concentration of dissolved 
species [x] and its partial pressure Px. Like all equilibrium constants Henry’s law constant is 
temperature dependent, and its dependence on temperature can be described as: 

ln(𝐻௫) = 𝐴௫ +
஻ೣ

்
+ 𝐶௫ ∙ ln (𝑇)         (35) 

With A, B and C being gas specific constants and T being the temperature in kelvin. 

Table 3: Overview of N2, O2 and Argons constants for solubility in water for use in eq. 35. (NASA, 2011) 

Gas A B (K) C H(298K) 
[M/atm] 

N2 -177.1 8640 24.71 6.62E-4 
O2 -161.6 8160 22.39 1.30E-3 
Ar -11.605 1500 0 1.42E-3 

 

From Table 3 the cause for concern can be seen, as N2 is only half as soluble in water as oxygen and 
argon. That will lead to depletion in the elemental ratio Ar/N2, as the loss to the liquid will be relatively 
bigger for Ar than for N2.  
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In order to determine these effects 
initial experiments investigating the 
gas loss was performed by Janani 
Venkatesh, where different flows of 
the N2 ranging 1.25ml/min-
3.75ml/min was added to varying 
values of liquid flow in 0.25ml/min 
steps. This was done for multiple levels 
of pressure at the BPR to also 
determine the effect of the pressure at 
the micro module. From the resulting 
gas flow an extraction efficiency 
(henceforth EX) was calculated as the 
measured gas flow divided by the 
introduced gas flow. The resulting EX 
found for one of the sets of 
experiments with peristaltic pump set 
to 23ml/min can be seen in Figure 10. 
Here, the EX for multiple gas ratios, 
are fitted linearly against the BPR-
setting. From the data it would 
appear that there is a maximum EX of 
98.2% with a BPR setting at 0mbar. 
That is somewhat surprising as one 
would expect a vacuum to drive the 
extraction ought to result in an EX of 
100%, but this discrepancy is assumed 
to reflect the steady state of the 
running system. With steady state it is 
to be expected that not all gas will 
have had time to be evacuated, even 
at maximum extraction potential. 

At the set-point of 300mbar used 
throughout the experiments the EX for N2 spans 92.5-96.3% depending on the measured gas ratio. As 
expected, the EX increases with the gas ratio, though this increase is not linear. Determining the EX 
dependence on G% will be important, as G% is the only parameters that can be measured during a 
sample run that relates to the equilibrium. The way this was done, was to plot the fitted slopes from 
Figure 10 against the resulting gas ratio leading to Figure 9. In this figure the resulting BPR 
dependencies for four different pump settings have been plotted against the logarithm of G%, 
producing comparable linear fits. 

𝐸𝑋ேమ
= 1 − ൫(ln(𝐺%) ∙ 𝑠 + 𝑚) ∙ 𝑃 + 1.84%൯       (36) 

Where EXN2 is the EX for nitrogen, s is the average slope of the fits shown in Figure 9, while m is the 
average intercept. P is the pressure of the BPR, and 1.84% is the minimum loss to the liquid. 

Figure 10: extraction efficiency for N2 calculated as measured gas flow divided by the 
introduced gas flow. Multiple different gas ratios have been plotted versus the pressure 
set at the BPR in mbar. 

Figure 9: The slopes for BPR dependence in units mbar-1 plotted against the 
logarithm of the G%. Four different peristaltic pump speeds have been plotted. 
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The initial experiments were only done for nitrogen, so the solubility of argon is not accounted for in 
these results. An approximation for the effect of solubility for argon can be found by comparing the 
Henry’s law constant for argon and nitrogen.  

𝐸𝑋஺௥ = 1 − ൫1 − 𝐸𝑋ேమ
൯ ∙

ுಲೝ

ுಿమ

          (37) 

At a pressure of 300mbar with a temperature of 25˚C and a G% of 10% the EX for nitrogen would be 
93.95% and for argon would be only 86.88%. That would result in a drop in the δAr/N2 equal to -
74.4‰. In general, the fractionation from this can be calculated as: 

𝜕
஺௥

ேమ
=

ா௑ಲೝ

ா௑ಿమ

− 1           (38) 

 The resulting fractionation can be seen plotted against G% in Figure 11. 

This only covers the effect on the elemental ratios, but 
still leaves the effects of isotopes unaccounted for. 
Unfortunately, it was not possible to find any Henry’s Law 
constants for different isotopes of N2 and argon.  It is 
expected that the fractionation would lead to depletion 
of the heavier isotope in the gas-phase, as the heavier 
isotope would require more energy to shift phase 
compared to the lighter one. For nitrogen the range of 
effect has been found to vary between 0.055-0.08% 
difference in solubility for the heavier isotope compared 
to the lighter (Janscó, 2001), with greater difference at 
lower temperatures. In order to investigate these effects, 
a set of experiments were done where the overflow of the dynamically mixed standard was connected 
to the MFC in place of the Glacial standard. (see appendix 1.7 for details)  

This allowed for switching between the standard and sample inlet on the IRMS, and observing the 
fractionation effects of the complete system, excluding the melthead. Like the initial experiments this 
was done stepwise, across the gas flow range of 0.75-2ml/min in 0.25 steps in liquid flows 22, 23 and 
24ml/min. The result from these experiments can be seen in Figure 12, where the resulting offset 
between the standard going through the full system and the direct standard line is plotted against the 
logarithm of the resulting gas ratio. The effect observed for δ29N2 is minor on the per meg scale, and 
is therefore at the limit of detectability for the instrument, as can be confirmed by the poor fit. It could 
reasonably be argued that the correction should not be applied for δ29N2 based on the R2, but it will 
be included for completeness sake. For both δ29N2 and δ36Ar the effect is going in the expected 
direction, as the heavier isotope is more depleted at lower G%. 

𝜕ଵହ𝑁௖௢௥ = 𝜕ଶଽ𝑁௔௜௥.௖௢௥ − 𝑆ଶଽ ∙ ln (𝐺%)   [𝑆ଶଽ = 5.8 ± 3.2 ∙ 10ିଷ‰]  (39) 

𝜕ଷ଺𝐴𝑟௖௢௥ = 𝜕ଷ଺𝐴𝑟௔௜௥.௖௢௥ − 𝑆ଷ଺ ∙ ln (𝐺%)  [𝑆ଷ଺ = −0.30 ± 0.03‰]  (40) 

𝜕
஺௥

ேమ௖௢௥
= 𝜕

஺௥

ேమ௔௜௥.௖௢௥
− 𝑆஺௥/ேమ

∙ ln (𝐺%)   [𝑆ଶଽ = 27.3 ± 2.5‰]   (41) 

Figure 11: Fractionation of the elemental ratio Ar/N2 
calculated as a function of G%. 
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The final correction function for the data 
then became as presented in eq. 39-41.   

Here it is surprising that the experimentally 
found dependence on G% for the elemental 
ratio is 27.3 while the value expected from 
comparison of EX with henry’s law in eq. 38 
was 74.7. It should be noted, however, that 
the initial experiments were conducted with 
a different setup, which might have allowed 
for a greater loss than what was achieved in 
the final fine-tuned setup. To arrive at the 
same G% dependence the loss would need to 
be 0.404 times smaller. 

When running the correction in the Matlab 
script, the G% has been smoothed over 70 
seconds, as the variation seen due to bubbles 
introduced noise dominating the data.  

With the solubility effect corrected the data 
was ready to be cleaned for contamination 
spikes. These were visually detected and 
confirmed by comparing the detected signals 
with the experimental log kept during the 
campaign tallying the timing of breaks and 
fractures. Examples of these contaminations 
can be seen in Figure 13 and Figure 14 where 
the contamination is documented as spikes 
in both the elemental ratio and the methane measurements. After the contamination spikes had been 
removed a smoothing of the data could be applied, without the contamination seeping into the 
smoothed data. For this a 30 second smoothing applied on the final δ-values. The 30 seconds was 
chosen as it is well below the smoothing time occurring across the IRMS sample line, so no significant 
time resolution is expected to be lost.  

  

Figure 12: Fractionation effect as a function of solubility on δ29N2 
(blue) in per meg, on δ36Ar (green) in ‰ and on δAr/N2 (orange) 
in ‰ in plot C, all  plotted against the logarithm of the gas ratio 
in percentage. Linear fits forced through 0. 
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1.3.3 Age assignment 
Age assignment of the data is important in order to be able to compare the collected data with other 
climate records. Age assignment had already been done for the age of ice in Dye 3, and the data for 
this was provided from personal communication with Bo Vinther, and adheres to the age assignment 
of GIC05 assignment. Age assignment 
of the gas thus became a quest to 
properly assign the measurements to 
depth. 

The depth scale assignment was 
completed by Janani Venkatesh who 
was responsible for the methane 
measurements during the campaign. 
This first required converting the 
encoder data at the melthead to 
depth, based on the melt speed and 
the data from the ice-core log 
detailing the core lengths and break 
locations. From this, the depth 
corresponding to the ice melted at 
any specific time was known. 

Next step was determining when the 
melted ice would arrive at the 
micromodule for gas extraction, and 
then further reach the gas 
measurements. Thanks to the 
addition of sensors for both flow and 
pressure for gas and liquid, it was 
possible to reconstruct the travel 
time for the gas sample from release 
at the melthead to arrival at the 
Picarro unit. This was done in two 
steps, one that used the gas flow and 
pressure to calculate the travel time 
from the micromodule to the Picarro. 
From this a second step was 
calculated using the liquid and gas 
flow to go from the micromodule 
back to the melthead. By accounting for this delay, Janani was able to align the methane 
measurements with the depth. Because the measurement of methane and isotopes were conducted 
on two separate sample lines after the gas extraction with different flows, it was necessary to bind 
them to the same experimental time if the depth assignment of methane should be used. The best 
time to use for this would be the arrival time at the micromodule as the travel time is the same for 
the two instruments until then. 

Figure 14: Zoom in on data from depth 1791-1792 meters below surface. 
Plotted is the [CH4] in ppb in black and the δAr/N2 in ‰. The blue region 
highlighted is a contamination spike following a new ice stick. 

Figure 13: Zoom in on data from depth 1780-17812 meters below surface. 
Plotted is the [CH4] in ppb in black and the δAr/N2 in ‰. The blue region 
highlighted is a contamination spike following a break. 
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Unlike for the methane measurements, 
that had varying delay times due to 
fluctuating gas flow and pressure, the 
delay time for the IRMS can be assumed 
to be constant across all the observed 
variation, as the flow was kept constant. 
The delay was estimated based on 
response time going from the argon-free 
Holocene and glacial standards to a 
sample. This delay was found to be 138 
seconds. Adding this delay to the travel 
time from the melthead to the micro 
module allowed for matching up the 
IRMS data with the depth profile. Finding 
the arrival time at the micro module was 
also essential for determining the 
solubility effect, as the G% used in eq. 39-
41 must be the G% at the time of extraction. 

In order to confirm the quality of the derived depth assignment, the depth assigned methane data 
and the depth assigned isotope data were compared, to see if contaminations arrived at the same 
time. The reason for using contamination for this detection rather than the climatic events, is that 
contaminations were often even more pronounced than DO-events and unlike those the timing of 
contamination spikes has to be simultaneous. Seen in Figure 13 and Figure 14  are the system’s 
responses to a contamination spike caused by modern air introduced by a gap between two sticks and 
a fracture in the core. The contamination spike for both methane and elemental ratio data occurs at 
the same assigned depth, and with the right assignment of the break, seen as jump in depth. There is 
a greater degree of smoothing for the methane data compared to the IRMS data, but the timing 
between them agrees. This good agreement between responses confirms the quality of the calculated 
delay times. The assigned depth can therefore be used for both the methane and IRMS data. 

 

Figure 16: Delta age based on matchmaker fitting plotted against depth in meters below surface. 

Dye 3 already had ice-age assigned to depth, as it was found for δ18O, so assigning the age was done 
directly from depth to ice-age. The ice-age however does not represent the age scale the gas should 
be bound up to, as the responses in events are shifted in depth, as can be seen in Figure 15. Here the 

Figure 15: Glacial termination seen in both δ18O and methane data. 
Highlighted are the onset of the termination in the respective data sets. 
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termination of the glacial is plotted as an example, and 
the difference between the ice and gas age can be 
seen high-lighted as the ΔDepth between the onset of 
both data sets. In order to arrive at an initial guess of 
the gas-age the data of δ18O was used to find match-
points with the methane and isotope data. While it 
would normally be recommended that the gas-age is 
assigned by matching the methane record with 
previously established methane records, this has not 
been done for this data yet. The resulting difference in 
age can be seen in Figure 16.  The saw-like pattern of 
the data comes from the linear fit between each 
match point, and is mostly due to a lack of proper 
match-points and the poor time resolution of the 
δ18O. Additionally, the point at 1897m with a negative 
Δage is not lining up with what should be expected, as 
the gas is never younger than the surrounding ice. 
With the depth and age assignment complete, it is 
possible to look at the resulting age along depth scale. 
This can be seen in Figure 17. 

 

 

1.3.2 Uncertainty 
For any scientific results to have value the associated uncertainty has to be determined, and it is no 
different for this campaign. The uncertainties have been calculated for every final data point, based 
on proper error propagation of both data and correction functions. The uncertainty has been collected 
from the standard deviation of the intensities of each m/z value in mV, the uncertainty in the found 
ratios for the daily calibration have been applied for finding the uncertainty in the derived delta-
values.  

The pressure imbalance correction has some variation in the derived factors from day to day. Part of 
this is mostly due to the pressure of the used FPR not being completely stable before the 
measurement. Additional repeated experiments of this would have been able to decrease the 
associated uncertainty. The effect of these uncertainties is expected to be minor for δ29N2 and δAr/N2, 
as the range of I(28) never ventured far from 10500mV, meaning the resulting correction would be 
minor. For δ36Ar the correction, and thus the uncertainty, was more pronounced as I(40) was varying 
around 8300mV thus resulting in a bigger difference from the used setpoint of 8900mV.  

Effects of the chemical slope is only based on one set of experiments, which casts valid concern on 
the quality of the fit. The uncertainty of the second fit parameter for argon, b36, was also considerable 
compared to the value of b36. The reason for this is that the fit for δ36Ar was only based on 5 data 
points which is less than ideal. 

Another parameter that is not accounted for when applying the chemical slope correction is whether 
the observed enrichment of δAr/N2 is equal to the true enrichment in the standard. It seems 
reasonable to assume that that would not be the case, but it was not possible to determine with the 
experiments done here. For that to be feasible greater control of the mixed flows of argon and 

Figure 17: Assigned gas age in years before year 2000, plotted 
along depth in meter below surface. Dotted region marks the 
hole in the ice record for the CFA campaign. Minor missing 
sections are not highlighted indicated. 
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nitrogen would be needed to have a better sense of the elemental ratio to expect. For the sample the 
resulting range of δAr/N2 was in between -100 to -50 ‰, which we have to assume is within a range 
where the difference between observed and real enrichment is minor. 

With regards to the solubility correction, this is where the bulk of the uncertainty is introduced. This 
is both due to the huge spread of G% because of the fluctuating flow with the arrival of bubbles, and 
the uncertainty of the derived factors for the correction equations. The variation in G% is especially 
problematic for the elemental ratio, as it has such a great dependence on G%. 

The degree to which solubility has been reached for a sample coming from the melthead compared 
to the standard introduced earlier is unknown. Fortunately, most of the gas volume appeared to arrive 
at the micro module in the form of bubbles, similar to tests with the standards, hinting that the loss is 
probably comparable. Complicating a direct comparison between the standard and the sample is the 
temperature of the gas and water. For the sample it comes directly from the ice at ~0˚C, and heats up 
along the way. The temperature profile for the sample line is unknown, whereas for standards it is 
expected to be room temperature across the entire sample stream. Lower temperatures are expected 
to lead to more pronounced isotope fractionation, which could mean that the solubility corrections 
used are not correcting sufficiently.  

For the experiments investigating solubility the mQ-water used had been debubbled by N2, before 
being degassed by a module. From observations we know that this subsequent degassing was not 
sufficient in removing all the gas present in the water, which would mostly be N2. As the N2 used for 
debubbling was from the same bottle supplying the standard, it is possible that the water was still 
saturated with nitrogen reducing the fractionation occurring for the introduced standard. That could 
at least explain the small solubility effect on δ29N2, which I would have expected to be only one order 
of magnitude below the effect on δ36Ar. It is therefore likely that we are not correcting sufficiently for 
the solubility of δ29N2. 

The final effect adding to the uncertainty of the presented data is the smoothing of the data. The 
resulting uncertainty derived from this was calculated as a combination of the uncertainty of the data 
point and the standard deviation of the surrounding points smoothed across (in a Pythagorean 
manner). The resulting uncertainty will be plotted alongside the results.  

All of the error propagation can be seen in appendix 1.8-1.10. 
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1.4 Result and discussion 
The melting campaign was completed over the course of 7 work days, 30th and 31st of October 
including the 4th, 5th, 6th and 7th of November 2019. IRMS measurements were unfortunately not ready 
at the 30th, so isotope data only covers the depth running over the remaining 6 days. The corrected 
and smoothed data with contamination spikes removed can be seen in Figure 18 and Figure 19, where 
the δ18O(ice) record collected from (Langway, 1985), is plotted along the methane and isotope 
measurements. The DO-events have been highlighted and numbered for easier overview. The data is 
split up in two plots omitting the hole in the ice-record of 1821-1865m. 

 

 

Figure 18: Results from the Dye 3 2019 campaign in the age period 11000-16000 years before year 2000. The δ18O of ice 
(black) in ‰ is plotted along ice-age. Methane (grey), δ15N (blue), δ40Ar(green) and δAr/N2 (orange) are plotted against the 
assigned gas-age. Ages correspond to the depth 1780-1821m below surface. 
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Figure 19: Results from the Dye 3 2019 campaign in the age period 28000-44000 years before year 2000. The δ18O of ice 
(black) in ‰ is plotted along ice-age. Methane (grey), δ15N (blue), δ40Ar(green) and δAr/N2 (orange) are plotted against the 
assigned gas-age. Ages correspond to the depth 1865-1920m below surface. 

Looking at the results presented there are a few things that need to be addressed before any further 
data discussion can go on. Most eye-catching are the sudden jumps seen for the δ40Ar that span a far 
greater range than expected, from -3 to 7.5‰. Similar discontinuities can be seen for δ15N and δAr/N2 
at the same age, though to a much smaller degree. These jumps happen between two experimental 
runs and are caused by the instability of the lab-air used as the standard. This effect was expected to 
be sufficiently corrected for by applying the daily offset correction in eq. 31-33, but is evidently not 
enough to account for variation in δ40Ar. This highlights the need to have a constant standard across 
the measurements.  

Secondly, is timing of DO events 1, 8 and 10, where the gas signal arrives prior to the signal in the ice. 
This is explained by the gas age assignment not yet being adequate, as mentioned in the age 
assignment chapter.  

Thirdly, the elemental ratio is enriched when compared to modern air, which goes against 
expectations, as the close-off fractionation was expected to leave it depleted rather than enriched. 
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Having addressed the faults of the data, the attention can be brought back to what can actually be 
observed. Firstly, there are very clear events in δ15N that match up with the methane data, indicating 
the changes in firn fractionation effects. Similar events can also be seen for δ40Ar, though it is difficult 
to make out due to the large range. By comparing the magnitude of these events, it will be possible 
to determine what effect thermal and gravitational fractionation had leading to the increases.  

Looking at the elemental ratio, it is apparent that it differs from the two isotope effects. While there 
are events that can be made out from the otherwise high variability of the data, these events do not 
line up with the methane increases.  

 

Figure 20: Overview of the error propagated uncertainty based on 30 second smoothing. A is the uncertainty in assigned age 
in years, based on a 5 sec uncertainty in between methane measurements delay and the IRMS delay. B is the uncertainty in 
δ15N of ‰, C is the uncertainty of δ40Ar in ‰ and D is the uncertainty of δAr/N2 in ‰. 

To determine which values can be considered signals and which are noise it is necessary taking a look 
at the propagated uncertainties accompanying the data. An overview of this can be seen in Figure 20. 
Here the first sub-figure, A, shows the uncertainty in age assignment between the ice and gas age 
based on the uncertainty in the depth assignment. B, C and D show the uncertainty of the IRMS 
measurements, a. δ15N has a rather satisfying uncertainty below 50permeg for the entire core. While 
better accuracy could be desired, <50permeg uncertainty will still allow for proper data investigation. 
For δ40Ar the uncertainty is considerably higher, around 0.6‰ which is on the order of the expected 
signals. Most of this uncertainty comes from the relatively high uncertainty of the daily lab-air 
measurements. This is somewhat apparent with the highest plateau between 13000-30000 
corresponding to the measurements of the 4th that had a large daily uncertainty. The uncertainty 
should therefore rather be interpreted as the accuracy rather than the precision of the measurements. 
Though as the different runs span a range of 10‰, the uncertainty in accuracy is not sufficient to 
account for this. The δ40Ar should therefore be limited to be investigated for relative change within 
each run. 

Finally, for δAr/N2 the uncertainty is at a surprising 6.5‰, which is more than double the expected 
signals arising from gravitational and thermal fractionation. Some of the variation seen in the data is 
smaller than this, casting doubt on whether the elemental ratio has any signal at all. With similar line 
of reasoning as for δ40Ar, I will argue that it does, as the majority of the uncertainty comes from the 
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high uncertainty of the solubility correction factor. It accounts for around 87% of the uncertainty for 
δAr/N2. I would therefore argue that it is mostly an uncertainty in the accuracy of the absolute value, 
but does not reflect the variability of the data. The uncertainty of the absolute value would also explain 
why the final values are enriched instead of depleted as expected. The variation is rather reflected in 
the remaining 13% of the uncertainty. Those 13%, 
however, still make up a variation around 0.9‰, 
which is still half the expected signal size from 
gravitational and thermal fractionation making it 
problematic to recover meaningful signals. With a 
better understanding of the results, a detailed look 
into the different aspects will now commence.   

1.4.1 δ15N record 
The δ15N data has the most precise data of the IRMS 
measurements, and it is the IRMS measurement that 
best lends itself for comparison with previous work. 
δ15N records have already been made for other cores, 
and for the top 120meter of Dye 3. The general level 
seen in this campaign for stadial periods is between 
0.15-0.3‰, which based on an average temperature 

of -36˚C (C. Buizert B. A., 2008) would 
correspond to an unbelievable firn-column 
height of 30-60meters. That is shallower 
than the current height around 65-70 
meters which stands in contrast to the 
expectation that the firn at glacial times 
would be even deeper due to the colder 
temperatures. A reduced accumulation 
ratio would help by counteracting this 
deepening. Since accumulation is expected 
to scale with temperature, the colder 
temperatures would result in lower 
accumulation, due to overall dryer 
conditions. The explanation might be found 
elsewhere though, as a discrepancy 
between firn height and observed δ15N 
already has been documented for the top 
80-120m samples of Dye 3 (H. CRAIG, 
1988). Here the values found were 0.11‰ 
(33% of expected value) lower than the 
value expected. The explanation given for 
this was the high advective flow as a 
consequence of the high accumulation. 
That however complicates matters, as the 
high accumulation that would increase the 

Figure 21 Density profile of Dye 3 as calculated by 
Herron-Langway’s model, with snow density of 0.39kg/l, 
Temperature: -20˚C and accumulation: 0.56m/yr. 

Figure 22: Plot of δ15N in ‰ of Dye-3, as measured by discrete 
measurements (red) and by CFA (blue). Both have associated 
uncertainty. The discrete data is provided by Todd Sowers, The Earth 
and Environment Systems Institute, Penn State University 
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advective flow would also result in a deeper firn-column. The two potential explanations for the 
lowered signal thus counter each-other.   

In order to help assign values more confidently I will make use of discrete measurements performed 
on Dye 3 (Sowers, 2020). As mentioned, when discussing the ice logging during the campaign, ice was 
collected for performing discrete measurements by Todd Sowers. These would be able to help 
determine the precision of the CFA setup, as discrete sampling would be able to get more precise and 
accurate measurements as it is a well-established method. Unfortunately, due to the limitations 
brought by the COVID-19 situation in the spring of 2020, the measurements of the discrete samples 
were postponed, with only three regions measured before the lock-down. These measurements, 
kindly shared through personal communications with Todd Sowers, can be seen in Figure 22, and are 
plotted on top of the data collected by CFA. No conclusion should be drawn from the respective level 
of the two sampling types, and shall exclusively be used for comparison of trends. From looking at the 
three plots, reasonable agreement can be seen both with regards to timing and size of response. A 
few discrepancies are observed, but due to the limited amount of data points, nothing final can be 
said. While the accuracy of the discreetly sampled measurements is expected to be higher than that 
of the CFA, we have refrained from shifting the data to match it, as the discrete data-points represent 
too few data points across the core. It is possible that proper absolute scale can be assigned to the 
CFA data, once the remaining discrete data has been collected.  

While the absolute scale of the δ15N collected is still in question, it is possible to compare the cores 
response to DO-events to other cores. Figure 23 shows the collected data of δ15N for Dye 3 alongside 
the δ15N as recovered from the NGRIP core.  The δ15N data from NGRIP comes from the discrete 
measurements of δ15N collected as part of the Northern Greenland Ice-core Project (K. K. Andersen, 
2004).  

The age assignment for NGRIP has been aligned with the Greenland stratigraphic ice core chronology 
(GICO5) which has been created by layer counting, through visual stratigraphy, electrical conductivity 
measurements and CFA records  (Svensson, 2008). The methane record of the two cores has been 
added to allow for confirming the quality of the preliminary gas-age assignment of the Dye 3 record, 
as the timing of [CH4] between NGRIP and Dye 3 should be simultaneous. Where the two methane 
records agree, the gas-age assignment for Dye -3 is acceptable. Looking at the δ15N records, there 
generally seems to be good agreement between the two cores, with all the DO-events reflected in 
both. Due to improper timing, as confirmed by the methane record, there are a few periods where 
the onset and peak of events don’t agree, as seen with DO#1. With timing accounted for the attention 
can be brought to the values. Here two main differences manifest on the plots. 

Firstly, the difference in stadial levels between the two cores; the δ15N of Dye 3 is on average lower 
than NGRIP by 0.11‰, as would be expected with the deeper firn-column of NGRIP. Though the true 
difference is smaller, as the Dye 3 values are too low.  

The second difference is the response size and time for Dye 3 compared to NGRIP. The increases seen 
during interstadials brings the enrichment up to the same level as the NGRIP data for many of the 
events, and does so with a much steeper increase.  The transition steepness between the two cores 
can be compared as is done in Table 4. From the transition times it is clear that the effect of transition 
is spread out over fewer years for Dye 3, and with bigger increase in δ15N for the majority of the events. 
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Figure 23: Comparison plots between data from NGRIP as collected from discrete measurements and Dye 3. Along the left 
axis is plotted the methane record for NGRIP (red) and Dye 3 (grey) in ppb. Along the right axis is plotted the d15N data of 
NGRIP core (light blue) and the results from Dye 3 (blue) plotted versus gas age before year 2000. The top figure displays the 
period from 11000-16000 years ago with the bottom displaying the age from 27000-44000 years ago. DO-events for Dye 3 
have been highlighted and numbered. 

Table 4: compilation of transition time found as time between the onset of δ15N increase till the tip of the increase, and 
accompanying change in δ15N between these two periods for NGRIP and Dye 3. Peak and onset have been assigned visually. 
δ15N-slope is the 

 NGRIP   Dye 3   
DO- Event Transition time Δδ15N δ15N-slope  Transition time Δδ15N δ15N-slope  
(year) (yr) (‰) (‰/kyr) (yr) (‰) (‰/kyr) 
0 117 0.12 1.01 10 0.23 22.78 
1 2068 0.11 0.55 35 0.13 3.64 
4 213 0.13 0.63 10 0.14 14.41 
5 313 0.15 0.46 120 0.12 0.99 
6 162 0.10 0.65 145 0.21 1.41 
7 119 0.09 0.77 50 0.18 3.60 
8 177 0.11 0.61 45 0.19 4.24 
9 304 0.11 0.35 190 0.16 0.82 
10 325 0.16 0.50 200 0.09 0.47 
11 148 0.11 0.72 25 0.15 5.99 

 

The reasons for this difference shall again be found in the difference in firn-height. The first reason for 
the difference in steepness is that the deeper NGRIP firn column has smoothing across more years 
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than that of Dye 3, which would reduce the steepness. The increases in value seen with the interstadial 
transitions are caused by either/or thermal and gravitational fractionation, for which thermal 
fractionation would be more pronounced at Dye 3. The sudden increase in temperature at the surface 
will induce a temperature gradient, and that is going to be established across the firn the quicker the 
shallower it is. A quickly established temperature gradient is going to be steeper which will lead to a 
bigger thermal fractionation, as eq. 5 would dictate. The temperature profile of the two cores going 
back to 22000 years before present can be seen in Figure 24 (C. Buizert B. A., 2008), where the average 
temperature is not only higher for Dye 3, the temperature changes seen were also greater than those 
for NGRIP. The increase in temperature does not only affect the signal due to thermal fractionation, 
but will also affect the gravitational fractionation, as the firn densification depends on temperature. 
Since Dye-3 experiences bigger temperature increases than NGRIP, the expected resulting effect 
would be a shallower firn column compared to the stadial levels that would lead to a smaller 
gravitational effect. 

 

Figure 24: Mean annual temperature in ˚C for Dye 3 and NGRIP plotted along ice-age in years before present. The data for 
this was taken from supplemental data for “Greenland-wide seasonal temperatures during the last deglaciation” (C. Buizert 
B. A., 2008). 

But with the increased temperatures comes an increase in accumulation that would dominate the firn-
depth, driving the lock-in zone further down. Due to its location Dye 3 would be expected to see more 
accumulation than NGRIP, as is the case in modern times. The varying effects of the gravitational 
fractionation at the two places will have to remain unresolved, since no conclusion can be reached 
without a proper accumulation record.  

All that can be concluded from this comparison is that Dye 3 as a more southern drill-site closer to the 
coast is subject to a greater degree of change related to stadial-interstadial transitions. Due to the 
relative shallowness of the Dye 3 firn-column the air stored is mixed across years to less of a degree, 
giving much better temporal resolution.  

This high temporal resolution can also be used to compare the timing of transitions between the [CH4] 
and δ15N. This is done in Figure 25, where we see all the DO events and the small increase at Allerød 
(A)  (S. O. Rasmussen, 2006) for [CH4] and δ15N plotted along gas age. For most of the events, there 
appears to be near perfect agreement in timing for the onset of the events, with the exception of 
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DO#0 where the increase of [CH4] is going on for a longer time than the sudden increase of δ15N, and 
DO#11 where the increase starts earlier. An additional point of interest is the two pre-peaks seen in 
DO#8 and DO#11, where both [CH4] and δ15N increase, though the increase for δ15N is more significant. 
This increase is not seen in the δ18O, or in the NGRIP data, though that could be explained by the 
resolution. At the point of writing, I am unaware of these increases being discussed previously. 

 

 

Figure 25: Zoom in on the DO-events with plots featuring δ15N (blue) in ‰ plotted along the left axis and [CH4] (grey) in ppbv 
plotted along the right axis.  
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1.4.2 Thermal and gravitational fractionation 
As described in the chapter on firn, it is possible to discern the effect size of thermal and gravitational 
fractionation by observing the difference in response between the δ40Ar and δ29N2 signal. A direct 
comparison was made difficult by the poor reproducibility of lab-air δ40Ar across the different days. In 
order to remove this effect, a new iteration of the data was produced, separating the data by 
experimental runs. From each of these separated data groups, a new δ40Ar and δ29N2 record was 
created as the difference from the daily mean of each of these values. By doing this, binding the data 
to an absolute scale was sacrificed, but it allowed for removing the daily variation, thereby aligning it 
to a relative scale instead. The resulting difference from the mean was also divided by their Δm in 
order to scale the two isotopes for easy comparison. For δ29N2 it meant dividing by one, while for δ40Ar 
it meant dividing by four. The reason for this mass scaling is following the approach by (Jeffrey P. 
Severinghaus, 1998) , that showed that enrichment from gravitational fractionation will be of equal 
size for the two scaled datasets. By observing where the response is not identical, the effect of thermal 
fractionation can be observed. The full plot of this scaled data can be seen in Figure 26, where the 
separated experimental runs have been recombined to the gas-age scale. From this it is possible to 
make out the variation in the δ40Ar, and confirm that many of the DO-events are indeed also reflected, 
and is not just experimental noise.  

 

Figure 26: Scaled data for δ 29N2 (blue) and δ 40Ar (green). Data has been scaled and "detrended" as described above. Both 
δ40Ar and δ29N2 are plotted in ‰ along the relative scale. 
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There is still a greater degree of variation in the δ40Ar than in δ29N2, but it seems justified to use the 
values found to compare the two data sets. To do this, I focused on the DO-events and looked at how 
the two records responded. This alignment is presented in Figure 27 where the same zoom on DO-
events as used in Figure 25 have been applied. Here, the scaled relative values for δ40Ar and δ29N2 have 
been aligned along the y-axis so that the onset matches. Because of the long term variation seen in 
δ40Ar, the offset needed varied in size. While being plotted along two y axes, they are scaled identically 
so direct comparison is permitted. From here it is possible to see that there is variation in the 
responses from the two records. For events like the glacial termination at DO#0 we observe near 
perfect agreement with response, which would indicate that the fractionation almost exclusively 
comes from increase in gravitational fractionation, while for events like DO#6 a difference in scale can 
be seen indicating the thermal fractionation playing a part.  

 

Figure 27:  DO-event overview for the relative δ15N (blue) and δ40Ar (green) in ‰.  
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In order to quantify these effects, I found the average value at the onset of a DO-event and at the 
peak. An example of the two mentioned events DO#0 and DO#6 is shown in Figure 28. From these 
average values the difference can be found reflecting the fractionation associated with DO-event. 

 

In Table 5 the Δδ15N and Δδ40Ar has been found and eq. 10 and 11 have been used to find the input 
from the thermal and gravitational effect. As can be seen the fractionation at the glacial termination 
appears to come exclusively as a response to increased gravitational fractionation, where for DO#6 it 
appears to be driven equally between the two effects. These assigned values should be considered 
the tentative approximations that they are. The uncertainty is high, and the presence of negative 
values should indicate that no solid conclusion can be drawn from this.  

Table 5: Overview of climatic event responses. Peak and onset period marks the time periods used for generating the averages 
the Δδ15N and Δδ40Ar is generated from. The δtherm is thermal fractionation as calculated by eq. 11, while δgrav is gravitational 
fractionation as calculated by eq. 10. Uncertainty is the error propagated standard deviation of the averages for the two 
periods.  

Event 
# 

Onset period 
(yr B2K) 

Peak period 
(yr B2K) 

Δδ15N 
(‰) 

Δδ40Ar 
(‰) 

δtherm 

(‰) 

δgrav 

(‰) 

0 11725-11740 11710-11715 0.23 ± 0.03 0.23 ± 0.03  0.00 ± 0.05  0.23 ± 0.04 
A 13150-13220 12950-13010 0.08 ± 0.02 0.00 ± 0.03  0.10 ± 0.04 -0.01 ± 0.03 
1 14870-14890 14815-14835 0.13 ± 0.02 0.19 ± 0.03 -0.08 ± 0.04  0.21 ± 0.03 
1.5 15025-15075 14950-15010 0.01 ± 0.01 0.09 ± 0.03 -0.09 ± 0.04  0.10 ± 0.04 
4 28855-28900 28810-28845 0.14 ± 0.02 0.07 ± 0.04  0.09 ± 0.05  0.06 ± 0.04 
5.1 30950-31000 30800-30860 0.17 ± 0.02 -0.01 ± 0.03  0.21 ± 0.05 -0.05 ± 0.04 
5 32670-32760 32470-32550 0.12 ± 0.02 0.09 ± 0.02  0.03 ± 0.03  0.09 ± 0.03 
6 33910-34000 33710-33765 0.20 ± 0.01 0.12 ± 0.03  0.10 ± 0.04  0.10 ± 0.04 
7 35410-35475 35325-35360 0.18 ± 0.01 0.11 ± 0.02  0.08 ± 0.03  0.10 ± 0.03 
8 38370-38400 38300-38325 0.19 ± 0.02 0.16 ± 0.02  0.03 ± 0.03  0.16 ± 0.02 
8.5 38465-38490 38415-38435 0.10 ± 0.01 0.09 ± 0.02  0.00 ± 0.03  0.09 ± 0.03 
9 40390-40500 40160-40200 0.16 ± 0.02 0.20 ± 0.03 -0.05 ± 0.04  0.21 ± 0.04 
10 41800-42000 41350-41600 0.09 ± 0.02 0.19 ± 0.03 -0.12 ± 0.04  0.21 ± 0.03 
11 43355-43395 43310-43330 0.15 ± 0.02 0.11 ± 0.02  0.05 ± 0.03  0.10 ± 0.02 
11.5 43460-43525 43405-43425 0.08 ± 0.01 0.05 ± 0.02  0.04 ± 0.03  0.04 ± 0.02 

 

  

Figure 28: Zoom in on DO#0 to the left and DO#6 to the right. Plotted is the relative scaled δ-value for 15N (blue) and 40Ar 
(green). In each plot the average and the period it spans, has been shown for both the assigned peak and onset level for 
both isotope ratios.  
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1.4.3 δAr/N2 discussion 
Looking at the elemental ratio, it makes sense 
to address the enriched levels first. As 
discussed, not much credibility is owed to the 
absolute scale that the elemental ratio is 
bound to. In order to quantify the offset from 
the true values it will eventually be possible 
to rely on the discrete measurements from 
Todd Sowers again, as the elemental ratio 
was also determined during discrete sample 
measurements. As for the δ15N comparison, 
these preliminary discrete measurements 
shall only be used for trend comparison. The 
combined data set of CFA and discrete 
measurements can be seen in Figure 29, 
where A, B and C represent the same three 
regions shown for Figure 22. While the 
absolute scale of the CFA might be off by a 
large magnitude, it is still valuable to discuss 
the trends seen for the three plots. Plot C 
display good agreement, with a stable level 
followed by an increase of approximately 5‰ 
for both the discrete and CFA measurement. 
Plot B has two regions with discrete data 
where both are going in the opposite 
direction to that of CFA. For plot A, there is a 
rather stable level measured by the CFA data, 
while there is a clear increase of 21‰ for the 
discrete measurements. This disagreement in 
behaviour is difficult to make sense of, as it is 
unlikely that such an increase would not be 
captured by the CFA, since the variability of 
the data is smaller than that. Similar sized increases are observed elsewhere in the data, so it is 
possible for such increases to be reflected in the CFA- data. Worth mentioning is that the glacial 
termination as observed in the gas-age occurs at the depth of 1788m, so it is reasonable that an 
increase should be observed. However, a gas-age bound increase would be driven by thermal and 
gravitational fractionation, and while I have not found the thermal sensitivity of Ar/N2, the overall 
increase ought to be on the order of 12 times that observed for δ15N, due to the difference in mass 
between 15N/14N and 40Ar/28N2. As can be confirmed from Figure 27, the increase seen for the glacial 
termination, named DO#0, the δ15N increase was 0.23‰. The expected increase for the elemental 
ratio would then be about 2.76‰, close to an order of magnitude smaller than observed. Due to the 
large variation in the CFA data an increase of this size would get lost in the noise.  This discrepancy will 
have to be left unanswered until the remaining discrete samples have been done, so as to allow for 
determining whether the CFA Ar/N2 is unusable.  

Though the variation in the data is too large for determining gravitational and thermal fractionation 
effects, there is the third type of fractionation, close-off fractionation that affects the elemental ratio. 
As discussed, the size of the effect depended on the physical properties of the ice at close-off. The 

Figure 29: Plot of Ar/N2 in ‰ of Dye-3, as measured by discrete 
measurements (red) and by CFA (orange) with error bars. The discrete data 
is provided by Todd Sowers, The Earth and Environment Systems Institute, 
Penn State University 
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effect should then line up with the ice-age rather than gas-age which would explain why no peak is 
seen in the CFA at 1788m below surface. In Figure 30 the data for δ18O, δAr/N2 and [CH4] have been 
plotted together against depth instead of age. The purpose of this is to determine whether the 
increases seen in δAr/N2 corresponds to events or if it is all due to the variation of the data. By 
comparing with δ18O and [CH4] on the depth scale it is possible to determine if the events match with 
the ice or gas record. From the two plots matching increases can be seen for δAr/N2 simultaneous with 
δ18O, indicating that the close-off fractionations are dominating the signal with increases of upwards 
of 8‰.  It is unfortunate that many of the transitions in the ice-age are lost, as it makes it impossible 
to make the same kind of onset-peak comparisons for δAr/N2 as done for the isotope effects.  

 

 

Figure 30: Timing comparison. Plotted is the data for d18O (black) in, dAr/N2 (orange) in pm and [CH4] (grey) in ppb. All are 
plotted against depth. 

 

δO2/N2 has been suggested as a proxy for summer insolation, and because of this I investigated if the 
same would be true for δAr/N2. The result of this can be seen in Figure 31. 
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Figure 31: Mean summer insolation at Dye 3 (black) plotted along age, collected δAr/N2 data (orange) in ‰ plotted along 
ice-age.. The insolation has been computed from (Laskar, 2018) and is expressed as the average summer insolation in W/m2. 
The data has been calculated for latitude 65.11˚N in 100 year steps, with a solar constant of 1368 W/m2. δAr/N2 was plotted 
along ice age. 

From observing the comparison between δAr/N2 and the calculated insolation, there is a clear 
discrepancy between the two data sets. While there is semblance of agreement between trends of 
the two data sets at 28000-45000 years, this break down when compared to the lack of a shared trend 
between 11000-16000 years. While δO2/N2 work as a proxy for summer insolation, from this data it 
would seem that the driving force for such a relation is not the close-off fractionation, as that would 
result in correlation with δAr/N2. When generating the insolation data, the orbital components going 
into it; such as eccentricity, climatic precession and obliquity was also generated, and here agreement 
between the climatic precession and the δAr/N2 was observed. 

 

Figure 32: Mean climatic precession (black) plotted along age, collected δAr/N2 data (orange) in ‰ plotted along ice-age. 
The precession has been computed from (Laskar, 2018) and is unitless. The data has been calculated for latitude 65.11˚N in 
100 year steps. δAr/N2 is plotted along ice age. 
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From the results in Figure 32 a consistent correlation can be observed, though the certainty of it is 
reduced due to the lacking data in-between 16000-28000yrs that would otherwise confirm correlation 
at the peak as well. Another potential effect for the increase seen before 35000yrs would be that ice 
the ice comes from further upstream, where the snow fall conditions are different.  

Even if this correlation is able to explain the long-term trends, the timing with DO-events is not 
explained by the orbital effects. That explanation should be found in the changes in the close-off 
fractionation as a result of changes in the ice-grain properties. The driver for this change must be 
bound to temperature, as it increases with the temperature changes seen in the δ18O record. Though 
I have no knowledge or experience in physical properties, I would propose that it is possible that 
δAr/N2 could be used as a proxy for the density of snowfall. The snowfall density would at the very 
least also be dependent on the snow-grain structure. Increase in the temperature and accumulation 
would also come with an increase in initial density. 

Whether this is the case will have to be 
determined by further investigation into the 
physical properties of the ice.  

1.4.4 Total air content reconstruction 
A final detail that was hoped to be extracted 
from the data was the total air content. 
Throughout the work the gas ratio has been 
used, which is not the same as TAC. The gas 
ratio was calculated as the gas volume divided 
by the total sample flow. The TAC can be 
determined by the CFA measurements, as the 
gas flow divided by the total liquid flow 
converted from volumetric to mass flow by 
converting it via the density of water. For the 
calculation the density of water at ρ(20˚C) 
was used which was found to be 0.9982kg/l. 
The value gained from this is close the TAC, 
but the loss of dissolved gas needs to be 
corrected for. The correction eq. 36 was used 
to calculate the EX of nitrogen. By combining 
the resulting EXN2 with eq. 37, modified to find 
EX of oxygen as well as argon, the EX for the 
three main atmospheric gasses could be 
found. By weighing their EX with their 
atmospheric abundance, the total gas EX was 
found.  

𝐸𝑋௧௢௧ = 𝜒ேమ
∙ 𝐸𝑋ேమ

+ 𝜒ைమ
∙ 𝐸𝑋ைమ

+ 𝜒஺௥ ∙ 𝐸𝑋஺௥         (42) 

Dividing the uncorrected TAC by the EXtot, yields the corrected TAC. Here it is approximated that the 
three main components Oxygen, Nitrogen and argon result in 100% of the atmospheric composition. 
For completeness’ sake, the values for δO2/N2 and δAr/N2 should be used to correct for variation in 
the stored abundance, but as δO2/N2 was not measured by CFA and the δAr/N2 was poorly bound to 
an absolute scale those variations are not taken into account. 

Figure 33: Overview of total air content as collected for CFA 
(blue) and discrete measurements (red) plotted along depth. 
Discrete measurements collected by Todd Sowers.   
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The resulting corrected TAC can be seen in Figure 33, where it is plotted alongside the TAC as collected 
by discrete samples. There is very good agreement between the two TAC measurements, though the 
measured TACCFA is still slightly lower than the discrete measurements. The good agreement between 
the two types of measurements is reassuring, but because the found TACCFA is still lower than as 
determined by discrete measurements the preferential gas loss at the melthead cannot be dismissed.  

The behaviour of TAC across the core can be seen in Figure 34, where a 30 sec smoothed TAC record 
is plotted against depth together with the δ18O record and TAC as measured from the discreate 
samples. The 30 sec smoothing was needed to remove the high frequency noise coming from the 
arrival of bubble bundles. From the plot, agreement can be seen between TAC and δ18O, which is 
surprising. Warmer temperatures should result in a lower molecule density of the gas, which would 
lead to lower TAC. Since the discrete samples agree with the observed trends, it seems possible to 
generate reliable TAC measurements from CFA.  

 

Figure 34: Plot of δ18O (black) in ‰, and a 30 sec running average of TAC (light blue) in ml/g, plotted along the ice-age. 
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 In order to investigate whether the 
observed drop for TAC prior to DO-
events in NGRIP also occurs here, a 
comparison was made between the 
δ15N record and TAC. A negative 
correlation between TAC and 
δ15Nacross the core was found. In order 
to investigate the decrease seen for TAC 
at DO-events, event 0, 7 and 11 were 
magnified in Figure 35. While the 
absolute value of TAC cannot be trusted, 
the relative change is representative. 
From these changes it is possible to see 
the average drop of around 
10mlgas/kgice, slightly is delayed by 20-40 
years compared to the δ15N for the 
three events. 

In comparison  to the findings of (Olivier 
Eicher, 2016), that reported the effect of 
the drop lasted upwards of hundreds of 
years after, the Dye 3 cores seems to be 
quicker at getting back to normal. This 
might be explained by the higher 
temperature at Dye 3 than at NGRIP, 
which would bring the firn column to 
equilibrium quicker, thus ending the 
enhanced densification described. 
Furthermore, the drop is twice as high 
as the decrease observed for NGRIP, 
which can most likely be explained by 
the higher accumulation at Dye 3 
compared to NGRIP, which would 
increase the enhanced densification 
effect. 

The options for using the relative TAC 
measurements from the Dye 3 
campaign might be a valuable addition 
for determining the effects influencing 
the TAC.  

Figure 35: Zoom in on DO#0, DO#7 and DO#11, with δ15N (dark blue) 
along the right axes in ‰, and the 30 sec smoothed TAC (light blue) 
along the left axes in ml/kgice. Highlighted are the peaks and valleys of 
the two data sets. Both records are plotted along gas age. 
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1.6 Future work 
The work of this campaign was experimental in whether it would be possible to gather continuous 
measurements of gas isotopes in combination with the CFA. Based on the work presented here I would 
strongly argue that this is the case, though the current setup leaves room for improvements, as I have 
been limited to discuss the relative changes rather than the absolute values because of n. 

In the following I give suggestions for how to improve the CFA setup to make the measurement of gas 
isotopes more reproducible. 

- The oxygen removal setup could benefit from a redesign. As described, attempts were made 
to seal the membrane piece in between two SS-tubes, in a manner that allows applying a 
lower vacuum than the 200mbar used. This would allow for a lower pressure at the 
micromodule, which increases the EX.  

- Standards:  Since a static standard was not available, a large source of variation for delta 40 
was introduced. and is the main source of variation seen for δ40Ar. A dynamically mixed 
standard is still needed for testing the effects chemical slope and solubility, but it needs to be 
in addition to a static standard. 

- If lab-air is to be used for binding the standard, the sampling of it needs to be made from a 
well-mixed location.  

- An easy way of improving the calibration time efficiency would be to attain standards that can 
work for both methane and isotope measurements, as switching between the two created 
down time. An additional benefit of this would be that measurements of the solubility effect 
would be accounted for with every calibration run, compared to the single time it was 
investigated for this campaign.  

- Repetition of the pressure imbalance and chemical slope effects for greater reproducibility. 
- Repeat solubility effect experiments with varying levels of starting temperature.  
- While it might not be feasible with the methods at hand, producing calibration ice which is 

loaded with known standard gas could be a powerful tool to get the fractionation effects 
across the entire sample path.  

- Debubbling of mQ-water ought to be done with helium instead of the used N2, to avoid loading 
the water with N2 which would skew the derived solubility effects.  

- The loss of sample at the melthead can be reduced with increased pumping at the inner cross-
section of the melthead. The set-point used for the driving peristaltic pump was 23ml/min but 
due to restrictions at the valves, the targeted flow was not reached. My suggestion is 
therefore to increase the valve size from 1/16” connections to 1/8” tubes as used throughout 
most the CFA setup.  

- The uncertainty in TACCFA in general is due to the arrival of bubble bundles, rather than 
individual bubbles. If these bundles could be split up, the resulting flow will be more even and 
will allow for smaller uncertainty in TAC assignment and solubility effect correction.  

- The IRMS is susceptible to short-term drift, and with measurements running for multiple hours 
continuously, such drift might cause systematic error. Steady stream of standard gas should 
be supplied through the system, and left for thrice the time of a measurement run to observe 
the signal intensity drift across time.  

The data presented in this work only represents the gas measurements acquired during the Dye 3 
melting, but more data was collected during the campaign. The data from the chemistry side plus the 
dust content need to be analysed and used for comparison. Additionally, the measurement of all the 
discrete samples for the gas measurements are not completed yet, and might be valuable to help 
binding the results to an absolute scale.  
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1.7 Conclusion 
In preparation for the melting campaign of Dye 3 a setup was successfully developed that allowed for 
measurements of gaseous isotopes extracted from the CFA melt stream. This was done by taking a 
subsample from the gas extracted for methane analysis. This subsample was then analysed by IRMS, 
generating isotope data with high temporal resolution. The integral part of this setup was the 
development of a method for continuous oxygen removal. This was done by the use of a perovskite 
membrane heated to 850˚C, which is permeable to oxygen, while acting as a barrier for other gas 
components. The removal efficiency was 98% and was stable across experiments. 

Because the IRMS used, was designed for discrete measurements, multiple effects offsetting the 
derived delta value, had to be corrected manually. The effects needing corrections, was the pressure 
imbalance and chemical slope effects. The most significant of these effects was the solubility of gasses, 
causing fractionating on the isotopes and most severely on the elemental ratio. Correcting for these 
relied on empirically derived correction functions, done prior to the campaign.  

The developed system was tested out on the bottom 1750-1920m of the old ice core from Dye 3. Dye 
3 was found to be a well-suited core for testing the new system, as the response in the isotopes, 
elemental ratio and TAC was larger and better resolved than for other cores, making full use of the 
high temporal resolution of the new setup. Thanks to the increased number of sample stream 
measurements implemented in the combined gas extraction setup, it was possible to determine the 
varying travel time from the melthead to the gas detection, thereby improving the accuracy of the 
depth assignment, compared to constant delay assumption used in previous work. Based on the 
multiple measurements of gas and liquid flow and proper investigation of the solubility effect on gas 
loss, reconstructing the relative changes of total air content with CFA was possible, and have been 
confirmed by discrete samples. 

The δ15N was recorded with an uncertainty <50per meg, which allowed for detailed analysis of the 
response to climatic events. These responses were compared to those of the δ15N record from NGRIP, 
where the responses in Dye 3 were larger and transpired over fewer years when compared to NGRIP. 
This highlighted the local differences between the two cores. 

The measured average stadial level of 0.25‰, implies an implausibly shallow firn column. This finding 
can be partially explained by the fact that the solubility fractionation is underestimated for 15N. The 
explanation for this is assumed to be an underestimation of solubility fractionation. 

The δ40Ar data suffered from great variation between measurement runs, owing to unstable 
conditions in the lab-air which was used as the standard. But by taking the mass scaled relative values 
for each measurement run, a record emerged with climatic responses comparable to those for δ15N. 
By closer comparison of the two isotope records, the effect of thermal and gravitational fractionation 
was determined, though with a high degree of uncertainty.  

For the elemental ratio Ar/N2 the variation was too large to observe thermal and gravitational 
fractionation, but the close-off fractionation was detectable with increases of 8‰ synchronized with 
DO-events in the ice-age. Discrepancies were, however, seen in climatic responses when compared to 
discrete samples. 

While the current version of the system could not produce the stability to generate isotope data bound 
to an absolute scale, the relative measurements acquired in this work are with high precision and 
allows for detailed analysis. With the coming addition of data from both the liquid analysis of CFA and 
the remaining discrete gas samples, more data can be extracted from the CFA-gas record. 
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2. Paper on N2O isotopic measurements using laser spectroscopy; 
analyser characterization and intercomparison 
 

Presented next is the article based on the is article based on the work I took part of at Empa in 
Switzerland. 

The article outlines an inter-lab collaboration undertaken at Empa in Switzerland. Here the 
performance and limitations of ambient measurements of N2O and its isotopes were compared 
between different instruments using laser spectroscopy. Effects from trace gas and matrix 
composition were determined, and the non-linear relationship with N2O abundance was described. 
An extensive guideline was developed for how to produce reproducible measurements of N2O 
isotopes using these instruments, giving comparable precision to IRMS.  

 

The article can be found on: 

https://www.atmos-meas-tech-discuss.net/amt-2019-451/   
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3. Cl-initiated Methane oxidation 
 

Because of the methane interference discovered for the Picarro G5131-I shown in the previous 
article, a method was developed for continuously removing methane from a sample flow by the use 
of chlorine radical initiated oxidation.  

This work was a collaboration between Physics of Ice Climate and Earth and Copenhagen Centre for 
Atmospheric Research, both part of Copenhagen University. 

The article presented is an unreviewed draft before getting finished for final assessment by co-
authors.  

My share of the work has included; design of experiment, data collection and treatment, writing and 
editing.  
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Appendix 
1. CFA Dye 3 
1.1 Thermal and gravitational fractionation calculation 
 

𝛿ଵହ𝑁௢௕௦ = 𝛿𝑇ேమ
+ 𝛿𝐺ேమ  

𝛿ସ଴𝐴𝑟௢௕௦ = 𝛿𝑇஺௥ + 𝛿𝐺஺௥  

𝛿ସ଴𝐴𝑟௢௕௦ = 0.65𝛿𝑇ேమ
+ 4 ∙ 𝛿𝐺ேమ  

𝛿𝑇ேమ
=

𝛿ସ଴𝐴𝑟௢௕௦ − 4 ∙ 𝛿𝐺ேమ 

0.65
 

𝛿ଵହ𝑁௢௕௦ =
𝛿ସ଴𝐴𝑟௢௕௦ − 4 ∙ 𝛿𝐺ேమ 

0.65
+ 𝛿𝐺ேమ  

𝛿𝐺ேమ ൬
0.65 − 4

0.65
൰ = 𝛿ଵହ𝑁௢௕௦ −

𝛿ସ଴𝐴𝑟௢௕௦

0.65
 

𝛿𝐺ேమ =
𝛿ସ଴𝐴𝑟௢௕௦ − 0.65 ∙ 𝛿ଵହ𝑁௢௕௦

3.35
 

𝛿ଵହ𝑁௢௕௦ = 𝛿𝑇ேమ
+ 𝛿𝐺ேమ  

𝛿𝑇ேమ
= 𝛿ଵହ𝑁௢௕௦ − 𝛿𝐺ேమ  

𝛿𝑇ேమ
= 𝛿ଵହ𝑁௢௕௦ −

(𝛿ସ଴𝐴𝑟௢௕௦ − 0.65 ∙ 𝛿ଵହ𝑁௢௕௦)

3.35
 

𝛿𝑇ேమ
=

4 ∗ 𝛿ଵହ𝑁௢௕௦ − 𝛿ସ଴𝐴𝑟௢௕௦

3.35
 

 

1.2 Main matlab script 
%%Combining with Isotope data - David Soestmeyer (20/03/2020) 
clc; 
clear all; 
close all; 
  
[File1,Path1] = uigetfile('*.*','Choose depth vs time file'); 
filename1 = strcat(Path1,File1); 
Depth = readtable(filename1); 
[File2,Path2] = uigetfile('*.*','Choose isotope file'); 
filename2 = strcat(Path2,File2); 
Isotope = readtable(filename2,'ReadVariableNames',true); 
filename = '1816_daily_air_error_pinew_test1.txt'; 
  
%% 
ratios = [0.740092659   0.323380425 0.832759842 0.072   -4.200  
6.531    0.015  0.141   0.388]; % Here the daily ratio, delta value 
and uncertainty for the lab air is plotted, in the order 15N, 36Ar, 
Ar/N2 
ratio29std=ratios(1); 
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ratio36std=ratios(2); 
ratio40std=ratios(3); 
delta29std=ratios(4); 
delta36std=ratios(5); 
delta40std=ratios(6); 
e_std29 = ratios(7); 
e_std36 = ratios(8); 
e_std40 = ratios(9); 
 
time = Isotope.time(50:end); 
int_28 = Isotope.int_28; 
int_29 = Isotope.int_29; 
int_32 = Isotope.int_32; 
int_36 = Isotope.int_36; 
int_40 = Isotope.int_40; 
int_44 = Isotope.int_44; 
breaks = Depth.breaks; 
newbag = Depth.newbag; 
  
data28 = int_28(50:end) - mean(int_28(15:28)); 
  
data29 = int_29(50:end) - mean(int_29(15:28)); 
  
data32 = int_32(50:end) - mean(int_32(15:28)); 
  
data36 = int_36(50:end) - mean(int_36(15:28)); 
  
data40 = int_40(50:end) - mean(int_40(15:28)); 
  
data44 = int_44(50:end) - mean(int_44(15:28)); 
%% 
% drift correction 4th only 
Dr=-1; 
dt=0.706279; 
for i = 1:length(data40) 
    data40(i)=data40(i)-1/(Dr*(time(i)-dt)); 
end 
     
% 
%% 
Delta = 100; %Defines how much difference between datapoints you 
need 
%before defining actual data, instead of backgroundnoise only 
  
% finding the indexes for at what points data shifts to and from 
standard 
in = []; 
dy = []; 
l=0; 
for i = 2:length(data28) 
    if abs(data28(i)-data28(i-1)) > Delta 
    l=l+1; 
    dy(l) = abs(data28(i)-data28(i-1)); % Getting the values too, 
just in case 
    in(l) = i; % Getting the indexes 
   end 
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end 
% Defining std and actual measurements 
  
for i = 1:length(in)-1 
ms2{i} = data28(in(i)+1:in(i+1)); 
end 
  
ms28 = data28(in(1)+1:in(end)); 
ms29 = data29(in(1)+1:in(end)); 
ms36 = data36(in(1)+1:in(end)); 
ms40 = data40(in(1)+1:in(end)); 
  
std128 = data28(1:in(1)); 
std129 = data29(1:in(1)); 
std136 = data36(1:in(1)); 
std140 = data40(1:in(1)); 
  
std228 = data28(in(end):end); 
std229 = data29(in(end):end); 
std236 = data36(in(end):end); 
std240 = data40(in(end) : end); 
  
%% working std means 
  
stdmean28 = (mean(std128) + mean (std228))/2; 
stdmean40 = (mean(std140) + mean (std240))/2; 
  
%% fitting for the std over time 
fity28 = [mean(std128),mean(std228)]; 
fity29 = [mean(std129),mean(std229)]; 
fity36 = [mean(std136),mean(std236)]; 
fity40 = [mean(std140),mean(std240)]; 
  
fitx = [mean(linspace(1,in(1),in(1))), 
mean(linspace(1,in(end),length(data28)))]; 
  
fit28 = fit(fitx',fity28','poly1'); % making a fit 
fit29 = fit(fitx',fity29','poly1');  
fit36 = fit(fitx',fity36','poly1'); 
fit40 = fit(fitx',fity40','poly1'); 
  
%% 
precal_n15=(fity29(1)/fity28(1)/ratio29std-1)*1000; 
postcal_n15=(fity29(2)/fity28(2)/ratio29std-1)*1000; 
  
precal_ar36=(fity36(1)/fity40(1)/ratio36std-1)*1000; 
postcal_ar36=(fity36(2)/fity40(2)/ratio36std-1)*1000; 
  
precal_ar40=(fity40(1)/fity28(1)/ratio40std-1)*1000; 
postcal_ar40=(fity40(2)/fity28(2)/ratio40std-1)*1000; 
  
disp(precal_n15); 
disp(postcal_n15);  
disp(precal_ar36); 
disp(postcal_ar36); 
disp(precal_ar40); 
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disp(postcal_ar40); 
  
% making a fit 
%figure 
%plot(fit1) % plotting to see it 
a28 = fit28(1); % defining coefficients 
b28 = fit28(2); 
  
a29 = fit29(1); 
b29 = fit29(2); 
  
% a36 = fit36(1); 
% b36 = fit36(2); 
%  
% a40 = fit40(1); 
% b40 = fit40(2); 
% 
for m = 1:length(data28) 
  
    data28(m) = data28(m)-(fit28(m)-fit28(mean(fitx)));  
    data29(m) = data29(m)-(fit29(m)-fit29(mean(fitx))); 
%     data36(m) = data36(m)-(fit36(m)-fit36(mean(fitx))); 
%     data40(m) = data40(m)-(fit40(m)-fit40(mean(fitx))); 
end  
%% 
D = Depth.mh_delay; 
infmt = 'mm:ss.S'; 
mh_delay = duration(D,'InputFormat',infmt); 
  
%% 
ms_delay = duration(00,02,18); 
  
  
C_time11 = Depth.MHtime + ms_delay + mh_delay; 
C_time22 = char(C_time11); 
C_time111 = datetime(C_time22,'InputFormat','HH:mm:ss'); 
C_time111.Format = 'HH:mm:ss.S'; 
  
for j = 1:length(C_time111) 
    C_date111(j) = datetime(2019,10,31); %choose date of sample run! 
end 
C_date111 = C_date111'; 
  
CDT = C_date111 + timeofday(C_time111); 
CDT.Format = 'HH:mm:ss.S'; 
CnewDT = dateshift(CDT,'start','second','nearest'); 
  
ms_time = datetime(time,'ConvertFrom','excel'); 
ms_time.Format = 'HH:mm:ss.S'; 
for i = 1:length(ms_time) 
    ms_date(i) = datetime(2019,10,31); %choose date of sample run! 
end 
  
ms_date = ms_date'; 
IDT = ms_date + timeofday(ms_time); 
IDT.Format = 'HH:mm:ss.S'; 
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InewDT = dateshift(IDT,'start','second','nearest'); 
  
%% 
[LiA,LocB] = ismember(CnewDT,InewDT); 
  
%% 
depth = Depth.depthfinal; 
methane = Depth.ch4final; 
gaspercent = Depth.gascentmm; 
timemh = Depth.MHtime; 
timems = zeros(length(depth),1); 
iso_28 = zeros(length(depth),1); 
iso_29 = zeros(length(depth),1); 
iso_32 = zeros(length(depth),1); 
iso_36 = zeros(length(depth),1); 
iso_40 = zeros(length(depth),1); 
iso_44 = zeros(length(depth),1); 
  
for m = 1:length(depth) 
    if LiA(m)>0 
        id(m) = LocB(m); %Finds index where Picarro time matches 
        timems(m) = Isotope.time(id(m)); %Sets to value at that 
index 
        iso_28(m) = data28(id(m)); %Sets to value at that index 
        iso_29(m) = data29(id(m)); 
        iso_32(m) = data32(id(m)); %Sets to value at that index 
        iso_36(m) = data36(id(m)); 
        iso_40(m) = data40(id(m)); 
        iso_44(m) = data44(id(m)); 
    else 
        timems(m) = timems(m-1); 
        iso_28(m) = NaN; %Sets to NaN where times don't match 
        iso_29(m) = NaN; 
        iso_32(m) = NaN; 
        iso_36(m) = NaN; 
        iso_40(m) = NaN; 
        iso_44(m) = NaN; 
    end 
end 
  
%Removing data where depth is NaN (field end depth correction) 
tfnan = isnan(depth); 
  
for k = 1:length(depth) 
    if tfnan(k) == 1 
        timems (k) = timems(k-1); 
        iso_28(k) = NaN; %Sets to NaN where times don't match 
        iso_29(k) = NaN; 
        iso_32(k) = NaN; 
        iso_36(k) = NaN; 
        iso_40(k) = NaN; 
        iso_44(k) = NaN; 
    end  
end 
  
%% 
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funcalc = 
findRatioNerror(iso_28,iso_29,iso_36,iso_40,ratio29std,ratio36std,ra
tio40std,e_std29,e_std36,e_std40); 
  
dms29 = funcalc(:,1); %corrected for pressure and chemical slope 
dms36 = funcalc(:,2); 
dms40 = funcalc(:,3); 
e_dms29 = funcalc(:,4); %error of mass spec corrected values 
e_dms36 = funcalc(:,5); 
e_dms40 = funcalc(:,6); 
  
delta29 = zeros(length(iso_28),1); 
delta36 = zeros(length(iso_28),1); 
delta40 = zeros(length(iso_28),1); 
  
e_d29 = zeros(length(iso_28),1); % errors for the deltas 
e_d36 = zeros(length(iso_28),1); 
e_d40 = zeros(length(iso_28),1); 
         
tfnan = isnan(iso_28); 
for k = 1:length(iso_28) 
    if tfnan(k) == 1 
        delta29(k) =  NaN; 
        delta36(k) =  NaN; 
        delta40(k) =  NaN; 
        e_d29(k) =  NaN; 
        e_d36(k) =  NaN; 
        e_d40(k) =  NaN; 
    elseif tfnan(k) == 0 
        delta29(k) = ((dms29(k)/1000+1)*(delta29std/1000+1)-1)*1000; 
        delta40(k) = ((dms40(k)/1000+1)*(delta40std/1000+1)-1)*1000; 
        delta36(k) = ((dms36(k)/1000+1)*(delta36std/1000+1)-1)*1000; 
  
        e_d29(k) = 
(((delta29std/1000+1)*e_dms29(k))^2+((dms29(k)/1000+1)*e_std29)^2)^0
.5; 
        e_d36(k) = 
(((delta36std/1000+1)*e_dms36(k))^2+((dms36(k)/1000+1)*e_std36)^2)^0
.5; 
        e_d40(k) = 
(((delta40std/1000+1)*e_dms40(k))^2+((dms40(k)/1000+1)*e_std40)^2)^0
.5; 
    end  
end 
%% 
gp=smooth(gaspercent,69); 
e_gp = zeros(length(iso_28),1); 
% E_gas= zeros(69,1); 
  
for i = 69:(length(iso_28)) 
    E_gas = gaspercent(i-68:i); 
    e_gp(i) = std(E_gas); 
end 
 
%% 
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funcalc = 
setupcorrectionerror(delta29,delta36,delta40,gp,e_d29,e_d36,e_d40,e_
gp); 
  
dsc29 = funcalc(:,1); %sample only pressure imbalance corrected 
dsc36 = funcalc(:,2); 
dsc40 = funcalc(:,3); 
  
e_dsc29 = funcalc(:,4); %sample only pressure imbalance corrected 
e_dsc36 = funcalc(:,5); 
e_dsc40 = funcalc(:,6); 
  
%% 
IsoData = 
table(depth,timemh,timems,methane,breaks,newbag,iso_28,iso_29,iso_32
,iso_36,iso_40,iso_44,dsc29,dsc36,dsc40,e_dsc29,e_dsc36,e_dsc40,gasp
ercent); % gascentmm); 
writetable(IsoData,filename,'Delimiter',' '); %Saves as a text file 
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1.3 Matlab script for applying pressure imbalance and chemical slope corrections. 
function ans 
=findRatioNerror(data28,data29,data36,data40,ratio29std,ratio36std,r
atio40std,e_std29,e_std36,e_std40) 
  
e_28 = 14.49;  % uncertainty of the intensity as found on the of 
31st 15:00-15:46 
e_29 = 10.66;  % uncertainty of the intensity as found on the of 
31st 15:00-15:46 
e_36 = 3.797;  % uncertainty of the intensity as found on the of 
31st 15:00-15:46 
e_40 = 12.11;  % uncertainty of the intensity as found on the of 
31st 15:00-15:46 
  
p29 = 1.046*10^-4;  % constants for pressure imbalance correction 
p36 = 6.76*10^-4; 
p40 = 5.587E-04; 
  
e_p29 = 2.07E-05;   % errors for pressure imbalance correction 
e_p36 = 1.55E-05; 
e_p40 = 5.53E-05; 
  
  
a = -1.78E-02;    % constants for the chemical slope correction for 
a function a*d^3+b*d^2+c*d  
b = 9.59E-06; 
%c = -0.016562565; 
  
a_n15 = 4.97186E-05;    % constants for the chemical slope 
correction for a function a*d^3+b*d^2+c*d  
  
e_a_n15= 3.03572E-06;  
  
e_a = 4.5E-04;    % error of the chemical slope constants 
e_b = 1.4E-06; 
%e_c = 0.000201539; 
  
e_off28= e_28*2^0.5; % error of the offset  
e_off40= e_40*2^0.5;  
  
ratio29 = zeros(length(data28),1); 
ratio36 = zeros(length(data28),1); 
ratio40 = zeros(length(data28),1); 
  
deltap29 = zeros(length(data28),1); 
deltac29 = zeros(length(data28),1); 
deltap36 = zeros(length(data28),1); 
deltap40 = zeros(length(data28),1); 
deltac36 = zeros(length(data28),1); 
  
e_r29= zeros(length(data28),1); % error of the ratios 
e_r36= zeros(length(data28),1); 
e_r40= zeros(length(data28),1); 
  
e_dp29 = zeros(length(data28),1); % error of delta p 29 
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e_dc29 = zeros(length(data28),1); % error of delta c 36 
e_dp36 = zeros(length(data28),1); % error of delta p 
e_dp40 = zeros(length(data28),1); % error of delta p 
e_dc36 = zeros(length(data28),1); % error of delta c 36 
  
%% defining ratio 
tfnan = isnan(data28); 
for k = 1:length(data28) 
    if tfnan(k) == 1 
        ratio29(k) =  NaN; 
        ratio36(k) =  NaN; 
        ratio40(k) =  NaN; 
        deltap29(k) =  NaN; 
        deltap36(k) =  NaN; 
        deltap40(k) =  NaN; 
        deltac36(k) =  NaN; 
        deltac29(k) =  NaN; 
  
        e_r29(k) =  NaN; 
        e_r36(k) =  NaN; 
        e_r40(k) =  NaN; 
        e_dp29(k) =  NaN; 
        e_dp36(k) =  NaN; 
        e_dp40(k) =  NaN; 
        e_dc36(k) =  NaN; 
        e_dc29(k) =  NaN; 
         
    elseif tfnan(k) == 0 
        ratio29(k) = data29(k)./data28(k); 
        ratio36(k) = data36(k)./data40(k); 
        ratio40(k) = data40(k)./data28(k); 
     
        e_r29(k) = 
((1/data28(k)*e_29)^2+(data29(k)./data28(k)^2*e_28)^2)^0.5; 
        e_r36(k) = 
((1/data40(k)*e_36)^2+(data36(k)./data40(k)^2*e_40)^2)^0.5; 
        e_r40(k) = 
((1/data28(k)*e_40)^2+(data40(k)./data28(k)^2*e_28)^2)^0.5; 
        
        deltap29(k) = ((ratio29(k)./ratio29std)-1)*1000-
p29*(data28(k)-10500); 
        deltap36(k) = ((ratio36(k)./ratio36std)-1)*1000-
p36*(data40(k)-8900); 
        deltap40(k) = ((ratio40(k)./ratio40std)-1)*1000-
p40*(data40(k)-10500); 
        deltac36(k) = deltap36(k)-(a*deltap40(k)+b*deltap40(k).^2); 
        deltac29(k) = deltap29(k)-(a_n15*deltap40(k)); 
  
        e_dp29(k) =  
((1/ratio29std*e_r29(k))^2+(ratio29(k)./ratio29std^2*e_std29')^2+(p2
9*e_off28)^2+((data28(k)-10500)*e_p29)^2)^0.5; 
        e_dp36(k) =  
((1/ratio36std*e_r36(k))^2+(ratio36(k)./ratio36std^2*e_std36')^2+(p3
6*e_off40)^2+((data40(k)-8900)*e_p36)^2)^0.5; 
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        e_dp40(k) =  
((1/ratio40std*e_r40(k))^2+(ratio40(k)./ratio40std^2*e_std40')^2+(p4
0*e_off40)^2+((data40(k)-10500)*e_p40)^2)^0.5; 
        e_dc29(k) =  
((e_dp29(k))^2+(a_n15*e_dp40(k))^2+(deltap40(k)*e_a_n15)^2)^0.5; 
        e_dc36(k) =  
((e_dp36(k))^2+((a+2*b*deltap40(k))*e_dp40(k))^2+(deltap40(k)*e_a)^2
+(deltap40(k).^2*e_b)^2)^0.5; 
    end  
end 
  
%% ans 
ans(:,1) = deltac29; 
ans(:,2) = deltac36; 
ans(:,3) = deltap40; 
ans(:,4) = e_dc29; 
ans(:,5) = e_dc36; 
ans(:,6) = e_dp40; 
end 
 
 
 
 
 
 

1.4 Matlab script for applying the solubility effect corrections. 
function ans = setupcorrectionerror 
(d29,d36,d40,gaspercent,e_29,e_36,e_40,e_gp) 
  
sc29 = 5.846*10^-3; 
sc36 = -0.2997; 
sc40 = 27.337; 
  
e_sc29 = 3.16*10^-3; 
e_sc36 = 3.45*10^-2; 
e_sc40 = 2.45; 
  
%% 
dc29 = zeros(length(d29),1); %+0.1   these are the values 
we added from the difference between the oven valve and 
the needlevalve 
dc36 = zeros(length(d29),1);    %+5.96  I am of the 
opinion they should not be substracted from the values. 
dc40 = zeros(length(d29),1);      %+3.8 
  
e_dc29 = zeros(length(d29),1); 
e_dc36 = zeros(length(d29),1); 
e_dc40 = zeros(length(d29),1); 
  
%% 
tfnan = isnan(d29); 
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for k = 1:length(d29) 
    if tfnan(k) == 1 
        dc29(k) =  NaN; 
        dc36(k) =  NaN; 
        dc40(k) =  NaN; 
        e_dc29(k) =  NaN; 
        e_dc36(k) =  NaN; 
        e_dc40(k) =  NaN;        
    elseif tfnan(k) == 0 
        dc29(k) = d29(k)-sc29*log(gaspercent(k)); %+0.1   
these are the values we added from the difference between 
the oven valve and the needlevalve 
        dc36(k) = d36(k)-sc36*log(gaspercent(k));    
%+5.96  I am of the opinion they should not be 
substracted from the values. 
        dc40(k) = d40(k)-sc40*log(gaspercent(k)); 
        e_dc29(k) = 
(e_29(k)^2+(sc29/gaspercent(k)*e_gp(k))^2+(log(gaspercent
(k))*e_sc29)^2)^0.5; 
        e_dc36(k) = 
(e_36(k)^2+(sc36/gaspercent(k)*e_gp(k))^2+(log(gaspercent
(k))*e_sc36)^2)^0.5; 
        e_dc40(k) = 
(e_40(k)^2+(sc36/gaspercent(k)*e_gp(k))^2+(log(gaspercent
(k))*e_sc40)^2)^0.5;  % 
    end  
end 
%% ans 
ans(:,1) = dc29; 
ans(:,2) = dc36; 
ans(:,3) = dc40; 
ans(:,4) = e_dc29; 
ans(:,5) = e_dc36; 
ans(:,6) = e_dc40; 
end  
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1.5 Pressure imbalance 

 

Figure 36: Pressure imbalance plot 15N. Resulting offset vs int28-10500mV. 

 

Figure 37: Pressure imbalance plot for 36Ar. Resulting offset vs int40-8900mV 
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Figure 38: Pressure imbalance plot for δAr/N2 in ‰. Resulting offset vs int28-10500mV. 

1.6 Chemical slope assessment data 
 

 

Figure 39: Chemical slope effect for δ29N2 in ‰, plotted against δAr/N2 in ‰. 
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Figure 40: Chemical slope effect for δ36Ar in ‰, plotted against δAr/N2 in ‰. 

1.7 Dynamically mixed standard reconnected for full system effect determination. 

 

Figure 41: Cut out of the altered section for the solubility experiments setup. The line going to waste 
was a capillary offering enough resistance to create over pressure on the other side, driving the gas 
through the MFC. This over pressure created a bit of a problem, as the flow of argon was dependent 
on the pressure on the mixing side. Between each set-point at the MFC which would alter the 
resulting pressure, the argon pressure had to be reset to get the proper levels of the elemental ratio 
again. MH in this context refers to the full system, including the introduction of the gas into a liquid 
flow.  

  



131/163 
 

1.8 Error propagation for δ29N2 
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1.9 Error propagation of δ40Ar 
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𝜎(𝜕ଷ଺𝐴𝑟(𝑥)௦௠௢௢௧௛) = ට𝜎(𝜕ଷ଺𝐴𝑟(𝑥)௖௢௥)ଶ +
ଵ

ଷ଺
∙ ∑ ൫𝜕ଷ଺𝐴𝑟(𝑖)௖௢௥ − 𝜕ଷ଺𝐴𝑟௖௢௥

തതതതതതതതതതത ൯
ଶ௫ାଵସ

௜ୀ௫ିଵ   (6) 
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𝜎(𝜕ସ଴𝐴𝑟(𝑥)௦௠௢௢௧ ) =
ఙ൫డయల஺௥(௫)ೞ೘೚೚೟೓൯

(డయల஺௥ೞ೘೚೚೟೓ାଵ)మ         (7) 

 

1.10 Error propagation for δAr/N2 

𝜎(𝑟஺௥/ேమ
) = ඨ൬

ଵ

௜௡௧ଶ଼
∙ 𝜎(𝑖𝑛𝑡40)൰

ଶ

+ ൬
௜௡௧ସ଴

௜௡௧ଶ଼మ ∙ 𝜎(𝑖𝑛𝑡28)൰
ଶ

     (1) 

𝜎൫𝜕𝐴𝑟/𝑁ଶெௌ.௖௢௥൯ =

⎷
⃓⃓
⃓⃓
⃓⃓
⃓⃓
⃓⃓

ለ⃓

൮
ଵ

௥ಲೝ
ಿమ

ೄ೅ವ

∙ 𝜎൫𝑟஺௥/ேమ
൯൲

ଶ

+ ൮

௥ಲೝ
ಿమ

௥ ಲೝ
ಿమೄ೅ವ

మ ∙ 𝜎 ቆ𝑟ಲೝ

ಿమ
ௌ்஽

ቇ൲

ଶ

+ ൭𝑃ಲೝ

ಿమ

∙ 𝜎(𝑖𝑛𝑡28)൱

ଶ

+ ቀ(𝑖𝑛𝑡28 − 10500𝑚𝑉) ∙ 𝜎൫𝑃஺௥/ேమ
൯ቁ

ଶ

 (2) 

 

𝜎൫𝜕𝐴𝑟/𝑁ଶ௔௜௥.௖௢௥
൯ = ටቀ(𝜕𝐴𝑟/𝑁ଶ஽.௔௜௥

+ 1) ∙ 𝜎൫𝜕𝐴𝑟/𝑁ଶெௌ.௖௢௥
൯ቁ

ଶ
+ ቀ(𝜕𝐴𝑟/𝑁ଶெௌ.௖௢௥

+ 1) ∙ 𝜎൫𝜕𝐴𝑟/𝑁ଶ஽.௔௜௥
൯ቁ

ଶ
 (3) 

 

𝜎൫𝜕𝐴𝑟/𝑁ଶ௖௢௥൯ = ඨቀ1 ∙ 𝜎൫𝜕𝐴𝑟/𝑁ଶ௔௜௥.௖௢௥൯ቁ
ଶ

+ ൬
ௌమవ

ீ%
∙ 𝜎(𝐺%)൰

ଶ

+ ൫ln(𝐺%) ∙ 𝜎(𝑆ଶଽ)൯
ଶ

  (4) 

𝜎(𝜕𝐴𝑟/𝑁ଶ(𝑥)௦௠௢௢௧ ) = ට𝜎(𝜕𝐴𝑟/𝑁ଶ(𝑥)௖௢௥)ଶ +
ଵ

ଶଽ
∙ ∑ ൫𝜕𝐴𝑟/𝑁ଶ(𝑖)௖௢௥ − 𝜕𝐴𝑟/𝑁ଶ௖௢௥

തതതതതതതതതതതതതത ൯
ଶ௫ାଵସ

௜ୀ௫ିଵ  (5) 
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3. Chlorine induced methane oxidation 
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