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Abstract

For studying the climate of the past hundred thousand years, the long-lived ice-sheets located in
Greenland and Antarctica offer one of the most versatile types of climatic archives. Especially of
interest is the air captured in the ice, allowing for measurement of paleo atmosphere.

The analysis of gaseous isotopes is a powerful method for determining the changes taking place during
past climatic transitions. Whether it be physical changes like the firn column depth as can be
determined from measuring the enrichment of °N in N2, or the changes in biological output as can be
determined by the position of >N in N,O, isotope analysis is offering a way to assess this. Isotope
analysis has conventionally been done by isotopic ratio mass spectrometry, but thanks to the advances
in laser and detection technology, analysis by laser spectroscopy is becoming possible.

The first part of this thesis outlines the development of an experimental setup allowing for improved
measurement of gaseous isotopes in ice cores. This was accomplished by combining the existing
methods of continuous flow analysis giving high temporal resolution with the measurements of
nitrogen and argon isotopes by isotope ratio mass spectrometry. The measurement of argon isotopes
was made possible by a novel method for continuous oxygen removal using a perovskite membrane.

This system was put to the test on ice from the bottom of Dye 3, one of the first deep cores, collected
form Greenland in the beginning of the 1980’s. Due to the uncommonly shallow firn column of Dye 3
compared to other cores, the isotopic increases were bigger and more sudden compared to other
cores. It was able to detect the relative changes in >N with a 50 per meg uncertainty, and was used
together with the 8%Ar to quantify the driving fractionation effects in the firn during climate
transitions. Additionally, the trends in total air content were detectable and related to the climatic
variation. While the system and calibration scheme ultimately failed at binding the isotope ratios to
an absolute scale, the concept of the system was proven and offers a powerful addition to the CFA gas
measurements.

The second part of this work is a paper outlining an inter-lab collaboration undertaken at Empa in
Switzerland. Here the performance and limitations of ambient measurements of N,O and its isotopes
were compared between different instruments using laser spectroscopy. Effects from trace gas and
matrix composition were determined, and the non-linear relationship with N,O abundance was
described. An extensive guideline was developed for how to produce reproducible measurements of
N,O isotopes using these instruments, giving comparable precision to IRMS.

The last addition to this work details a project investigating a novel way of removing methane from a
sample stream for the purpose of scrubbing gas for analysis. The motivation for this was the observed
interference from methane on N,O measurements found in the inter-lab comparison. This was done
by photolyzing chlorine gas and let it speed up the oxidation path of methane, similar to the process
in the atmosphere. A removal efficiency of 98% was achieved, and the effect of varying parameters
was determined via a combination of experiments and modelling. Additional experiments are needed
to determine if the achieved removal was sufficient to correct for the methane interference.
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Dansk resumé

Hvis man vil studere klimaet igennem de sidste hundrede tusind ar, udggr iskapperne, der daekker
Grgnland og Antarktis, en af de mest alsidige kilder til viden. Isen er et af de eneste steder, hvor
fortidens atmosfaere kan males direkte. Dette kan lade sige g@re takket veere de luftbobler, der
gemmer sig i isen.

For at ekstrahere information ud af gassen, er malingen af isotoper en effektiv made at male de
forandringer, der finder sted i forbindelse med klimatiske overgange. Maling af berigelsen N i
kveelstof kan redeggre for sendringer i de lokale forhold som temperatur og nedbgr igennem tiden.
Biologiske forandringer kan ogsa undersgges ved for eksempel at male pa den dominerende placering
af ®N i N,0, som aendrer sig i takt med produktivitet mellem forskellige bakterier. Maling af isotoper
er normalt blevet udfgrt ved brug af isotopforhold massespektrometre, men i kraft af udviklingen
inden for laser- og detektionsteknologi er det nu muligt at male isotoper ved atmosfaerisk niveau med
laser spektroskopi.

Det fgrste afsnit i denne afhandling redeggr for udviklingen af en eksperimentel-opstilling, der
udvidede den eksisterende maling af gas fra iskerner til at inkludere maling af isotoper. Dette blev
gjort ved at tilfgje et isotopforhold massespektrometer, der normalt benytter diskrete prgver, til det
eksisterende system for continuous flow analysis, der tillader en konstant strgm af data. En essentiel
del af denne kombination var udviklingen af en ny metode for kontinuerligt at fjerne oxygen ved brug
af en opvarmet perovskit membran.Dette system blev afprgvet i forbindelse med malekampagnen for
is fra Dye 3, der er en af de f@rste dybe iskerner samlet fra Grgnland i begyndelsen af 1980’erne. Pa
grund af den atypiske hgjtliggende lock-in zone for Dye 3 i forhold til andre kerner, er isotopsignalerne
stgrre og bevaret med mindre blanding arene imellem, hvilket ggr det til en ideal kerne at undersgge
gas isotoper for. Det udviklede system var i stand til at méale de relative andringer i 6°N med en
usikkerhed p& 50 per meg, og kunne i kombination med de samtidige malinger af §%°Ar bruges til at
udregne de drivende effekter bag de observerede berigelser. | forbindelse med udviklingen af
opstillingen var der indfgrt nok kontinuerlige malinger af prgvens flow og tryk, at det var muligt at
folge endringerne i det totale luftindhold i isen. Selvom system med de udviklede kalibreringer i sidste
ende ikke var | stand til at producere isotop data, der kunne bindes op pa en absolut skala, er det
underliggende koncept blevet bekreeftet og er en udvidelse til CFA gasmalinger med et stort
potentiale.

Anden del af denne afhandling er en artikel, der beskriver et internationalt samarbejde mellem flere
laboratorier. Samarbejdet undersggte praestationen og begraensningerne mellem forskellige laser
spektrometre udviklet til maling af lattergas og dets isotoper. Instrumenternes praestation ved
atmosfaerisk niveau af lattergas og deres tilbgjelighed til at blive pavirket af varierende gas
sammensatninger blev fundet. Disse effekter blev i gvrigt bekreeftet til at vaere afhaengige af
lattergaskoncentrationen, og denne sammenhang blev beskrevet. Baseret pa resultaterne fra dette
arbejde, blev der udarbejdet en uddybende manual, der giver vejledning til, hvordan disse
instrumenter kan producere reproducerbare malinger af lattergas isotoper, der kan sammenlignes
med IRMS.

Det sidste afsnit beskriver et projekt, der undersgger en innovativ made at fjerne CH, fra en prgve i
kontinuerligt flow. Motivationen for dette var en CH,4 effekt pa lattergasmalinger, der blev beskrevet i
overnaevnte artikel. Dette blev opnaet ved at introducere Cl, til en prgve danne Cl-radikaler ved brug
af lys. Disse kunne dernaest initiere CH, oxidation, sammenligneligt med de atmosfaeriske processer.
Denne metode opnaede en effektivitet pa 98% af metan fjernet. Systemets afthaengighed af lys, Cl,,
CH,4 og reaktionstid blev undersggt bade via forsgg og modeller.
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BPR: Back pressure regulator

CCAR: Copenhagen Centrum for Atmospheric Research
CFA: Continuous flow analysis

CRDS: Cavity ring-down spectroscopy
D.M.STD: Dynamically mixed standard
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GWP: Global warming potential

G%: Gas ratio in percentage of volume
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m/z: Mass to charge ratio

PICE: Department for Physics of Ice, Climate and Earth
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STP: Standard temperature and pressure (298K and 1 atm)

TAC: total air content (Mlgas/gice)
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1. Dye 3 CFA campaign

Studying paleo-atmospheres is important as it gives us a view into how the global system worked with
regards to temperature, greenhouse gas abundance and the emergence of life.
Digging back in time often becomes a literal explanation, as the investigation into the past often relies
on going deep in various media in order to find the hidden traces of what has transpired on Earth.
Whether it is through oceanic or lake sediments, terrestrial layers or as shall be investigated in this
work ice cores, it all requires going deep and determining the history unfolding during this travel.
When studying the atmosphere of the past, most of this work will have to rely on proxies, such as
interpreting the sudden appearance of oxidized minerals in terrestrial layers indicating the rising
presence of oxygen (Kasting, 2001). Going forward in time to Jurassic periods, proxies for CO;
abundance can be found by looking at the density of stomata (“breathing holes”) of fossilised leaves
(Roth-Nebelsick, 2004), or determining the timing of vegetative responses from the isotopic
enrichment in speleothems (KONG Xinggong, 2005).

While there is a plethora of options for piecing together the atmosphere of the past, it will have to be
based on proxies, each restricted to certain time periods for which they can account for. The complete
composition of the atmosphere therefore remains unresolvable with the current techniques, with the
exception of the latest 2 million years, where the formation of lasting ice-sheets allows for “direct”
measurement of the past atmosphere. (Stauffer et al. 1985) Firn is the denomination of the top layer
of an ice-sheet where the conversion from snow to ice occurs. Due to the formation of the ice-sheet
going from snow to ice through densification within this firn layer the structure is porous and as such
filled with air. These pores become sealed off and form pockets as the ice densifies, thereby trapping
the air within a layer as it travels further down with new layers forming above and layers thinning
below (Buizert, 2013). By the use of measurements of the trapped air, it has been possible to recreate
the CO; and CH4 record throughout the past going as far back as 800,000 years with Antarctic cores {
(Dieter Lathi, 2008) (Laetitia Loulergue, 2008)}. In combination with temperature reconstructions
based on the 60 of the ice, the behaviour of the 100,000-year glacial-interglacial cycle has been
determined. A part of these findings was the observation in older glacial periods of rapid warming
events similar to the Dansgaard-Oeschger events (henceforth DO) observed in the last glacial period.
DO events are rapid heating events occurring during the last glacial on a decadal timescale, with
temperature increases that are maintained for hundreds to thousands of years (Sune O. Rasmussen,
2014). The rapidness with which these changes occurred on a global scale is worth our interest as it
offers a way to investigate the stability and sensitivity of the earth’s climatic systems. While the
dominant mechanisms for glacial climate was significantly different compared to our current
interglacial world, there is still value in the insight to be gained, even if the climatic changes seen
cannot take place currently. As of now the exact mechanism driving the DO events is still
undetermined, despite having been investigated extensively for the last decades. Some suggestions
point to that the breakdown of the large northern ice-sheets covering the North Atlantic could lead to
initial rapid heating (G. H. Denton, 2010), that is then reinforced by positive feedback among which
increased levels of greenhouse gases are found.

In the work presented here, the desire was to perform a continuous flow analysis (CFA) investigation
on the Dye 3 core from the depth of 1750-1920m with a focus on analysing the gases stored. The
chosen depth contains the termination of the glacial, the Younger Dryas, Bglling-Allergd and the DO-
events 4-11.
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Besides the intention of generating data, the goal of the campaign was to develop a robust addition
to the gas measurements of continuous flow analysis (CFA henceforth), able to measure the isotopic
enrichment of 8°N and §%°Ar as well as the elemental ratio between Ar and N,. This would rely on
sufficient sample preparation including the challenge of continuously removing O, from the sample
stream. Furthermore, it would necessitate a well-established fractionation across the system to
account for the effects of the sample treatment. Finally, it was intended to compare and verify the
acquired results with discreet samples from the same ice and from similar Greenlandic cores by
binding it to the general age-scale.

1.1 Dye 3 firn

Nitrogen and argon are respectively the most and third most abundant gas in earth’s atmosphere,
making up around 78% and 0.934% respectively (John H. Seinfeld, 2006). Unlike the second most
abundant gas, O, both of these gases are relatively inert, with argon not participating in the bio-
chemical cycle to any degree. A consequence of this in combination with their atmospheric abundance
is that their isotopic ratios are less prone to variations, resulting in >N/**N and “°Ar/3*Ar staying stable
on the >10* year time scale (Bender T. S., 1989). Because of this, the measurement of >N/**N and
“OAr/*8Ar lends itself to the study of the firn column of the past, as the local fractionation is going to
dominate the observed variation in both ratios. Measurements of this have already been made (
(Bender T. S., 1989), (Jeffrey P. Severinghaus, 1998)) and show how climatic events also leave a mark
in the isotopic ratio of these inert gases. The common convention when describing isotopic ratios is
by the use of the delta-nomenclature, which gives the relative difference in isotopic ratio between a
measured sample and known standard is described.

§=(2-1) (1)

TSTD

6 is the relative difference between two ratios and is conventionally given in %o, r is the ratio of the
sample while rsmp is the ratio of the standard both of which are unitless.

In the selected core-section the point of most interest is the transition from the Younger-Dryas to the
Holocene. This transition from glacial to interglacial should be highlighted by a major shift in the
densification, as the temperature will increase alongside accumulation. This change in the firn
condition will leave a clear signal in the 8N because of the changed fractionation effects.
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1.1.1 Firn densification and its effect on N2 and Ar
In order to understand the signals of gas stored in

ice-sheets it is important to have an understanding @ &2

of the dynamics that trapped it within the ice. The s~ 0.8

trapping goes on in the porous interface between ‘e 07} %1072
atmosphere and the ice-sheet that is the firn-layer. ;_3 0.6 18
This process is initially a mechanical densification = 05t B o
where the weight of the new layers on top 04l 4 §
densifies the layers below. Densification is s 2.ZF
dependent on temperature, snow density and - —0
yearly accumulation as described by Herron- b 3f C:Z | | | T ﬂiﬂﬁ'
Langway (Michael M. Herron, 1980). In their model b

the journey from snow to ice can be followed g 0_2_"' g §
through the density profile of the firn column, with 9-’N T Z
relatively fast densification to 0.55kg/I that canbe  Z 3 =+
interpreted as the denser packing of the snow as w 01 Tg g:

the flakes get rounded off. This densification i
occurs within the top 10-20 meters depending on 0@ ‘ ‘DZ‘ ‘ . ‘ L!Z ‘

the local conditions. After a density of 0.55kg/| is 4 e BODeTJ[’)[h (?g) 60 70 £0

reached, the snow can no longer be packed an
’ g P y Figure 1: “(a) Firn density p (left axis), and the open and closed

closer, and the remaining densification occurs via porosity Sop and Scl, respectively (right axis). Black dots show firn
morphology of the snow towards ice as the density density measurements in 0.55m segments. (b) Gravitational
. e . i 15
approaches 0.92kg/|. This process of densification ennchfnent as shown by §°N,, correctec,llfor thermal effects
. ” ) (Severinghaus, Grachev, & Battle, 2001)” — from (C. Buizert P. M.,
can be seen in Figure 1 (a), where the density p;,)
follows a near linear dependence on depth until

0.55kg/l is reached, where after the densification rate slows down.

In relation to the air storage, it is conventionally separated into three regions, consisting of a
convective zone, diffusive zone and the lock-in zone. (C. Buizert P. M., 2012) The convective zone is
the youngest region made up of the upper few meters, where the ice structure and density are still
close to that of snow. In this region the air within the firn matrix is freely able to exchange with the
open air above, and the air composition within this region is controlled by the convective movement
of wind.
Below the convective zone is the diffusive zone that continues, through densification until the lock-in
depth. As the name suggests this region is dominated by the diffusion of gas within the semi-
connected pores. The gas is not able to freely exchange with the current atmosphere, but as the
porosity of the firn-ice still allows for diffusion. Below the diffusive zone the lock-in-zone starts where
the permeability throughout the ice matrix gets reduced to the point, where bubbles get formed as
gas is enclosed in the ice structure. The gas captured is no longer prone to isotopic fractionation
effects, as it is limited from diffusive movements driving the fractionations. This end to the
fractionation can be observed in Figure 1 (b), where the enrichment in 8°N remains constant along
depth after entering the lock-in-zone. The lock-in-zone covers upwards of a few meters to 20 meters
depending on local conditions, as the closing off of bubbles is a gradual process (C. Buizert P. M., 2012).
The lock-in-zone ends at the close-off depth below which all the gas is stored in the ice. Below the
close-off depth only one more transformation occurs to the gas stored, and that takes place when the
ice-matrix has been compressed and densified to such a degree that the bubbles themselves get
squeezed into the ice, dislocating the gas into clathrates within the ice-matrix itself (Miller, 1969). The
region in the ice-sheet, 500-1200m, where this transformation occurs is termed the brittle-zone as the
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formation of clathrates exerts a great pressure on the ice itself, rendering it brittle when removed
from the high pressure stabilizing it in the ice-sheet. Below this the depth the ice is stabilized in the
new configuration and will not be as brittle. With time, ice cores from this depth will relax under the
reformation of bubbles. The gas measured in this campaign will therefore likely be a mix of clathrates
and bubbles, though to which degree is unknown.

In the diffusive zone thermo and gravitational describes the isotopic enrichment, as the gas transport
within the limited free-path is dictated by these physical effects. Both of these effects are
consequences of lighter molecules requiring less energy to move around, and as such will tend to
move upwards in comparison to their heavier counterparts. The thermo fractionation describes the
steady state reached where thermo diffusion upwards is countered by a concentration gradient going
the opposite way. In relation to isotope ratios the relationship between ratios and temperature can
be described as (Jeffrey P. Severinghaus, 1998)

5=r—C—1=(ﬁ)a—1 (2)

Th Tc

6 is the relative deviation between the isotope ratio at the cold end of the temperature gradient, r,,
when compared to the isotope ratio at the hot end r,. Both of these are the ratio between the
abundance of the heavier isotope and the lighter, which in the case of N, becomes [**N]/[**N]. T, and
T. are the temperatures in kelvin at the hot and cold end of the gradient respectively. The last value,
a, is the thermal diffusion coefficient and is an isotopic/molecule-pair unique constant that describes
the relationship between fractionation and temperature. With a positive a the resulting response to
a temperature increase at the T, compared to T would mean an increase in the heavier isotope. An
issue with applying the equation above is the dependence on absolute temperatures for both the hot
and cold region. These values require a reconstruction of both temperatures, for the purpose of
extracting the associated fractionation. The uncertainty for these temperatures will then be
propagated through the equation above. In order to minimize this effect, the use of the alternative
temperature sensitivity is common (K. Kawamura, 2013), (Severinghaus, Grachev, & Battle, 2001). It
is approximately related to the thermal diffusion factor through:

a

n= (3)

Tavg

Where the average temperature is defined as:

— ThxT, Th
Tang = 7 In (32) (a)

The use of thermal sensitivity allows for an easy assessment of the scaling of the expected
fractionation, as it only relies on the differences between temperatures rather than the absolute value
of both temperatures.

ox =0, (T, —T,.) (5)

Where éx is the enrichment in isotope x, based on its thermal sensitivity Qx and the difference in
temperature. This equation is not able to provide the resulting enrichment, but it is able to compare
the response between isotope pairs with different thermal sensitivity. Here relative values can be
used, and it has been found that the thermal sensitivity of Q*Ar is 65% of the thermal sensitivity of
QN at Tayg = 240°C (Severinghaus, Grachev, & Battle, 2001).
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Thermal fractionation is most pronounced in the top
of the firn column where the seasonal variation in
temperature is propagated down, leading to variation
in the delta values (Severinghaus, Grachev, & Battle,
2001). As can be seen in Figure 2 the seasonal
variations average out further down the firn column
and below the top 25 meters a stable temperature
across the firn is established and the thermal
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The gravitational fractionation is assuming steady state between a concentration gradient and the
density gradient of the air. Due to the slower speed for heavier molecules they are enriched with
depth, as it will require more energy to move upwards in the firn. The effect is described as:

§=T-1=exp(H¥)-1 (6)
To .

Where 6 it the resulting gravitational fractionation, r is the ratio at depth z and r, is the ratio at the
surface. Am is the difference in molecular weight between the two isotopes, in the case of >N/N
that would be 1g/mol and for *°Ar/3*Ar would be 4g/mol, g is the gravitational acceleration which at
the latitude of Dye-3 is 9.823m/s% R is the gas constant and T is the temperature in kelvin. z is the
height difference between the depth of comparison and the top of the diffusion zone in meters. Here
it is important to note that the exact height of the convective zone is uncertain, and would depend on
the densifying conditions that may vary with time.

The fractionation predicted by the gravitational and thermal effect in eq. 5 and 6 is the maximum
expected fractionation, and the degree to which this will be reached can be limited by upward
advective flow (H. CRAIG, 1988). Greater advective flow introduces more mixing and reduces the
gravitational and thermal fractionation. Advective flow has been found to depend on the inverse

difference of density between the density at depth z and the close-off density (i - i), with the

Pz Pco

effect scaling with ice-accumulation. The potential effect of this needs to be considered when
interpreting the found enrichments.

As environmental changes that would result in a response in both the thermal and gravitational
fractionation are often coupled, the responses are also going to be near simultaneous. It is possible to
disentangle them as the thermal fractionation is molecule specific while the gravitational is a universal
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fractionation. The fractionation for each of the two isotopes can be expressed as a sum of the
fractionation resulting from their respective thermal and gravitational effects.

615N0b5 = STNZ + 6GN2 (7)
540Ar0bs = 8TAT‘ + 8GAT (8)

By comparing the observed signal of enrichment for >N and “°Ar the effect size of gravitational and
thermal fractionation can be disentangled. Doing so relies on realising that both the thermal
enrichment and gravitational enrichment of argon can be expressed as the thermal and gravitational
enrichment of nitrogen. The thermal sensitivity of “°Ar was 65% that of ©*N, and the gravitational
fractionation is approximately 4 times greater for “°Ar than °N, leading to:

5% Ar,,s = 0.656Ty, + 4 - 6Gy, (9)
From combination with eq. 7 the thermal and gravitational effect can be found (see appendix 1.1):

_ 8*0Ar,ps—0.65-815Nps

oGy, = 3% (10)
_ 4x8§15N b -6%04r b
0Ty, = 0;35 222 (11)

Both the thermal and gravitational effect also play a role in the elemental ratios such as O/N, and
Ar/N,, but here it should be noted that a third fractionation effect becomes dominating. Adding to the
complexity is the close-off fractionation occurring as a result of different molecules having varying
sizes. Based on work from (C. Huber, 2006) it was found that molecules smaller than a critical collision
diameter of 3.6A was enriched above the close-off depth. This diameter separates O, and Ar from N,
as the diameters are 3.47, 3.54 and 3.80A respectively (H. CRAIG, 1988). The reason given for this is a
“window” of 3.6A in the structure of the ice-matrix that allowed smaller molecules to pass through.
This effect is termed close-off fractionation. Part of the promotion for this is the pressure build-up
within the bubbles that occurs with close-off. It should therefore be expected that the small
enrichment above the close-off would mirror a depletion in the closed-off bubbles, and that does
appear to be the case, with measured elemental ratios O,/N, and Ar/N; below the close-off depth
being depleted when compared to modern air on the order of -15%. and -7%. respectively. This is
noticeable as the elemental ratios would be expected to be enriched due to gravitational
fractionation. Based on observations O»/N; appears to be usable as a local summer insolation proxy,
as the summer insolation affects the physical properties of surface ice grains (Buizert, 2013). When
those surface grains make it down to the depth of lock-in-zone it will determine the degree to which
the size-dependent fractionation can occur. As argon is also affected by close-off fractionation, it
seems likely that Ar/N, also could work as a summer insolation proxy in a similar manner.

The amount of air captured in the ice, total air content (TAC) is also a parameter of interest, as it is a
product of the pressure and temperature at the point of capture. For that reason it has initially been
assumed to be a proxy for surface elevation (LORIUS, 1973), but more recent findings show that the
complexity of bubble enclosure complicates matters, as other effects dominate the variation
observed. In the work of (Olivier Eicher, 2016) a drop in TAC was observed in response to DO-events
in the NGRIP core. The explanation given is that the increase in accumulation coming with the DO-
events leads to a temporary enhanced densification reducing the pore size until the firn column has
stabilized. If possible this effect will also be investigated.

A final remark regarding the interpretation of gas from firn pertains to the age of the gas in relation
to the surrounding ice. Whereas the ice comes in separable layers, the gas diffuses through the firn
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column as has been discussed, resulting in a mixing between years. A consequence of this is that the
gas that is closed off will be younger than the ice surrounding it. This difference is denoted Aage and
increases with the depth of the close-off zone, and drops with increasing accumulation (Buizert, 2013).
A second consequence is that the age distribution will increase with depth, as it has had a longer time
and age range to mix in, resulting in a smoothed response. Best conditions for high temporal resolution
in gas would be shallow lock-in zone and high accumulation, which is the case for Dye-3.
With regards to close-off fractionation, it is expected to follow ice-age rather than gas-age as the
effects derive from variation in the ice properties. Timing of gravitational and thermal fractionation is
expected to align with gas-age rather than ice-age.

1.1.2 Dye-3
Dye-3 represents one of the earliest deep ice core drillings in
Greenland as it was conducted between 1979 to 1981 at the third
of the Dye bases as part of the Distant Early Warning line
(Dansgaard, 2004). The station and drill site were located a few
dozen kilometres east of the local ice-divide at 65°11’N 43 “49W
on top of the 2km ice-sheet. The time period covered by the ice
core goes through the Holocene down to a depth of 1780m where : O NGRIP
the transition from the last glacial began. The remaining 250 2
meters covers the last glacial period and ends with the transition
into glacial from the Eemian. The core has already been the
subject of campaigns, from the initial measurements of 80 for
temperature proxy, measuring total air content (Dansgaard,
2004), borehole temperature measurements (D. Dahl-Jensen,
1998) and measurements of gas isotopes from the top 140meter
of the ice-sheet (H. CRAIG, 1988). Because CFA was not part of the
measurement protocol at the initial cutting of the ice, no pieces
have been set aside for it. Samples were therefore taken from the
tube archive. Since the core had already been the subject of Figure 4: Map of Greenlandic drill sights.
investigations, the range investigated is therefore suffering from (Vinther, 2020)

lacking core-bags that have already been used, and presents a few
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In addition to this, the very southern and near costal location of Dye 3 compared to NEEM, GRIP and
NGRIP, means that the local conditions are significantly different with regards to temperatures and
precipitation. In Figure 5 the average modern conditions can be seen for multiple core sites in both
Antarctica and Greenland, and the unusually high accumulation and temperature at Dye 3 result in
the smallest Aage of all the cores. This arises from a relatively shallow firn column, which for the
purpose of CFA gas measurements, is desirable, as it means the age distribution will also be
significantly smaller, allowing for better temporal resolution. A shallow core also means that the
effects of changes to temperature will be more pronounced, as the temperature gradient will be
established quicker, resulting in sharper increases in thermal fractionation. The high accumulation in
Dye 3 will, however, have the side-effect of increased advective flow. This has already been shown to
reduce the gravitational fractionation of 6°N from the 0.33%o. expected from eq. 6 with z=70m and
T=-20°Cto 0.22%o (H. CRAIG, 1988).

An additional point that deserves attention
is the aforementioned time the core has 100 = = i 1
been stored. With 40 vyears since its
recovery it has as mentioned had time to
relax the clathrates to reform bubbles. This
observed morphology points to another
potential source of issues, namely loss of
gas or contamination from modern air. It is
unfortunately possible that the pressure
within the core has allowed some of the gas
to seep out. This loss would be expected to
be a process leading to fractionation in
elemental ratios. The reason for this is that
0O and Ar are small enough that they can
escape through the ice matrix, whereas N;
would be left behind. While there might be
diffusion within the ice, only diffusion out
of the ice leads to loss, which means that a
high volume to surface ratio has a reduced

Accumulation (m alice equiv.)
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Figure 5: Overview of modern day average yearly accumulation and
) ) temperatures for various drilling sites. From this the contour plot of
loss. Cracks or fractures in the ice structures Aage has been made based on an assumed gas lock-in density of

increase the surface area and thus increase 14kg m below the mean close-off density with density profile

the loss, leading to core cracking found from Herron-Langway’s model. (Buizert, 2013)
fractionation. As the ice investigated in this campaign is well below the brittle zone, it is expected that
all the gas was in the form of clathrates, at the point of excavation. This would provide some protection
against core-cracking fractionation as the clathrates would retain the gas better (Bender T. S., 1989)
(Bender M. L., 2002). The ice-cores have, however, been stored at ambient pressure, which would
promote the reformation of gas-bubbles. From visual inspection of the ice the presence of bubbles in
the ice was confirmed. For the purpose of measurements, bubbles are preferred, as the melting of
clathrates would result in the captured gas molecule being dissolved at melting. The long storage time
of close to 40 years is expected to be sufficient for the majority of clathrates to have collapsed into
bubbles, though the exact degree to which this is true is not known.

Contamination from modern air is expected to be introduced at macro- or microfractures that have
re-frozen sealing in modern air, or during the measurement between two blocks of ice.
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1.2 Setup development

The CFA system is based on what has previously been used for campaigns for NEEM, RICE and Renland,
and had already been developed to isolate the gas bubbles from the meltwater stream and measure
it for methane abundance using the G1101. With the campaign we set out to include isotopic
measurements of N, and Ar to the gas measurements. The instrument of choice for these
measurements was an isotopic ratio mass spectrometer (IRMS), Thermo Delta V, which allows for
continuous measurements of a range of different mass to charge ratios.

At the core of a CFA setup is the ice-core itself. Mounted in a frame inside a freezer it is slowly being
melted at the bottom where it is placed on a heated unit henceforth named melt-head. This melt-
head is constructed in a way that allows for separating the melt-flow from the inner part of the core
from the outer. This separation is important as the outside of the core has been in contaminated
during storage, sample preparation and from contact with modern air. The outside flow goes to waste,
while the inner mix of liquid and gas flow goes towards analysis. The concept builds on the work done
by Andreas Sigg (Andreas Sigg, 1994), where the continuous melting of samples from the Greenland
Ice core Project (GRIP) allowed for high-resolution measurements of four trace species H,0, HCOHO,
NH4* and Ca? in the liquid flow. With the development and progress of CFA, it has been used to
measure the CH; abundance for the core of NEEM (C. Stowasser, 2012), Recap (Vladimirova, 2018).
Because of the constant stream of sample generated by the melting of the core, it lends itself to be
measured for as many relevant components as possible once melting has started. Components of
interest include; Na*, Ca%, CI,, NH4*, NOs’, pH, dust, §H,80, CHa, CO2, N0, 6°N and 6%°Ar. This allows
for a more complete picture of the past conditions as all the information can be combined to tell parts
of the story.

While a functional gas-CFA system was available as originally developed by Christoff Stowasser (C.
Stowasser, 2012), and later improved upon by Rachel Rhodes (Rachael H. Rhodes, 2013) and Diana
Vladimirova (Vladimirova, 2018), it had to be re-established following the move of February 2019. This
opportunity was used to include a number of changes to the original setup as the new location allowed
for a more compact setup. Additionally, the campaign of Dye 3 was intended to be a CFA campaign
with gas measurements as the main focus. This allowed for implementing changes to the method of
gas extraction intended to improve the gas recovery.

The first of these changes was an increased melt-rate to allow for a faster total flow and therefore
also greater gas-flow, allowing for a quicker turn-over through the system.

The second change was amplifying the means of gas extraction. In the previous setup the main
separation of gas from the liquid flow was done via a debubbler. A debubbler is a unit with a small
volume connected to one inlet and two outlets, one at the bottom and one at the tube. Here the gas
would gravitationally be separated from the main liquid flow by going towards the up-pointing outlet.
The resulting gas flow was volumetrically still half liquid and half gas, and therefore needed further
extraction. This was done through the use of a micromodule (MicroModule 0.5” x1”, G591, Membrana
GmbH, Germany). The resulting gas stream contains no liquid water, but is still saturated in humidity,
therefore requiring additional drying which was accomplished via a Nafion unit. This system allowed
for measurements of methane on dry gas, but an unknown part of the sample was lost to the main
liquid flow in the debubbler. For the purpose of establishing elemental ratios this can be accounted
for via determining the size of this effect via standards, but for the purpose of measuring isotopic
enrichment this posed a challenge as dissolution in liquid would lead to fractionation.

To improve this in the new setup, the main liquid flow was redirected along the gas path through a
new micromodule (3M, Liqui-Cel MM-0.75X1 Series Membrane Contactor), which allowed for the gas
extraction of both the air still in the form of bubbles and to an extent the air dissolved in the liquid.
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The efficiency of this module and its dependence on gas pressure, flow rate temperature has been
described in the thesis of Janani Venkatesh (Venkatesh, 2020), but the recovery degree was upwards
of 90%, depending on the gas to liquid ratio.

The third upgrade was reducing the gas pressure at the dry-side of the micromodule, as that would
result in a greater pressure gradient across the membrane. From this we expect an increased gas
extraction efficiency.

Fourth was the incorporation of more sensors, tracking the liquid pressure and flow, as well as the
temperature and gas flow. This allowed for better control of the setup, for the purpose of trouble
shooting and determining the solubility effects as shall be described later.

With these improvements in mind | will account for the setup that was developed while going into
detail regarding the used IRMS and oxygen removal method.

1.2.1 Mass spectrometer

Mass Spectrometry (henceforth MS) has been part of the ice-cores science from the beginning from
Willi Dansgaard’s initial measurements (Dansgaard, 2004). The underlying concept is to charge the
incoming sample molecules either by giving them a negative or positive charge. The charged molecules
are then passed through a magnetic field that can be controlled to guide certain mass to charge ratios
(henceforth m/z) through to the detection, while the rest is deflected. Commonly faraday-cups are
used for detection amplifying the signal generated by the charged ion. Common methods for this
approach use quadrupoles MS, consisting of four poles maintaining a magnetic field between two
pairs, allowing one specific m/z to pass through along the poles while any other ratio is deflected. The
magnetic field can then be varied to scan over a range of ratios, though that comes at the price of only
measuring one ratio at a time. A method that has been developed that allows for measuring all of
m/z’s of interest at the same time is IRMS. This method applies a curved magnetic field that bends the
charged sample stream. Depending on the m/z their trajectory gets bent to varying degrees with light
molecules getting affected greatly while heavier molecules get their path bent to a smaller degree.
This results in the charged molecules leaving the magnetic field in a gradient along m/z. Detection
cups can then be installed in the paths of any m/z of interest. The different cups are then equipped
with resistances chosen to amplify the data stream up to comparable levels.

With the cup configuration of the Thermo Delta V used in this campaign it was possible to measure
m/z 28, 29, 30, 31, 32, 36, 40, 44, 45 and 46 continuously, allowing for measurement of the three main
atmospheric components: N,, O,, Ar and also the isotopic masses for CO,. Despite being desirable for
measuring argon isotopes the cup configuration unfortunately does allow for m/z 38.

The ionization makes use of electron impact ionization, with a high potential filament charging the
molecules passing by.

Part of the benefit of the Thermo Delta V is the small sample volume required for measurements and
during the campaign was run with a sample flow of 0.01ml/min.

While MS is a strong tool due to its selectivity for chosen m/z, the instruments tend to have a
significant daily drift. The normal intended use is discrete samples, so in order to make sure that the
effects of drift are known, a standard was measured immediately before and after every experimental
run. To facilitate this, the instrument is equipped with a dual inlet system allowing for shifting between
sample and a known standard that can be used for calibration and binding the drift.
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1.2.2 CFA setup

The schematics of the CFA setup can be seen in Figure 6, with the entire gas analysis accounted for,
while the chemical analysis is only referred to by name. Starting the walkthrough of the system from
the melter in the top-right corner, we have the beginning of the CFA setup. Here the 1m ice sticks
were placed on the melthead within the freezer. The melthead used in this experiment had a cross-
section of 3.5cm*3.5cm with an inner cross-section of 2.6cm*2.6cm and maintained a temperature at
50°C, resulting in a meltspeed of 4-4.5 cm/min. On top of the ice a weight was added with a twofold
purpose. As part of the melting is driven by the ice pressing into the melthead, the first purpose is to
add mass to the ice even when most of it is already melted. The second purpose is to continuously
measure the melt-rate as the weight is attached to an encoder. This measurement was vital for later
assigning the measurement to depth.
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Figure 6: CFA setup with gas side focus. Shown is the vici valves that are controlled by the Labview script. BPR: back-pressure
regulator, MFC: mass flow controller, FPR: forward-pressure regulator, L.P. Liquid pressure sensor, L.F. liquid flow meter. All
liquid and gas/liquid tubes were 1/8” HPFA tubes, gas tubes (black) were either stainless steel or cobber Swagelok tubing or
capillaries with inner diameter 340um.

With the ice melting a flow was generated of mixed air and liquid. This flow was separated as described
earlier into the inner flow being directed for measurements and the outer flow discarded as
contaminated waste. The inner flow was connected to the MH valve that was used to direct either
sample or standard through the full extraction path. In the settings used in the figure the sample is
directed towards peristaltic pump set to 23ml/min promoting the inner flow. From the peristaltic
pump the sample is connected to a triangular debubbler. Here the majority of liquid flow and
approximately the entire gas flow were directed towards the top exit, while a 3ml/min liquid flow was
redirected for dust measurements. The flowrate for the dust line was measured by a liquid flowmeter
(LS32-1500, Sensirion). The separation was necessary as the following sample treatment was passing
the sample through a 20um particle filter in order to remove particles from the dusty glacial ice. The
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dust had to be removed to protect the micromodule used for gas extraction. Two dust filters were
installed as loops on a six-port valve, in order to allow exchanging one while the other was in use.
After the “filter”-valve, the sample was directed to the “bypass”-valve, where it would either be
passed through the micromodule for gas extraction, or bypass it and go directly for chemical analysis.
The gas extraction was done via a 0.75” X 1” membrane module, made up of closely-packed
microporous, hydrophobic hollow fibre membranes oriented orthogonal to the flow direction
(Venkatesh, 2020). By applying under pressure on the shellside of the membrane, gas is passed
through the micropores, while the water is retained in the flow-path. Despite the depiction in the
schedule the module was oriented vertically, as gas bubbles would tend to get stuck otherwise.

It should also be noted that the connections made to the module was non-conventual, as a Swagelok
connection had to be glued to the gas side for a leak-tight connection, while 1/8” HPFA tubing was
connected to the liquid inlet and outlet, held in place by a softer broader tubing.

Worth noticing are the two liquid pressure sensors (26PCBFG5G, Honeywell) placed on each side of
the micromodule, monitoring the pressure drop associated with gas removal. The average liquid
pressure was on the order of 1190mbar. Additionally, a second liquid flowmeter was installed that in
combination with the dust flow meter allowed for measuring the total liquid flow.
The “bypass”-valve was connected, so that it could switch between degassing the sample or run a
readily mixed standard. That concludes it for the sample path. Following will be description of the
standard introduction.

The methane standards are situated in the top-left corner and consisted of two bottles, “Holocene”
and “Glacial”, mixed to resemble Holocene and glacial trace-gas levels. Both of these bottles were
connected to mass-flow-controllers of the type GE50A MKS, connected to the valve named “Hol/Gla”.
This valve controls which standard was passed through to the “MH” valve or the “Bypass” valve. The
gas going either way would be introduced to a liquid flow through a T-piece, where the gas was
introduced via a capillary inserted in line with the liquid flow. This created a segmented flow of bubbles
in the liquid very similar to the flow observed for samples. The liquid flow for the standard was
generated by a peristaltic pump supplying deionised water. This water was bubbled through by a flow
of nitrogen in order to promote the removal of other gasses. The degassing of the water had already
started 2.5 hours earlier at a degassing station. The water was further degassed by a module
connected to a pump prior to combining with the standard gas.

The standard directed towards the “MH” valve would first pass through the “STD” valve that switched
between the gas standards and a manifold with all the necessary liquid standards for chemical analysis
calibration. By controlling the ratio between gas and liquid flow varying levels of total air content could
be simulated, which would be necessary for the purpose of calibrating the effect of solubility.

All automatic valves, mass flow controllers and meters, back-pressure regulators and liquid pressure
meters were either controlled or monitored by a single Labview program running on the computer
also controlling the Picarro unit. This program provided a data sheet containing all the monitored data
with a 1s frequency.

1.2.3 Gas extraction

For the purpose of discussing the treatment of the extracted gas sample, a zoom-in of this section can
be seen in Figure 7. As described, the gas is extracted at the micromodule unit. The extraction is done
by maintaining a pressure of 300mbar as controlled by a back-pressure regulator. The pumping for
maintaining this pressure is supplied by the pump connected to Picarro G1101 unit. The micromodule
is connected to a three-port, installed for the purpose of switching between lab-air or sample.
Following the three-port valve the gas-stream is separated into a flow towards the Picarro for the
purpose of CHs measurements, while a fraction of the main flow is directed towards the mass
spectrometer. The connection towards the IRMS is through a capillary with inner diameter of 200um
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limiting the flow. As the pressure was kept regulated at both ends a stable flow of 0.15ml/min went
for the IRMS, while the remaining flow went for the Picarro. The final point of interest regarding the
Picarro pathway is the mass-flow meter installed in its path. This allowed for measuring the gas flow
to the Picarro, which plus the 0.15ml/min accounted for the total gas volume extracted.

On the path from this separation to the MS inlet the sample goes through three sets of purifications.
The first means of gas sample preparation is to remove the humidity in the sample stream. Though
liquid water could not pass through the micromodule, vapor was still able, and therefore the gas was
saturated with moisture. In order to remove it a 34cm Nafion, TT-030 from Perma Pure LLC, was
installed, with a 50ml/min N, flow running counter to the sample flow. The Nafion is made of
extremely hydrophilic material that allows the water molecules to bind to it and travel through it. By
having dry gas running with high-flow on the other side of the membrane, the vapor pressure of the
water will be kept low as it is continuously removed. With continuous removal on the other side, it

will dry out the water from the sample side.
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Figure 7: Zoom in on gas sample purification path way. Definitions are identical to previous figure. BPR: back-pressure
regulator, MFC: mass flow controller, FPR: forward-pressure regulator, L.P. Liquid pressure sensor, L.F. liquid flow meter.

Following the Nafion a cold-trap was installed for the purpose of removing trace-gases such as CO;
while also removing additional humidity making it through the Nafion. The cold trap was a 1/16” SS
tube of 43.5cm lowered into a dewer filled with liquid nitrogen. Past the cold trap was a connection
to another three port valve installed to switch between sample and lab-air. The purpose of which was
to determine the combined fractionation effects of the nafion and cold trap.

The output from this valve was connected to the oxygen removal setup that stripped the oxygen
content from the gas sample. At the point of entering the oxygen removal setup, all humidity and
trace gas levels are expected to be reduced to their respective vapor pressure at -172°C.
The oxygen removal setup and its motivation will be described more fully in the following chapter.

From the oxygen reduced sample, a small sample flow was collected by a capillary connected to the
IRMS. The capillary had inner diameter of 100um and a length 164cm. The first 15cm located inside
the membrane, had been scorched by a lighter in order to remove the coating. That concludes the
sample path, so attention should be drawn to the standard line for the IRMS.
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Unlike for the methane setup no static gas was used for the IRMS standard, but was rather dynamically
mixed from a flow of ~10ml/min N, with a flow of argon kept at around 0.127ml/min. The exact flow
was installed so as to match the elemental ratio of lab-air. The combined flow of these two gases
would go past a T-piece with the majority of the flow venting to the lab. The other exit of the T-piece
was connected to a forward pressure regulator. From here the standard was connected to the IRMS's
second inlet via a capillary in order to make use of the dual-inlet function. The forward pressure
regulator was used to control the flow to the IRMS so that it was at comparable levels to those on the
sample side. It was found that a pressure of 145mbar produces close to identical levels between the
standard and lab-air. As a concequence of this pressure and dimensions of the capillary, the flow going
through the standard capillary was only 0.01ml/min. This meant that the pumping of the IRMS would
not supply suffient pumping for the forward pressure regulator. For that purpose a second connection
was made to the forward pressure regulator going to a pump. The standard could be varied by
changing the forward pressure setting or by varying the argon abundance. The idea was that the effect
of these changes could always be established by comparing with lab-air that went through the system
from the sample side.

1.2.4 Oxygen removal

With the use of the Nafion and the cold trap the majority of trace-gasses should have been removed
leaving a gas stream consisting almost exclusively of N, O, Ar. At this stage we were left with a choice
on how to progress. It was desirable to remove O, from the sample due to the clumped isotope 20,
overlapping with 3®Ar. The atmospheric abundance of oxygen at 20.8% with an isotopic abundance of
0.2% for 0 would lead to an air abundance of clumped 0, to be 0.83ppmv compared to the
expected 5.88ppmv of 3®Ar based on argon abundance of 0.934% and isotopic abundance of *Ar at
0.063%. The signal of clumped 80, would result in a 14% higher signal for m/z 36, which is a substantial
offset if we desire to measure in the %o range. While this effect can be removed to a certain degree
by also measuring m/z 32 and extrapolating the expected effect on m/z 36 from the oxygen
abundance, variation caused by thermal and gravitational effects will be near impossible to correct
for. Part of the reason for this is that the gravitational enrichment of 620, will counteract the observed
gravitational enrichment of §%Ar, as the m/z 36 is also increased. Based on this relationship a
gravitational increase of 1.0%0 would result in a measured increase of only 0.88%. due to a 124 per
meg offset. Such a difference could result in wrongly attributing the observed increases to thermal
fractionation rather than gravitational as the *N and “°Ar response appear to scale nonlinearly. To
reduce the effect of oxygen it was deemed necessary to remove it from the sample stream. A removal
of 95% of oxygen would reduce the effect to an offset of 7per meg, which would be well below the
expected uncertainty of the setup.

The approach for removing O, from the sample stream made use of a similar method to that of the
Nafion. The sample would flow through a membrane tube selective for oxygen, with a counterflow of
helium on the outside. This would allow the oxygen to travel through the membrane and be carried
away by the flow of helium. The membrane chosen was a tubular perovskite membrane, from
Fraunhofer-Institute for Interfacial Engineering and Biotechnology Inorganic Surfaces and Membranes
(Germany). The ceramic membrane had an outer diameter of 1.15mm with an inner diameter in the
range of 0.80-0.88mm, and functions as a physical barrier for most gasses. However, it allows diffusion
of oxygen through, though the permeability is highly dependent on temperature, necessitating
temperatures above 600°C before any oxygen diffusion was observed. As the permeation is based on
diffusion it is driven by the difference in partial pressure on each side of the membrane, which is why
the counter flow of helium is applied to keep the pressure of oxygen on the other side close to zero.
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The membranes had previously been acquired for the purpose of extracting and purifying O, for Y0
measurements (Reutenauer, 2016), but due to oxygen being left in the membrane between runs, the
project was abandoned. For the purpose of removing O, the membrane proved useful however. From
initial testing it was found that the permeability increased with temperature, and a working
temperature at 850 °C was decided upon based on the limitations of the oven and the diminishing
returns at increased temperature.
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Figure 8: Oven and membrane setup: The thick blue lines represents the quartz tube containing the 2mm SS-tube and the
membrane, represented by the thick black lines. The thin orange line connecting to the IRMS from the middle of the membrane
is the capillary through which the sample is drawn. The green arrows indicate the flow of helium passing between the SS- and
quartz tube. The black arrows indicate the sample flow.

A zoom on the oven setup can be seen in Figure 8. A 12 cm membrane piece was installed between a
2mm SS tube of length 40cm and an 1/8” SS-tube of identical length and the combined setup was
inserted into a 6mm quarts glass tube with an inner diameter of 3mm. The connection around the
quartz tube was made with two 6mm ultra-torr to %4” union fittings. With the SS-tubes inserted in the
glass and kept in place by the ultra-torr fittings, the connection would be inserted into the cylindrical
oven, after which connections would be made from the ultra-torr fittings to a %4” cross for the 2mm
SS tube and t-piece for the 1/8” SS tube. The two SS-tubes were small enough to fit through both of
these pieces, which allowed for having a sample volume that was separated from the quartz-tube
volume. The inlet end of the 2mm SS tube was connected to the aforementioned three-port valve and
sample pathway.
The end of the 1/8” SS-tube was connected to one of the “arms” of a 1/8” T-piece. This allowed for
inserting a capillary through the opposite “arm” that could then go all the way through the SS-tube
into the membrane. This capillary, with an inner diameter of 100um and a length of 168cm, was left
open in the membrane in order to suck in a fraction of the oxygen depleted sample to the IRMS, which
it was connected to at one of the dual inlets. The small flow generated by the pumping from the IRMS
would only amount to 0.01ml/min, so in order to help promote sample flow, the excess sample gas
would be pumped down to a pressure of 200mbar, through a connection from the 1/8” T-piece to the
%" cross piece, that was then further connected to a BPR followed by a pump. This BPR would control
the pressure of both the sample and the helium flow that was connected via the %” t-piece.
The helium flow was introduced by the %” T-piece connected to the 1/8” tubing, and was controlled
by a mass-flow controller which was set to 50ml/min for initial experiments but was increased to
70ml/min for the campaign. Increased oxygen removal was observed with increased helium flow, but
from 50-70ml/min the effect was minor.

Incorporating this membrane posed some challenges as the membrane did not lend itself easily to be
installed in a leak-free manner. The dimensions of it did not fit with any available tubing, so in order
to connect it, the inner diameter at the end of 2mm SS-tube was increased in order to fit the
membrane inside. While this allowed for connecting the membrane, the connection was still open to
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exchange between inside and out. In order to seal this hole a gold-paste, C5754 B from Heraeus, was
applied between the membrane and SS-tube. The seal was given a slow heating up to 500°C over the
period of three hours, during which the paste would dry and seal around the connection. The reason
for choosing this sealant was its heat-resistance, which would be vital at the 850 °C, which the setup
would be running with. A lot of attempts were made at sealing the membrane in both ends, by
inserting it into another drilled out 2mm SS-tube. This proved an insurmountable task with the tools
at hand, as the membrane was too brittle to be locked in place between two SS-tubes. Attempts at
steadying the alignment by installing triangular “legs” for the two steel tubes were not sufficient. A
break could unfortunately first be confirmed following the installation once the system was running.

Following multiple failed attempts and wasted broken membranes, a less rigid method of connection
was attempted, which came at the cost of the membrane connection no longer being leak-tight. The
membrane would still be inserted and sealed 0.5cm into the 2mm SS-tube, while the outlet of the
membrane would be inserted into the 1/8” SS-tube but not be sealed. The depth of this insertion was
increased to approximately 5cm to minimize the flow of helium going past the SS-tube and the
membrane into the sample stream. This left roughly 6cm of exposed membrane between the two SS
tubes. From the testing done, this fortunately proved to be sufficient as the resulting removal degree
was found to be around 98.5% for oxygen.

While the masses of interest are limited to 28, 29, 36 and 40, being able to monitor the O, and CO;
abundance proved to be useful for trouble-shooting, as the final system should remove both of those
gases. Increased levels for either of those gasses would indicate that the removal methods are failing
or a leak has occurred.

1.2.5 Running the system

The melting campaign was completed over the course of 7 work days, 30" and 31° of October
including the 4%, 51, 6™ and 7™ of November 2019. The daily measurements consisted on average of
18 ice core bags split over two runs.

Running the system was a full day team-project. The first task of the day was the all-important cutting
and logging of the 1m ice sticks which was done in the freezer located next to the laboratory. This
included cutting the cross-section of the ice so that it would fit in the melt-head frame of
3.5cm*3.5cm, but also flatten any breaks so that all the pieces would fit together smoothly, not
allowing air pockets in-between. The logging of the ice consisted in writing down the length of each
core, as well the depth of any break or missing pieces, and account for the ice removed when
smoothing breaks. All this was essential for recreating the age scale based on the depth
measurements. The ice-cutting needed to be ahead by a few cores, as the ice needed to come
continuously once measurements had begun. During the ice-cutting samples were taken for discreet
measurements of gas isotopes

While the ice cutting was taking place, the CFA system was started up. This meant installing mQ-water
that had been debubbling with N, overnight, and start running it through the system by starting the
peristaltic pumps. For the IRMS setup it meant turning the heat of the oven up from 600°C to the
operational 850°C, increasing the helium flow to the running level, and fill the cold trap with liquid
nitrogen.

Initially the chemical standards would run in the liquid tubes allowing for doing a calibration run with
the IRMS, by turning the three-port valve from micromodule connection to lab-air connection. A
calibration run consisted of running the IRMS in dual-inlet mode, switching between lab-air and the
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mixed standard 5 times. From this the enrichment value of the standard when compared to the lab-
air was established.

Once the IRMS calibration run was completed and the chemical standards were done, the Holocene
standard was introduced to the mQ-flow and the methane calibration could begin by turning the
three-port valve back to the micromodule. The standard would be given time to get 15 minutes of
stable readings, which normally required 25min total. After the Holocene standard was done, the
glacial was introduced in a similar way and left to run until a stable level had been reached for
methane. At this point the ice-cutting would be far enough ahead, that the measurements could begin.
While the remaining 2 minutes of glacial standard was still running, the first ice-stick would be loaded
in the melter. The first ice placed would come with a 7cm block of mQ-ice below it, to start the flow
through the system and to have a clear transition to sample. Once the ice was placed in the frame and
loaded with the encoder connected weight on top, the “MH” valve would change from standard to
sample. Measurements would then begin by heating up the melthead to 50°C leading to a melt-rate
of roughly 4cm/min while starting the peristaltic pump with a set-point of 23ml/min. This value was
however not reached for the total flow due to restrictions in the flow-path, and was more commonly
around 19ml/min.

The IRMS would start measurements at the core being loaded by initially measuring the back-ground
level noise for each cup for 30s, before opening up for the standard inlet for 120s. After this it would
switch to the sample inlet, where it would sample on the gas there. Normally the first gas measured
would be the remaining gas from glacial methane standard, which marked itself by not having any
argon. This would last until the melting went past 7cm mQ-ice, as the near zero gas content of the
mQ-ice meant no exchange of the gas in the dead-volume between the micromodule and the back-
pressure regulator. Once gas sample started arriving at the micromodule this would be detected by a
spike in pressure, as the back-pressure regulator started to re-establish stability at 300mbar.
Due to the methane standards not having argon, it took 5 minutes before the effect of residual mixing
was no longer present, and true sample signal was being measured.

New ice-sticks would be installed whenever the currently melting ice-stick reached 20cm of remaining
height. This would cause a short discontinuity of the encoder data, as the weight had to be lifted and
placed on top of the new ice. With the melting going on by itself the system only required noting
down, whenever breaks were coming up or new ice sticks were installed, so as to match resulting data
spikes.

A normal run would take 9 or 10 ice-sticks and last around 3.5 hours, with the final ice-stick coming
with 2* 7cm mQ-ice blocks on top to ensure all the sample is passed through the system.
After a normal run was over the IRMS would switch to standard inlet again until turned off.

After the completion of a run, the ice-cutting team needed time to get ahead again, which meant that
there was time for a second calibration run for the methane and chemistry measurements.
For the 31t and 4™ this afternoon pause in between runs was unfortunately not utilized for IRMS
calibration, but in the later days was used to get a midday calibration run.

Once ice was prepared and calibration schemes were complete the day’s second run began, running
identically to the first.

After the second run an additional calibration session for chemistry, methane and IRMS would be
done, before shutting down the lab for the day.
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1.3 Data treatment

Due to the complicated nature of the setup relying on 3 steps of sample preparation, prior the gas
extraction from the melt-stream and 4 steps of sample treatment before entering the IRMS,
deconvoluting the resulting measurements pose a challenge. For each of the sample preparation steps
potential fractionation effects need to be considered:

1.

The first potential effect occurred at the melthead. As was mentioned, the campaign made
use of a higher melt-rate than previously used at 4cm/min, nearly double the earlier rates, but
the resulting liquid and gas flow did not scale accordingly. With the declared melt-rate at a
melt-head with an inner surface area of 2.6*2.6cm?, we would expect a combined output flow
of 27ml/min, but ended on average at 18ml/min. The discrepancy is explained by the missing
melt water and gas going to waste with the outer layer of the ice core.
By using the measured and liquid gas flow, a general gas ratio (G%) could be found for the
sample stream, and was calculated as the flow of gas divided by the total liquid flow plus the
gas flow. On average this was found to be around 75mlg.s/mlit. While being similar this value
is not the same as the total air content (henceforth TAC), as that is defined as gas volume per
mass of ice, and G% is a volume by volume unit. Calculating TAC directly from the flow
measurements, it is found to be around 84ml/kgice. This was lower than the expected 90-
100ml/kgice, Which suggests a loss. The most preferable type of loss would be gas being
dissolved but not extracted, as this effect can be accounted for by solubility correction shown
later. Another more problematic reason is that gas is preferentially lost to the waste line or
bubbling to the side of the melthead. This loss has a chance of introducing isotopic
fractionation effects, though we assess these effects to be minor. Our argument for this is that
the mechanism for gas-loss at the MH is almost exclusively in the form of newly formed air-
bubbles. As there had been little time for the gas to equilibrate with the liquid, it is assumed
that the gas loss does not result in fractionation for the remaining gas. While the preferential
gas loss might not lead to detectable fractionation an unfortunate consequence of it is that
the total air content cannot be determined accurately, though trends can still be observed.

The next step of sample preparation is at the de-bubbler where the gas/liquid sample stream
is separated gravitationally, with the major flow containing the air-bubbles going through the
top outlet and a sub-flow of ~3ml/min liquid flow goes towards analysis for dust content. The
sample reaches this point after 12-15s of travel time, during which the gas had time to start
equilibrating with the liquid phase. That means that while all the bubbles were confirmed to
flow in the proper direction a small amount of dissolved gas is lost to the dust-line. As this loss
is based on solubility of the gases, a fractionation effect will take place here, promoting the
loss of heavier molecules due to their higher solubility. This effect is, as for the melthead,
assumed to be minor, as the short travel-time combined with the small interface area
between gas and liquid does not facilitate the expected equilibrium degree to be reached.

The third point of sample preparation is the gas extraction occurring at the micro module.
Here, the gas and liquid stream pass through the module where thousands of hydrophobic
tubes run orthogonal to the sample stream, allowing the gas to pass through into the shell
volume of the micromodule. To promote this transition the pressure at the micromodule is
pumped down to 300mbar, where it is maintained by the BPR. The solubility effect is at this
point necessary to consider, as the gas and liquid has had a longer time to interact (30-
40seconds depending on flowrate). Furthermore, the design of the micromodule means that
there is a very large surface area for interaction between the liquid and gas. While this is
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desirable approaching complete extraction that relies on providing as close to vacuum on the
shell-side as possible, which is far from the case at 300mbar. It is therefore feared that the gas
extracted from the air bubbles, will be dissolved to a small degree in the liquid flow. This effect
would again promote fractionation, most significantly for the elemental ratios as the
difference in molecular solubility is much greater than for isotopic solubility. While it could be
argued that an easy fix for this would be to reduce the pressure further, this proved less than
ideal as the flow for the IRMS was maintained by the pressure difference between the
pressure at the micromodule and the 200mbar maintained at the oven. A compromise had to
be reached between selecting as small a pressure as possible to promote extraction, while at
the same time maintain sufficient pressure to facilitate a reasonable flow through the setup.
For this the 300mbar was selected as an acceptable compromise. The size of the fractionation
resulting from solubility was tested in experiments described in one of the later chapters on
calibration schemes.

This concludes the interaction between the water and gas and the remaining steps seek to explain the
effect varying the gas-sample treatment. In order to understand the following effects a three-way

valve was installed that allowed for switching between the sample and lab-air for providing the
pressure at the BPR.

4.

Following the extraction at the micromodule, the gas flow is split with the main flow going
through the BPC towards the Picarro G1301-I for methane analysis, while a flow of 0.15ml/min
is going through the remaining sample preparation steps for the IRMS. This splitting of flows
can promote a fractionation as well due to the diffusion, as the flow towards the IRMS is going
through a capillary with a rather small difference in pressure difference in the end to promote
the flow. While this effect should be accounted for by running lab-air through the system, the
lab-air introduced at the three-port valve was also administered through a capillary, which
would potentially suffer from the same issue. That effect is expected to be negligible as the
flow through the lab-air capillary was 20 times larger at 2.6ml/min. But as it was never
properly investigated there is a risk that it led to a constant fractionation. The only way to
completely rule out those effects would be to run lab-air through the entire system including
the micro-module which unfortunately was never done.

After the split the sample travels through the capillary to the Nafion. Due to the high selectivity
of the Nafion, it is not expected that any gasses of interest were lost, and the sample should
therefore not be fractionated. No tests were conducted to test this however.

Next in line was the cold trace-gas trap, which did not result in any fractionations. The only
effect observed on masses of interest was the immediate drop associated with loading the
trap due to sudden pressure drop. This would limit the flow through the system for a short
while before a new pressure gradient was established across the setup.

The final step of the sample collection was the oxygen removal setup. No effect was expected
for this step, as the membrane was reportedly very selective with permeability, and should
therefore not affect the nitrogen and argon ratios. In order to assess any effect, we
investigated for changes in 6°N and 8N when turning on the helium flow, before the oven
was turned on. Here an immediate drop in all m/z was observed, due to helium travelling past
the unsealed connection around the membrane and into the sample side. After the pressure
had been re-established at 200mbar thanks to the BPR, the intensity of m/z would return
again. The ratios fortunately did not get enriched or depleted following this. With increased
temperature a drop was observed for all masses, though in a proportional manner that did
not affect the enrichment to a noticeable degree, though it deserves further investigation.
The cause of this effect is the reduced gas concentration arising from maintaining a constant
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pressure at increased temperature, as described by the ideal gas law. Running with operating
temperature and helium flow mass 32 was removed as intended and the remaining masses
increased in signal by roughly 20%. This was to be expected as the remaining gasses would
make out a bigger part of the sample flow following the removal of oxygen.

From the treatment of the gas following the extraction, the only potential effect of fractionation not
accounted for by running lab-air through the system would be the fractionation described in point 4,
which is expected to be minor.

Across the system the biggest source of fractionation was expected to be the solubility and the IRMS
itself, as shall be described in the following chapter. A final point of note regarding the setup is that
the used lab-air as the final standard to which the dynamically mixed standard (henceforth D.M.STD)
should be bound. This decision was based on the assumption that it would have close to constant
composition. But that failed to account for the conditions of the laboratory that had poor ventilation,
resulting in insufficient air exchange. That meant that the large amount of N; introduced from both
the gas bottle and the liquid nitrogen shifted the isotopic composition of the air between the days.

1.3.1 Calibration scheme

When applying the corrections for the measurements it is important to apply them in the right order.
For the IRMS it meant working backwards from the instrumental effects back to the gas extraction. All
of the following calculations were done in a Matlab script that can be seen in appendix (1.2-1.4), where
the data from the IRMS along with the depth, methane and Labview data were combined.

The Isodat software that works as the interface between the user and the IRMS, comes with correction
and calibration protocols, that for discrete samples would apply the corrections. It is not equipped to
correct for continuous measurements, such as was done in this project, and for that reason the
corrections have to be applied manually.

The data from the IRMS comes in the form of intensity mV for each cup. The intensity of this signal
scales with the amount of charged ions entering the cup, but due to the nature of uncertainty there is
a background level of signal that needs to be accounted for in the data processing. Experimentally,
this was done by starting each run, with the inlets for the IRMS closed in effect measuring on the
vacuum provided by the built-in pump. This allowed for determining the value of the background level
that would have to be subtracted from the sample intensities.

Ipc = Imeq — Ibg (12)

In the equation above I refers to the signal intensity, with definition of the subscripts, bc: background
corrected, mea: measured, bg: average background. Having corrected the intensities, it is then
possible to use the intensities to determine the ratio between the isotopes using:

_ intpc(29)

_ intpe(36)
29 7 intpc(28)

36 7 intpc(40)

(14)  rar = int},c(40) (15)

(13) N, intpc(28)

Here r is the ratio between the background corrected intensities for the respective masses. It should
be noted that these intensity ratios are not equal to the elemental or isotopic ratios, as the measured
signal has been amplified differently for each cup. In order to scale them it was necessary to compare
the ratios to measured ratios of know gas compositions. For this purpose, the use of delta notation is
suitable, and will make use of the definition in equation 1.
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Equation 16-18 show the equations used to find the enrichment in relation to the standard ratio.
While rystp was intended to be the ratio of the D.M.STD, we decided to opt for using the average ra,
rss and rarnz Of the lab-air measured in the morning and evening calibration run instead. The reason
for this was that the lab-air as mentioned was less stable than expected, so binding the D.M.STD to a
lab-air ratio that had to be corrected for the daily variation would be double work compared to binding
the measurements directly to the daily lab-air measurements. By doing this, we are admittedly making
the mistake of assuming that the lab-air has a constant composition, which we know not to be the
case. Unfortunately, D.M.STD was also not constant across the campaign. The found daily average
ratios can be found in Table 2.

A detail to make note of is that equation 14 and 17, shows the ratio of 36/40 rather than the 40/36
that will later be used. The reason for this is that initially ratio 36/40 was used when the calibration
scheme was developed. When the data is presented, after the completion of the data treatment it will
be converted to the proper ratio 40/36 as:

9404y = ( (19)

1
336 Ar+1 1)

While the measurement of the D.M.STD was no longer used for binding the data to a scale, the
measurement of D.M.STD before and after each experimental run was used for determining the drift
across the run. Surprisingly the drift was within the uncertainty of the measurements for most days
and no correction needed to be applied. The exception was for the 4™ of November where the argon
supply had accidentally been turned off for the D.M.STD. causing a drop in intensity of m/z 36 and 40.
When the flow of argon was re-established in D.M.STD it led to a delayed increase of m/z 40 when
compared to m/z36 for the standard and the sample side as well. The exact way that the D.M.STD
would affect the sample side is still unknown, but the resulting drift was corrected by:

1

Idc40 = Ibc40 - m

(20)

Where 1440 is the drift corrected intensity of m/z40and be40 ;. ;. Drift correction value for int40
is the background corrected value found in eq. 12. Dr is @  with drift origin time t.

fitted drift factor based on the measurement of the pre and Dr (mV/day) | to (hh:mm:ss)
post experiment D.M.STD measurements. t is the time and -0.456 11:00:30
the to is the time where the correction was applied. Due to -1.00 16:57:03

attempts to re-establish the proper elemental ratio in the
D.M.STD in between the morning and afternoon run, a second drift effect unfortunately also affected
the afternoon run. This led to two values for Dr at two different t; seen in Table 1.

While the intensities of the measured masses scale with the number of incoming charged molecules,
it does not scale linearly, nor equally across different chemical species. These issues manifest in two
effects, termed pressure imbalance (MICHAEL L. BENDER, 1994) and chemical slope effect.

The pressure imbalance effect is the non-linearity effect for the individual masses and can be
determined by running the system with different inlet pressures, to allow for different flows of sample.
Experimentally this was done in dual-inlet mode switching between lab-air passing through normally
running gas-treatment setup to the D.M.STD that was maintained at different pressures via the FPR.
This resulted in different levels of signal intensity for the standard that could be compared to the
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constant lab-air. Here linear scaling of signal intensity would result in constant isotopic ratio, but this
was not observed to be the case, as varying levels of enrichment for >N and 3®Ar were observed.

This effect could be linearly fitted by plotting the resulting enrichment of *N and 3®Ar against the
offset of the measured intensity of the parent isotope (**N and “°Ar) between the standard and the
lab-air. The resulting fractionation termed 6py, with x being either 29, 36, or Ar/N; got defined as:

8p29(Ipc(28)) = Pyg * (Ipc(28) — 10500mV) (21)

8p3 (Ipc(40)) = P3g * (Ip-(40) — 8900mV) (22)

5Pﬂ(1bc(28)) = Par * (I,c(28) — 10500mV) (23)
Ny Ny

Where &p,, is the resulting offset of the delta value for mass x in %o, and Px being the pressure
imbalance factor for mass ratio x in units %o/mV. The values of 10500mV and 8900mV subtracted from
the I,(28) and I,(40) values were chosen as rounded-off averages for lab-air intensities. The closer
the intensity is to that of lab-air the smaller resulting offset in delta value would be observed. The
pressure imbalance dependence was established by doing multiple measurements of the standard gas
at different pressures, and comparing the gathered delta values when compared to the lab-air that
was coming at a constant pressure of 200mbar. The resulting fits can be seen in the appendix 1.5. The
pressure imbalance effect can then be corrected by subtracting the pressure imbalance fractionation
from the measured delta value:

02N, pcor = 015N — 8, (I5c(28)) [P,s = 1.05+0.21-10"* #] (24)

0% Arp cor = D3O AT — p36(Ipc(40)) P, = 6.76 + 0.16 - 10~* ﬁ] (25)
ar —94r _ [ - . 10-4 %o

0% =0 6P£_:(Ibc(28)) Parjn, = 559 £055- 10 mV] (26)

Following the application of the pressure imbalance correction the effects of chemical slope can be
corrected. The chemical slope reflects the readiness of different chemical species towards becoming
charged. The chemical slope effect can be characterized, by varying the elemental ratio and observing
the resulting fractionation. This was done experimentally by changing the amount of argon added to
the D.M.STD, by controlling the pressure of the argon supply. The resulting Ar/N, levels spanned ratios
from 50%-200% of atmospheric levels. The fitting can be found in the appendix 1.6. It should be noted
that the data used for finding the chemical slope had been corrected for the pressure imbalance first,
as that effect would also come into play with the resulting increases intensity 40. The effect on
isotopes was expressed as a function of the pressure imbalance corrected elemental ratio enrichment.

A A 59
Szo (al ) —ayy- 0 laz0 =497 +03-105%]  (27)
N2ms.cor N2ms.cor %o
The chemical slope effect was minor for 6N which would be expected as the variation in the
elemental ratio would not cause a large variation in the nitrogen abundance. The effect was found to

follow a linear trend with the elemental ratio §Ar/N..

2 0
6C36 (aﬂ ) = b36 " (aﬂ ) + a36 " aﬂ [a36 = 178 i 005 " 10_2 ;ﬁ] (28)

N2pms.cor N2pms.cor N2 pms.cor

[b36 =959+ 1.4-10"° %0]

%02
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The effects on the argon isotope were more pronounced and could be fitted well by a second order
polynomial in the tested range.

The two effects can then be applied to the isotopic delta values accordingly.

Ar
629NMS.cor = 629NP.cor —0Oc2 (aN_ ) (29)
2MS.cor
Ar
636‘47‘M5.c0r = 636ArP.COT — Oc36 (a I ) (30)
2MS.cor

After the instrumental corrections for back ground signal, pressure imbalance and chemical slope, had
been applied to generate the dxys o Values, it was necessary to correct for the effect of the daily
variation in lab-air ratios. By accounting for the daily variation observed between Ilab-air
measurements, it was possible to bind down the values to a constant scale.

Table 2: overview of the average measurements of daily air ratios and their resulting delta values in relation to their internal
average. For the fifth two averages were generated, one for the morning run * and one for the afternoon run **.

Daily ratio Daily offset (%o) Uncertainty (%o)
Date 9 36 I'ar/N2 629N 636Ar GAF/Nz 629N 636Ar GAF/NZ

31-Oct 0.740291 0.321742 0.846356 | -0.007 0.95 2.57 0.007 0.06 0.2
04-Nov 0.740093 0.323380 0.832760 | -0.023 7.53 -12.21 | 0.015 0.14 0.4
05-Nov* | 0.740174 0.320725 0.841558 | 0.114 -0.65 -1.63 0.013 0.12 0.3
05-Nov** | 0.740117 0.320564 0.841625 | 0.020 -1.24  -1.63 0.012 0.11 0.2
06-Nov 0.740061 0.320241 0.843527 | -0.072 -235 0.54 0.011 0.09 0.2
07-Nov 0.740007 0.319905 0.844153 | -0.031 -3.07 1.35 0.006 0.09 0.2

As can be seen in Table 2, the ratios for the different days do differ, as reflected by the associated
daily delta values. The delta values were generated by the same data treatment described above, with
the change that the ry used in eq. 16-18 was the daily ratio, while the rystp was the average ratio across
the days. The resulting delta values span 0.18%o. for 8°N. With expected values of 6N in the sample
ranging of 0.3-0.5%. this offset is substantial and needs to be accounted for. For §%Ar and 8§Ar/N, the
situation was even more severe with greatest offset seen for the 4. The daily offset is accounted for
in the manner shown below.

aZgNair.cor = ((angMS.cor + 1) * (angD.air + 1) - 1) (31)

a36147':11‘1”.cor = ((636ATMS.cor + 1) * (836ATD.air + 1) - 1) (32)

G =<(aﬂ +1)*(aﬂ +1)—1> (33)
Naqir.cor Nams.cor N2p.air

Where &xair.cor Was the sample offset from the average air ratio, and 6xp.air was the daily offset for lab-
air. Caution should be used when applying these equations as the delta values are in %o, so as an
example the value of §3Arp A for the 4™ would be 0.00753 when used in the equation.

While the binding of the delta values to a local constant scale ought to be the last correction applied,
the lab-air used for comparison was introduced right after the point of extraction. For that reason, the
daily lab-air can only be used to correct for the effects affecting the measurements from its point of
entry till the IRMS. The last effect that could be corrected for is the solubility effect that will be
described in the chapter below.
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1.3.2 Solubility effect
As discussed in the experimental section, the extraction of gas from the liquid stream happened via
the micro module where the pressure at the liquid side of roughly 1190mbar would drive the gas to
the shell-side of the module kept at 300mbar. It should be realized that the extraction will not be
complete, as the best-case situation being a pressure equilibrium between the two sides of the
module, would still leave gas dissolved. It is, however, unlikely that an equilibrium has been reached,
and it should rather be considered at a steady state. Whether the resulting steady state will result in
more or less gas lost than expected from the equilibrium, will depend on the level of equilibrium
reached before the micromodule. For the purpose of discussing this equilibrium | will use the common
description of equilibrium between a dissolved gas and its gaseous phase, Henry’s law constant (John
H. Seinfeld, 2006).
H, =4 (34)
Px
Henry’s law constant (M/atm) is the equilibrium constant between the concentration of dissolved
species [x] and its partial pressure P, Like all equilibrium constants Henry’s law constant is
temperature dependent, and its dependence on temperature can be described as:

In(Hy) = Ay + 2%+ Cy - In (T) (35)

With A, B and C being gas specific constants and T being the temperature in kelvin.

Table 3: Overview of N, O, and Argons constants for solubility in water for use in eq. 35. (NASA, 2011)

Gas A B (K) C H(298K)
[M/atm]
N> -177.1 8640 24.71 6.62E-4
(07} -161.6 8160 22.39 1.30E-3
Ar -11.605 1500 0 1.42E-3

From Table 3 the cause for concern can be seen, as Nz is only half as soluble in water as oxygen and
argon. That will lead to depletion in the elemental ratio Ar/N,, as the loss to the liquid will be relatively
bigger for Ar than for N..
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In order to determine these effects
initial experiments investigating the 100% Gas ratio
gas loss was performed by Janani

Venkatesh, where different flows of S8 ®7%
the N, ranging 1.25ml/min- £ 6% ® 9%
3.75ml/min was added to varying >

values of liquid flow in 0.25ml/min & oa% ° 0%
steps. This was done for multiple levels £ 11 %
of pressure at the BPR to also .§ 92% . 15 %
determine the effect of the pressure at E ’
the micro module. From the resulting = 20% @ 15%
gas flow an extraction efficiency 88%

(henceforth EX) was calculated as the

measured gas flow divided by the 86%

introduced gas flow. The resulting EX 0 100 200 300 400 500 600

BPR (mbar)

found for one of the sets of

. ith istalti Figure 10: extraction efficiency for N, calculated as measured gas flow divided by the
experiments with peristaltic pump set introduced gas flow. Multiple different gas ratios have been plotted versus the pressure
to 23ml/min can be seen in Figure 10. set at the BPR in mbar.

Here, the EX for multiple gas ratios,
Pump set point:

are fitted linearly against the BPR- 2.56-04 e 18 ml/min
setting. From the data it would
. . ',“@ 20 ml/min
appear that there is a maximum EX of T 20804 &
2 A o 3
98.2% with a BPR setting at Ombar. £ N 28 it
That is somewhat surprising as one F ﬁ;‘g ® 25 ml/min
would expect a vacuum to drive the $ ‘
: . & 1.0£-04 h\ y = -1.75E-04x - 2.58E-04
extraction ought to result in an EX of a = ; R? = 9.85E-01
e : s ”\3
100%, but this discrepancy is assumed = '
0 5.0E-
to reflect the steady state of the 0805
running system. With steady state it is
0.0E+00
to be expected that not all gas will 3 25 2 ap T
have had time to be evacuated, even In(G%)
at maximum extraction potential. Figure 9: The slopes for BPR dependence in units mbar™ plotted against the

logarithm of the G%. Four different peristaltic pump speeds have been plotted.

At the set-point of 300mbar used

throughout the experiments the EX for N, spans 92.5-96.3% depending on the measured gas ratio. As
expected, the EX increases with the gas ratio, though this increase is not linear. Determining the EX
dependence on G% will be important, as G% is the only parameters that can be measured during a
sample run that relates to the equilibrium. The way this was done, was to plot the fitted slopes from
Figure 10 against the resulting gas ratio leading to Figure 9. In this figure the resulting BPR
dependencies for four different pump settings have been plotted against the logarithm of G%,
producing comparable linear fits.

EXy, = 1— ((In(G%) - s +m) - P + 1.84%) (36)

Where EXpy; is the EX for nitrogen, s is the average slope of the fits shown in Figure 9, while m is the
average intercept. P is the pressure of the BPR, and 1.84% is the minimum loss to the liquid.
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The initial experiments were only done for nitrogen, so the solubility of argon is not accounted for in
these results. An approximation for the effect of solubility for argon can be found by comparing the
Henry’s law constant for argon and nitrogen.

Har
EXpp=1-(1-EXy,)" Hi (37)
2

At a pressure of 300mbar with a temperature of 25°C and a G% of 10% the EX for nitrogen would be
93.95% and for argon would be only 86.88%. That would result in a drop in the 6Ar/N2 equal to -
74.4%.. In general, the fractionation from this can be calculated as:

& = Zar _ 4 (38)
N,  EXp,

The resulting fractionation can be seen plotted against G% in Figure 11.

. . 0
This only covers the effect on the elemental ratios, but

still leaves the effects of isotopes unaccounted for.
Unfortunately, it was not possible to find any Henry’s Law
constants for different isotopes of N, and argon. It is

-30

SAr/N, (%o)
[Ce]
o

expected that the fractionation would lead to depletion 120

of the heavier isotope in the gas-phase, as the heavier A5 Y FeETslnlR) i pne
isotope would require more energy to shift phase 180

compared to the lighter one. For nitrogen the range of 0.00% 2.00% 4.00% 6.00% 8.00% 10.00% 12.00%
effect has been found to vary between 0.055-0.08% G(%)

difference in solubility for the heavier isotope compared  Figure 11: Fractionation of the elemental ratio Ar/N.
to the lighter (Jansco, 2001), with greater difference at ~ c@/culated as a function of G%.

lower temperatures. In order to investigate these effects,

a set of experiments were done where the overflow of the dynamically mixed standard was connected
to the MFC in place of the Glacial standard. (see appendix 1.7 for details)

This allowed for switching between the standard and sample inlet on the IRMS, and observing the
fractionation effects of the complete system, excluding the melthead. Like the initial experiments this
was done stepwise, across the gas flow range of 0.75-2ml/min in 0.25 steps in liquid flows 22, 23 and
24ml/min. The result from these experiments can be seen in Figure 12, where the resulting offset
between the standard going through the full system and the direct standard line is plotted against the
logarithm of the resulting gas ratio. The effect observed for §2°N; is minor on the per meg scale, and
is therefore at the limit of detectability for the instrument, as can be confirmed by the poor fit. It could
reasonably be argued that the correction should not be applied for §°N; based on the R?, but it will
be included for completeness sake. For both 8N, and &%Ar the effect is going in the expected
direction, as the heavier isotope is more depleted at lower G%.

61SNcor = angair.cor — 829 In (G%) [S20 =58 +3.2- 1073%] (39)

030 A1, = 03 A1y cor — S36 * In (G%) [S36 = —0.30 £ 0.03%o] (40)

az—z =05 = Spyn,In(G%) [Syo = 27.3 % 2.5%0] (41)
cor 2air.cor
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The final correction function for the data
then became as presented in eq. 39-41.

Here it is surprising that the experimentally
found dependence on G% for the elemental
ratio is 27.3 while the value expected from
comparison of EX with henry’s law in eq. 38
was 74.7. It should be noted, however, that
the initial experiments were conducted with
a different setup, which might have allowed
for a greater loss than what was achieved in
the final fine-tuned setup. To arrive at the
same G% dependence the loss would need to
be 0.404 times smaller.

When running the correction in the Matlab
script, the G% has been smoothed over 70
seconds, as the variation seen due to bubbles
introduced noise dominating the data.

With the solubility effect corrected the data
was ready to be cleaned for contamination
spikes. These were visually detected and
confirmed by comparing the detected signals
with the experimental log kept during the
campaign tallying the timing of breaks and
fractures. Examples of these contaminations
can be seen in Figure 13 and Figure 14 where
the contamination is documented as spikes
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Figure 12: Fractionation effect as a function of solubility on §°N,
(blue) in per meg, on &%¢Ar (green) in %o and on 5Ar/N, (orange)
in %o in plot C, all plotted against the logarithm of the gas ratio
in percentage. Linear fits forced through 0.

in both the elemental ratio and the methane measurements. After the contamination spikes had been
removed a smoothing of the data could be applied, without the contamination seeping into the
smoothed data. For this a 30 second smoothing applied on the final 6-values. The 30 seconds was
chosen as it is well below the smoothing time occurring across the IRMS sample line, so no significant

time resolution is expected to be lost.
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1.3.3 Age assignment
Age assignment of the data is important in order to be able to compare the collected data with other
climate records. Age assignment had already been done for the age of ice in Dye 3, and the data for
this was provided from personal communication with Bo Vinther, and adheres to the age assignment
of GICO5 assignment. Age assignment 900
of the gas thus became a quest to 850 .
properly assign the measurements to 800 1.
depth.

750 Mt g s

[CH,] (ppb)

700

The depth scale assignment was 650
completed by Janani Venkatesh who e i
was responsible for the methane
measurements during the campaign. 35
This first required converting the ' P
encoder data at the melthead to 75
depth, based on the melt speed and -10
1780 1780.1 1780.2 1780.3 1780.4 1780.5 1780.6 1780.7 1780.8 1780.9 1781

the data from the ice-core log Depth (mbs)
detailing the core lengths and break

25

. . Figure 13: Zoom in on data from depth 1780-17812 meters below surface.
locations. From this, the dEpth Plotted is the [CHy4] in ppb in black and the 8Ar/N; in %o. The blue region
corresponding to the ice melted at highlighted is a contamination spike following a break.

any specific time was known.

Next step was determining when the
melted ice would arrive at the
micromodule for gas extraction, and
then further reach the gas
measurements. Thanks to the
addition of sensors for both flow and
pressure for gas and liquid, it was
possible to reconstruct the travel
time for the gas sample from release s
at the melthead to arrival at the e
Picarro unit. This was done in two 75
steps, one that used the gas flow and -10
pressure to calculate the travel time o o Dei:: ::bs, . v
from the micromodule to the Picarro.

700

650

600

[CH,] (ppb)

550

25

. Figure 14: Zoom in on data from depth 1791-1792 meters below surface.
From this a second step  Was  piptted s the [CH4] in ppb in black and the 6Ar/N> in %o. The blue region
calculated using the liquid and gas highlighted is a contamination spike following a new ice stick.

flow to go from the micromodule

back to the melthead. By accounting for this delay, Janani was able to align the methane
measurements with the depth. Because the measurement of methane and isotopes were conducted
on two separate sample lines after the gas extraction with different flows, it was necessary to bind
them to the same experimental time if the depth assignment of methane should be used. The best
time to use for this would be the arrival time at the micromodule as the travel time is the same for
the two instruments until then.
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Unlike for the methane measurements,
that had varying delay times due to
fluctuating gas flow and pressure, the
delay time for the IRMS can be assumed e

to be constant across all the observed ’ NMMM 900
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The delay was estimated based on
response time going from the argon-free 700
Holocene and glacial standards to a
sample. This delay was found to be 138
seconds. Adding this delay to the travel
time from the melthead to the micro — 400
1782 1784 1786 1788 1790 1792

module allowed for matching up the Depth (mbs)

IRMS data with the depth profile. Finding

the arrival time at the micro module was Figure 15: Glacial termination seen in both 680 and methane data.
Highlighted are the onset of the termination in the respective data sets.

ppb)

600

[CH,]

500

also essential for determining the
solubility effect, as the G% used in eq. 39-
41 must be the G% at the time of extraction.

In order to confirm the quality of the derived depth assignment, the depth assighed methane data
and the depth assigned isotope data were compared, to see if contaminations arrived at the same
time. The reason for using contamination for this detection rather than the climatic events, is that
contaminations were often even more pronounced than DO-events and unlike those the timing of
contamination spikes has to be simultaneous. Seen in Figure 13 and Figure 14 are the system’s
responses to a contamination spike caused by modern air introduced by a gap between two sticks and
a fracture in the core. The contamination spike for both methane and elemental ratio data occurs at
the same assigned depth, and with the right assignment of the break, seen as jump in depth. There is
a greater degree of smoothing for the methane data compared to the IRMS data, but the timing
between them agrees. This good agreement between responses confirms the quality of the calculated
delay times. The assigned depth can therefore be used for both the methane and IRMS data.
1200
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200

1775 1790 1805 1820 1835 1850 1865 1880 1895 1910 1925
Depth (mbs)

Figure 16: Delta age based on matchmaker fitting plotted against depth in meters below surface.

Dye 3 already had ice-age assigned to depth, as it was found for 620, so assigning the age was done
directly from depth to ice-age. The ice-age however does not represent the age scale the gas should
be bound up to, as the responses in events are shifted in depth, as can be seen in Figure 15. Here the

37/163



termination of the glacial is plotted as an example, and
Gas Age BP2k (yr)

the difference between the ice and gas age can be 10000 20000 30000 40000 50000
seen high-lighted as the ADepth between the onset of 1770

both data sets. In order to arrive at an initial guess of

the gas-age the data of §'®0 was used to find match- 1790

points with the methane and isotope data. While it
would normally be recommended that the gas-age is

assigned by matching the methane record with e

previously established methane records, this has not — \\\

been done for this data yet. The resulting difference in - \‘

age can be seen in Figure 16. The saw-like pattern of E_
the data comes from the linear fit between each _§1850
match point, and is mostly due to a lack of proper a
match-points and the poor time resolution of the 1870

580. Additionally, the point at 1897m with a negative

Aage is not lining up with what should be expected, as 1890

the gas is never younger than the surrounding ice.

With the depth and age assignment complete, it is 1910

possible to look at the resulting age along depth scale.

This can be seen in Figure 17. 1930

Figure 17: Assigned gas age in years before year 2000, plotted
along depth in meter below surface. Dotted region marks the
hole in the ice record for the CFA campaign. Minor missing
sections are not highlighted indicated.

1.3.2 Uncertainty

For any scientific results to have value the associated uncertainty has to be determined, and it is no
different for this campaign. The uncertainties have been calculated for every final data point, based
on proper error propagation of both data and correction functions. The uncertainty has been collected
from the standard deviation of the intensities of each m/z value in mV, the uncertainty in the found
ratios for the daily calibration have been applied for finding the uncertainty in the derived delta-
values.

The pressure imbalance correction has some variation in the derived factors from day to day. Part of
this is mostly due to the pressure of the used FPR not being completely stable before the
measurement. Additional repeated experiments of this would have been able to decrease the
associated uncertainty. The effect of these uncertainties is expected to be minor for 62Nz and 8Ar/N,,
as the range of /(28) never ventured far from 10500mV, meaning the resulting correction would be
minor. For 6%°Ar the correction, and thus the uncertainty, was more pronounced as /(40) was varying
around 8300mV thus resulting in a bigger difference from the used setpoint of 8900mV.

Effects of the chemical slope is only based on one set of experiments, which casts valid concern on
the quality of the fit. The uncertainty of the second fit parameter for argon, b36, was also considerable
compared to the value of b36. The reason for this is that the fit for §°®Ar was only based on 5 data
points which is less than ideal.

Another parameter that is not accounted for when applying the chemical slope correction is whether
the observed enrichment of S8Ar/N; is equal to the true enrichment in the standard. It seems
reasonable to assume that that would not be the case, but it was not possible to determine with the
experiments done here. For that to be feasible greater control of the mixed flows of argon and
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nitrogen would be needed to have a better sense of the elemental ratio to expect. For the sample the
resulting range of 6Ar/N; was in between -100 to -50 %o, which we have to assume is within a range
where the difference between observed and real enrichment is minor.

With regards to the solubility correction, this is where the bulk of the uncertainty is introduced. This
is both due to the huge spread of G% because of the fluctuating flow with the arrival of bubbles, and
the uncertainty of the derived factors for the correction equations. The variation in G% is especially
problematic for the elemental ratio, as it has such a great dependence on G%.

The degree to which solubility has been reached for a sample coming from the melthead compared
to the standard introduced earlier is unknown. Fortunately, most of the gas volume appeared to arrive
at the micro module in the form of bubbles, similar to tests with the standards, hinting that the loss is
probably comparable. Complicating a direct comparison between the standard and the sample is the
temperature of the gas and water. For the sample it comes directly from the ice at ~0°C, and heats up
along the way. The temperature profile for the sample line is unknown, whereas for standards it is
expected to be room temperature across the entire sample stream. Lower temperatures are expected
to lead to more pronounced isotope fractionation, which could mean that the solubility corrections
used are not correcting sufficiently.

For the experiments investigating solubility the mQ-water used had been debubbled by N, before
being degassed by a module. From observations we know that this subsequent degassing was not
sufficient in removing all the gas present in the water, which would mostly be N.. As the N, used for
debubbling was from the same bottle supplying the standard, it is possible that the water was still
saturated with nitrogen reducing the fractionation occurring for the introduced standard. That could
at least explain the small solubility effect on §2°N,, which | would have expected to be only one order
of magnitude below the effect on 8%Ar. It is therefore likely that we are not correcting sufficiently for
the solubility of 62°N..

The final effect adding to the uncertainty of the presented data is the smoothing of the data. The
resulting uncertainty derived from this was calculated as a combination of the uncertainty of the data
point and the standard deviation of the surrounding points smoothed across (in a Pythagorean
manner). The resulting uncertainty will be plotted alongside the results.

All of the error propagation can be seen in appendix 1.8-1.10.
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1.4 Result and discussion

The melting campaign was completed over the course of 7 work days, 30" and 31° of October
including the 4", 5™, 6" and 7™ of November 2019. IRMS measurements were unfortunately not ready
at the 30™, so isotope data only covers the depth running over the remaining 6 days. The corrected
and smoothed data with contamination spikes removed can be seen in Figure 18 and Figure 19, where
the 80 record collected from (Langway, 1985), is plotted along the methane and isotope
measurements. The DO-events have been highlighted and numbered for easier overview. The data is
split up in two plots omitting the hole in the ice-record of 1821-1865m.
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Figure 18: Results from the Dye 3 2019 campaign in the age period 11000-16000 years before year 2000. The 680 of ice
(black) in %o is plotted along ice-age. Methane (grey), 6*°N (blue), 6%°Ar(green) and 6Ar/N> (orange) are plotted against the
assigned gas-age. Ages correspond to the depth 1780-1821m below surface.
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Figure 19: Results from the Dye 3 2019 campaign in the age period 28000-44000 years before year 2000. The 680 of ice
(black) in %o is plotted along ice-age. Methane (grey), 6*°N (blue), 6%°Ar(green) and 6Ar/N> (orange) are plotted against the
assigned gas-age. Ages correspond to the depth 1865-1920m below surface.

Looking at the results presented there are a few things that need to be addressed before any further
data discussion can go on. Most eye-catching are the sudden jumps seen for the §*°Ar that span a far
greater range than expected, from -3 to 7.5%.. Similar discontinuities can be seen for 8°N and 8Ar/N,
at the same age, though to a much smaller degree. These jumps happen between two experimental
runs and are caused by the instability of the lab-air used as the standard. This effect was expected to
be sufficiently corrected for by applying the daily offset correction in eq. 31-33, but is evidently not
enough to account for variation in §*Ar. This highlights the need to have a constant standard across
the measurements.

Secondly, is timing of DO events 1, 8 and 10, where the gas signal arrives prior to the signal in the ice.
This is explained by the gas age assighment not yet being adequate, as mentioned in the age
assignment chapter.

Thirdly, the elemental ratio is enriched when compared to modern air, which goes against
expectations, as the close-off fractionation was expected to leave it depleted rather than enriched.
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Having addressed the faults of the data, the attention can be brought back to what can actually be
observed. Firstly, there are very clear events in 8°N that match up with the methane data, indicating
the changes in firn fractionation effects. Similar events can also be seen for §*°Ar, though it is difficult
to make out due to the large range. By comparing the magnitude of these events, it will be possible
to determine what effect thermal and gravitational fractionation had leading to the increases.

Looking at the elemental ratio, it is apparent that it differs from the two isotope effects. While there
are events that can be made out from the otherwise high variability of the data, these events do not
line up with the methane increases.
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Figure 20: Overview of the error propagated uncertainty based on 30 second smoothing. A is the uncertainty in assigned age
in years, based on a 5 sec uncertainty in between methane measurements delay and the IRMS delay. B is the uncertainty in
615N of %o, C is the uncertainty of §%°Ar in %o and D is the uncertainty of 6Ar/N in %o.

To determine which values can be considered signals and which are noise it is necessary taking a look
at the propagated uncertainties accompanying the data. An overview of this can be seen in Figure 20.
Here the first sub-figure, A, shows the uncertainty in age assignment between the ice and gas age
based on the uncertainty in the depth assignment. B, C and D show the uncertainty of the IRMS
measurements, a. 52°N has a rather satisfying uncertainty below 50permeg for the entire core. While
better accuracy could be desired, <50permeg uncertainty will still allow for proper data investigation.
For 6%Ar the uncertainty is considerably higher, around 0.6%o which is on the order of the expected
signals. Most of this uncertainty comes from the relatively high uncertainty of the daily lab-air
measurements. This is somewhat apparent with the highest plateau between 13000-30000
corresponding to the measurements of the 4™ that had a large daily uncertainty. The uncertainty
should therefore rather be interpreted as the accuracy rather than the precision of the measurements.
Though as the different runs span a range of 10%e., the uncertainty in accuracy is not sufficient to
account for this. The 8*Ar should therefore be limited to be investigated for relative change within
each run.

Finally, for 8Ar/N, the uncertainty is at a surprising 6.5%o, which is more than double the expected
signals arising from gravitational and thermal fractionation. Some of the variation seen in the data is
smaller than this, casting doubt on whether the elemental ratio has any signal at all. With similar line
of reasoning as for §%Ar, | will argue that it does, as the majority of the uncertainty comes from the
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high uncertainty of the solubility correction factor. It accounts for around 87% of the uncertainty for
S8Ar/N,. | would therefore argue that it is mostly an uncertainty in the accuracy of the absolute value,

but does not reflect the variability of the data. The uncertainty of the absolute value would also explain
why the final values are enriched instead of depleted as expected. The variation is rather reflected in

the remaining 13% of the uncertainty. Those 13%,
however, still make up a variation around 0.9%o,
which is still half the expected signal size from
gravitational and thermal fractionation making it
problematic to recover meaningful signals. With a
better understanding of the results, a detailed look
into the different aspects will now commence.

1.4.1 8'°N record

The 8N data has the most precise data of the IRMS
measurements, and it is the IRMS measurement that
best lends itself for comparison with previous work.
8N records have already been made for other cores,
and for the top 120meter of Dye 3. The general level
seen in this campaign for stadial periods is between
0.15-0.3%0, which based on an average temperature
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Figure 22: Plot of 81°N in %o of Dye-3, as measured by discrete
measurements (red) and by CFA (blue). Both have associated
uncertainty. The discrete data is provided by Todd Sowers, The Earth
and Environment Systems Institute, Penn State University
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Figure 21 Density profile of Dye 3 as calculated by
Herron-Langway’s model, with snow density of 0.39kg/I,
Temperature: -20°C and accumulation: 0.56m/yr.

of -36°C (C. Buizert B. A., 2008) would
correspond to an unbelievable firn-column
height of 30-60meters. That is shallower
than the current height around 65-70
meters which stands in contrast to the
expectation that the firn at glacial times
would be even deeper due to the colder
temperatures. A reduced accumulation
ratio would help by counteracting this
deepening. Since accumulation is expected
to scale with temperature, the colder
temperatures would result in lower
accumulation, due to overall dryer
conditions. The explanation might be found
elsewhere though, as a discrepancy
between firn height and observed &N
already has been documented for the top
80-120m samples of Dye 3 (H. CRAIG,
1988). Here the values found were 0.11%o
(33% of expected value) lower than the
value expected. The explanation given for
this was the high advective flow as a
consequence of the high accumulation.
That however complicates matters, as the
high accumulation that would increase the
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advective flow would also result in a deeper firn-column. The two potential explanations for the
lowered signal thus counter each-other.

In order to help assign values more confidently | will make use of discrete measurements performed
on Dye 3 (Sowers, 2020). As mentioned, when discussing the ice logging during the campaign, ice was
collected for performing discrete measurements by Todd Sowers. These would be able to help
determine the precision of the CFA setup, as discrete sampling would be able to get more precise and
accurate measurements as it is a well-established method. Unfortunately, due to the limitations
brought by the COVID-19 situation in the spring of 2020, the measurements of the discrete samples
were postponed, with only three regions measured before the lock-down. These measurements,
kindly shared through personal communications with Todd Sowers, can be seen in Figure 22, and are
plotted on top of the data collected by CFA. No conclusion should be drawn from the respective level
of the two sampling types, and shall exclusively be used for comparison of trends. From looking at the
three plots, reasonable agreement can be seen both with regards to timing and size of response. A
few discrepancies are observed, but due to the limited amount of data points, nothing final can be
said. While the accuracy of the discreetly sampled measurements is expected to be higher than that
of the CFA, we have refrained from shifting the data to match it, as the discrete data-points represent
too few data points across the core. It is possible that proper absolute scale can be assigned to the
CFA data, once the remaining discrete data has been collected.

While the absolute scale of the 8*°N collected is still in question, it is possible to compare the cores
response to DO-events to other cores. Figure 23 shows the collected data of 8N for Dye 3 alongside
the 8N as recovered from the NGRIP core. The &®N data from NGRIP comes from the discrete
measurements of 6°N collected as part of the Northern Greenland Ice-core Project (K. K. Andersen,
2004).

The age assignment for NGRIP has been aligned with the Greenland stratigraphic ice core chronology
(GICO5) which has been created by layer counting, through visual stratigraphy, electrical conductivity
measurements and CFA records (Svensson, 2008). The methane record of the two cores has been
added to allow for confirming the quality of the preliminary gas-age assignment of the Dye 3 record,
as the timing of [CH4] between NGRIP and Dye 3 should be simultaneous. Where the two methane
records agree, the gas-age assignment for Dye -3 is acceptable. Looking at the §°N records, there
generally seems to be good agreement between the two cores, with all the DO-events reflected in
both. Due to improper timing, as confirmed by the methane record, there are a few periods where
the onset and peak of events don’t agree, as seen with DO#1. With timing accounted for the attention
can be brought to the values. Here two main differences manifest on the plots.

Firstly, the difference in stadial levels between the two cores; the §°N of Dye 3 is on average lower
than NGRIP by 0.11%o., as would be expected with the deeper firn-column of NGRIP. Though the true
difference is smaller, as the Dye 3 values are too low.

The second difference is the response size and time for Dye 3 compared to NGRIP. The increases seen
during interstadials brings the enrichment up to the same level as the NGRIP data for many of the
events, and does so with a much steeper increase. The transition steepness between the two cores
can be compared as is done in Table 4. From the transition times it is clear that the effect of transition
is spread out over fewer years for Dye 3, and with bigger increase in §°N for the majority of the events.
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Figure 23: Comparison plots between data from NGRIP as collected from discrete measurements and Dye 3. Along the left
axis is plotted the methane record for NGRIP (red) and Dye 3 (grey) in ppb. Along the right axis is plotted the d15N data of
NGRIP core (light blue) and the results from Dye 3 (blue) plotted versus gas age before year 2000. The top figure displays the
period from 11000-16000 years ago with the bottom displaying the age from 27000-44000 years ago. DO-events for Dye 3
have been highlighted and numbered.

Table 4: compilation of transition time found as time between the onset of §15N increase till the tip of the increase, and
accompanying change in 815N between these two periods for NGRIP and Dye 3. Peak and onset have been assigned visually.

815N-slope is the

NGRIP Dye 3
DO-Event | Transition time ASN 5N-slope | Transitiontime  A8™N  8¥N-slope
(year) (yr) (%) (%o/kyr) (yr) (%) (%o/kyr)
0 117 0.12 1.01 10 0.23 22.78
1 2068 0.11 0.55 35 0.13 3.64
4 213 0.13 0.63 10 0.14 14.41
5 313 0.15 0.46 120 0.12 0.99
6 162 0.10 0.65 145 0.21 1.41
7 119 0.09 0.77 50 0.18 3.60
8 177 0.11 0.61 45 0.19 4.24
9 304 0.11 0.35 190 0.16 0.82
10 325 0.16 0.50 200 0.09 0.47
11 148 0.11 0.72 25 0.15 5.99

The reasons for this difference shall again be found in the difference in firn-height. The first reason for
the difference in steepness is that the deeper NGRIP firn column has smoothing across more years
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than that of Dye 3, which would reduce the steepness. The increases in value seen with the interstadial
transitions are caused by either/or thermal and gravitational fractionation, for which thermal
fractionation would be more pronounced at Dye 3. The sudden increase in temperature at the surface
will induce a temperature gradient, and that is going to be established across the firn the quicker the
shallower it is. A quickly established temperature gradient is going to be steeper which will lead to a
bigger thermal fractionation, as eq. 5 would dictate. The temperature profile of the two cores going
back to 22000 years before present can be seen in Figure 24 (C. Buizert B. A., 2008), where the average
temperature is not only higher for Dye 3, the temperature changes seen were also greater than those
for NGRIP. The increase in temperature does not only affect the signal due to thermal fractionation,
but will also affect the gravitational fractionation, as the firn densification depends on temperature.
Since Dye-3 experiences bigger temperature increases than NGRIP, the expected resulting effect
would be a shallower firn column compared to the stadial levels that would lead to a smaller
gravitational effect.

Mean Annual Temperature (°C)

-50

-55
10000 12000 14000 16000 18000 20000 22000
Age (yr BP) —Dye-3 NGRIP

Figure 24: Mean annual temperature in °C for Dye 3 and NGRIP plotted along ice-age in years before present. The data for
this was taken from supplemental data for “Greenland-wide seasonal temperatures during the last deglaciation” (C. Buizert
B. A., 2008,).

But with the increased temperatures comes an increase in accumulation that would dominate the firn-
depth, driving the lock-in zone further down. Due to its location Dye 3 would be expected to see more
accumulation than NGRIP, as is the case in modern times. The varying effects of the gravitational
fractionation at the two places will have to remain unresolved, since no conclusion can be reached
without a proper accumulation record.

All that can be concluded from this comparison is that Dye 3 as a more southern drill-site closer to the
coast is subject to a greater degree of change related to stadial-interstadial transitions. Due to the
relative shallowness of the Dye 3 firn-column the air stored is mixed across years to less of a degree,
giving much better temporal resolution.

This high temporal resolution can also be used to compare the timing of transitions between the [CH4]
and 8%N. This is done in Figure 25, where we see all the DO events and the small increase at Allergd
(A) (S. 0. Rasmussen, 2006) for [CH4] and 8%°N plotted along gas age. For most of the events, there
appears to be near perfect agreement in timing for the onset of the events, with the exception of
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DO#0 where the increase of [CH,4] is going on for a longer time than the sudden increase of 6*°N, and
DO#11 where the increase starts earlier. An additional point of interest is the two pre-peaks seen in
DO#8 and DO#11, where both [CH,4] and §®°N increase, though the increase for 8*°N is more significant.
This increase is not seen in the 60, or in the NGRIP data, though that could be explained by the

resolution. At the point of writing, | am unaware of these increases being discussed previously.
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Figure 25: Zoom in on the DO-events with plots featuring 61°N (blue) in %o plotted along the left axis and [CH4] (grey) in ppbv

plotted along the right axis.
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1.4.2 Thermal and gravitational fractionation

As described in the chapter on firn, it is possible to discern the effect size of thermal and gravitational
fractionation by observing the difference in response between the §%Ar and %N, signal. A direct
comparison was made difficult by the poor reproducibility of lab-air 8*°Ar across the different days. In
order to remove this effect, a new iteration of the data was produced, separating the data by
experimental runs. From each of these separated data groups, a new §%Ar and 6N, record was
created as the difference from the daily mean of each of these values. By doing this, binding the data
to an absolute scale was sacrificed, but it allowed for removing the daily variation, thereby aligning it
to a relative scale instead. The resulting difference from the mean was also divided by their Am in
order to scale the two isotopes for easy comparison. For §2°N, it meant dividing by one, while for §*°Ar
it meant dividing by four. The reason for this mass scaling is following the approach by (Jeffrey P.
Severinghaus, 1998) , that showed that enrichment from gravitational fractionation will be of equal
size for the two scaled datasets. By observing where the response is not identical, the effect of thermal
fractionation can be observed. The full plot of this scaled data can be seen in Figure 26, where the
separated experimental runs have been recombined to the gas-age scale. From this it is possible to
make out the variation in the §*°Ar, and confirm that many of the DO-events are indeed also reflected,
and is not just experimental noise.
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Figure 26: Scaled data for 6 2°N; (blue) and 6 “°Ar (green). Data has been scaled and "detrended" as described above. Both
6%0Ar and 6%°N; are plotted in %o along the relative scale.
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There is still a greater degree of variation in the §%Ar than in §N,, but it seems justified to use the
values found to compare the two data sets. To do this, | focused on the DO-events and looked at how
the two records responded. This alignment is presented in Figure 27 where the same zoom on DO-
events as used in Figure 25 have been applied. Here, the scaled relative values for 8*°Ar and §2°N; have
been aligned along the y-axis so that the onset matches. Because of the long term variation seen in
5Ar, the offset needed varied in size. While being plotted along two y axes, they are scaled identically
so direct comparison is permitted. From here it is possible to see that there is variation in the
responses from the two records. For events like the glacial termination at DO#0 we observe near
perfect agreement with response, which would indicate that the fractionation almost exclusively
comes from increase in gravitational fractionation, while for events like DO#6 a difference in scale can
be seen indicating the thermal fractionation playing a part.
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Figure 27: DO-event overview for the relative 8°N (blue) and 6CAr (green) in %o.
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In order to quantify these effects, | found the average value at the onset of a DO-event and at the
peak. An example of the two mentioned events DO#0 and DO#6 is shown in Figure 28. From these
average values the difference can be found reflecting the fractionation associated with DO-event.
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Figure 28: Zoom in on DO#O to the left and DO#6 to the right. Plotted is the relative scaled &-value for 1°N (blue) and “°Ar
(green). In each plot the average and the period it spans, has been shown for both the assigned peak and onset level for
both isotope ratios.

In Table 5 the AN and AS8%Ar has been found and eq. 10 and 11 have been used to find the input
from the thermal and gravitational effect. As can be seen the fractionation at the glacial termination
appears to come exclusively as a response to increased gravitational fractionation, where for DO#6 it
appears to be driven equally between the two effects. These assigned values should be considered
the tentative approximations that they are. The uncertainty is high, and the presence of negative
values should indicate that no solid conclusion can be drawn from this.

Table 5: Overview of climatic event responses. Peak and onset period marks the time periods used for generating the averages
the AS*°N and A&CAr is generated from. The Sherm is thermal fractionation as calculated by eq. 11, while 64rqv is gravitational
fractionation as calculated by eq. 10. Uncertainty is the error propagated standard deviation of the averages for the two

periods.

Event
#

0

A

1

15

4

11.5

Onset period
(yr B2K)

11725-11740
13150-13220
14870-14890
15025-15075
28855-28900
30950-31000
32670-32760
33910-34000
35410-35475
38370-38400
38465-38490
40390-40500
41800-42000
43355-43395
43460-43525

Peak period
(yr B2K)
11710-11715
12950-13010
14815-14835
14950-15010
28810-28845
30800-30860
32470-32550
33710-33765
35325-35360
38300-38325
38415-38435
40160-40200
41350-41600
43310-43330
43405-43425

A8™N

(%o)
0.23+0.03
0.08 +0.02
0.13+0.02
0.01+0.01
0.14 +0.02
0.17+0.02
0.12+0.02
0.20+0.01
0.18+0.01
0.19+0.02
0.10+0.01
0.16 £0.02
0.09 £ 0.02
0.15+0.02
0.08 £0.01

AS*Ar
(%o)
0.23+0.03
0.00 +0.03
0.19+0.03
0.09 +£0.03
0.07 £0.04
-0.01 £0.03
0.09 £ 0.02
0.12 +£0.03
0.11 £ 0.02
0.16 £ 0.02
0.09 £ 0.02
0.20+£0.03
0.19+£0.03
0.11 £ 0.02
0.05 +0.02

5therm

(%o)

0.00 £ 0.05
0.10 £ 0.04
-0.08 + 0.04
-0.09 +0.04
0.09 £ 0.05
0.21+£0.05
0.03 £0.03
0.10 £ 0.04
0.08 +£0.03
0.03 £0.03
0.00 £0.03
-0.05 +0.04
-0.12 +0.04
0.05+0.03
0.04 £0.03

6grav

(%)

0.23+0.04
-0.01+£0.03
0.21+0.03
0.10+0.04
0.06 £ 0.04
-0.05+0.04
0.09+0.03
0.10+0.04
0.10+0.03
0.16 £ 0.02
0.09 +0.03
0.21 +0.04
0.21+0.03
0.10 +0.02
0.04 +0.02
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1.4.3 8Ar/N; discussion
Looking at the elemental ratio, it makes sense o 20
to address the enriched levels first. As

10

discussed, not much credibility is owed to the 5 0

absolute scale that the elemental ratio is 5;,:_10 .3 :$

bound to. In order to quantify the offset from E 20 L

the true values it will eventually be possible - >

to rely on the discrete measurements from =0 *

Todd Sowers again, as the elemental ratio _401784 _— . T
was also determined during discrete sample

measurements. As for the 8N comparison, B 15

these preliminary discrete measurements 10

shall only be used for trend comparison. The g .

combined data set of CFA and discrete 2 g .‘s:

measurements can be seen in Figure 29, E-l_o \'0'..* c:.\
where A, B and C represent the same three a5 .. .
regions shown for Figure 22. While the 20

absolute scale of the CFA might be off by a 1879 1881 1883 1885
large magnitude, it is still valuable to discuss c 20

the trends seen for the three plots. Plot C 15

display good agreement, with a stable level - 10

followed by an increase of approximately 5%. E\E >

for both the discrete and CFA measurement. g _(SJ . B

Plot B has two regions with discrete data “® 10 iy

where both are going in the opposite -15
direction to that of CFA. For plot A, there is a
rather stable level measured by the CFA data,
while there is a clear increase of 21%o for the
discrete measurements. This disagreement in
behaviour is difficult to make sense of, as it is
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Figure 29: Plot of Ar/N; in %o of Dye-3, as measured by discrete

measurements (red) and by CFA (orange) with error bars. The discrete data
is provided by Todd Sowers, The Earth and Environment Systems Institute,

unlikely that such an increase would not be Penn State University

captured by the CFA, since the variability of

the data is smaller than that. Similar sized increases are observed elsewhere in the data, so it is
possible for such increases to be reflected in the CFA- data. Worth mentioning is that the glacial
termination as observed in the gas-age occurs at the depth of 1788m, so it is reasonable that an
increase should be observed. However, a gas-age bound increase would be driven by thermal and
gravitational fractionation, and while | have not found the thermal sensitivity of Ar/N,, the overall
increase ought to be on the order of 12 times that observed for §'°N, due to the difference in mass
between *N/*N and *°Ar/2N,. As can be confirmed from Figure 27, the increase seen for the glacial
termination, named DO#0, the 6°N increase was 0.23%o. The expected increase for the elemental
ratio would then be about 2.76%., close to an order of magnitude smaller than observed. Due to the
large variation in the CFA data an increase of this size would get lost in the noise. This discrepancy will
have to be left unanswered until the remaining discrete samples have been done, so as to allow for
determining whether the CFA Ar/N,is unusable.

Though the variation in the data is too large for determining gravitational and thermal fractionation
effects, there is the third type of fractionation, close-off fractionation that affects the elemental ratio.
As discussed, the size of the effect depended on the physical properties of the ice at close-off. The
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effect should then line up with the ice-age rather than gas-age which would explain why no peak is
seen in the CFA at 1788m below surface. In Figure 30 the data for 680, 5Ar/N, and [CH,] have been
plotted together against depth instead of age. The purpose of this is to determine whether the
increases seen in 8Ar/N; corresponds to events or if it is all due to the variation of the data. By
comparing with 8§80 and [CH4] on the depth scale it is possible to determine if the events match with
the ice or gas record. From the two plots matching increases can be seen for 8Ar/Nzsimultaneous with
50, indicating that the close-off fractionations are dominating the signal with increases of upwards
of 8%o. It is unfortunate that many of the transitions in the ice-age are lost, as it makes it impossible
to make the same kind of onset-peak comparisons for 8Ar/N; as done for the isotope effects.

-25
-30

-35

580 (%o)

25 10

900
800
700
600
500

400
1775 1780 1785 1790 1795 1800 1805 1810 1815 1820 1825
Depth (m)

ve)

=25

-30 20
-35
15

-40

5150 (%o)

10

700

650

600

550 -5
500

450

400
1860 1865 1870 1875 1880 1885 1890 1895 1900 1905 1910 1915 1920
Depth (m)

Figure 30: Timing comparison. Plotted is the data for d180 (black) in, dAr/N2 (orange) in pm and [CH4] (grey) in ppb. All are
plotted against depth.

60,/N; has been suggested as a proxy for summer insolation, and because of this | investigated if the
same would be true for 6Ar/N,. The result of this can be seen in Figure 31.
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Figure 31: Mean summer insolation at Dye 3 (black) plotted along age, collected 5Ar/N, data (orange) in %o plotted along
ice-age.. The insolation has been computed from (Laskar, 2018) and is expressed as the average summer insolation in W/m?Z.
The data has been calculated for latitude 65.11°N in 100 year steps, with a solar constant of 1368 W/m?Z. 5Ar/N, was plotted
along ice age.

From observing the comparison between 8Ar/N, and the calculated insolation, there is a clear
discrepancy between the two data sets. While there is semblance of agreement between trends of
the two data sets at 28000-45000 years, this break down when compared to the lack of a shared trend
between 11000-16000 years. While §0,/N, work as a proxy for summer insolation, from this data it
would seem that the driving force for such a relation is not the close-off fractionation, as that would
result in correlation with 6Ar/N,. When generating the insolation data, the orbital components going
into it; such as eccentricity, climatic precession and obliquity was also generated, and here agreement
between the climatic precession and the 8Ar/N, was observed.
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Figure 32: Mean climatic precession (black) plotted along age, collected 6Ar/N; data (orange) in %o plotted along ice-age.
The precession has been computed from (Laskar, 2018) and is unitless. The data has been calculated for latitude 65.11°N in
100 year steps. 6Ar/N, is plotted along ice age.
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From the results in Figure 32 a consistent correlation can be observed, though the certainty of it is
reduced due to the lacking data in-between 16000-28000yrs that would otherwise confirm correlation
at the peak as well. Another potential effect for the increase seen before 35000yrs would be that ice
the ice comes from further upstream, where the snow fall conditions are different.

Even if this correlation is able to explain the long-term trends, the timing with DO-events is not
explained by the orbital effects. That explanation should be found in the changes in the close-off
fractionation as a result of changes in the ice-grain properties. The driver for this change must be
bound to temperature, as it increases with the temperature changes seen in the 6§80 record. Though
| have no knowledge or experience in physical properties, | would propose that it is possible that
S8Ar/N; could be used as a proxy for the density of snowfall. The snowfall density would at the very
least also be dependent on the snow-grain structure. Increase in the temperature and accumulation
would also come with an increase in initial density.

Whether this is the case will have to be

A 0.15
determined by further investigation into the 513 —CFA e Discrete
physical properties of the ice. ) LV
_E 0.09
1.4.4 Total air content reconstruction O 0.06
A final detail that was hoped to be extracted = 0.03
from the data was the total air content. 0
Throughout the work the gas ratio has been 1784 1786 1788 1790 1792
used, which is not the same as TAC. The gas g 0.15
ratio was calculated as the gas volume divided 0.12
by the total sample flow. The TAC can be ;;"0_09

determined by the CFA measurements, as the B
gas flow divided by the total liquid flow &

. 0.03
converted from volumetric to mass flow by

converting it via the density of water. For the 0

calculation the density of water at p(20°C) c o 115879 L dase d8e0 1887
was used which was found to be 0.9982kg/I. '

The value gained from this is close the TAC, 1.30'12

but the loss of dissolved gas needs to be E0.09

corrected for. The correction eq. 36 was used g 0.06

to calculate the EX of nitrogen. By combining " 0.03

the resulting EXn2 with eq. 37, modified to find 0

EX of oxygen as well as argon, the EX for the 1897 1899 1901 1903

Depth (mbs)

three main atmospheric gasses could be
found. By weighing their EX with their
atmospheric abundance, the total gas EX was
found.

EXtor = Xn, " EXn, + X0, " EXo, + Xar " EXar

Figure 33: Overview of total air content as collected for CFA
(blue) and discrete measurements (red) plotted along depth.
Discrete measurements collected by Todd Sowers.

(42)

Dividing the uncorrected TAC by the EX:t, yields the corrected TAC. Here it is approximated that the
three main components Oxygen, Nitrogen and argon result in 100% of the atmospheric composition.
For completeness’ sake, the values for §0,/N> and 8Ar/N; should be used to correct for variation in
the stored abundance, but as 60,/N, was not measured by CFA and the 8Ar/N, was poorly bound to
an absolute scale those variations are not taken into account.
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The resulting corrected TAC can be seen in Figure 33, where it is plotted alongside the TAC as collected
by discrete samples. There is very good agreement between the two TAC measurements, though the
measured TACcra is still slightly lower than the discrete measurements. The good agreement between
the two types of measurements is reassuring, but because the found TACca is still lower than as
determined by discrete measurements the preferential gas loss at the melthead cannot be dismissed.

The behaviour of TAC across the core can be seen in Figure 34, where a 30 sec smoothed TAC record
is plotted against depth together with the 50 record and TAC as measured from the discreate
samples. The 30 sec smoothing was needed to remove the high frequency noise coming from the
arrival of bubble bundles. From the plot, agreement can be seen between TAC and 60, which is
surprising. Warmer temperatures should result in a lower molecule density of the gas, which would
lead to lower TAC. Since the discrete samples agree with the observed trends, it seems possible to
generate reliable TAC measurements from CFA.
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Figure 34: Plot of 6180 (black) in %o, and a 30 sec running average of TAC (light blue) in ml/g, plotted along the ice-age.
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In order to investigate whether the
observed drop for TAC prior to DO-
events in NGRIP also occurs here, a
comparison was made between the
8N record and TAC. A negative
correlation between TAC and
&%Nacross the core was found. In order
to investigate the decrease seen for TAC
at DO-events, event 0, 7 and 11 were
magnified in Figure 35. While the
absolute value of TAC cannot be trusted,
the relative change is representative.
From these changes it is possible to see
the average drop of around
10mlgas/kgice, slightly is delayed by 20-40
years compared to the 8N for the
three events.

In comparison to the findings of (Olivier
Eicher, 2016), that reported the effect of
the drop lasted upwards of hundreds of
years after, the Dye 3 cores seems to be
quicker at getting back to normal. This
might be explained by the higher
temperature at Dye 3 than at NGRIP,
which would bring the firn column to
equilibrium quicker, thus ending the
enhanced densification  described.
Furthermore, the drop is twice as high
as the decrease observed for NGRIP,
which can most likely be explained by
the higher accumulation at Dye 3
compared to NGRIP, which would
increase the enhanced densification
effect.

The options for using the relative TAC
measurements from the Dye 3
campaign might be a valuable addition
for determining the effects influencing
the TAC.
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1.6 Future work

The work of this campaign was experimental in whether it would be possible to gather continuous
measurements of gas isotopes in combination with the CFA. Based on the work presented here | would
strongly argue that this is the case, though the current setup leaves room for improvements, as | have
been limited to discuss the relative changes rather than the absolute values because of n.

In the following | give suggestions for how to improve the CFA setup to make the measurement of gas
isotopes more reproducible.

- The oxygen removal setup could benefit from a redesign. As described, attempts were made
to seal the membrane piece in between two SS-tubes, in a manner that allows applying a
lower vacuum than the 200mbar used. This would allow for a lower pressure at the
micromodule, which increases the EX.

- Standards: Since a static standard was not available, a large source of variation for delta 40
was introduced. and is the main source of variation seen for 8%Ar. A dynamically mixed
standard is still needed for testing the effects chemical slope and solubility, but it needs to be
in addition to a static standard.

- If lab-air is to be used for binding the standard, the sampling of it needs to be made from a
well-mixed location.

- Aneasy way of improving the calibration time efficiency would be to attain standards that can
work for both methane and isotope measurements, as switching between the two created
down time. An additional benefit of this would be that measurements of the solubility effect
would be accounted for with every calibration run, compared to the single time it was
investigated for this campaign.

- Repetition of the pressure imbalance and chemical slope effects for greater reproducibility.

- Repeat solubility effect experiments with varying levels of starting temperature.

- While it might not be feasible with the methods at hand, producing calibration ice which is
loaded with known standard gas could be a powerful tool to get the fractionation effects
across the entire sample path.

- Debubbling of mQ-water ought to be done with helium instead of the used N, to avoid loading
the water with N, which would skew the derived solubility effects.

- Theloss of sample at the melthead can be reduced with increased pumping at the inner cross-
section of the melthead. The set-point used for the driving peristaltic pump was 23ml/min but
due to restrictions at the valves, the targeted flow was not reached. My suggestion is
therefore to increase the valve size from 1/16” connections to 1/8” tubes as used throughout
most the CFA setup.

- The uncertainty in TACcra in general is due to the arrival of bubble bundles, rather than
individual bubbles. If these bundles could be split up, the resulting flow will be more even and
will allow for smaller uncertainty in TAC assignment and solubility effect correction.

- TheIRMSis susceptible to short-term drift, and with measurements running for multiple hours
continuously, such drift might cause systematic error. Steady stream of standard gas should
be supplied through the system, and left for thrice the time of a measurement run to observe
the signal intensity drift across time.

The data presented in this work only represents the gas measurements acquired during the Dye 3
melting, but more data was collected during the campaign. The data from the chemistry side plus the
dust content need to be analysed and used for comparison. Additionally, the measurement of all the
discrete samples for the gas measurements are not completed yet, and might be valuable to help
binding the results to an absolute scale.
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1.7 Conclusion

In preparation for the melting campaign of Dye 3 a setup was successfully developed that allowed for
measurements of gaseous isotopes extracted from the CFA melt stream. This was done by taking a
subsample from the gas extracted for methane analysis. This subsample was then analysed by IRMS,
generating isotope data with high temporal resolution. The integral part of this setup was the
development of a method for continuous oxygen removal. This was done by the use of a perovskite
membrane heated to 850°C, which is permeable to oxygen, while acting as a barrier for other gas
components. The removal efficiency was 98% and was stable across experiments.

Because the IRMS used, was designed for discrete measurements, multiple effects offsetting the
derived delta value, had to be corrected manually. The effects needing corrections, was the pressure
imbalance and chemical slope effects. The most significant of these effects was the solubility of gasses,
causing fractionating on the isotopes and most severely on the elemental ratio. Correcting for these
relied on empirically derived correction functions, done prior to the campaign.

The developed system was tested out on the bottom 1750-1920m of the old ice core from Dye 3. Dye
3 was found to be a well-suited core for testing the new system, as the response in the isotopes,
elemental ratio and TAC was larger and better resolved than for other cores, making full use of the
high temporal resolution of the new setup. Thanks to the increased number of sample stream
measurements implemented in the combined gas extraction setup, it was possible to determine the
varying travel time from the melthead to the gas detection, thereby improving the accuracy of the
depth assignment, compared to constant delay assumption used in previous work. Based on the
multiple measurements of gas and liquid flow and proper investigation of the solubility effect on gas
loss, reconstructing the relative changes of total air content with CFA was possible, and have been
confirmed by discrete samples.

The 8N was recorded with an uncertainty <50per meg, which allowed for detailed analysis of the
response to climatic events. These responses were compared to those of the §2°N record from NGRIP,
where the responses in Dye 3 were larger and transpired over fewer years when compared to NGRIP.
This highlighted the local differences between the two cores.

The measured average stadial level of 0.25%o, implies an implausibly shallow firn column. This finding
can be partially explained by the fact that the solubility fractionation is underestimated for *N. The
explanation for this is assumed to be an underestimation of solubility fractionation.

The &%Ar data suffered from great variation between measurement runs, owing to unstable
conditions in the lab-air which was used as the standard. But by taking the mass scaled relative values
for each measurement run, a record emerged with climatic responses comparable to those for §°N.
By closer comparison of the two isotope records, the effect of thermal and gravitational fractionation
was determined, though with a high degree of uncertainty.

For the elemental ratio Ar/N, the variation was too large to observe thermal and gravitational
fractionation, but the close-off fractionation was detectable with increases of 8%o synchronized with
DO-events in the ice-age. Discrepancies were, however, seen in climatic responses when compared to
discrete samples.

While the current version of the system could not produce the stability to generate isotope data bound
to an absolute scale, the relative measurements acquired in this work are with high precision and
allows for detailed analysis. With the coming addition of data from both the liquid analysis of CFA and
the remaining discrete gas samples, more data can be extracted from the CFA-gas record.
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2. Paper on N,O isotopic measurements using laser spectroscopy;
analyser characterization and intercomparison

Presented next is the article based on the is article based on the work | took part of at Empa in
Switzerland.

The article outlines an inter-lab collaboration undertaken at Empa in Switzerland. Here the
performance and limitations of ambient measurements of N,O and its isotopes were compared
between different instruments using laser spectroscopy. Effects from trace gas and matrix
composition were determined, and the non-linear relationship with N,O abundance was described.
An extensive guideline was developed for how to produce reproducible measurements of N,O
isotopes using these instruments, giving comparable precision to IRMS.

The article can be found on:

https://www.atmos-meas-tech-discuss.net/amt-2019-451/
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Abstract. For the past two decades, the measurement of
mitrous oxide (N20) isotopocules — isotopically substituted
molecules BPNPNY90, BNHUNI®D and HNMN'30 of the

terferences caused by H:0. C0O», CHy and CO to develop
analyzer-specific correction functions. Subseguently, a simu-
lated two-end-member mixing experiment was used o com-

main isotopic species “*N'¥N'®0 — has been a promising  pare the accuracy and repeatability of comected and cali- =
= lechnique for understanding N>O production and consump- brated isotope measurements that could be acquired using the
tion pathways. The coupling of non-cryogenic and tuneable different laser spectromelers.
light sources with different detection schemes, such as direct Our results show that N2 O isotope laser spectrometer per-
absorption quantum cascade laser absorption spectroscopy formance is governed by an interplay between instrumental
(QCLAS), cavity ning-down spectroscopy (CRDS) and off- precision, drift, matrix effects and speciral interferences. To s
1 axis inlegrated cavity outpul spectroscopy (OA-1COS), has retrieve compalible and accurate results, it is necessary Lo in-
enabled the production of commercially available and field- clude appropriate reference materials following the identi-
deployable N> isotopic analyzers. In contrast Lo traditional cal treatment (IT) principle during every measurement. Re-
1sotope-ratio mass spectrometry (IRMS), these instruments maining differences between sample and reference gas com-
are inherently selective for position-specific '*N substitution positions have to be corrected by applying analyzer-specific «
1= and provide real-time data, with minimal or no sample pre- comection algorithms. These matrix and trace gas correclion
treatment, which is highly attractive for process studies. equations vary considerably according to N2 O mole fraction,
Here, we compared the performance of N2O isotope complicating the procedure further. Thus. researchers should
laser spectrometers with the three most common detec- strive to mimimize differences in composition between sam-
tion schemes: OA-ICOS (N.—OIA-30e-EF. ABB - Los ple and reference gases. In closing, we provide a calibration .
= Gatos Research Inc.), CRDS (G5131+41, Picarro Inc.) and workflow to guide researchers in the operation of N2O iso-
QCLAS idual QCLAS and preconcentration trace gas ex- lope laser spectrometers in order to acquire accurate N-(O
tractor { TREX }-mini QCLAS, Aerodyne Research Inc. ). For isotope analyses. We anticipate that this workflow will as-
each instrument, the precision, drift and repeatability of NoO sist in applications where matrix and trace gas compositions
mole fraction [N>O] and isotope data were tested. The an- vary considerably (e.g., laboratory incubations, N;O liber- =

= dlyzers were then characterized for their dependence on
[N2O]. gas matrix composition (Oa, Ar) and spectral in-

ated from wasiewater or groundwaler). as well as exiend to
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future analyzer models and instruments focusing on isotopic
species of other molecules.

1  Introduction

Nitrous oxide (N20) is a long-lived greenhouse gas with a
100-year global warming potential nearly 300 times that of
carbon dioxide (CO;; Forster et al., 2007) and is the largest
emission source of ozone-depleting nitrogen oxides in the
stralosphere (Ravishankara et al.. 2009). In 2019, the glob-
ally averaged [N>O] reached approximately 332ppb com-
pared to the pre-industrial level of 270ppb (NOAA/ESRIL.,
2019). While this increase 15 known to be linked primarily to
increased fertilizer use in agriculture (Bouwman et al., 2(002;
Mosier et al., 1998; Tian et al., 2015), understanding the un-
derlying microbial processes producing and consuming N2O
has proved more challenging, and individual source contri-
butions from sectors such as agricultural soils, wastewaler
management and biomass burning o global bottom-up esti-
mates of NoO emissions have large uncertainties (Denman
et al., 2007). Stable isotopes are an effective tool for dis-
tinguishing N2O sources and determining production path-
ways, which is critical for developing appropriate mitigation
strategies (Baggs, 2008; Ostrom and Ostrom, 2011; Toyoda
et al.. 2017).

The N>O melecule has an asymmetric linear structure
(NNO). with the following most abundant isolopocules:
I4NI5Nth {IjNu—Nzﬂ]'; lSNl-'iNIE;,D {ESN'H—NQD‘H
HNHNEQ (BO-N,0D); and “N“N!'®0 (Yoshida and
Toyoda, 20000. The terms “N® and “NF refer to the
respective cenitral and terminal positions of nitrogen (N)
atoms in the NNO molecule (Toyoda and Yoshida, 1999).
Isotopic abundances are mported in & notation, where
81N = RN/ N)campte/ RO"N/*N)reference — 1 denotes
the relative difference in per mil (%) of the sample versus
atmospheric N2 (AIR-N;). The isolope ratio B(“N/M¥N)
equals x(*N)/x(*™*N), with x being the absolule abun-
dance of ™N and N, respectively. Similarly, Vienna
Standard Mean Ocean Water (VSMOW) is the interna-
tional isotope-ratio scale for '*0. In practice, the isotope
& value 1s calculated from measurement of isolopocule
ratios of sample and reference gases, with the latter being
defined on the AIR-N; and VSMOW scales. By extension,
55N” denotes the corresponding relative difference of
isolope ratios for NUNYO/MHNHNY0, and 5NF for
DNUNIEQENMN0, The site-specific intramolecular
distribution of N within the N.O molecule is termed '*N-
site preference (SP) and is defined as SP = 55 N® — §15N#
(Yoshida and Toyoda, 2000). The term §°N™¥ js used
to express the average 5'°N value and is eguivalent to
SNk — (F15NT 4 §19NA) 12,

Extensive evidence has shown that SP. 5'FNb and 5150
can be used to differentiate NoO source processes and
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biogeochemical cycling (Decock and Six, 2013; Denk et
al., 2017; Heil et al., 2014; Lewicka-Szczebak et al., 2014,
2015: Ostrom et al., 2007; Sutka et al., 2003, 2006; Toyoeda
et al., 2005, 2017; Wei et al., 2017 ). Isotopocule abundances
have been measured in a wide range of environments, includ-
ing the troposphere (Hamisfi et al., 2014a; Rickmann and
Levin, 2005; Toyoda et al., 2013), agricultural soils (Buchen
et al., 2018; Ibraim et al., 2019; Koster et al., 2011; Mohn et
al., 2012; Ostrom et al., 2007; Park et al., 2012850, Pérez et
al., 2001, 2006; Toyoda et al., 2011; Verhoeven et al., 2018,
2019 Well et al., 2008; Well [£5 and Flessa, 2009; Wolf
et al., 2015}, mixed urban—agricultural environments (Har-
ris el al., 2017), coal and waste combustion (HarmsTi et
al., 2014b; Ogawa and Yoshida, 2005), fossil fuel combus-
tion (Toyoda et al., 200805, wastewater treatment (Harris
et al., 2015a, b; Wunderlin et al., 2012, 2013), groundwa-
ler (Koba et al., 20009; Minamikawa et al., 2011; Nikolenko
et al., 2019; Well et al., 2005, 2012}, estuaries (Erler et
al., 2015), mangrove forests (Murray et al., 2018), stratified
walter impoundments (Yue et al., 2018), and firn air and ice
cores (Bernard et al., 2006: [shijima et al., 2007; Prokopiou
el al., 2017). While some applications like laboratory incu-
bation experiments allow for analysis of the isolopic signa-
ture of the pure source, most studies require analysis of the
source diluted in ambient air. This specifically applies to ter-
restrial ecosystem research, since N3O emitted from soils is
immediately mixed with background atmospheric NoO. To
understand the importance of seil emissions for the global
N20 budget, two-end-member mixing models commonly in-
terpreted using Keeling or Miller-Tans plots are {requently
used to back-calculate the isotopic composition of NoO emil-
led from soils (Keeling, 1958; Miller and Tans, 2003).

N>0 isolopocules can be analyzed by isolope-ratio mass
specirometry (IRMS) and laser spectroscopic lechniques.
with currently available commercial spectrometers operating
in the mud-infrared (MIR) region to achieve highest sensitiv-
ities. IRMS analysis of the N2O intramolecular N distri-
bution is based on quantification of the fragmented (NO™,
m/z 30 and 31) and molecular (N2OF, m/z 44, 45 and
46) ions to calculate isotope ratios for the entire molecule
(NN and '*0/'%0) and the central (N") and terminal
{N”) N atom {Toyoda and Yoshida, 1999), The analysis of
N2O SP by IRMS 1s complicated by the rearrangement of N*
and N# in the ion source, while analysis of § FN™& (45 /44)
involves correction for NN () (mass 45). IRMS can achieve
repeatability as good as 0.1%. for 5N, 5’80, §'*N® and
& N# (Potter et al., 2013; Riickmann and Levin, 2003), but
an interlaboratory comparison study showed substantial de-

viations in measurements of N>O isotopic composition, in -

particular for SP (up to 10%.) (Mohn et al., 2014).

The advancement of mid-infrared laser spectroscopic lech-
niques was enabled by the invention and availability of non-
cryogenic light sources which have been coupled with dif-

ferent detection schemes, such as direct absorption quantum «

cascade laser absorption spectroscopy (QCLAS: Aerodyne
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Research Inc. (ARI: Wichter et al.. 2008), cavily ring-down
spectroscopy (CRDS; Picarro Inc.: Berden et al.. 200} and
off-axis integrated cavity oulput spectroscopy (0OA-ICOS,
ABB - Los Gatos Research Inc.; Baer et al., 2002) to realize
= compact field-deployable analyzers. In short, the emission
wavelength of a laser light source is rapidly and repetitively
scanned through a spectral region containing the spectral
lings of the target N2O isotopocules. The laser light is cou-
pled into a multi-path cell filled with the sample gas, and the
o mixing ratios of individual isotopic species are determined
from the detected absorption using Beer's law. The wave-
lengths of spectral lines of N2O isolopocules with distinct
70, "0 or position-specific '*N substitution are unique
due to the existence of characieristic rotational-vibrational
= spectra (Rothman et al., 2005). Thus, unlike IRMS, laser
spectroscopy does nol require mass-overlap correction. How-
ever, the spectral lines may have varying degrees of overlap
with those of other gpaseous species, which. if unaccounted
for, may produce erroneous apparent absorplion inlensities.
= One advantage of laser spectroscopy is that instruments can
analyze the N>O isolopic composition in gaseous mixtures
(e.g., ambient air) mn a flow-through mode, providing real-
time data with minimal or no sample pretreatment, which 1s
highly attractive to better resolve the lemporal complexity
= 0f N>O production and consumption processes { Decock and
Six, 2013; Heil et al., 2014; Kbster et al., 2013; Winther et
al., 2018).
Despite the described inherent benefits of laser spec-
troscopy for N2O isolope analysis, applications remain chal-
= lenging and are still scarce for four main reasonsI80)

1. Two pure N-,O isolopocule reference materials
(USGS51, USGS52) have only recently been made
available through the United States Geological Survey
(USGS) with provisional values assigned by the Tokyo

= Institute of Technology (Ostrom et al., 2018). The lack
of NoO isotopocule reference materials was identified
as a major reason limiting interlaboratory compatibility
{Mohn et al.. 2014).

2. Laser spectrometers are subject to drift effects (e.g., due

@ to moving interference [ringes), particularly under fluc-

tuating laboratory temperatures, which limits their per-
formance (Werle et al., 1993).

3. If apparent § values retrieved from a spectrometer are
calculated from raw uncalibrated isotopocule mole frac-
= tions, referred to here as a §-calibration approach, an
inverse concentration dependence may be introduced.
This can arise if the analyzer measurements of iso-
topocule mole fractions are linear, yel the relation-
ship between measured and true mole fractions has a
s non-zero intercept (e.o., Griffith et al., 2012; Griffith,
2018}, such as due to baseline structumes (g.g., interfer-

ing fringes; Tuzson et al., 2008).

www.atmos-meas-tech.net/1 3 172020/

4, Laser spectroscopic results are affected by mole frac-
tion changes of atmospheric background gases (N>, Os
and Ar), herein called gas matrix effects, due to the &
difference of pressure-broadening coefficients (Nara et
al., 2012} and potentially by spectral interferences from
other atmospheric constituents (H20, CO,, CHy, CO,
etc.), herein called trace gas effects, depending on the
selected wavelength region. The latter is particularly e
pronounced for NoO due to its low atmospheric abun-
dance in comparison to other trace pases.

Several studies have described some of the above effects
for CO-; (Bowling et al., 2003, 2003; Griffis et al., 2004;
Griffith et al., 2012; Friedrichs et al., 2010; Malowany et «=
al.; 2015; Pataki et al., 2006; Pang et al., 2016; Rella et
al., 2013; Vogel et al., 2013; Wen et al., 2013), CHy (Eyer
et al., 2016; Griffith et al.. 2012; Rella et al.. 2013} and re-
cently N>O isotope laser spectrometers (Erler et al., 2015;
Harris et al., 2014; Thraim et al., 2018; Wichter et al., 2008). =
However, a comprehensive and comparative characterization
of the above effects for commercially available N.O 1sotope
analyzers is lacking.

Here, we present an intercomparison study of commer-
cially available N-O isolope laser spectromelers with the -
three most common detection schemes: (1) OA-ICOS (N>
OIA-30e-EP, ABB - Los Gatos Research Inc.); (2) CRDS
(G5131-1, Picarro Inc.y; (3) QULAS (dual QCLAS and trace
gas extractor (TREX)-mini QCLAS., ARI). Performance
characteristics including precision, repeatability, drift and de- w0
pendence of isotope measurements on [N2O] were deter-
mined. Instruments were lested for gas matrix effects (O,
Ar) and spectral interferences from enhanced trace gas mole
fractions (C(n, CHy. CO, Ho0) at various [N2O] to de-
velop analyzer-specific comrection functions. The accuracy e
of different spectromeler designs was then assessed during
a laboratory-controlled mixing experiment designed o sim-
ulate two-end-member mixing, in which resulls were com-
pared 1o calculated expected values, as well as to those ac-
quired using IRMS (4 values) and gas chromatography (GC.
N2O concentration). In closing, we provide a calibration
workflow that will assist researchers in the operation of NoO
and other trace pas isotope laser spectrometers in order lo
acquire accurale isolope analyses.

2 Materials and methods %
2.1 Analytical techniques

Operational details of the laser spectrometers tesied m this
study, including wavenumber regions, line positions and line
strengths of N>O, are provided in Table 1. In Fig. 1, selected
N.0 rotational lines are shown in combination with the ab-
sorption lines of the atmospheric most abundant IR-active
trace gases (Ho0, COz, CHy, CO and O3) within the differ-
enl wavenumber regions used by the analyzers. Figure 1 can
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be wsed 1o rationalize possible speciral interferences within
different wavenumber regions.

21.1 OA-ICOS (ABB - Los Gatos Research Inc.)

The No—OIA-30e-EP (model 914-0027, serial number 13-
830, ABB - Los Gatos Research Inc., USA) tested in thas
study was provided by the University of New South Wales
(UNSW Sydney, Australia) and is hergin referred to as OA-
ICOS 1 (Table 1). The instrument employs the OA-1COS
technique integrated with a quantum cascade laser (QCL)
{Baer et al., 2002). In short, the QCL beam is directed off
axis into the cavity cell with highly reflective mirrors, provid-
ing an optical path of several kilometers. For further details
on the OA-ICOS technique, the reader is referred to the web-
page of ABB — Los Gatos Research Inc. (ABB - Los Gatos
Research Inc.. 2019) and Baer et al. (2002).

The specific analyzer lesied here was manulactured in
June 2014 and has had no hardware modifications since then.
It is also important to note that a more recent N2-OIA-30e-EP
model (model 914-0060) is available, that in addition guanti-
fies '70. We are unaware of any study measuring N20 iso-
topocules at natural abundance and ambwient mole fractions
with the N2-OIA-30e-EP. The only studies published so far
reporting N2O isotope data apply the Na-OLA-30e-EP either
at elevated [N20O] in a standardized gas matrix or using N
labeling, including Soto et al. (2015), Liet al. (2016), Kong
etal. (2017}, Brase et al. (2017). Wassenaar et al. (2018) and
Nikolenko et al. (2019

212 CRDS (Picarro Inc.)

Two G5131-i analyzers (Picarro Inc., USA) were used in this
study: a 2015 model (referred to as CRDS I, serial num-
ber 3001-PV U-JDD-55001. delivered September 2015) pro-
vided by the Niels Bohr Institute, University of Copenhagen,
Denmark; and a 2018 model (referred 1o as CRDS 11, serial
number S070-DAS-IDD-85079, delivered June 2018) pro-
vided by Karlsruhe Institute of Technology, Germany (Ta-
ble 1). In CRDS, the beam of a single-frequency continuous
wave (cw) laser diode enters a three-mirror cavity with an
effective pathlength of several kilometers to support a con-
tinuous traveling light wave. A photodetector measures the
decay of light in the cavity after the cw laser diode is shut off
to retrieve the mole fraction of N> O 1sotopocules. For more
details, we refer the reader 1o the webpage of Picarro Inc.
(Picarro Inc.. 20119) and Berden et al. (2000).

Importantly, the manofacturer-installed Aow restrictors
were replaced 1n both analyzer models, as we noled reduced
flow rates due to clogging during initial reconnaissance est-
ing. In CKDS L a capillary (inner diameter, ID: 150 pm,
length: 81 mm, fAlow: 25.2cm’ min—') was installed, while
CRDS 1T was equipped with a critical orifice (ID: 75pm,
flow: 12.5cm® min—!). Both restrictors were tested and con-
firmed leakproof. Both analyzers had manufacturer-installed

Atmos. Meas. Tech., 13, 1-35, 2020
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permeation driers focaled prior Lo the inlet of the cavity,
which were not altered for this study. In December 2017,
CRDS I received a software and hardware updalte as per the
manufacturer’s recommendations. The CRDS I did not re-
ceive any software or hardware upgrades as it was acquired
immediately prior (o lesting.

To the best of our knowledge, the work presented in Lee et
al. {2017y and Ji and Grundle (2019) discusses the only pub-
lished uses of G5131-1 models. A prior model (the G5101-1),
which employs a different spectral region and does not offer
the capability for §'*0, was used by Peng et al. (2014), Er-
ler et al. (2015), L1 et al. (2015), Lebegue et al. (2016) and
Winther et al. (2018).

2.1.3 QCLAS (Aerodyne Research Inc.)

Three QCLAS instruments (ARL USA: CW-QC-TILDAS-
SC-I) were used in this study. One instrument (QCLAS
1, serial number 046), purchased in 2013, was provided by
Karlsruhe Institute of Technology, Germany, and two instru-
ments, purchased in 2014 (QCLAS 11, serial number 065)
and 2016 (QCLAS 111, senal number 077), were supplied by
ETH Zirich, Switzerland (Table 1), QCLAS [ was used in all
experiments presented in this study, while QCLAS [T and 11T
were only used o assess the reproducibility of drift reported
in Sect. 3.1.

All instruments wer dual-cw QCL  spectrometers,
equipped with mirror optics puiding the two laser beams
through an optical anchor poinl Lo assure precise coinci-
dence of the beams at the detector. On the way to the de-
tector, the laser beams are coupled into an astigmatic multi-
pass cell with a volume of approximately 2100 cm? in which
the beams inleract with the sample air. The multiple passes
through the absorption cell result in an absorption path length
of approximately 204 m. The cell pressure can be selected
by the user and was set to 53.3mbar as a trade-off be-
tween ling separation and sensitivity. This set point is au-
tomatically maintained by the TDLWintel software (version
1.14.89 ARL MA, USA), which compensates for variations
in vacuum pump speed by closing or opening a throitle valve
al the outlet of the absorption cell.

QCLAS instruments offer great liberty to the user as the
system can also be operated with different parameter set-
tings, such as the selection of spectral lines for quantifica-
tion, wavenumber calibration, sample flow rale and pres-
sure. Thereby, different applications can be realized, from
high-flow eddy covariance studies or high-mole-fraction pro-
cess studies to high-precision measurements coupled to a
customized inlet system. In addition, spectral interferences
and gas matrix effects can be laken into consideration by

multi-line analysis, inclusion of the respective spectroscopic -

parameters in the spectral evaluation or adjustment of the
pressure-broadening coefficients. The spectrometers used in
this study (QCLAS I-I1I) were tested under standard set-
tings bul were not optimized for the respective experiments.
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Figure 1. [N, O isotopocule absorption line positions in the wavenumber regions selected for (a) OA-ICOS, (b) CRDS and (e, d) QCLAS
techniques. Regions of possible spectral overlap from interfering trace gases such as H, (), COy, CHy and CO are shown. The abumdance-
scaled line strengths of trace gases have been scaled with 10— ! to 102 {as indicated) because they are mostly weaker than those of the NoO

isotopocules.

QCLAS I was operaled as a single laser instrument us-
ing laser 1. to optimize spectral resolution of the frequency
sweeps. It 15 important to note the mixing ratios returned by
the instrument are solely based on fundamental spectroscopic
s constants (Rothman et al., 2005), so that cornections such as
the dependence of isotope ratios on [NzO] have to be imple-
mented by the user in the postprocessing.
To our knowledge, QCLAS instruments have so far pre-
dominately been used for determination of N,O isotopic
+o composition in combination with preconcentration (see be-
low) or at enhanced mole fractions (Harris et al.. 2005857
Heil et al., 2014; Kosteret al., 2013), except for Yamamoto et
al. (2014), who had used a QCLAS (CW-QC-TILDAS-5C-
S-N20IS0O; ARL USA) with one laser (2189 cm—") in com-
+s bination with a closed chamber system. To achieve the preci-
sion and accuracy levels reported in their study, Yamamolto et
al. (2014) corrected their measurements for mixing ratio de-

Atmos. Meas. Tech., 13, 1-35, 2020

pendence and minimized instrumental drift by measuring N
gas every 1 h for background correction. These authors also
showed that care ful tlemperature control of their instrument in
an air-conditioned cabinel was necessary for achieving opli-
mal results.

2.1.4 TREX-QCLAS

A compact mini QCLAS device (CW-QC-TILDAS-76-C5.
serial number 074, ARI, USA) coupled with a preconcen-
tration system (TREX) was provided by Empa, Switzerland.
The spectrometer comprises a continuous-wave mid-infrared
quanium cascade laser source emitting al 2203cm~" and
an astigmatic multipass absorption cell with a path length
of 76m and a volume of approximately 620 cm® (Thraim et
al., 2018) (Table 1). The TREX unit was designed and man-
ufactured at Empa and 15 used 1o separate the N2O [rom

www.atmos-meas-tech.net/1 3/ 1/2020/
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the sample gas prior to QCLAS analysis. Thereby, the initial
[M20] is increased by a factor of 200-300, other trace gases
are removed, and the gas matrix is set to standardized con-
ditions. Before entering the TREX device, CO is oxidized to
C0O; using a metal catalyst (Sofnocat 423, Molecular Prod-
ucts Limited, GB). Water and CO; in sample gases were
removed by a permeation dryer (PermaPure Inc., USA) in
combination with a sodium hydroxide (NaOH) magnesium
perchlorate (Mg(Cl10y)2) trap (Ascarite: 6g, 10-35 mesh,
Sigma Aldrich, Swizerland, bracketed by Mg(Cl0Os)>. 2 x
1.5g. Alfa Aesar, Germany). Thereafter. N2O 1s adsorbed
on a HayeSep D (Sigma Aldrich, Switzerland) filled trap,
cooled down to 125.1 £ 0.1 K by attaching il o a copper
baseplate mounted on a high-power Stirling cryocooler (Cry-
oTel GT, Sunpower Inc., USA) N0 adsorption requires
5.080£0.011L1 of gas to have passed through the adsorp-
tion trap. For N2O desorption, the trap is decoupled from the
copper baseplate, while slowly heating it to 275 K with a heat
foil (diameter 62.2 mm, 100W, HK5549, Minco Products
Inc.. USA). Desorbed N2O is purged with 1-5cm® min—!
of synthetic air into the QCLAS cell for analysis. By con-
trolling the fow raie and trapping time, the [N2O] in the
QCLAS cell can be adjusted to 60-80ppm at a cell pressure
of 35.6 £ 0.04 mbar. A custom-written LabVIEW program
(Version 18.0.1, National Instruments Corp., USA) allows re-
mote control and automatic operation of the TREX. So far,
the TREX-QCLAS system has been successfully applied o
determine N2O emission, as well as NoO isolopic signatures
from various ecosystems (e.g., Mohn et al., 2012; Harris et
al., 2014; Wolf et al.. 2015; Ibraim et al., 2019).

215 GC-IRMS

IEMS analyses were conducted at ETH Zurich using a gas
preparation unit (Trace Gas, Elementar, Manchester, UK)
coupled to an IsoPrime 100 [RMS (Elementar, Manchester,
UK} [MN20] analysis using gas chromatography was also
performed at ETH Ztrich (456-GC, Scion Instruments, Liv-
ingston, UK ). GC-IRMS analyses were conducled as part of
experiments described further in Sect. 2.4.8. Further analyti-

=y

cal details are provided in Sect. 51 in the Supplement=iill.
22 Sample and reference gases

2.2.1 Matrix and interference test gases

Table 2 provides O2, Ar and trace gas mole fractions of ma-
trix gases and interference test gases used during testing.
The four matrix gases comprised synthetic air (matrix af=70,
Messer Schweiz AG, Switzerland); synthetic air with Ar
(matrix b, Carbagas AG, Swilzerland); synthetic air with Ar,
C0», CHy and CO at near-ambient mole fractions (matrix ¢,
Carbagas AG, Switzerland); and high-purity nitrogen gas
(N2, Messer Schwew AG, Switzerland). Matrix gases were
analyzed in the World Meteorological Organization (WMO)

www.atmos-meas-tech.net/1 3 172020/

Global Atmosphere Watch (GAW ) World Calibration Center
at Empa (WCC Empa) for CO,, CHy, H20 (G1301, Picarro
Inc., USA), and N0 and CO (CW-QC-TILDAS-T6-CS;
ARI, USA) against standards of the National Oceanic and At-
mospheric Administration/Earth System Research Labora-
tory/Global Monitoring Division (NOAA/ESEL/GMD). The
[N2O] in all matrix gases and N; were below (.3 ppb. The
threg gas mixtures used for lesting of spectral interferences
contained higher mole fractions of either CO», CHs or CO in
matrix gas b (Carbagas AG, Switzerland), which prevented
spectroscopic analysis of other trace substances.

2,22 Reference gases (51, 82) and pressurized air
(PAL PAZ)

Preparation of pure and diluted reference gases

Two reference gases (51, 52) with different NoO isotopic
composition were used in this study. Pure N2O reference
cases were produced from high-purity N2©O (Linde, Ger-
many) decanted into evacuated Luxfer aluminum cylinders
{51: P3333N, 52: P3338N) with ROTAREX valves (Matar,
Italy) to a final pressure of maximum 45 bar to avoid con-
densation. Reference gas 1 (51) was high-purity N2 only.
For reference gas 2 (82}, high-purity N2O was supplemented
with defined amounts of isotopically pure (= 98 4%) “N"NO
(NLM-1045-PK), "N™NO (NLM-1044-PK) (Cambridge
Isotope Laboratories, USA) and NN'#0 using a 10-port two-
position valve (EH2C10WEPH with 20mL sample loop,
Valco Instruments Inc., Switzerland). Since NN'®0 was not
commercially available. it was synthesized using the follow-
ing procedure: (1} '80 exchange of HNOz (1.8 mL, Sigma
Aldrich) with 97 % H}*O (SmL, Medical Isotopes Inc.)
under reflux for 24 h; (2) condensation of NHs and reac-
tien controlled by LNa; and (3) thermal decomposition of
NH4NOz in batches of 1g in 150mL glass bulbs with a
breakseal (Glasbldserei Moller AG. Switzerland) to produce
NN'¥0. The isolopic enrichment was analyzed afier dilu-
tion in N> (99.9999 %, Messer Schwew AG) with a Vi-
sion 10N guadrupole mass spectrometer (QMS) equipped
with a customized ambient pressure inlet (MKS Instruments,
UK}, Triplicate analysis provided the following composition:
36.25+0.10 5 of NN'°0 and 63.75 £ 0.76 % of NN'30.
High [N20] reference gases {Sl—aggppm_ Sl—bguppm. S1-
€90 pprm» SZ—aggm} with a target mole fraction of 90 ppm
were prepared in different matrix gases (a, b, ¢) using a two-
siep procedure. First, defined volumes of S1 and 52 were
dosed into Luxfer aluminum cylinders (ROTAREX valve,
Matar, Italy) flled with matnx gas (a, b and ¢) lo ambient
pressure using N2O calibrated mass flow controllers (MECs)
(Visgtlin Instruments GmbH, Switzerland). Second. the N-O
was gravimetrically diluted (ICS429, Mettler Toledo GmbH,

Switzerland) with matrix gas to the tareet mole fraction. Am- -

bient [N2O] reference gases ESI—cJJgPPb. SQ-C339pr: with
a target mole fraction of 330 ppb were prepared by dosing
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Table 2 0. Ar content and trace gas concentrations for matrix and interference lesl gases. Trace gas concentrations of matrix gases wene
analyzed by WMO GAW WCC Empa against standards of the NOAA/ESRL/GMD. For trace gas concentrations of interference lest gases,
manufacturer specifications are given. Reported Oz and Ar content is according o manufacturer specifications. The given uncertainty is the
uncertainty stated by the manufacturer or the standard deviation for analysis of a1 cylinders of the same specification.

Gas Abbreviation 0,8 A o5t CH,® coP N2OY g
{560 (%) (ppm) (pphy (pph) {pph)
Malrix gases
Svnthetic air Matrix a W5L05 - <1 =125 = 200 =025 4
Synthetic air + Ar Matrix b 095+02 095+001 <05 < 15 = 150 =015 3
Synthatic air + ArCOp + CHy +C0O Mairix ¢ 2005+04 095+£002 39713 2004200 19543 =15 9
Nitrogen (6.0) N2 = 000003 = 0.0001 =02 =1 =1 =005 2
(5% Ar® cos? CH.* co? N0
(%) (%) (%) {ppm) (ppm) {pph)
Interference lest gases
COn in synthetic air + Ar Cthinmairix b 2106202 0.94+001 4024004 na na na -
CHy in synthetic air + Ar CHjyinmatrix b 20.79+04 096+002 na 1994 na na -
CO in synthetic air + Ar C0 in matrix b 00504 0953002 na M. W06+04 na -

# Manufacturer specifications. b

amalysis of other species.

81-conppm O S2-Copppm nto evacuated cylinders with a cali-
brated MFC., followed by gravimetric dilution with matrix c.

Analysis of reference gases and pressurized air

Table 3 details the trace gas mole fractions and N>() isotopic
composition of high and ambient [N2O] reference gases, as
well as commercial pressurzed air (PA1 and PA2) used dur-
ing testing. Trace gas mole fractions of high [N2O] reference
gases were acquired from the trace gas levels in the respec-
tive matrix gases (Table 2), whilke ambient [N;0] reference
ases and target as well as background gases were analyzed
by WCC Empa. The isotopic composition of high [N2O] iso-
tope reference gases in synthetic air [_Sl-a.ggppm, SE-amH_.m}
was analyzed in relation to N-O isotope standards (Call-
Cal3) in an identical mairix gas (matrix a) using laser spec-
troscopy (CW-QUC-TILDAS-200; ARL Billerica, USA). The
composition of Call—Cal3 is outlined in Secl. §2.

For high-mole-fraction reference gases in matrix b and ¢
(51-bop ppm. $1-Con ppm. S2-Co ppm ), the & values acquired for
Si—amppm and S'E—aggppm were assigned, since all 51 and 52
reference gases (irrespective of gas matrix) were generated
from the same source of pure N2O gas. Direct analysis of §1-
hqupm, Sl—o;g.ppm and SZ-Cmppm by QCLAS was not feasi-
ble, as no N2 O isotope standards in matrix b and ¢ were avail-
able. The absence of significant difference (= 1 %e) in NoO
isotopic composilion between Sl-bggppm and Sl-c:.;“},wm in
relation o SI-amme {and S’l—cmm o SZ—aqgl,Pm: WS as-
sured by first statically diluting Sl—hqupm_. SI{WPF.-,-, and
SQ—cguPPm 1o ambignt NoO mole fractions with synthetic air.
This was followed by analysis using TREX-QCLAS (as de-
scribed in Sect. 2.1.4) against the same standards used for
5 1-800 ppm SE-amppm 1selope analysis.

Atmos. Meas. Tech., 13, 1-35, 2020

Amnalyved of WMOOAW WCC Empa. “ra” indicaies dsia not anslyyed dise 0 very high conoe ntriion of one trace suhsiance, which affects spectroscopic

Ambient mole fraction N2O isotope reference gases (51-
C330pph: S2-Cazopp) and PAT and PAZ were analyzed by
TREX-QCLAS (Secl. 2.1.4) using N2O isotope slandards
{Cal1-Cal5) as outhined 1n Sect. S2.

2.3 Laboratory setup, measurement procedures and
data processing

231 Laboratory setup

All expeniments were performed al the Laboratory for Air
Pollution/Environmental Technology, Empa, Swilzerland,
during Jung 2018 and February 2019. The laboratory was
air conditioned to 205 K (£1 K). with 0.5 K diel variations
{Saveris 2, Testo AG. Switzerland), with the exception of a
short period (7 1o 8 July 2018). where the air conditioning
was deactivated Lo test the temperature dependence of ana-
Iyzers. Expeniments were performed simultaneously for all
analyzers, with the exception of the TREX-QCLAS, which
requires an extensive measurement protocol and additional
time to trap and measure NoO (Ibraim et al., 2018) and thus
could not be integrated concurrently with the other analyzers.

Figure 2 shows a generalized experimental setup used for
all experiments. Additional information for specific experi-
ments is given in Sect. 2.4, and individual experimental se-
tups are depicted in Sect. 53. Gas flows were controlled us-
mg a sel of MFCs (model high-performance, Visgtlin In-
struments GmbH, Switzerland) integrated into a MFC con-
trol unit (Contrec AG, Swilzerland). All MFCs were cali-
brated by the manufacturer for whole air, which according o
Vietlin Instruments is valid for pure N and pure 05 as well.
Operational ranges of applied MFCs ranged from 0-25 1o 0—
5000cm® min—' and had reported uncertainties of 0.3 % of
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their maximum fow and 0.5 % of actual flow. To reduce the
uncertainty of the flow regulation, the MFC with the small-
est maxaimum flow range available was selected. The sum of
dosed pgas flows was always higher than the sum of gas con-
sumption by analyzers, with the overflow exhausted to room
air. Gas lines between gas cylinders and MFCs, as well as
between MFCs and analyzers, were 1/8" stainless steel tub-
ing (type 304, Supelco, Sigma Aldrich, Switzerland). Manual
two-way (S5-1RS4 or 55-6H-MM, Swagelok, Switzerland)
or three-way valves (55-42GXS6MM. Swagelok. Switzer-
land) were used to separate or combine gas flows.

232 Measurement procedures, data processing and
calibration

With the exception of Allan variance experiments performed
in Sect. 2.4.1, all gas mixtures analyzed during this study
were measured by the laser spectrometers for a period of
15 min, with the last 5 min used for data processing. Cus-
tomized R scripts (R Core Team, 2017) were used to ex-
tract the Smin averaged data for each analyzer Whilst
the OA-ICOS and QCLAS instruments provide individual
HNHNIE-,D, HNISNWD‘ ISNHN].-E,D, and HNHNISO mole
fractions, the default data output generated by the CRDS an-
alyzers are & values, with underlying calculation schemes in-
accessible to the user. Therefore, to remain consistent across
analyzers, uncalibrated & values were calculated for OA-
ICOS and QCLAS instruments first, using literature values
for the " N/N (0.0036782) and '*0/'0 (0.0020052) iso-
tope ratios of AIR-N2 and VEMOW (Wemer and Brand,
2001).

Each experiment was performed over the course of 1d
and consisted of three phases: (1) an initial calibration phase;
(2) an experimental phase: and (3) a final calibration phase.
During phases (1) and (3), reference gases Sl—c;;,gpph and
S82-cazpppn, were analyzed. On each occasion (ie., twice a
day}, this was followed by the analysis of PAI, which was
used o determine the long-lerm (day-lo-day) repeatability of
the analyzers. Phase (2) ex periments are outlined in Sect. 2.4,
Throughout all three phases, all measurements were system-
atically alternated with an Anchor gas measurement, the pur-
pose of which was two-fold: (1) to enable drift correction
and (2) as a means of quantifying deviations of the measured
[N20] and & values caused by increasing [N2O] (Sect. 2.4.4),
the removal of matrix gases (O and Ar in Sect. 2.4.5) or ad-
dition of trace gases (CO,, CHy and CO in Sect. 2.4.6). Ac-
cordingly. the composition of the Anchor gas varied across
experiments (see Sect. 2.4) but remained consistent through-
oul each experiment. A drift correction was applied to the
data if a linear or non-linear model fitted to the Anchor gas
measurement over the course of an experiment was statisti-
cally significant at p < 0.05. Otherwise, no drift correction
was applied.

In Sect. 2.4.3 {repeatability experiments) and 2.4.8 {two-
end-member mixing experiments), trace gas effects were
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commected according to Eqs. (1), (2) and (3) using derived
analyzer-specific correction functions because the CO,, CHy
and CO composition of PA1 in Sect. 2.4.3 and the gas mix-
tures in Sect. 2.4.8 varied from those of the calibration gases
Sl—ngPPb {51} and 52{53(:."31, (82):
[N20he, 6 = [N20lmeas.

=2, (AMNO1(Alxlg. N2Olneas )
die, G = Omeas. G — Z.r {-'15 {ﬁ[I]Gs ‘SII'EH_E.G:}}

and

(1)
(2)

(3}

S L L

where [N2O]. o and &, g refer w the trace-gas-corrected
[N20)] and & values (5'°N®, §1INF or §180) of sample gas
G, respectively; [N20]meas, G 80d Speqs, i are the raw uncor-
recied [N2O] and & values measured by the analyzer for sam-
ple gas G. respectively: A[N20O] and AS refer to the offset
on the [N20O] or § values, respectively. resulting from the dif-
ference in trace gas mole fraction between sample gas G and
reference gases, denoted Alx|g: [x]g is the mole fraction of
trace gas x (CO2. CHy or CO) in sample gas G; and [x]g;
and [x]g; are the mole fractions of trace gas x in reference
oAsES SI—ngQP-Ft, and SE—C]_‘;{]PP{]. It is important to nole that
the differences in CO; and CHy mole fractions in S1-Caaopph
and S52-c33oppn are 2 orders of magnitude smaller than the
differences with PA 1.

Thereafier, § values of trace-gas-comrecied, mole-fraction-
corrected (Sect. 2.4.8 only) and drift-corrected measure-
ments from the analyzers were normalized to & values on
the international isolope-ralio scales using a two-point lin-
ear calibration procedure derived from values of S1-Csag
(51} and 52-c330pp6 (S2) calculated using Eq. (4) (Grining,
2018x

O iz, 51 — Orefirue, 52

dal, g =
rSnrl:lrn:l!-ms-. 51 _'Ecumm-as. 52

G {fsrunﬂm&‘.(j_‘stum.m}'kfsmm.ﬁl- 3]

where fcq_ g 15 the calibrated 5 value for sample gas G nor-
malized to inlermational isotope-ratio scales; fpaeme, 51 and
Srefirue, 52 Are Lthe respective § values assigned o reference
gases S1-Caanpph and 52-Ca30pph Scormnaas, 51 400 Scommess. 52
are the respective & values measured for the reference gases
S1-cazoppe and 52-Cizoppn Which, if required, were drift
cormected; and Soomuees ¢ 18 the trace-gas-corrected, mole-
fraction-corrected (Sect. 2.4.8 only) and drift-corrected (if
required) & value measured for the sample gas G.

24 Testing of instruments

An overview of all experiments performed in this study, in-
cluding applied corrections and instruments tesied, is pro-
vided in Table 4.
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Table 3. Trace gas concentrations and N, isotopic composition of high and ambient No'O concentration reference gases. and pressurized air.
Trace gas concentrations of high concentration reference gases were retrieved from the composition of matrix gases used for their production
(see Table 2); trace gas concentrations in ambient concentration reference gases and pressunzed air were analyzed by WMO GAW WCC
Empa against standards of the NOAA/ESRL/GMD. The N:O isotopic composition was quantified by laser spectroscopy (QCLAS) and
preconcentration — laser spectroscopy (TREX-QCLAS) against reference gases previously analvzed by the Tokyo Institute of Technology.

Gas C CHy co N20 SN ys, 513NF vs, 80 vs.
(ppm) (ppb) {ppb) {pph) AIR-N; AIR-N; VEMOW
(M) (%) (%)
High N,0 concentration reference gases
S1-agg ppm <1 =125 < 200 = Q0000 0.54+£0.17 1.15+0.06 1946 +0.01
31-bogpom = 0.5 =15 = 150 ~ 90000 0.54£0.17 1.15£0.06 1946 +0.01
Sl-cl;nppm T3 2004120 19513 ~ Q0000 0342017 1.15£0.06 19.461+0.04
82-200 ppm <1 <25 = 200 ~ 40000 51.43+0.06 55.14+0.09 100.09+0.03
S2-Conppm T3 204£20 195+3 ~ 90000 5143 £0.06 5514009 100,09 +£0.03
Ambient N7 O concentration reference gases
S1-c33npph 30078004 2022+0.2 195103 32745006 0.92+0.39 1.44+025 32.12+£0.18
S2-c33npph 398.62£0.04 202002 19303 323971006 52.38£0.10 5561 £0.12 09,59 +0.03
High N30 concentration source gas (3G) for two-end-member mixing experiments (Sect. 2.4.8)
SG -0 ppm <1 =25 = 200 ~00000 —2435+£032 22941033 3LT9+£0.12
SG2-a90 ppm < 1 =25 = 200 ~ Q0000 5143006 5514009 100.09+0.03

Pressunized air

Pressurized air (PAL) 20055+0.07 2582+02 187402 326514006 15834003 339014 44661002
Pressurized ar (PA2) 43799036 295703 275204 333.50+0.09 1581 =007 3310004 44721004

Interference
gas standard

S1-Cyaupph

Pump f—

pAl 370 e min! CROS | Interference
- J ; {2015) QCLAS | detectar
— 1
Figh [N;0) ref gas J——— MFCMNO L S
N MFC-Car. | _J?
—————— MFCnt, | CHEG N OA-1C0S |
L Interference test_g_as_]— Flow C [te— [2018)

Figure 2 The generalized experimental setup used for all experiments conducted in this study. The gases introduced via MFC flows A, B
and C were changed according to the experiments outlined in Sect 2.4, Tables 2 and 3 provide the composition of the matrix gases (MEC B},
interference test gases {MEC C) and high [N7O] concentration reference pases (MFC A). Laboratory setups foreach individual experiment
are provided in Sect S3.
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Table 4, Overview of the expenments performed in this study.

11

Experiment Saclions  Aims Comections applied Instrinments tested Comments
Instrumental  2.4.1 Shori-term None OA-ICOS | Conducted at N20
precision EN precision, oplimal CEDS1& DI concenirations
(Allan integration QCLAST ~ 326,
deviation) Lime/ maxinum QCLAS I & 1T 100D, 10000 pph
precision {ambiznt only)
and drift TREX-QCLAS 1
Temperature  2.4.2 Temperature effects None OA-ICOS 1
affects 332 on [N, O] and CRDSI&II
isotope deltas QCLAS T
Repeatabiliy 243 Repeatability Drrift OA-ICOS 1 Conducted at N2O
(short term, i3 CERDS1& 11 concenirations ~ 326,
~2h) QCLASI 1000, 10000 ppb
TREX-QCLAS 1
Repeatabiliy 243 Repeatability Drrift, delta OA-ICOS 1 Conducted at ~ 326 ppb
{long term, iz calibration, CEDS1&TI M0 using
~2 weeks) Irace gas QCLAST PAL
effect? TREX-QCLAS T
Nz molz 244 [N, effects Drrift OA-ICOS T CRDS: 300 to 1500 pph N2O,
fraction 34 on isotope deltas, CRDST& I CA-ICOS, QCLAS: 300 to
effects and derive correction QCLAST S0 ppb
functions
Gas matrix 245 Gas matrix effects Drift OA-1ICOS 1 Conducted at N,O
effects (M3, 1.5 on [N20] and isotope QCLAS] concentrations
07 and delias and derive TREX-QCLAS T ~ 330, 660,
Ar) comection functions 550 pph
Trace gas 24.6 Trace gas effects Drift OA-ICOS 1 Conducted al N2O
effects 36 on [N20] and CEDSI&TI concentrations
{H;0, CO5, isolope deltas and QUCLAS ~ 330, 660,
CHy. CO) derive cormection TREX-QCLAS 1 %0 pph
functions (except Hz0)
COz and 247 Effects of removal Drift OA-1COS T Conducted at N2O
CO removal 36 of OO {Ascarite ) CEDSI& I concenirations
and CO {Sofnocat} on QCLAS T ~ 330 ppb
[™203] and
isotope deltas
Two- 248 Test the ability Drift, three-point OA-1ICOS I (Exps. 1-8) The workflow
end-member 3.7 of the instruments concentration CRDS I & [1 (Exps. 1-4) provided in
mixing to extrapolate a N,O dependzence. QCLAS I (Exps. 1-6) Sect 4.3
source using a Keeling & calibration, TREX-QCLAS I {Exps. 1-2)  was applied

plat approach

trace gas effact?,

and scaled with N, 0P

GC [N20],
IRMS [5] (Exps. 1-6)

2 Derived from trice gas effect deermined in Sect 3.6, P Derived from sculing effects described in Sect 362

24.1  Allan precision

The precision of the laser spectrometers was determined
using the Allan variance lechnique (Allan, 1966; Werle el
al., 1993). Experiments were conducted at different [N,OJ:
« ambient, 1000 and 10000 ppb. For the Allan variance test-
ing conducted at ambient [N2O], a continuous fow of PA
was measured continuously for 30 h. For lesting conducted

www.atmos-meas-tech.net/1 3 172020/

at 1000 and 10000 ppb [N2O], Sl—c.-mppm was dynamically
diluted o 1000 or 10000 ppb [N2O] with matrix gas ¢ for
10h. CRDS T and II were disconnected for the 10000pph
measurement because [NoO] exceeded the specified mea-
surement range. Daily dnifits were estimated using the slope

of the lingar regression over the measurement period normal-
ized to 24 h (i.e., ppbd—" and Fed ™).
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2.4.2 Temperature effects

To investizate instrumental sensitivities Lo varialions in am-
bignt temperature, PA 1 was simultaneously and continuously
measured by all analyzers in flow-through mode for a pe-
riod of 24 h, while the air conditioning of the laboratory was
turned off for over 10h. This led to a rise in temperature
from 21 to 30°CEE]L, equating lo an increase in tempera-
ture of approximalely 0.9°Ch~'53% The increase in lab-
oratory room lemperature was detectable shortly afier the air
conditioning was turned off due to considerable heat being
released from several other instruments located in the labo-
ratory. Thereafter, the air conditioning was restarted and the
laboratory temperature retuwrned to 21 °C over the course of
16 h, equating to a decrease of roughly 0.6 *Ch~', with most
pronounced effects observable shortly after restart of air con-
ditioning when lemperature changes were highest.

243  Repeatability

Measurements of PA 1 were taken twice daily over ~ 2 weeks
prior to and foliowing the experimental measurement period
to test the long-lerm repeatability of the analyzers. Measure-
ments were sequentially corrected for differences in trace gas
concentrations (Eqs. 1-3), drift (if required) and then 3 cal-
ibrated (Eq. 4. No matrix gas commections were applied be-
cause the N, O, and Ar composition of PA | was identical
to that of S]-C33@H,h and SE—c;_mPPh. TREX-QCLAS [ mea-
surements for long-term repeatability were collected sepa-
rately from other instruments over a period of 6 months. Re-
peatability over shorter time periods (2.5h) was also tested
for each analyzer by acquiring 10 repeated 15 min measure-
ments at different NoO mole fractions: ambient (PA 1), 1000
and 10000 ppb N2O.

244 N20 mole fraction dependence

To determine the effect of changing [N-O] on the measured
& values, S1-Copppm Was dynamically diluted with matrix e
to various [N20O] spanning the operational ranges of the in-
struments. For both CRDS analyzers mole fractions between
300 to 1500 ppb were tested, while for the OA-ICOS [ and
QCLAS I mixing ratios ranged from 300 1o 90000 ppb. Be-
tween each [N2O] step change, the dilution ratio was sys-
tematically set to 330 ppb N2O 1o perform an Anchor gas
measurement. For each instrument, the effect of increasing
[N20] on & values was quantified by comparing the mea-
sured & values at each siep change (o the mean measured
& values of the Anchor gas and was denoted AJ such that
Af = Bmeasured — SAnchor 800 Adanchor = 0. The experiment
was repeated on three conseculive days to test day-to-day
variability.
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2.4.5 Gas matrix effects (07 and Ar)
Gas matrix effects were investigated by determining the de-
pendence of [N2O] and isotope & values on the Ox or Ar mix-
ing ratio of a gas mixture. For (), testing, Gases 1, 2 and 3
{Nz) were mixed to incrementally change mixing ratios of
05 (15205 % 0O2) while maintaining a consisient [N20]
of 330ppb. As an Anchor gas, Gas 1 (51-as0 ppm) was dy-
namically diluted with Gas 2 (matrixa) to produce 330 ppb
N0 in matrix a (Table 5). O; mole fractions in the various
gas mixtures were analyzed with a paramagnetic O, analyzer
(Servomex, UK) and agreed with expected values to within
0.3 % (relative). For Ar lesting, Gas 1 ES]—bqgm,mh was dy-
namically diluted with Gas 2 (matrix b} to produce an An-
chor gas with ~ 330 pph N2O in matrix b. Gases 1. 2 and 3
(N7 +09) were then mixed to incrementally change mixing
ratios of Ar (0,003 %—0.95 % Ar), while a consistent [N20O]
of 330ppb was maintained. Ar compositional differences
were estimaled based on gas cylinder manufacturer specifi-
cations and selected gas flows. The effects of decreasing O;
and Ar on [N>O] and § values were quantified by compar-
ing the measured [N;O] and § values at each step change Lo
the mean measured [N2O] and & values of the Anchor gas
and were denoted A[N20O] and AS, similar to Sect. 2.4.4.
Deviations in O, and Ar mixing ratios were quantified by
comparing the [Oa] and [Ar] at each step change to the mean
[0:] and [Ar] of the Anchor gas and were denoted AO- and
AAT such that, for example, AU:=01 measured —07 Anchor and
AD2 pnchor={}. Both Oz and Ar experiments were triplicated.
In addition, 0> and Ar effects were derived for N-0O mole
[ractions of ~ 660 and ~ 990 pph. These experiments were
undertaken in a way similar to those described above, except
Anchor gas measurements were conducted once (nol tripli-
cated).

2.4.6  Trace gas effects (COz, CHy . CO and H20)

The sensitivity of [N2O] and & values on changing lrace
£as concentrations was lesled in a similar way (o those de-
scribed in Sect. 2.4.5. In short, Gas 1 tSl—b«mPFm] was dy-
namically diluted with Gas 2 {matrix b} to creale an An-
chor gas with 330 ppb N2O in matrix b. Gases 1. 2 and 3
{either CO2, CHy or CO in matrix 2as b) were mixed to
incrementally change the mixing ratios of the targel sub-
stances (1.7-2030 ppm CO3, 0.01-10.25 ppm CH,4 and 0.14—
2.14 ppm CO) while maintaining a consistent gas matrix and
[N2O] of 330 pph (Table 5). Trace gas mole fractions in the
produced gas mixtures were analyzed with a Picarro G2401
{Picarro Inc., USA) and agreed with predictions within better
than 2 %3 % (melative). Similar to Sect. 2.4.4, the effects of
increasing CO», CHy and CO on [N-O] and & values were
quantified by comparing the measured [N-O] and § values
at each step change (o the mean measured [N2O] and § val-
ues of the Anchor gas and were denoted A[N:O] and Ad.
Similar to Sect. 2.4.5. deviations in C0O; CHy and CO mix-
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13

Table 5. Gas mixtures used to st effects of gas matrix (02, Ar) or trace gases (COy, CHy and €O) on [N20O] and isotope deltas. Gas |
was dyvnamically diluted with Gas 2 to make up an Anchor gas with [N20] of ~ 330 ppb which was systematically measured throughout the
experiments to (1) enable drift correction and (2) quantify deviations of the measured [N20O] and & values cansed by the emoval of matrix
gases (0> and Ar in Sect. 2.4.5) or addition of trace gases (CO», CHy and CO in Sect 2.4.6). Gases 1, 2 and 3 were combined in different
fractions to make up sample gas with identical [N-0)] but varying mixing ratio of the target compound.

Target compound  Gas 1 Gas 2 Gas 3 Mixing range

0, Sl-agpppm (N2 O+ N3 +02) Ny + 0,2 N2 0%-205% O,

Ar S1-bopppm (N20+ N2 + 02 + A Na+0; +AP Np40g8 0.003 %-0.95% Ar
CO2 S1-bogppm (N20+N2+02+Ar) Na+0s +AP CO2inNz+02+AF  1.72-2030 ppm CO;
CHy Si-bogppm (N2O+Ny +02 +Ar) Ny +05+A® CHyin N+ 05+ A" 0.014-10.25 ppm CH,
co Sl-bggppm (N2O+Na+0:+ A Ny +0;+Ar"  COnNy+0:+A®  0.142.13ppm CO

2 Matrix a; 20.5% O in Np. P Mairix e 2085 % O, 195 % Ar in N,.

ing ratios were quantified by comparing the measured [CO5 ],
[CH,4] and [CO] at each step change to the mean measured
[CO4], [CHs] and [CO] of the Anchor gas. Each experiment
was Iriplicated. The mierference effects were also lested at
= ~ 660 ppb and ~ 990 pph N2 (.
The sensitivity of the analyzers (o waler vapor was tesled
by firstly diluting Gas 1 [Sl—c.;pppm] with Gas 2 {matrix c)
to produce an Anchor gas with 330ppb N2O. This mix-
ture was then combined with Gas 3 (also matrix ¢) which
o had been passed through a humidifier (customized setup by
Glasbldsere1 Muller, Switzerland) set to 15°C (F20 Julabo
GmbH. Germany ) dew poinL By varying the flows of Gases 2
and 3. different mixing ratios of water vapor ranging from
0 to 13 800 ppm were produced and measured using a dew-
1= point meter (model 973, MBW, Switzerland). H,O effects
were quantified as described above, but [Nz results were
additionally correcied for dilution effects caused by the ad-
dition of water vapor into the gas stream. Waler vapor de-
pendence testing was not performed on the TREX-QCLAS
= I, as the instrument 15 equipped with a permeation dryer al
the inlet.

247 COp and CO removal using NaOH (Ascarite ) and
Sofnocat

The efficiency of NaOH and Sofnocat for removing spec-

== tral effects caused by CO; and CO was assessed by re-
peating CO- and CO interference tests (Sect. 2.4.6) but
with the respective traps connected in line. These exper-
iments were triplicated but only undenaken at ~ 330ppb
N>0. NaOH traps were prepared using stainless steel tub-

s ing (0D 2.54 em, kength 20cm) filled with 14 ¢ Ascarite (-
30CEEE mesh, Sigma Aldrich, Switzerland) bracketed by 3 g
Mg(Cl0y4)2 (Alfa Aesar, Germany) each separated by glass
wool. The Sofnocal trap was prepared similarly using stain-
less steel tubing (OD 2.54 cm. length 20cm) filled with 50 g

== Sofnocat (Sofnoecat 423, Molecular Products Limited, GB)
and capped on each side with glass wool.

www.atmos-meas-tech.net/1 3 172020/

248 Two-end-member mixing

The ability of the instruments Lo accuralely extrapolate N,O
source compositions was tested using a simulated two-end-
member mixing scenario in which a gas with high N-O con-
centration, considered to be a N2 O source gas (SG), was dy-
namically diluted into a gas with ambsent N2 O concentration
(PA2), considered to be background air. NoO mole fractions
were raised above ambient levels (denoted as ANz} in three
different scenarios ranging (1) 0-30ppb, (2) 0700 ppb and
(3) 0-10000 ppb. In each scenario, two isolopically differ-
enl source gases with high N-O concentration were used;
one source gas (SGl-agoppm) was °N depleted compared
1o PA2, and a second source gas (SG2-aoq ppm) was "N en-
riched compared to PA2 (Table 3). The three different mixing
scenarios and two different source gases resulted in a total of
six mixing scenarios (referred Lo as Exps. 1-6). During each
experiment, PA2 was alternated with PA2 + 5G in four dif-
ferent mixing ratios o give a span of N>O concentrations
and isotopic compositions required for Keeling plot analysis.
Each experiment was triplicated. OA-1COS 1 and QCLAS 1
were used in all experiments (Exps. 1-6), CRDS was used
for AN2O 0-30ppb and 0-700ppb (Exps. 1-4) and TREX-
QCLAS was only used for AN,O 0—30ppb (Exps. 1-2).

To test the robustness of trace gas correction equations de-
rived for each analyzer in Sect. 3.6, NaOH and Sofnocat traps
were placed in line between the PA2 + SG mixtures and the
analyzers such that we could ensure a difference in CO- and
CO mole fractions between the measured gas mixture and
reference gases [SI—c;;nWh. SZ—C;;}QPP[-,]. The experiments
were also bracketed by two calibration phases fSI-Camppt-e
82-c3 prb] to allow for & calibration. followed by two phases
where the N2O concentration dependence was determined.

Gas samples for GC-IRMS analysis were taken in the
same phase (last 5min of 15min interval) used during the
minute prior to the final Smin used for averaging by the
laser-based analyzers. The pas was collected at the common
overflow porl of the laser spectrometers using a 60ml sy-
ringe connected via a Luer lock three-way valve Lo the nee-
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die and port. The 200 mL samples were laken at each con-
centration step. A 180 mL gas sample was stored in pre-
evacuated 110mL serum crimp vials for 1sotopic analysis
using IRMS. [RMS analyses were conducted at ETH Zurich
using a gas preparation unit (Trace Gas, Elementar, Manch-
ester, UK) coupled to an I[soPrimel00 IRMS (Elementar,
Manchester, UK). The remaining 20mL were injected in a
pre-evacuated 12 mL Labco exetainer for [N2O] analysis us-
ing gas chromatography equipped with an electron capture
detector (ECD) performed at ETH Zorich (Bruker, 456-GC,
Scion Instruments, Livingston, UK). Alter injection, sam-
ples were separated on HayeSep D packed columns with a
5% CHy in Ar mixture (P5) as carrier and make-up gas.
The GC was calibrated using a suite of calibration gases al
N:O concentrations of 0.393 (Carbagas AG. Switzerland),
1.02 (PanGas AG. Switzerland) and 3.17 ppm (Carbagas AG,
Switzerland). For further analytical details, see Verhoeven el
al. (2019) and Sect. S1.

For the laser-based analyzers, data were processed as de-
scribed in Sect 2.3.2 using the following sequential or-
der: (1) analyzer-specific correction functions, determined in
Secl 3.6, were apphied to correct for differences in trace gas
concentrations (CO5, CO) between sample gas and calibra-
tion gases: (2) the effect of [N;O] changes was corrected us-
ing a three-point correction; (3} a drift correction based on
repeated measurements of PA2 was applied if necessary ; and
(4) 5 values standardized to international scales (Eqg. 4) using
Si'£33ﬂppb and SE—ijnP-Ph.

3 Results

Note that due 1o the large number of results acquired in this
section, only selected results are shown in Figs. 3 to 14. The
complete datasets (including [N2O]. §5N”, §5NF and 5'50
acquired by all instruments tested) are provided in Sect. 54.

31 Allan precision

Allan deviations (square rool of Allan variance) for 5 and
10 min averaging times, often reported in manufacturer spec-
ifications, at ~ 327, 1000 and 10000 ppb [N2O] are shown
in Table 6.

Al near-atmospheric Nz0O mole fractions of ~ 326.5 ppb.
both CRDS analyzers showed the best precision and stability
for the measurement of 8°°N%, §'5NF and 5'%0 (0.32%—
0.41 %o, 041 %e—0.45 %o, 0.41%—~0.46 % at 300s averag-
ing time, respectively), while for the precision of [NoO],
the OA-ICOS [ and the CRDS II showed best performance
(1.7 % 10~ % ppb at 3005 averaging time) (Figs. 3 and S4-1;
Table 6). The Allan precision of CRDS and OA-ICOS ana-
Iyzers further improved with increasing averaging times, and
optimal averaging times fypically exceeded 1.5-3 h. The pre-
cision and daily drift of the OA-ICOS [ and both CEDS an-
alyzers were in agreement with manufacturer specifications

Atmos. Meas. Tech., 13, 1-35, 2020
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{ABB - Los Gatos Research Inc., 2019; Picarro Inc., 201%9).
The CRDS 1 outperformed the CRDS 1 for precision, pre-
sumahly due to manulacturer upgrades/improvements in the
newer model. The QCLAS spectrometers exhibited signifi-
cant differences between instruments, which might be due to
differences in the instrument hardware/design, as instruments
were manufactured between 2012 and 2016, or in the param-
eler setting (such as cell pressure and tuning parameters) of
different analyzers.

Generally, short-term (approximately up to 100s) pre-
ciston of QCLAS mstruments was compatible or superior
o CRDS or OA-ICOS, but data quality was decreased for
lenger averaging times due to drift effects. Nonetheless, the
performance of QCLAS L II and IIT generally agrees with
Allan precision measurements executed by Yamamoto et
al. (2014), who reported 1.9%.—2.6%. precision for § values
al ambient N>O mole fractions and 0.4 %.—0.7 %. at 1000 ppb
N.0O. QCLAS I, which was tested further in Sect. 3.2-3.7,
displayed the poorest performance of all QCLAS analyzers,
in particular for §'3N®. The primary cause of the observed
excess drift in QCLAS [ was fluctuating spectral baseling
structure (ARL personal communicationf55), which can
be significantly reduced by applying an automaltic spectral
cormection methed developed by ARIL This methodology 1s
currently in a trial phase and thus not yet implemented in
the software that controls the QCLAS instruments. A brief
overview of the methodology is provided in Sect. S5, and
corrected results for QCLAS I are provided in Table 6. This
methodology is not discussed in detail here as it 1s beyond
the scope of this work. Nonetheless, QCLAS [ achieved Al-
lan deviations of ~ 0.4 %. at 300 s averaging time for §'* N
and 59N at ambient N2O mole fractions when this correc-
tion method was applied by ARL

AL[N2O] of 1000 ppb, the precision of § values measured
by all analyzers, except CRDS [, significantly improved due
o greater signal-to-noise ratios. Whilst the performance of
OA-ICOS [ was similar to that of CRDS II for §"*N* and
§19NF (0.24 % and 0.24 %o for CRDS 11; 0.28 % and 0.37 %e
for OA-ICOS [ at 300 s averaging time), CRDS II displayed
the best precision for §'%0 (0.21 %. at 300 s averaging lime).
Also notable was the improved performance of the 2018
model (CRDS II) compared to the 2015 model (CRDS D).
QCLAS analyzers showed the best 1 s precision for & values,
but beyond 1005, & measurements were still heavily affected
by instrumental drift resulting in lower precision, especially
for QCLAS L. When the spectral correction method described
in Sect. 55 was applied. QCLAS I achieved Allan deviations
of ~ (1.2 %. at 300 s averaging time for 8'N” and 4"°N¥ at
1000 ppb NoO.

Al [N2O] of 10000 ppb, all analyzers showed excellent .

precision, with QCLAS I, IT and IIT outperforming OA-1ICOS
I for precision of 3'°N® and §"3N# (collectively better than
0.10 % at 300s averaging time for both 5'3N® and 85N/,
QCLAS 11 had the best precision for [N2O] (1.2 ppb at 300s

averaging time). OA-ICOS [ and QCLAS [II were the only -
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analyzers lested in this study that could be used o measure
&'50 at 10000 ppb N2O. OA-ICOS I attained a precision of
0.17 %e, while QCLAS IIT attained a precision of 0.48 %,
both with 300s averaging time. QCLAS [ achieved Allan
deviations of ~ 0.02 %.—0.03%. at 3005 averaging time for
5N® and §'°NF at 10000 ppb N2O when the spectral cor-
rection method (Sect. 55) was applied.

The precision of instruments on [N20] measurements at
1000 and 10000 ppb N2O might not be representative be-
1o cause of small fluctuations in the final gas mixture produced
by the MFCs, which were likely amplified due to the small
dilution ratios. Moreover, the different relative increases in
Allan deviation compared Lo measurements al 326.5 ppb
might have been caused by the different internal plumbing
volumes, flow rates and spectral fits used for the analyzers,
which could scale or add o the increased Allan deviation
introduced via the MFCs. Therfore, the indicated [N2O]
precisions should be considered as a pessimistic estimate.
Nonetheless, the observed decline in [N>O] precision for all
= analyzers was around 1 order of magnitude when changing

from atmospheric N2O mole fractions to 1000 ppb N20O and

from 1000 ppb to 10000 ppb N2O.

n

in

3.2 Temperature effects

All instruments lested showed significant effects, albeit to

= varying degrees, on their measurements due 1o the change
in laboratory temperature (Figs. 4 and 54-2). The OA-1COS
I displayed no clear temperature effects for [N2O], 4N
and 5°N¥ bul displayed a moderale temperature depen-
dence for %0 measurements (up to 14%. deviation from

a0 the mean). with measurement drift closely paralleling the
lahoratory temperature (r* = 0.78). Both CRDS instruments
displayed smaller shifts in [N2O] (up to 0.14 ppb deviation
from the mean), 8 °N®_5°N# and 5'*0 that occurred partic-
ularly when the laboratory temperature had an acute change.

= QCLAS I showed a strong lemperature dependence on 5'IN®
(r* = 0.85) and 3°N# (r* = 0.96).

3.3 Repeatability

The best long-term repeatability for § values was achieved
by TREX-QCLAS I with 0.60%. for §7N", 0.37 %e lor
w0 5'3NF and 0.46 %. for 580, even though measuremenis were
taken over a 6-month period (Table 7). The best repeatability
without preconcentration was achieved by CRDS analyzers
with 0.52%~0.75%. for CRDS 1I and 0.79 %.—0.83 %. for
CRDS [ for all § values, OA-ICOS [ achieved repeatability
« between 1 %2 %o (1.47 %e, 1.19%. and 2.17 %« for 315N,
&N and 5'%0, respectively ). QCLAS 1 isolopic measure-
ments altained repeatability of 5.4 %. and 8.6%. for 57N
and 55 NP, respectively. Shori-term repeatability results for
10 repeated 15 min measurements periods over 2.5 h are pro-
= vided in Secl. S6.
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34 Dependence of isotopic measure ments on N2 O mole
fraction

There was an offset in measured § values resulling from the
change in [N2O] introduced to the analyzers (Figs. 5 and 54-
3). A linear relationship between A§N“# and A5"%0 val-
ues with [1/N20] was observed across all analyzers thattes
tested-5- However, examination of the residuals from the lin-
ear regression revealed varying degrees of residual curvature,
highlighting that further non-linear terms would be required
1o adequately describe, and correct for, this mole [raction de-
pendence. Repeated analysis of [N,0O] dependencies on con-
secutive days showed similar trends, indicating that the struc-
ture of non-linear effects might be stable over shorl periods
of tme. Nevertheless, there were small variabilities in § val-
ues at a given NoO mole fraction, which could be due to
the inherent uncertainty of the measurement and/or day-to-
day variations in the mole fraction dependence. The standard
deviation of individual 5min averages of 5 N® # and 5'%0
also varied according to the [N20] measured by each ana-
Iyzer due o variations in the signal-to-noise ratio (Sect 57).

15 Gas matrix effects (O3 and Ar)

351 Gas matrix effects at ambient N2O mole fractions
With the exception of TREX-QCLAS 1, all instruments dis-
played strong O dependencies for [N2O] and 3 values
(Figs. 6 and 84-4). For these mstruments, linear regressions
best described the offset of measured [N-O] and & values
resulting from the change in 0> composition of the matrix
gas. Importantly. CRDS 1 and II displayed different degrees
of Oy interference on [N;O] and & values, suggesting that
these dependencies were either analyzer-specific or differ-
ences were due 1o hardware/software modifications between
different production years. Preconcentration prior to analy-
sis, as performed in TREX-QCLAS 1, eliminated (> depen-
dencies as the gas matrix was normalized o synthetic air
(20.5% O,

The change in Ar composition of the matrix gas caused
minor, yet measurable, interferences on [N2O] and & mea-
surements (Fig. 54-5). The range investigated was between
approximately 0% and (095 % Ar, as anticipated for N2O in
synthetic air (no Ar) reference gas versus a whole air (with
Ar) sample gas. The effects observed for a 0.95% change
in [Ar] were significantly smaller than that observed for Oa
but might extend to a similar range for sample and reference
gases with higher differences in [Ar]. The nterference ef-
fects were found 1o be best described by second-order poly-
nomial functions, though we expect that a linear fit would
serve equally well if a larger change in [Ar] was invesli-
gated. Although most functions to describe the dependence
on Ar across all instruments were statistically significant

{p < 0.03), maximum effects did not transgress the repeala- -
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Table 6. Key parameters for instrument stability retrieved from Allan variance experiments for [N2O], SUNZ, 55NE and §'20: precision
(1or) at 300 and 600 s averaging times, and daily drift at various N2 () concentrations. The Lo data refer to Allan deviation (square root of
Allan variance ).

Instrument 1 I N0 e I 515N Lo Ir SN0 lo Loy LR
NaD NaDd drit  a'*NT §'SNe drit  4'NE §PSNP %0 %o em'fo drift
(pph) ppb)  ippbd™h  (Ta ) ®d ) R ) Fed™ ) %) %) Ted™ 1y
{300=) (600=) {3005y 600s) {3008y (600s) {300 s 1600 )
326.5pph Ny 0
CHDS 1 30107y 23x100? zox 1071 04l 017 D12 045 038 LIE 046 34 003
CRDS 11 17=1078 12x100? 32x107f 032 023 35x10% 041 03l 04 03l .28 0.10
OA-ICOST 17x1077 131077 15x1077 |08 082 no7 079 052 050 L6% L14 234
QCLAS1 63x 107 46x 100 3ITx 100 L24 1.41 680 345 422 15.81 nd nd nd
QCLASI*  Zix 1072 24% 1072 miz 03 03 07l 042 055 483 nd nd nd
QCLASI  95=107% lixl1072 Loo 108 144 n20 060 072 005 nd nd. nd.
QCLASI 25 1072 36102 075 081 1.23 oo 078 L2z L 097 1.51 .13
- 1000 pph N2 0
CRDS 1 TI= 17! s0x107F 029 088 067 067 039 073 L3908l &7 032
CRDS 11 2belo-l 13 10! 054 024 020 036 024 IS 023 0Il 13 0.86
OA-ICOST 17x107! 12x 107! Loz 028 QI3 093 037 025 034 067 044 0.5
QCLAST  33x 107! 24 107" LO3 047 06l 725 083 L1 801 nd nd nd
QCLASE  [4x10-! loxilo! [2x107* o9 023 06l 020 022 ol nd nd nd
QCLAST 20k 107! 24x 107! 411 052 04y oM 02 019 43x10? nd nd. nd.
QCLASI  1ox 1! 16x10? L6l  O8E 1.37 nos 072 L1& 003 038 054 0.05
~« 10000pph NyO
OAICOST  17=10% 13%100 L30 012 oio ni2 0I5 o 054 017 01z 035
QCLAS | 33x0® 23x10? 374 006 00T L o oll 082 nd nd nd
QULASEF  46x 107! 38x 10! nio 003 003 0oz 00z 003 10 nd nd. n.d.
QCLAS I 1220° 99x 107" 35l 0@ o7 29x10? o0 008 TOxIo? nd. nd n.d.
QCLASIT  13xi0" 1.6 10” 661 0QI0 07 34x107? Q0 a3 58x107F 048 065 28w 103

* Data were reprocesssd by Aerodyne Reseanch Inc. technicians using an automatic spectral comection medhod. This method comects data thet wem infloenced by changing baseline siruchre.
Fusther mformation co this method is provided i Sect 35, “nd” indicaic s oot delermined.

3265 ppb N0 1461 ppb Na0 10000 pph %,0
1 OA-ICOS | —OCLAS |
CRDS1 —={LAS I
o o CRDEUN —OQCLAS I
e 2

Allan deviation N2O [pph]
=
= =

=
2

=

Allan devigtion &' 5W [%]

=
=

0 1 1o 100co 1 0] L 1000 1 1 100 104
Tins (5} Tau (5] Tau (s)

Figure X Allan deviation (square root of Allan variance ) plots for the OA-ICOS I (blue), CRDS I (red), CRDS 11 (black). QCLAS T (green).
QCLAS I (purple) and QCLAS III (brown) at different N2 mole fractions (~ 327, 1000 and 10000 ppb). The dashed lines represent a slope
of —{0.5 (log—log scale) and indicate the expected behavior for Gaussian white noise in cach analvzer. The Allan deviations of all analyzers
tested were reproducible on three separate occasions prior to the test results presented bere. Allan deviation plots for §19NF and 50 are
provided in Sect 54 (Fig. 54-1 in the Supplement).
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Figure 4. Examples of the dependency of different measurements on laboratory temperature (°C) for OA-ICOS 1 (biue), CRDS I (red),
CRDS 11 (back) and QCLAS I (green). The complete dataset is provided in Sect 54 (Fig. 54-2). The laboratory emperature is indicated by
a solid orange line and was allowed to vary over time. Cell lemperalures for each instrument are also plotted for comparison. The analyzers
began acquirnng measurements at 00:00 LTS on 8 July 2018558, capturing the end of the rising limb of the laboratory temperature.
Results are plotted as the deviation from the mean. without any anchoring to reference gases.

Table 7. Summary of the measured [N, O], 8'5N%_ §15N# and §'50 and associated 1o at 300 s averaging times based on repeated measure-

ments of PAL
Instrument n NaO 1o N0 8PN 1o gPNT gNE 1o 51INE 5180 105180
(pph) (pph) (%) (%) (%) (%) (%) (%)
CRDS 1 22 32666 0.30 15.86 0.79 —230 0.83 4448 0.81
CRDS I 22 32672 0.26 1371 0.52 —2188 0ed 4440 0.75
OA-ICOS | 12 32640 0w 1529 147 —2.11 119 44.01 217
QCLAST 22 32682 016 1392 535 —297 8.57 - -
TREX-QCLAS 28 32670 .24 1572 0.60 —2.82 037 #4351 .46
Empa-assigned values 3 32651 0.06 15.81 0.07 —331 0004 4472 0.04

bility (1) of the Anchor gas measurements. TREX-QCLAS
I measurements were not impaired by zas matrix effects.

352 Continuity of gas matrix corrections at higher

N20 mole fractions

s When mole fractions of 660 and 990 ppb N2O were mea-
sured by the laser spectrometers, Os inierference eflects on

www.atmos-meas-tech.net/1 3 172020/

[N20] and § values were well described using linear re-
gression, albeit with different slopes to those obtained for
330 ppb N2O (Figs. 6 and S4-4; Sect. 58).

We could not adequately predict the nature in which the
slopes of the mterference effects scaled with NoO mole frac-
tions. Overall. this suggests that interference effects were
analyzer-specific and varied according to instrument-specific
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Figure 5. Deviations of the measured 53N, '3 N and 8'50 values according to 1/[N20] for the OA-ICOS T (blue), CRDS 1 (red), CRDS
Il (black} and QCLAS I (green). Measurements span the manuofacturer-specified operational ranges of the analvzers. The experiment was
repeated on three separate days. A linear regression is indicated by the solid line. and a residual plot is provided above each plot. Individual
linear equations, coefficients of determination (r2) and p values are indicated above each plot. The remaining plots for 87N and 5150 are

provided in Sect 54 (Fig. 54-3).

parameters, rather than doe to bona fide scaling of the
pressure-broadening effect Therefore, to account for com-
bined effects of [0-] and [N2O] changes on measurements,
a user would be required 1o perform a senes of laboratory

= lests across the range of expected [(02] and [N2O]. In an ex-
emplary approach, we applied a series of empirical equations
(Egs. 5-6) to predict the offset of measured [N,0O] and & val-
ues caused by changes in [O1] as a function of [N2O] intro-
duced 1o the analyzers in this study:

&[Nzolme,as. mix l:fﬁlc'd ]Ar [NEG]GP_ m'nc}
o =(A-INOE i+ B [N2OLp,mi ) - AlO214  (5)

Abmeas, mix (810214, IN20Lsp rix )
= (u - IN2OL,p i + & - IN2Olexp, i +c} SAlOala,  (6)
where A[N2OJ 0 mix 80 Adimeas mi are the measured off-

sets on [N2O] and 5 values for the gas mixtures introduced to
the analyzers as reported in Secl. 3.5.1, respectively: A[O2],

Atmos. Meas. Tech., 13, 1-35, 2020

is the difference in O; mole fraction between the gas mixture
and Anchor gas as reported in Sect. 3.5.17 [N2OLyp, gy 15 the
expected [N20] of gas mixtures introduced to the analyzer,
calculated based on gas flows and cylinder compositions of
Gases 1, 2 and 3 as reported in Sect. 2.4.5; A and B, and a,
b and ¢ are analyzer-specific constants.

Using Egs. {5) and {6) to fit values for the constants A and
B for A[N:Ol e mix> and a, b and ¢ for Adqpeqs, mix resulted
in a total of 11 analyzer-specific values {Sect. S8). With gas-
specific constants established, interferences on [N2O] and 5
measurements for a sample gas G for a given analyzer can be
correcled using Egs. (TH(8):

[Nlolmc_G

- —|t+B-afthk-r,~+\.'"|1 +8-AlDzla)* +4-A-AlDr g - N2Ohneas & s
= 2-A-Alale

Sme. G = Ome as, G

— (@ N20lnc, 6° + b+ [N2Olme, 6 +¢) - AlOz]a, (8)
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Figure 6. Deviations of the measured [N, 0], 8238, 513NF and 5180 values according to AO, (%) at different NoO mole fractions (330,
660 and 990 ppb) for the OA-ICOS I (blue), CEDS Iired), CRDS II (black), QCLAS I (green) and TREX-QCLAS I (brown}. The remaining
plots for [N2O1, 81N and 5150 are provided in Sect. 54 (Fig. $4-4). The standard deviation of the Anchor gas (£ o) is indicated by dashed
lines. Data points represent the mean and standard deviation (1o ) of triplicate measurements. Dependencies are best described using linear
regressions, which are indicated by a solid live. Individual equations, coefficients of determination (r2) and p values are indicated ahove

each plot for the 330 ppb NaO data only.

where [NoO]pe g and 8y are the matrix-comrected [N; O]
and § values of sample gas GIEZI, respectively; A[O,]g is
the difference in 0> mole fraction between sample gas G
and reference gases. Correction using Egs. (7H8) removes
s the O3 effect Lo a degree that corrected measurements from
Sect. 3.5.1 are typically within the uncertainty bounds of the
anchor (Secl S8).
Although Ar effects seemingly scaled with increased N.O
mole fractions, we did not derive scaling coeflicients for Ar
1 because the derived Ar correction equations at 330, 660 and
990 ppb N.O were typically nol statistically significant at
p < 0.05. These imnterferences also did not always exceed
the repeatability of Anchor gas measurements. Although we
could have tested for effects for [Ar] changes greater than
1= .95 %, we limited our experiments to [Ar] expected in tro-

pospheric samples.
36 Trace gas effects (H20. COz, CHy and CO)
A6.1  Trace gas effects at ambient Nz O meole fractions

The apparent offset of [N20] and § values resulting from the
= change in CO»> composition of the matrix gas was best de-
scribed by linear functions (Figs. 7 and $4-6). OA-ICOS 1
exhibited discrete and well-defined linear inlerference effects
of CO> on [N2O], s°N*, 515Nf and 5'%0 (all * = 0.95),
likely due to crosstalk between CO» absorption lines situated
= near 219246 and 2192.33cm~ ', Both CRDS instruments
showed CO; mnterference effects of smaller magnitude for
[N20], 8¥°N* and 5'*0, presumably due 1o CO, absorption

www.atmos-meas-tech.net/1 3 172020/

lines at 2196.21, 2195.72 and 2196.02em~'. QCLAS I dis-
played less well-defined CO; interference effects for 815N#,
which was possibly due o several overlapping absorption
lines of CO- located near 2187.85cm ™!, All linear functions
derived for the TREX-QCLAS [ were not statistically signif-
icant at p < 0.05. As shown in Figs. 7 and 54-6, the NaOH
trap was effective in removing the CO; effect (if present)
across the mole fraction ranges lested for all instruments. S

Similarly, CHs effects on apparent [No0] and & values
were well described by linear functions (Figs. 8 and 54-7).
The largest effects were for CRDS I and 11, which both dis-
played strong CH, dependencies for &'*N® and 5150 of sim-
ilar magnitude. This might be due Lo crosstalk of “N'N!'*0
and *N"N'®0 absorption lines with the respective CHy
lines located at 2195.76 and 2195.95cm~". For OA-ICOS 1.
minor CHy effects were observed for 8'°N”. due to absorp-
tion line overlap at 2192.33 cm~!. QCLAS I did not display
any CHj interference effect over the tested [CH4] range. Lin- =
ear functions derived for the TREX-QCLAS I were not sta-
listically significant at p = 0.05. The similarity between the
[N20] dependencies on CHy mole fractions for OA-ICOS 1,
CRDS L I and QCLAS I suggests that the apparent effects
may be due to small Auctuations in the gas mixtures produced =
by the MFCs, rather than a discrele spectral interference ef-
fect.

The CRDS analyzers showed minor inlerference effects
for 8°N® and 5'“N# on [COJ (0.14-2.14 ppm) (Fig. S4-8).
likely due to crosstalk with CO absorption lines located at =
2195.69 and 2195.83cm~'. The magnitude of these effects
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was similar for both models. QCLAS I displayed interference
effects for 8'°N” and §"°N¥ caused by a CO absorption line
located near 2187.9cm™!, although this effect did notexceed
the repeatability of the Anchor gas (containing no CO) over
the measurement range. The effects of [COJ on & values ac-
quired using OA-ICOS [ and TREX-QCLAS [ were not sta-
tistically significant at p < (L.035. Similar to CHy . the resem-
blance of [CO] effects to [N20O] measurements for OA-1COS
[.CRDS L, T and QCLAS T suggests that the apparent effects
may be due to inaccuracies in the dynamic dilution process,
rather than a discrete spectral interference effect. The Sofno-
cat trap was effective in removing CO (if presenl) across the
mole fraction ranges ested for all instruments.

OA-ICOS 1 exhibited large effects of [H.0] (0-
13800ppm) on 8NP (up to —10%) and &'*0 (up to
—15%.), and minor dependencies for 8N (up to 4 %.) and
[N2O] (up to 1 ppb) across the range tested (Fig. 54-9). For
QCLAS L, the H20 effect was largest for 8'3N® (up to 20 %),
whilst minor effects for [N2O] (up 1o 2 ppb) were observed in
= relation to the Anchor gas (no Ha0). In contrast, both CRDS

instruments showed no significant effects across the range

tested, which is attnbutable to the installation of permeation
dryers inside the analyzers by the manufacturer.

n

=]

in

362 Continuity of trace gas corrections at higher N2O
= mole fractions

Interference effects from CO», CHy and CO on apparent 8
values, where significant, inversely scaled with increasing
[N203] (Figs. 7, 8, 54-8 and Sect. S8). The scaling of trace
as effects can be explained by simple spectral overlap of the
= HNENIO, BNHNI0 and “NMN'*0 lines with those of
the trace gas. which results in the inlerference effects being
inversely proportional 1o the mixing ratio of NoO. However,
there may be additional spectral overlap between the trace
gas and the "N"™N'®0 peak resulting in an offset for the
measured [N2 0], which introduces a further shift in the & val-
ues (as shown in Sect. 3.4). The effect on the apparent [N20)]
was less clear and was possibly confounded by inaccuracies
during dynamic gas mixing. In this study, the scaling of in-
terference effects from trace gases as a function of the [N20]
= introduced 1o the analyzers could be described using Egs. (9)
and (10):

A[N2Olmeas, mix {'ﬂl-r]rh IN’IO]ﬂp. r.n'm}

1
=|ArmF——+B: |- A (9
( ¥ [NEOImFI.me I) kel4

Admeas, mix {5lx.|.-11. [Nlo]ﬂp_ m':x}

+bx) Al (10)

1
= &g » —————
( = [NEﬂlup,mjx
where A[N2Olneas. mix 8Nd Afmeas min are the measured off-
= sets on [N2O] and 5 values for the gas mixtures introduced to
the analyzers as reporied in Secl. 3.6.1, respectively: Alx]a
15 the dilference in trace gas mole fraction between the gas
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mixture and Anchor gas as reported in Sect. 3.6.1; and A,
By, a, and b, are constants that are trace gas and instrument
specific. The constant b, only occurs when there is spectral
overlap from the trace gas and "“*N"N'®0) absorption lines.

For a sample gas G, the effect can then be corrected by
using Egs. (11) and (12):

[N20%e, 6 = [N2Dlmeas.

— ((Axm + Bj) -a[xlo)

Bte, G = Omeas. G

=20 ((am -l—bx) rAE.r].:) !

In Egs. (11312}, the sum of the effect of all interfering gases
with overlapping absorption lines is taken into account. Sim-
ilar to Sect. 3.5.2, correction using Egs. (11-(12) removes
the trace gas inierference effects to the extent that corrected
measurements from Sect. 3.6.1 are within the repeatability
bounds of the Anchor gas (Sect. S8). Similar inverse rela-
tionships have been described by Malowany et al. (2015) for
H-S interferences on 8 *C—CO,.

(11)

(12)

3.7 Two-end-member mixing

Results for the two-end-member mixing experiment were
evaluated in two different ways. First, results for individual
gas mixtures acquired by laser spectroscopy and GC-IRMS
were compared to expected [N20] and & values calculated
from N2O mole fractions and isotopic composition of end-
members and mixing fractions. Second, source values were
extrapolated using a weighted total least squares regression
analysis, known as Keeling plol analysis (Keeling, 1958),
and compared to assigned 4§ values of the source gas used
in each experimentL.

3.7.1 Comparison with expected [N20] and & values

Triplicate measurements (mean +1o) oblained using the
laser spectrometers and GC-IRMS were plotted against ex-
pected [N,;O] and § values calculated using MEC flow rates,
N0 mole fractions and isotopic composition of background
and source gases (Figs. 12-15). Comparisons between indi-
vidual laser spectrometer measurements and GC-IERMS are
plotied in Sect. 39 and are discussed only briefly below.

OA-ICOST

Generally, there was good agreement of [N2O] between the
OA-ICOS 1 and expected values, although the analyzer over-
estimated mole fractions at higher AN>O during Exps. 5
and 6. There was excellent agreement between the OA-ICOS
I and calculated expected & values (all r* = 0.95; Figs. 9
and 54-10). Measurements for §'°N® were mostly within
42 4%, of expected values, while 8NP, §I5NPUk gpd Sp
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Figure 7. Deviations of the measured [N,0], 515N% §15NF and 5180 values according to ACO; (ppm) at different N2O mole fractions
(330, 660 and 990 ppb) for the OA-ICOS 1 (blue). CRDS [ {red), CRDS II (black). QCLAS I {green) and TREX-QCLAS 1 (brown). The
remaining plots for [N, O 8'9N® and 5180 are provided in Sect. S4 (Fig. S4-6). The standard deviation of the Anchor gas (£1¢) is indicated
by dashed lines. Data points represent the mean and standard deviation (1o ) of triplicate measurements. Dependencies are best described by
linear fits, which are indicated by solid lines. Individual equations, coefficients of determination (r2) and p values ar indicated above each

plot for the 330 ppb N2 O data only.
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Figure & Deviations of the measured [N20], 8N, 5 9NF and 580 values according to ACHy (ppm) at different N2O mole fractions
(330, 660 and 990 ppb} for the OA-ICOS I (blue). CRDS 1 {red), CRDS I {black), QCLAS 1 igreen) and TREX-QCLAS I (brown). The
remaining plots for [N2O]. 8NP and 550 an provided in Sect. 54 (Fig. 54-7). Data points represent the mean and standard deviation
(1er) of triplicate measurements. Dependencies are best described by linear fits, which are indicated by solid lines. Individual equations.
coefficients of determination {r°) and p values are indicated above each plot for the 330 pph N2O data only.
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were all within £2%. of expected values. 5'°0 measure-
ments were the poorest performing but were typically within
+3.6%. of expected values. Similarly, there was excellent
agreement between OA-ICOS T and IRMS izotope values (all
r? = 0.95), which agreed within 1.7 %24 %. (Fig 59-2).
The standard deviations of triplicale isolope measurements
decreased dramatically with increasing AN:O, improving
from 1% 10 2%, during Exps. 1 and 2 to typically better
than 0.1 %« during Exps. 5 and 6. Conversely, the standard
deviations of triplicate sample measurements for [N2O] in-
creased with increasing AN2 (O, rising from = 0.1 ppb during
Exps. 1-4 to = 1 ppb during Exps. 5 and 6. Nonetheless, all
OA-ICOS I [N20O] measurements had betier 1o repeatability
than those acquired using GC. The repeatability of the trip-
licate isotope measurements with OA-ICOS [ was typicaily
better than IRMS exclusively at higher AN2O (= 700 ppb).

CRDS 1

[N 03] acquired by CRDS I were in good agreement with ex-
pected values, although the analyzer slightly underestimated
mole fractions at higher AN2O during Exps. 3 and 4. There
was excellent agreement between the CRDS 1 and calcu-
lated expected isolope values (all +* = 0.95; Figs. 10 and
54-11). Measurements for §°N® and 5Nf were mostly
better than 1.1 %. of expected values, while 87N was
within £0.5 %. of expected values. 5P and 5'*0 measure-
ments were Lypically within £1.5%. of expected values.
There was excellent agreement between CRDS T and IRMS
isotope values (all r” = 0.93), which agreed to within 0.5 %~
L.9%. (Fig. 89-3). In general, the standard deviations of
triplicate isotope measurements increased as a function of
AN:O, with the lowest deviations of 0.1 %1%« occurring
when AN>O = 100ppb. However, two triplicated measure-
ments for 4SNP had standard deviations better than 0.1 ..
The standard deviations of triplicate measurements for [N2 O]
also increased with increasing AN:O mole [ractions, ris-
ing from 0.03-0.07 ppb when AN2(O =~ Oppb (ie., ambi-
ent conditions) to ~ 1 ppb when AN;O =~ 700 ppb. With
the exception of one triplicate measurement, all CRDS 1
[MN20] measurements had better 1o repeatability than those
acquired using GC. Overall, IRMS had slightly better re-
peatability (most ranging from (L1 % to 1 %) than CRDS
I {(most ranging from 0.1 %. to 2%.) [or isotopic measure-
ments.

CRDsS I

Similar o results for CRDS [, [N2O] acquired by CRDS 11
were in good agreement with expected values but slightly un-
derestimated mole fractions at higher AN-O during Exps. 3
and 4. There was excellent agreement between the CRDS
I and calculated expected isotope values (all »* = 0.99;
Figs. 11 and $4-12). Measurements for 5°N” and SP were
typically better than £0.8%. of expected values, while
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GNP PN measurements were all within £0.4 % of
expecied values. 5'%0 measurements were within £1.0%.
of expected values. There was excellent agreement between
CRDS 11 and IRMS isotope values (all r* = 0.98), which
agreed within £0.6%.—1.4 %. (Fig. §9-4). The standard de-
viations of triphcate isolope measurements typically de-
creased as a function of AN-O, with the lowest deviations of
= 0.1 %e0.3%. occurring when AN; O =~ T00pph. Con-
versely, the standard deviations of triplicate sample mea-
surements for [N20] increased with increasing AN2O, ris-
ing from 0.04-0.09 ppb when AN2O =~ Oppb (Le.. ambi-
enl conditions) to ~ 0.4 ppb when AN>O —~ T00ppb. All
CRDS II [N2O] measurements had better 1o repeatability
than those acquired wsing GC. There was no clear distinc-
tion between CRDS Il and IRMS triplicate repeatability, with
both achieving triplicate repeatability ranging from 0.1 % to
1 % for most isolopic measurements. However, the repeala-
bility of SP CRDS Il measurements was mostly better than
IRMS, achieving triplicale repeatability between 0.1 %. and
0.6 %0, compared to 0.2 %1 %o for IRMS.

QCLAST

There was good agreement of [N2O] between QCLAS 1 and
expected values; however, the analyzer underestimated mole
fractions at higher AN>O during Exps. 5 and 6. Unfortu-
nately, it is clear from the large spread of isolope values
depicted in Fig. 12 that the standardized calibration scheme
selected for the two-end-member mixing tests was insuffi-
cient for acquiring accurale and precise isolopic measure-
ments using QCLAS L For this reason, we urge researchers
not to overinterpret such results, as the implementation of a
QCLAS-specific calibration procedure {in line with resulis
from Sect. 3.1 and 3.3} would improve results dramatically.
Nonetheless, QCLAS | obtained accurate results at higher
N20 mole fractions (indicated in red in Figs. 12 and 54-13),
such that when AN>O < 700ppb measurements were ex-
cluded, 58" N%_ 515NF_ s19NPUE and SPwere within -£3.0 e,
1.4%e, 1.4%. and 3.8 % of calculated expected values, re-
spectively. Similarly, QCLAS I showed good agreement with
IRMS only at higher AN:O (= 700 ppb: Fig. 59-5). Similar
to OA-ICOS 1, the standard deviations of QCLAS I triplicate
isotope measurements decreased dramatically with increas-
ing AN-O, improving from ~ 10%. during Exps. 1 and 2
Lo typically between 0.1%e and 1 %o dunng Exps. 5 and 6.
Conversely, the standard deviations of triplicate sample mea-
surements for [N2O] increased with increasing ANO, rising
from - 0.1 ppb during Exps. 1-4, 10 = | ppb during Exps. 5
and 6. All QCLAS 1 [N;0O] measurements had better 1o re-
peatability than those acquired using GC. QCLAS [ had trip-

licate isotope measurement standard deviations comparable -

1o IRMS only at higher AN:O (= 700 ppb).

www.almos-meas-tech.net/1 3/ 1/2020/

84/163

55

o

75



S. ). Harris et al.:

B1INE (1] OAICOS |

25
20
- ’ -
‘-'8'-‘ 15 f ]
q_': s
1 . -
awapes | S @, AN |ppb]
5 woon | 2 3 000
LB mos o4 ? 1000
L o3 "
0e A g 00
1 i 10
; 1 " 1
-20 = - 5 - - - .
20 0 a0 5 13 5 10 ® 20 0%

¥=0312-0.883 ¥, ¢ = 0988, p=1,07e-22

i om AD02 « DBAE - &, ¢ #1852, p 564816

o
BINE ) expected

5P [%] expectad

23

Figure 9. Cormelation diagrams for 81NPE and SP measurements at various AN, O mole fractions analyzed by OA-ICOS I plotted against
expected values. The remaining plots for [N20], 8'5N2_ §15NF and 8'80 are provided in Sect. 54 (Fig. 54-10). The solid biack line denotes
the 1:1 line, while the dotted line indicates =1o of the residuals from the 1 : 1 line. The dashed blue line represents a linear fit to the data.
Individual equations, coefficients of determination ir?) and p values are indicated above each plot. Each data point represents the mean
and standard deviation (1¢) of triplicate measurements. The inset plots indicate the standard deviation (1o ) of the triplicate measurements
achieved at different ANz mole fractions, and the 1 : 1 line is similarly a solid line.
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Figure 10. Correlation diagrams for &' FN™ and SP measurements at various AN20O mole fractions analyzed by CRDS I plotted against
expected values. The remaining plots for [N20]. 8 °N®, §1NF and 480 are provided in Sect. 54 (Fig. $4-11). The solid bfack line denotes
the 1: 1 line, while the dotted line indicates 1o of the esiduals from the 1 : 1 line. The dashed red line represents a linear fit to the data.
Individual equations, coefficients of determination (r2) and p values are indicated above each plot. Each data point represents the mean
and standard deviation (1¢) of triplicate measurements. The inset plots indicate the standard deviation (1er) of the triplicate measurements
achieved at different AN>O mole fractions, and the 1 : 1 line is similarly a solid line.

TREX-QCLAS 1

There was good agreement of NoO mixing ratios between
the TREX-QCLAS [ and expected values. Similarly, there
was excellent agreement between the TREX-QCLAS [ and
s calculated expected isolope values (all r> = 0.97; Figs. 13
and §4-14). Measurements for §'5N%, 5'9NF, 15Nk and
SP were within +0.29 %, 0.32 %e, 0.23%. and 0.41%. of
expected values, respectively. §'%0 measurements were Lyp-
ically within +0.24 %« of expected values. Generally, the
1 standard deviations of triplicate isolope measurements de-

www.atmos-meas-tech.net/1.3 172020/

creased with increasing AN,O, improving from typically
0.2 %03 %e at low AN mole fractions (ambient) to close
to or better than 0.1 %. when AN;O reached 30ppb. Con-
versely. the standard deviations of triplicate sample mea-
surements for [N20] increased with increasing AN2O, ris- 4=
ing from = 0.3 to ~ 1 pph. No comparison could be made
between TREX-QCLAS 1 and IRMS measurements because
TREX-QCLAS measurements were undertaken separately

[rom the other instruments.
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and standard deviation (1¢) of triplicate measurements. The inset plots indicate the standard deviation (1er) of the triplicate measurements
achieved at different ANz mole fractions, and the 1 : 1 line is similarly a solid line.
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Figure 12. Correlation diagrams for ' N™!% and SP measurements at various AN20 mole fractions analyzed by QCLAS 1 plotted against
expected values. The remaining plots for [N20], 8N%, $7°NF and 880 are provided in Sect. $4 (Fig. §4-13). The solid black line denotes
the 1:1 line, while the dotted line indicates 1o of the residuals from the 1: 1 line. The dashed green line represents a linear fit to the
data. Individual equations, coeflicients of determination {r2) and p values are indicated above each plot. Each data point represents the mean
and standard deviation (1e) of triplicate measurements. The inset plots indicate the standard deviation (1) of the triplicate measurements
achieved at different AN2O mole fractions, and the 1 : 1 line is similarly a solid line. Results for Exps. 5-6 are highlighted in red, with the
dashed red line indicating a linear fit to this data.

3.7.2 Souwrce identification using Keeling analvsis

Despite the excellent agreement between expected and mea-
sured values across all experiments for OA-ICOS [, CRDS
I and II, and TREX-QCLAS 1, the extrapolated source in-
= lercept values acquired using Keeling analysis showed large
standard errors, especially for Exps. 1 and 2 (AN:O =
30ppb) (Figs. 14 and S4-15; Sect 5100, This was mostly
due to the small mole fraction range (i.e.. large inverse mole
fraction range} over which the regression line was extrapo-
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lated in order to acquire the intercept value. The cause of 1
the erroneous intercepts values was likely two-fold: (1) the
extrapolated source was highly susceptible 1o measurements
acquired at background levels. and due to the inherent greater
uncertainty associated with measurements acquired at ambi-
enl NoO mole fractions, intercepts can be skewed accord- s
ingly; and (2) any lurther nen-linearity that could notl be
laken into account in the three-point concentration depen-
dence correction applied. Overall. this implies that N2O iso-
lope source studies using laser spectroscopy [ocusing on
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Figure 13. Correlation dizgrams for 8/ INPUE 4nd SP messurements at various AN;O mole fractions analyzed by OA-1COS [ plotted against
expected values. The remaining plots for [N20O], 815N2_ §15NF and 8'80 are provided in Sect. 54 (Fig. 54-14). The solid biack line denotes
the 1:1 lime, while the dotted line indicates +1e of the residuals from the 1:1 line. The dashed green line represents a linear fit to the
data. Individual equations, coeflicients of determination {r*) and p values sre indicated above each plot. Each data point represents the mean
and standard deviation (1¢) of triplicate measurements. The inset plots indicate the standard deviation (1er) of the triplicate measurements
achieved at different ANz mole fractions, and the 1 : 1 line is similarly a solid line.

near-ambient N2O variations remain a challenging undertak-
ing, and one should expect large uncertainty in source esti-
males over small mole {raction changes.
For Exps. 3-6. however, the accuracy of the source in-
= lercept and its standard error improved dramatically for all
analyzers on account of the decreasing uncertainty in mea-
surement. OA-ICOS | and both CRDS analvzers typically
achieved within £2 %.—3 %. of the assigned values for 51 N®,
&5NF, s1INPME SP and §'°0, and had performance com-
1o parable to or better than the GC-IRMS approach (Figs. 14
and 54-15). Similarly. the standard error of all intercepts de-
creased dramatically for Exps. 3-6, and all analyzers typi-
cally achieved betier than 1% standard error on derived
inlercepts in Exps. 3 and 6.

=4 Discussion

4.1 Factors affecting the precision and accuracy of N2O

isotopocule measure ments using laser spectroscopy

A summary of results 1s presented in Table 8. Our resulis
highlight that the precision at which laser-based analyzers
= acquire N2 O isotopocule measurements is a function of NoO
mole fraction, the selected measuring and averaging limes
and calibration frequency according lo measurement stabil-
ity. The degree of accuracy obtained using different laser
spectrometers is ultimalely a function of the robustness of
= corrections aimed at removing matrix and trace gas effects,
and the selected calibration procedure aimed al standardizing
the data to international scales.
All spectrometers tested displayed emperature effects on
isotope measurements, which can be attributed to differences
= in the lower state energies of the probed N2O isotopocule

www.atmos-meas-tech.net/1.3 172020/

lines (Sect. S11) (e.g., Wichter et al., 2008). The temper-
ature sensitivities of all analyzers tested necessitates that,
especially when deployed in the field, they be operated un-
der temperature-controlled conditions (such as in maintained
field stations).

The experiments performed in this study were underlaken
using a standardized protocol. Calibration was performed on
isotope § values derived from raw uncalibrated isotopocule
amount fractions, thus requiring [N:O] dependence cor-
rections. Alternative approaches aimed at calibrating iso-
topocule amount fractions prior to deriving § values were
not included in our study but have the polential to remove
the need for this correction (e.g., Wen et al., 2013; Flores et
al., 2017; Gniffith, 2018) if appropriale reference malerials
become available. Isotopocule calibration approaches would
require a set of NoO standard gases with high-accuracy mole
fractions in addition to assigned § values.

All analyzers lested in this study showed significant eflfects
from changing O, composition of the gas matrix. Although
the magnitude of this effect ultimately varied across the an-
alyzers and was dependent on N2O mixing ratios, the effect
of a change in O composition of 20.5% was typically on
the order of 10%e. to 30%. for & values. Similar 0= depen-
dencies have been reported by Erler et al. (2015) for CRDS
N2 isotope laser spectrometers, as well as for CRDS H.0
isotope analyzers (Johnson and Rella, 2017). The underly-
ing reason for this effect is differences in Nz versus Os (and
Ar) broadening parameters of the probed N2(O) sotopocule
lings. In shorl, the Nz, Oz (and Ar) broadening parameters
depend on rotational quantum numbers of the respective N-O
lines (Henry et al., 1985; Sect S11). Thus, differences in the
rotational quantum numbers for a pair of isotopocules (e.g.,
HNENIS0 [ HNHNIS0) relale to a difference in their Ny, O,
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87/163

4t



5. ). Harris et al.:

26
20
i
ax
- 0 ¢
¥ i . B
g ;
n . C] & il e i
) 7 s T - | B
x o fs
._12 T 7 US| ELORRRE ERS
'3 ® QcLAs | <
& RMS
e & ORICOSI Al '[
~ & CROS|
& CROSN
& TREN-OCLAS| 0
-2 A= -3 pph Ak = =00 g AN = = 10008 pph
Exp1  Ewp.2 Expd Expd  ExpS  Emé Exp.i Expd Exp2 Expd ExpS  Expl
Experiment Expesiment

Figure 14. A3 SNME and ASP(Estimatedsource — Truesourse } values derived from the OA-ICOS I (blue). CRDS I (red), CRDS 11 (black).
QCLAS [ (green) and IRMS (purpk) via Keeling analysis of the two-cnd-member mixing scenario, The remaining plots for 8 N®, §15NF
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Table 8. Summary of main findings presented in this study.

Detection scheme (model: OA-ICOS T CRDS & 11 QULASI TREX-QCLAS 1
manufacturer) (NZOIA-30-EP)  (G5131-D) (CW-QC-TILDAS-SC-D)  (1CW-QC-TILDAS-76-CS)
Allan precision ( 300s)
ElﬁNal s1ANE slEn [%s]
326.5 ppb Nz 0 0.79-1.60 0.32-0.46 0,303,454 nd.
- 1000 ppb No O 028067 0:21-0.89 0,160,834 nd,
- 10000 pph NaD 012-0.17 nd. 0.02-0.482 nd,
Repeatability (326.5 pph N2()
N, O [ppbi 007 0:26-0.30 016 129
FIINE BISNE 5180 (%] L1927 0.52-0.83 5.35-8.57 0.37-0.60
Temperature effect (326.5 ppb N20)
N, O [pph K] a0 002 010 nd.
SN SN 510 KT 0.36-2.60 0.25-0.65 31.20-37.32 nd.
N20O mola fraction dependence
SUIN= S1INA 5150 [%oppb(A1/N20)]  —8296102544  —458101353 —66386 0 15833 nd.
07 matrix effect (330ppb N2O)
NoO [ppb %! (AORY —(.044 240,303 0,351 ms.
SN 3N 580 [%em— (AOH 0:874-1.270 0279w (—1.364) —1.111 s,
O3, trace gas effects (330 ppb N2O)
N20 [ppb pm" {ACOR)] LIRE LN 00005 ns ns.
§1Ne 3N 180 [Reppm—! (ACO;)]  —00W 00026 ns to (—0.0019) s 1o 0.0154 ns.
CHy trace gas effects (330 ppb N2O)
N20 [ppbg:upm" {ACH4)] nsb —0.039to (—0056) nsb nsb
sPN sONE 50 [Heppm—! (ACHY] 0173 0,085-2.50 s, ns
OO trace gas effects (330 pph N2 Oy
N2O [ppbppm—! (ACO)] —0.29 —(.15 to (—0.24) —0.19 IS,
SN gONE 130 (oppm—! (ACO)]  ns —0.53t0 (—2.41) LS. [0 (—4.04) L

® Inctutes QCLAS L Il and H1.® Likely due to insccuracies during dynamic dilution (see ext for detailx). n.d: not dewermined. ns:: not statistically significant at p « 0.05 andfor r? « (5.
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and Ar broadening parameters. Consequently, differences in
the Oz or Ar content of the sample gas matrix and that of
the reference gas affect measured isotope ratios and lead to
changes in apparent § values. Nonetheless, the magnitude of
effects reported for the CRDS analyzers in this study varied
across CRDS I (a 2015 model} and CRDS 11 (a 2018 model).
as well as from those reported by Erler et al. (2015). There-
fore, we recommended that in applications where O concen-
trations vary, such as groundwater, estuaries, stratified wa-
terbodies and incubation studies, researchers test individual
analyzers for their specific dependencies to allow for correc-
tion. This 15 especially important given that N, O production
and reduction processes in such environments are strongly
controlled by O; availability. Although the Ar effects charac-
terized in this study were not large, it is nonetheless recom-
mended as a precautionary measure that researchers ensure,
where possible, the standard calibration gas Ar composition
is similar to that of the sample gas.

The CO» effects for OA-ICOS and CH, effects for CRDS
analyzers must be considered for applications of these ana-
Iyzers where CO; and CHy may also co-vary, such as during
diel atmospheric monitoring, in soil-flux chamber measure-
ments, incubation studies and even waterbodies (e.g., Erler
et al., 2015). These effects need to be either characterized
and corrected for by the user, or the interfering gas quan-
titatively removed. To our knowledge, there is currently no
commercially available technique to remove CHy from a gas
stream without affecting N2O, and therefore independent co-
analysis of CHy is ultimately required to correct for these ef-
fects post-measurement. Similarly, while water vapor effects
can in theery be characterized and correcled for all instru-
ments, we recommend thal researchers remove waler vapor
from the gas stream prior Lo analysis. Although not tested
here, other studies have highlighted possible speciral inter-
ference effects associated with elevated H-S and volatile or-
ganic compounds (Erler et al., 2015; Ostrom and Ostrom,
2017). but these may also be removed from gas sireams us-
ing chemical traps (e.g., Cu and activaled carbon traps, re-
spectively).

The scaling of gas matrix and trace gas effects with [N>O]
has important implications for any measurement setup that
relies on post-measurement correction eguations. An equa-
tion developed to correct for CHy effects that was derived
using & [N2O] of 330 ppb should not be implemented for a
sample gas containing 990 ppb Nz O. For example, as shown
in Fig. &, the measured interference effect on 5" YN® me asure-
ments acquired using CRDS 11 for 10 ppm [CH, | at 330 ppb
NoO was 24.9%., while at 990ppb NaO it was 8.1 %o, re-
sulting in a 16.8 %« difference. The scaling of interference
effects from trace gases has been reported previously for
CO, /CH, laser spectrometers (Assan et al., 2017; Malowany
et al., 2015). This underlines the usefulness of removing
H;0, COy» and CO with scrubbers prior to measurement, as
this removes the need for correction equations to begin with
and the scaling of corrections that can ensue. We are unaware
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of any studies that have shown that O; interferences caused
by pressure-broadening linewidth effects change as a func-
tion of N>0O mole fraction. While we were unable Lo describe
the scaling of the O, effect sufficiently using correction func-
tions based on theoretical deductions, empirical equations
based on experimental testing, such as those developed in
Sect. 3.5.2 and 3.6.2, could be implemenied by researchers
when covariation in both 02 and N2O in the sample gas is
expected. Alternatively, as shown in this study, matrix and/or
trace gas effects can be removed by automated N2 O precon-
centration devices such as TREX (Ibraim et al.. 2018; Mchn
etal., 2010). similar to IRMS. However. such devices are not
commercially available, complex o build and operate. and
restrict sample frequency.

4.2 Pre-nwasurement considerations

Our study clearly shows thal knowledge/estimation of the
matrix and trace gas composition of both reference standards
and sample gases, and the differences between them, are crit-
ical for accurate N7 O isotopocule analysis using laser spec-
roscopy. We acknowledge, however, that this may be diffi-
cult to predict in certain applications without prior testing of
the sample gas, and therefore researchers should err on the
side of caution.

As a prerequisile to acquiring measurements using NoO
isotope laser spectrometers, researchers will be required to
consider the accessory gas mixlures required to characlerize
their instrument. For applications with significant variations
in matrix (O», Ar) or trace gas (CO,, CHy, CO) composi-
lions, rescarchers will require gas nuxtures containing the
gas of interest in order o characterize the associated inter-
ference effects for their laser spectromeler. This also necessi-
lates thal appropriate interference detectors are implemented,
especially 0> and CH4 analyzers given that these effects can-
not be mitigated using chemical traps.

In this study, interference effects, and the associated scal-
ing of these effects according 1o the co-measured N2O mole
fraction, were derived via dynamic dilution with various gas
mixtures using MFCs. This allowed for the introduction of
a wide range of gas mixtures to the analyzers for interfer-
ence testing, and consequently only a small amount of gas
mixtures were required for all of the experiments outlined in
Sect. 2.4. In comparison, a much larger number of individual
gas mixtures would have been required had they been pre-
pared using static dilution techniques (see Erler et al., 2015).

The scaling of interference effects was sufficeently distin- «

guished by undertaking testing at three different N>O mole
[ractions (N2O =330, 660 and 990 ppb), and we therefore
recommend this as a minimum criterion for researchers wish-
ing to characterize this effect.

Researchers should also consider the sample gas volume «

required for a given measurement application using a specific
laser spectrometer. In our experience, ensuring that five laser
cavity cell volumes have been flushed prior to measurement
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1s best practice Lo negate any memory effects when these in-
struments are operaied using continuous flow-through con-
figurations (as opposed to discrele sample measurements in
a closed laser cavity). By following this procedure and using
the operating parameters selected in this study (Table 1), the
sample gas volume required for a single 300 s measurement
15 approximately 80mL for CRDS II, 150 mL for CRDS I,
600 mL for OA-ICOS [ and 1200 mL for QCLAS L. By com-
parison, TREX-QCLAS 1 requires approximately 5 L of sam-
ple gas to allow for N;O preconcentration. These sample
gas volumes represent typical numbers for atmospheric ap-
plications; however, instrument parameler settings such as
flow rale and cell pressure, which ultimately change the re-
quired sample volume, can be optimized depending on the
measurement application. This is particularly the case for
QCLAS instruments, which can be operated with different
user-adjustable settings. For applications requiring discrete
sample analysis (e.g., the headspace analysis of 5'°N and
4'30 in N0 derived from dissolved NO3 ), high N2O con-
centration gas samples with lower volumes can be introduced
to these instruments using injection ports and dilution gases
(e.g., Soto et al., 2015; Wassenaar et al.. 2018); however, we
did not test these capabilities in our study.

4.3 Measurement workflow

In line with our resulls, we propose a step-by-siep work-
flow that can be followed by researchers to acquire N2O
isotopocule measurements (Fig. 15). This workflow seeks to
cover all sources of potential error lested in our study. Not
all sieps will be applicable because interference effects vary
across analyzers. For QCLAS analyzers, which offer high
versatility. interference effects can also be approached by
multi-ling analysis, inclusion of interfering spectral lines or
adaption of pressure-broadening parameters in the spectral
fitting algorithm. For specific applications, such as incuba-
tion experiments with He, accessory injection units and se-
tups using TREX. refaied actions have o be taken. While we
lested several mono-variant (e.g., changes in [CH.] al con-
stant [N>0O]) and some bi-variant (e.g., changes in [CH4] and
[N201} systems in our study, more complex systems {e.g.,
changes in [CH4], [Oz] and [N2O]) were not tested, and de-
viations from additive behavior are to be expected. Depend-
ing on the desired precision, users may vary the measurement
and averaging times, and calibration frequency.

4.4 What degree of accuracy can be achieved using this
workflow?

The simulated two-end-member mixing experiments con-
ducted in this study show that, when the workflow proposed
above s applied, accuracy within +0.5%. can be achieved
for TREX-QCLAS, £0.4%.—1.6%. lor CRDS analyzers and
+1.6%—3.6%. for OA-ICOS analyzers. Likewise, the com-
parison between the laser spectrometers and IRMS highlights

Atmos. Meas. Tech., 13, 1-35, 2020
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that cross-technique compatibility within =1 %.~2.5%. can
be achieved for most N2O isotopocule measurements. How-
ever, it is clear that the balanced (i.e.. non-analyzer-specific)
approach applied for the purpose of this comparative study
did not cater to QCLAS [. Therefore, a more specific calibra-
tion protocol for the QCLAS I will likely yeld better perfor-
mance, as shown in Table 6. It 15 worth noting that, although
the results of our study are representative of the performance
of the instruments tested, the magnitude of reported effects
and the performance are likely to vary within the same ana-
lyzer models.

Whilst the laboratory-simulated mixing experniment is not
[ully representative of naturally occurring two-end-member
mixing per se, the results are useful in comparing inter-
cepl accuracy and uncertainty amongst analyzers and against
IRMS. Our results show that large uncertainties exist for NoO
source apportionment using Keeling analysis performed at
near-ambient N> mole fractions. Given the amount of cor-
rections that are required in the experiment, we have nol de-
tailed individual analyzer uncertainty budgets to quantify in-
dividual sources of error on the intercept, as il is beyond the
scope of this study. Nonetheless, the reduction of uncertainty
with increasing AN2O shown in Exps. 1-6 in Sect. 3.7 has
also been shown in previous studies (e.g., Wolf et al., 2015).
Therefore. by extension, it is reasonable to assume that the
current largest source of uncertainty for ambient NoO mea-
surements using laser spectroscopy is the inherent signal-to-
noise ratio of the measurement.

5 Conclusions

In this study, we characterized and compared N2O isotope
laser-based analyzers with the three most common delec-
tion schemes, including OA-1COS, CRDS and QCLAS. Our
results show a number of factors that need to be carefully
considered 1o ensure precise and accurate measurements of
N20 isotopocules using laser spectroscopy. The performance
of N>O isotope laser spectromelers depends on a complex
interplay between instrumental precision, drifl, matrix gas
composition and associated spectral interferences that ulti-
mately vary as a function of NzO mole fraction. On this basis,
we echo recommendations from Ostrom and Ostrom (2017),
who cautioned not to underestimate the need for the careful
consideration of analyzer-specific corrections. These analyz-
ers clearly do not represent “plug and play” devices — instead,
ong needs 1o carefully consider the desired application, preci-
ston and accuracy, and develop appropriate calibration strate-
gies to achieve these outcomes.

Consequently, we recommend calibration schemes that
have (1) a calibration frequency that is adequate for con-

straining instrument drift over experimental period/long-term «

measurements; (2) lemperature stability during measure-
ment. or the emperature effect adequately characterized and
corrected; (3) a three-point or higher [N-0] effect correc-
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Figure 15. Proposed measurement workflow for the operation of N2 O isotope laser spectrometers. Re levant sections of this study are shown
next toeach siep.

tion that spans the range of expected [N:O] (if calibration carefully characlerized and applied, or where possible in-
relies on raw 8 values derived from uncalibrated isolopocule lerfering substances (CO;, CO, H20) removed using chemi-
amount fractions; i.e., a 5-calibration approach); and (4) ac- cal traps. Correcting for interference effects becomes signifi-
counted for the differences in matrix and trace gas composi- cantly more complicated once [N20] exceeds ambient levels, 1
= tion between the sample gas and reference gases, whereby requiring a multitude of analyzer- and gas-specific constants
either analyzer-specific interference corrections have been that inevitably increase the number of gas mixtures required
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by the user, as well as the uncerlainty of the measurement.
Researchers should therefore strive to implement measure-
ment setups thal require as few corrections as possible. and
this will inherently decrease the combined unceriainty in the
measurement.
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3. Cl-initiated Methane oxidation

Because of the methane interference discovered for the Picarro G5131-1 shown in the previous
article, a method was developed for continuously removing methane from a sample flow by the use
of chlorine radical initiated oxidation.

This work was a collaboration between Physics of Ice Climate and Earth and Copenhagen Centre for
Atmospheric Research, both part of Copenhagen University.

The article presented is an unreviewed draft before getting finished for final assessment by co-
authors.

My share of the work has included; design of experiment, data collection and treatment, writing and
editing.
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Abstract. The development of laser spectroscopy has made it possible to measure the minute changes in the absorption of trace
gasses and their isotopes. Due to the low magnitude signal from these species, it is essential that no cross-talk of other absorbing
gas species interfere with the observations. To scrub the sample stream and prepare it for measurements there are many options
including traps and membranes that remove common atmospheric trace gases such as CO; and H;O. The options for removing
CHy, however, are limited. We demonstrate a novel method for CHy removal through chlorine initiated oxidation. This is
accomplished through a developed setup with the essential photochemical device used for generating the chlorine radicals. We
have developed a simple kinetic model with the intention of predicting the removal efficiency when varying the four parameters
in the system: CH.. Jor,. Clo and residence time. Besides. the model exhibits great agreement with the experimental data. The
stable removal of the experiments could be maintained and with a peak removal efficiency level of >98% achieved for ambient

levels of methane. The system seems viable as an option for continuous methane scrubbing.

Copyright statement. TEXT

1 Introduction

Laser spectroscopy offers a fast and non-destructive way for measuring gas samples that easily lend itself to monitoring pur-
poses, as many of the available instruments require little maintenance. The continued development and improvement of spec-
trometers extent the spectra of gas species that can be measured. The commercially available instruments can measure isotopic
enrichment based on the finely resolved spectra of the vib-rot absorption in the infrared region. Here laser spectroscopy is
encroaching on the territory that was normally reserved for mass spectrometry. The advancement in this field can give the
impression. that the instrument can be used in a "plug and play” manner. That is not the case, as there are still limitations
dictating the accuracy and reproducibility of the measurements. In a recent study investigating the performance of currently
available laser spectroscopic N2O isotope analyzers (Harris et al. (2019)). an array of interference’s from other trace gasses was
determined based on spectral overlap between N, O and the vib-rot spectra of trace-gasses. The result of this was observed false

increases in isotopic values arising exclusively from increased trace-gas concentration. A common use for these instruments is
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for measurements of agricultural soils,(Ibraim et al. (2019), Wolfet al. (2015)) where the variations in the isotopic composition
are of interest for monitoring the biological activity in the soil. Complicating measurement changes in these isotopic composi-
tions will commonly be accompanied by changes in the abundance of the interfering trace-gasses such as CHi, CO», and water.
Without & method for removing or accounting for these effects. it will be impossible to get any meaningful data. One solution
to this obstacle is applying multi-line analysis or co-measurement of the interfering gas by a second instrument, which allows
for quantifying the interference magnitude. These efficient options are not readily available for every user of these specialized
instruments, as it will either require a redesign of the instrument or investment in an additional instrument. For that reason, the
more common method would be to separate the sample from the interfering species. The measurements of discrete samples can
be accomplished by the use of gas chromatography. For continued measurements, well-established methods include chemical
traps and membranes are readily available for the removal of CO;, CO, and humidity. However. to the best of our knowledge.
no method for continued removal of methane is available. safe for catalyzed combustion (CULLIS and WILLATT (1983))
which requires high temperatures and the addition of oxygen thereby altering the gas matrix. It was hence desired to develop a
method for removing CHy and potentially other VOCs in a manner that would not introduce changes to the matrix composition.
Inspiration for the method investigated in this work was taken from the oxidation pathways taking place in the atmosphere.
Here the majority of methane is oxidized through initial reaction with OH radicals (Rigby et al. (2017)) under the formation
of water and CH;. The reactivity of chlorine atoms toward various climate-relevant gases, e.g. CHy. and other volatile organic
compounds (VOCs) has proven to be a faster alternative to the reaction with OH radicals. Chlorine could hence represent a
potentially important tropospheric oxidation initiator: generally, the reaction rates of Cl with VOCs exceed the analogous ones
with OH by at least one order of magnitude; The known NIST rate constants values for methane s reaction with Cl atoms is

3

1.07-107 ¥ —="___ (Bryukov et al. (2002)) and with hydroxy! radicals is 6.20- 1015 —=""___ (Bonard et al. (2002)) The

maolecules-s molecules-s

mechanism proposed in this study is the Cl-initiated methane oxidation technology (R1) -(R6)

Cly + hv — 2C1 (R1)

Cl4 CHy — CHs + HC1 (R2)

CH3 + 05 —+ CH309 (R3)

CHy042 + Cl — CH30 4 CIO (R4)

CH30 4+ Cl - HCHO + HC1 (R3)
HCHO+Cl+ 03 —+ CO+HCI+HO, (R6)

The design of the mechanism is based on the natural self-cleaning process in the Earth’s atmosphere called the Gas Phase
Advanced Oxidation (GPAO) air pollution management (Johnson et al. (2014)), and the observed destruction of ozone on
the Antarctic caused by active chlorine. The high levels of chlorine are maintained through ozone destruction by an effective
recycling process called the HCI null cycle. (Miiller et al. (2018))

Preliminary experiments

Prior to the work presented here preliminary experiments were conducted to investigating the feasibility of the proposed

(]
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mechanism. In these an ambient air standard was enriched in Cly by in-situ production of Cl, through electrolysis of a saltwater

mixture. Following the addition of chlorine to the standard air mixture, the sample was photolyzed in a photochemical device

generating Cl radicals that would initiate the oxidation of methane. The resulting drop in methane was monitored with a

Cavity Ring-Down Spectrometer. Picarro G1301. The preliminary experimental setups A, B1. B2, C1. and C2 are described in
Appendix A. The photochemical device used was comprised of 28 LEDs (385 nm)(UV LED LAMP-VAOL-5EUV8T4) spaced
evenly in a PVS plastic chamber to generate the photolyzing light. The last set of experiments substituted the LEDs with a

high-pressure Xenon lamp (ILC technology R100-IB) equipped with an optical filter at 335 nm for generating the light at an

optimal cross-section. The resulting peak removal efficiencies for the preliminary experiments are presented in 1.

Table 1. Removal Efficiencies for the Preliminary Experiment

EXPERIMENT

HIGHEST RE% (DATA)

CH4(STAND.)

A(17/4)
A (23/4)
A (24/4)
Bl (26/4)
B2 (30/4)
C2(26/5)

68%
67.75%,
T6.48%
78.52%.
80.16%
98.20%.

2 ppm
1.98 ppm
1.98 ppm
2 ppm
2 ppm
2 ppm

The system yielded an average methane depletion of 86.63% with a peak depletion at 98.2%. Various parameters were

changes throughout the experiments, and it was determined that methane depletion is highly dependent on both the flow.

chlorine production. and the light source. It is therefore believed that with better control of these parameters a higher and

steadier RE% can be obtained for each experiment. The goal of this work then became:

and light intensity tunable.

— Determine the effect of these variables

I

Reach removal above 99% at ambient methane levels.

Improve upon the system used in preliminary experiments, by making the relevant parameters, Cly. CHy, reaction time.

- Develop a moedel describing the system to help determine the mechanism of removal.

2 Method

2.1 Experimental approach

Based on the findings from the preliminary experiments, a setup was designed to better characterize the dynamics of the

ongoing reactions. The first step in achieving this was to confine the [Clz] abundance. by supplying it from an external high

101/163



Table 2. Table of the gas bottles used in the experiments

Bottle name  C'H, Cly. Matrix composition Flow range
(ppm) (ppm) (ml//min)

A 0 100£2.5 | =99% Na 6-23

B 2003+5-107% 0 Atmospheric air 1-29

& T8+2 0 2095 % Oz +>79% Nz 0.3-1.2

concentration source rather than in-situ production. The second step was to add a high concentration CH, source to allow for
generating various levels of [CHy4]. Additionally, the chlorine sensor was moved out of the main flow line, greatly reducing
the dead volume of the setup, allowing for higher time-resolution. Four different iterations of the setup are utilized for the
presented results; Repeated experiment using high-pressure Xenon lamp (Figure B1). single tube hexagonal photochemical
device experiments with (Figure B3) and without flow-controlled chlorine waste (Figure B2) and multiple tubes Hexagonal

photochemical device experiments ( Figure 1).

Out

Photochemical device

i — e
== 5 = TE ey M2
|I | Mafien | |
Quartz tubes L% S

NN

Clysensoy Ascarite

Figure 1. Experimental setup of Hexagonal photochemical device experiments with increased Residence Time.

The inlet of the system consists of two channels: the methane channel and the chlorine gas channel. The methane channel
is providing a flow of a dynamically mixed sample. combining flow from bottle B and C as defined in Table 2. Through
controlling the ratio between the two gasses diverging levels of [CH,] could be maintained. The flows were controlled by two
mass flow controllers of type GES0A from MKS. Chlorine supply from bottle A was added to the methane mixture through
a glass capillary of length 23cm with an inner diameter of 0.Imm functioning as a static flow restrictor. In order to promote
flow through the capillary an over-pressure on the order of 0.8-1.6bar compared to the atmospheric pressure in the setup,
was maintained by the bottle regulator to get the desired flow. A flow controller would have been preferable, the corrosive

4
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nature of the high Cl: limited the options for material choices. An additional consequence of the high corrosives was the need
to incorporate an overflow waste line between bottle A and the capillary, regulated to maintain a high flow of >100ml/min
through the bottle regulator, as it was found to consume a substantial amount of chlorine at low-rates below 20ml/min. This
loss of chlorine is still unexplained, as Cl» is not reactive with metals under dry conditions at room temperature. The most likely
hypothesis was that the pressure regulator had not been sufficiently flushed by dry air prior to being used. As the regulator had
been exposed to ambient air prior to installation, it is likely that a thin film of humidity has bound to it. The chlorine would
then be able to bind to this water under the formation of hydrochloric and hypochloric acid. (Institute (2020)) The loss of Cl,
above flows of 50 ml/min was minimized substantially. This overflow was initially controlled by a forward pressure controller
but was replaced with a manual mass flow controller in later experiments to limit chlorine-waste. The combined flow from the
chlorine and methane channel was in the range of 25-30 ml/mina and varied with the desired mixing ratio. A flow of roughly
5.6 ml/min of chlorine mixture was expected with a pressure of 2 atm at the capillary inlet and an assumed pressure of |
atm at the point of mixing with methane. The flow containing methane and chlorine gas is split at a T-piece, where the main
flow, controlled by the pump of the Picarro, proceeds through the photochemical device while the overflow goes towards a Cls
sensor. {Chlorine Gas Detector 0-20PPM CI12 with Alarms Datalogger and USB Charging ).

The Photochemical device

The photochamber in "Repeated experiment using high-pressure Xenon lamp" uses a quartz tube with dimensions (20 cm
in length, 1/2 inches(12.7 mm) in outer diameter) placed in the Xenon lamp (XL) photochemical device as described in

“Electrochemical device setup C1-2 - High-pressure xenon lamp experiments” (A4 and AS)

Figure 2. Hexagonal photochemical device consisting of connected circuit boards of 420 LED at 365 nm

The initial experiments with the XL confirm that the supply of chlorine could be tuned. The XL was replaced with a new
photolysis chamber consisting of 420 LED at 365 nm (Figure 1, B2 and B3) peak wavelength connected by circuit boards
in a hexagonal cylinder. The inner diameter between the lamps was approximately 2 cm to ensure that the previously used
quartz tube could pass through it. see Figure 2. The LED diodes run in a parallel circuit with a forward veltage and forward
current (from positive to negative). The max current is 13.2 mA for each LED with a max voltage of 3.8 V. The same voltage
runs through the LEDs, resulting in a total current across the system of 5.5 A. The difference between the two similar setups
"Hexagonal photochemical device with MFC and without MFC" is illustrated in Figures B3 and B2, respectively. The forward
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pressure valve is exchanged with a mass flow controller, as minimum flow from the forward pressure valve was needlessly
large. Installing the mass flow controller allowed for a smaller and more stable level of waste flow. The quartz tube of the
previous experiments is substituted with seven smaller quartz tubes to yield a longer residence time in the photochemical
device in the last experimental setup utilized, see Figure 1. The seven quartz tubes are arranged in hexagonal shape for optimal
packing and consist of five 8.33 mm in outer diameter with a 20 cm length. and two tubes with an outer diameter of 8.00mm
and a length of 25 cm. The extra 5 cm of the two last tubes were outside the photolysis chamber to connect with the setup. The
volume inside the photolysis chamber at 42.8cm® supplies a 2.7 times increase in residence time in the photolysis chamber
compared to the previous setup. The tubes were connected in series via Tygon tubes, Tygon R3603. of length Sem. The insides
of these tubes were coated with krytox,GPL-206 Grease Lubricant O-Rings SCUBA, to stop the consumption of Cl, that was
observed for any soft tubing.

After the photochemical device

A 35cm Nafion membrane, TT-030 from Perma Pure LLC, was installed following the photochemical device. A counter-flow
of 50ml/min N; on the outside of the membrane to remove water. Post drying the sample passed through an ascarite trap. The
trap consisted of a quartz tube filled with a central layer of NaOH settled in between two layers of MgClQ, separated by glass
wool. These types of traps are normally used for the removal of CO; and H>O (Harris et al. (2019)), but to our benefit it was
found to likewise remove HCI and Cl,. The corrosive compounds cleaned gas stream was pumped into a CRDS Picarro G1301
as described in the electrochemical device experiments. The G1301 unit was run with a cavity pressure of 45Torr maintained
by & built-in pump. The flow through the instrument is controlled by the ratio between the inlet and outlet of the cavity. with
the flow monitored by an external flowmeter installed in-between the cavity and the pump. The normal settings of the flow
were maintained at approximately 15 ml/min. However. for experiments involving variation in residence time, this flow was
changed accordingly. The outlet of the Picarro has an activated carbon trap labeled "ACT" attached which is mainly utilized
for scrubbing for chlorinated species. This trap has proved to be useful in removing the chlorinated species in the preliminary

experiments.
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2,2 Theoretical approach

CH,

OH/Cl ~
H,0/Hcl | cl,/cl HCl

CH, 4——-4. CCI4
9 N cl

OH CH;0,
HO, Clo/self/CH, HCl
CH,00H ———= CH,0 CH,0,

\_‘DJ /
CH.O Thermal

oH dissociation
co
co,

Figure 3. Reaction scheme for the oxidation of methane to CO;

A model made with the software Kintecus, version 6.8, (Ianni (2012)) is used to get an understanding of the dynamics within
the photochemical device. Kintecus is based on deterministic methods, specifically the Arrhenius equations, and uses Microsoft
Office Excel as an interface. The software is designed to show the reaction processes by displaying the concentration of species
of interest as a function of time. The desired Kintecus model was made by providing it the relevant reactions with rates for
chlorine radical production and removal, methane oxidation, and formation of chlorinated species. The model was kept as
simple as possible while still capturing the majority of the relevant reactions. The reactions and their rates used in the model
are found in Tables D1-D2. A simplified reaction-scheme is shown in Figure 3. Different experiments can then be modeled
by setting the concentration of both the initial and external concentration of used species and the residence time within the
chamber. Some parameters were fixed in the simulation model as a continuous flow through the model by setting the initial and
external concentrations of gases flowing to be the same value. This is done for the gases Cla. CHy, Ny and O7. The software also
takes into account the relevant physical condition e.g. temperature and pressure as inputs, which is set in the parameter section.
All rates in the model set to be temperature independent. The physical parameters are fixed as well. The temperature at 298 K,
starting integration time to 10~% s (starting step for the integrated model), maximum integration time to 1 s, simulation length
equal to residence time plus 5 sec, the accuracy of digits to 10~*. Furthermore, the energy barrier unit kcal was selected, and the

unit of concentration selected to be molecules/cc. Due to the reactive nature of radicals, a set of radical terminating reactions
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had to be incorporated into the model, reflecting radicals reacting with the walls of the quartz tube. These four additional wall
reactions R7-R10 are added to the Kintecus model.

1
Cl— EC'IQ (R7)

1 1
ClO — 5(:'1-2 + 502 (R8)

1 1
OH—%EHQO—#—EDQ (R9)
HOQ—F%HQO—O—%DQ (R10)

The rate constant of the wall reactions and the photolysis rate had to be determined. The wall reaction rates were estimated
based on the diffusion rate of the radicals and the diffusion length calculated as the average distance from the wall. Because
two different sizes of tubes were used throughout the experiments the wall reactions should refiect that. The diffusion length

was calculated as

1
Pl —= 1)
r- vﬁ) (
| being the diffusion length and r being the inner radius of the tube
4.D
h=—p 2)

The rate of the wall reactions is defined by equation 2 which is dependent on the diffusion constant D and the diffusion length.
The diffusion constants, diffusion lengths, and estimated wall reaction rates are shown in Table D3.

The model intends to recreate the experimental results and variation performed on the Cl-initiated methane oxidation mech-
anism. The desired output from the model was the initiating Cly photodissociation-rate, Jeu,. which was the only rate varied
throughout the experimental models. A second output from the model was the determination of the abundance of [CI] within
the photochamber and finally of unwanted side-products with a focus on CCly. This compound is the end product of continued
reaction of CHz with Cly and CI. It is toxic with a recommended exposure limit at 2ppm (NIOSH (2020)). Je, for the simula-
tions is estimated in two ways. The first approach was fitting of J~;, in Kintecus to generate the observed removal efficiencies
from experimental results. These fittings were only produced for experiments investigating the effect of power. The resulting
Jeu, was related to power via a calculation of the effective power to light conversion based on the absorption cross-section of
Cl; and the wavelength distribution of the LEDs. Two sets of power to .Jcy, was determined in this manner, one for the single
tube experiments and one for the multiple tubes experiments. A second method of estimating J-;, and relating it to power input
was done, as two sets of experiments could not be adequately covered by the method described above. This method estimated
J, through simplified kinetic calculations relating it to power via the same method as for the Kintecus derived Je,.

The photolysis rate of R1 is dependent on power input. therefore. it needs to be tunable in the model. This was calculated
by the estimation of the light output as energy. Based on observations this was fitted well by a second-order polynomial for

calculating the effective light output as a function of power.

Popp(W)=(a-W4+b)-W (3)
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Where P,y is the effective power and the constants a, with unit 1/W. and b. unitless, are setup dependent constants, that scales
the effectivity of effective power output F, ;. From the effective power output the photolysis rate Jr;, could be calculated by
multiplying F. s with a scaling factor.

JL"(Q(]"V} =, -Pc}'f{u'] * Jscﬂic [4)

Here J.care is the scaling-factor with unit 1/1, and was calculated from the cross-section of Clz, the wavelength distribution of
the generated light. and the expected photon density. The density of photons would depend on the volume and cross-section of
the tube within the photochemical device. A detailed walkthrough of the calculation of J,.,;. can be found in the supplement.
The Jeu, is fit to data collected on the of 26 February and the 9 March, values for the constants a and b could be found. The 26
February refiects the single tube system while the 9 March reflect the optimized multiple tubes setup. From the fitted a, b, and
calculated J.qqr. the photolysis rate could be calculated for the other experiments.

3 Results and discussion

3.1 Experimental results
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Figure 4. Experiment conducted on the 5 March. The CH, is seen as a function of time. The highlight indicates the times where light was
turned on. The experimental step is indicated in the top of the highlights. while the power input in wats is indicated in the bottom.

Experiments were conducted over the span of eight days, where each day a different combination of settings for the four
parameters: [CHu|rnitiar. [Ch). residence time and power were tested. An overview of the settings and resulting removal can

be seen in Tables C1.C2 and C3. The results from the 5 March are shown in Figure 4. The experiments of the 5 March were
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carried out with the constant [CH,Jinititial at 2.000+ 0.003ppm and Cl, mixing ratio at 30.5ppm, but with mixed settings of
residence time and power. The first three steps were done with constant power at 14.8W with residence times ranging form
164-350s. Then keeping residence time around 350s three steps (S3-56) of increasing power were tested, ranging from 14.8-
22.8W. In between steps 4 and 5 a fan was installed. in order to see if cooling at the higher power settings could improve
the efficiency. In the previous experiments usually a drop in efficiency is observed at this level of power input. However, this
wasn’t observed and, therefore, the power was increased for step 6 without turning off the lamp. The removal remained stable
across the 15 minutes. so the light was left on as the final 3 steps (57-89) were tested. Throughout steps (56-589) the power
remained at 22.8W and stepped through reduced residence time from 342-130s. Usually, the photochemical device has shown
some difficulties at working at higher power inputs, however, the results in Figure C16 present a great improvement due to
the silicone removal and inclusion of cooling. All the experimental days two unwanted effects affected the measurements: The
first few steps of each experiment did not see removal efficiencies close to the level expected. The cause for this effect is still
undetermined, but it is assumed that the effect is due to insufficient flushing of the setup. This effect will be referred to as
early-experiment-deviation. The second effect was a pressure drop from the chlorine flow across an experiment, which would
subtly increase [CH,] and decrease [Cl;] during the experiment. The effect was insignificant. but it adds to the uncertainty of
the [Cla] values.

[ 2612(Exp26-10) ® 313 A 973 24 February 26 February 5 March |

100% -
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Figure 5. Removal efficiency of methane plotted against power Figure 6. Removal efficiency of methane plotted against resi-
input in W. The result from three experiments, 26 February

{black), 3 March (red) and 9 March (blue) have different set-

dence time in s. The result from three experiments, 24 February
(green), 26 February (black) and 5 March (pink) have different

tings in residence time, [CH4] and [Cla]. settings in power input. [CHy4]| and [Clz

3. 1.1 The effect of power:

The effect of power was the most tested parameter, as it varied on six of the eight days. The result from the three days with
a focus on testing power is depicted in Figure 5. Here the improvement in the setup can be followed from the 26 February to

the 9 March. As presented for the 26 February the system reaches a maximum removal, where increasing the power does not

10
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yield significantly higher removal efficiencies. This effect also appears to occur on the 3 March. The higher removal is reached
thanks to longer residence time and higher [Cl,], but the system still struggles with greater power inputs, and the efficiency also
flattens out. The reason for this was found to be overheating of the device, as was confirmed when the silicone glue holding it
together started to melt at the higher power inputs. As a result of this the system went through another upgrade after complet-
ing the experiments on the 3 March. This included rewiring the circuit board and removing the silicone glue that appears to
increase the resistance of the system. The experiment of the 9 March is additionally equipped with a fan to help dissipate the
heat, which resulted in a trend going asymptotically towards 100% removal with power input. Comparing the settings between
the 3 March and the 9 March the single difference is the [CH.| which was lower for the 9 March. This would lead to higher

removal, but the solution to the heat issue is the main force behind their difference.

3. 1.2  Effect of residence time:

Increasing the time spent in the photochemical device will resull in increased removal. Experiments highlighting the effect of
varying residence time can be seen in Figure 6. The residence time was investigated in two regions, one for the single tube
experiments and one for the multiple tubes experiments. The same flow equals longer residence time for the multiple tubes
setup due to the 2.7 fold volume increase in the photochemical device. The expected trend of asymptotically approaching 100%
can be depicted for the 5 March where the higher power approach this quicker. The effective light output and residence time are
lower for the 24 and 26 February compared to the 5 March. The resulting removal efficiency is accordingly lower. Residence

time is an easy method of increasing the removal efficiency, but it comes at the cost of the response time of the system.
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3.1.3  Effect of [Cly]

The [Cl,] was changed during the days. The experiment of 27 February was utilized for determining the effect of [Cl,]. The
results from the 27 February are depicted in Figure 7, and the chlorine mixing ratio is ranged from 20 ppm to 70ppm. The
change of chlorine mixing ratios required considerable stabilization time. hence. three steps of power were tested for each step
of [Clz]. The trend is clear, higher [Clz] results in a higher removal rate. Since the resulting removal is still below 60% the
trend appears linear with [Cl,]. Following the results from the 27 February a [Cl;] level of 50ppm was chosen for the remaining

experiments.

3.1.4  Effect of [CHy]:

The initial [CH4] had been altered during some of the days, but similar to the [Cl;| only one experiment depicts the effects of
changing [CH.4]. Here the 4 March experiment spans the [CH.] in the range 1.4-4.1 ppm as plotted in Figure 8. Three steps,
corresponding to the first three steps, have been highlighted because they suffer from the early experiment deviation. In order
to confirm that is the case, the range they covered was rerun as can be seen in the Figure. As ambient [CHyJis around 2ppm,
the high removal was promising.

The performance of the experimental setup has been investigated throughout the aforementioned experiments. Improved re-
moval efficiency can be accomplished by increasing the power input or [CL;] for reaching an increase in Cl atoms. Longer
residence times allow for more photodissociation of chlorine gas to occur and thereby increases the Cl atom concentration. The
negative correlation for [CH4] is understandable as RE% is a relative value. The absolute amount of removed methane scales

with the [CH.].

3.2 Model results
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The efficiency constants a and b used in eq. 3 were fitted for the experimental data from steps 2 and 6-9 of the 26 February. In
order to fit the sudden drop in the efficiency generated by overheating. two sets of a and b constants were generated to describe
the effect in different power ranges. The Jys for the single tube single experiments are generated from the constants. The Jeuo
dependence on the power input(W) for the single tube experiments of 26 February and 24 February is given by the equations
D11 and D12. The equations incorporate a decrease in efficiency of the power input at higher levels due to overheating of
the chamber as observed in Figure 5. The comparison between modeled and experimental efficiency is depicted in Figure 9.
Multiple tubes experiment .J~;» values are generated in the same manner as aforementioned. and differs by using 9 March
experiment to obtain kintecus Jeo values ( Figures D5-D6 and equation D13). In Figure 11 a comparison of experimental and
kintecus model results are depicted for the 5 March. The optimization proceeded on the photochemical device the experiments
during the experimental days result in that the 27 February and 3 March experiments can’t be related to the Joy2 expressions
aforementioned. The glue holding the circuit boards together is slightly removed after the 26 February and even further im-
provements are done after the 27 February. Following the 3 March the photochemical is optimized even further with additional
improvements such as exchange of some of the LEDs and reconstruction of the photochemical device. Additional kinetic cal-
culations are therefore used to estimate the J» of those two experiments. The effectiveness obtained for the 27 February and
3 March is described in equations D14 and D15-D16, respectively. Figure 10 presents the comparison for 27 February. The
model slightly underestimates the removal efficiency for most of the steps. This is most notably for the first two steps in Figure
9, which is caused by the early-experiments derivation. As visualized in Figure C6 the photochemical device was continued
turned on during S6 -S8. In step eight the chamber was overheated and the effectiveness is decreased. This is also apparent
in the comparison of kintecus simulated and experimental removal efficiencies regarding step eight. The overheating at high
power inputs is eliminated with the improved photochemical device. This is also apparent when comparing the effectiveness,
which is approximately 9 % for the multiple tubes. Figure D5, and approximately 0.6 % for the single tube, Figure D1, at the
same power input at 15 W. Overall, the kintecus model follows the trend of the experimental results to a promising degree but
likewise underestimated the removal efficiency. The model accounts poorly for the variations of initial methane concentrations

in Figure D7. However, it reflects the trend to a small degree.
3.2.1 Parameters simulated and compared with experimental results

The experiment on the 9 March is representing the optimized experimental setup, and the fit found for the 9 March will be
used as the basis for the final model. The final model will be used to run across the four different parameters and determine the
performance in terms of removal efficiency. chlorine radical abundance, and the resulting abundance of [CCl:]. As performed
for the experiments, three of the parameters will be kept at a standard value, while the fourth parameter spans a range. The
standard value and the range can be seen in Table 3.
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Table 3. Parameter ranges
Parameter
Cly
CHy
Residence time

Power input

Na

CCly and C1 production
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Figure 12. The Jr, is varied and the remaining parameters are
kept at the standard parameter presented in Table 3. In addition
the Cl and CCls production are noted. The Removal efficiency
of methane depletion (Black), [CCl:] (Red) and [C1] (Green) is

shown as a functions of the Joy,
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The resulting removal efficiency as a function of each of the four parameters are depicted in Figures 12, 13,14 and 15. The
results are compared with the kintecus model with experimental results with varying parameters Power input (W), Residence
time (s) and chlorine mixing ratio (ppm) in Figures 5, 6 and 7. respectively. An agreement in the observed response can be seen.
However, the model is less sensitive to methane concentration and fails at recreating the magnitude of the experimental trends.
The comparison of the model.Figure 13, with experimental results. Figure 8. clearly shows that the model RE% scales with
approximately one-tenth of the trend observed in the experiment. While the reason for this is as of yet undetermined, we hy-
pothesize that the used reaction rate for the methane oxidation is too slow. Tentative simulations of the system with an increased
reaction rate for this reaction gave a better match in methane dependence between model and experiment. The necessary rate
for the agreement was an order of magnitude higher than the value found in the literature. The setup was not designed for
determining this reaction rate, there fore, the model will rely on the value found in the literature. The corresponding Cl; photo
dissociation rates for the Power inputs in Figure12 ranges from 4.04 - 10~% to 2.37 - 10~ —2 which is a good agreement with
previous Je, values found for a similar system. (Nilsson et al. (2009)) In addition to the removal efficiency, the [Cl] and [CCl4]
are also depicted in the aforementioned Figures. The unwanted side-products of the experiment are the chlorinated methane
compounds such as CH;Cl and CCly. These compounds can be toxic and have a much higher GWP than methane. Figure 14
clearly shows that an increase in ceCl2 concentrations enhances the [CCLlsy] production eight times more than increasing the
other parameters in Figures 12, 13 and 15. Moreover, the [Cl] is highest when increasing the Jy,. Therefore. if the chlorinated
compounds should be avoided and a high RE% maintained, the photolysis rate must be enhanced to yield a higher methane
depletion and a higher concentration of [CI]. In the experimental setup CCly removal is carried out on activated carbon. This

is done on the basis of a study of Ryu and Choi (2004) proving that activated carbon fibers were an effective adsorbent for the

15

113/163



removal of toxic gases (such as CCly). Another study by Milchert et al. (2000) also verified the efficiency of CCly adsorption

in wastewater in an aqueous solution of activated carbon.

4 Conclusions

In the study presented we created a setup capable of continuously scrubbing air for methane. The concept builds on GPAQ air
pollution management and the effective recycling process called the HCI null cycle. Here the normal atmospheric oxidation
pathway for methane has been enhanced by letting the oxidation be initiated by chlorine radicals rather than hydroxyl radicals.
These were generated by photolyzing a chlorinated sample stream in a photochemical device. This device consisted of 420
LED'’s placed in a hexagon tube, illuminating a quartz tube connected to the sample stream. The performance of the setup was
investigated by measurement of the resulting drop in [CH4] in relation to the four relevant variables: [CHa]. [Clz]. luminescence
and residence time within the photochemical device. The resulting trends observed experimentally were confirmed in a simple
model. used to determine the photolysis rate and the production of the toxic side product CCls. This was found to be produced
in levels well below the guideline levels of the NIOSH, and is deemed non-problematic for the system. The highest removal
levels achieved experimentally at ambient methane levels were above 98% which was maintained under stable condition. A
level above 99.5% would be achievable by increasing the chlorine abundance. Replicating the design of the scrubbing setup
would rely on a controllable supply of chlorine gas and a functional photochemical device. We advise using a high concentra-
tion chlorine source, as that would minimize the dilution of the sample stream. The resulting CCly won’t exceed the toxicity
levels at ambient levels of methane, hence, the level of [Cl;] can be set higher than those used in the presented experiments to
allow for shorter residence time with sufficient removal. Chlorine is highly corrosive in wet conditions we advise that a sample
stream be dried prior to the introduction of chlorine. The corrosiveness of the chlorine and the hydrochloric acid resulting
from the methane removal will also restrict the material choice in the sample stream between chlorine introduction and the
instrument used for measurements. For that purpose an ascarite trap, commonly used for COz removal, can be applied. Addi-
tionally acid-resistant tubes must be used. The design of a photochemical device can be accomplished by any light source with
a peak center around 335nm. Based on the ease of arranging and acquiring LEDs, we will recommend their use, though if a
higher intensity light-source is available this would allow for using a lower chlorine concentration. By copying this method we
believe that users will be able to remove methane from a sample continuously, thus facilitating measurements by instruments

that would otherwise be affected by it.
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Appendix
1. CFA Dye 3
1.1 Thermal and gravitational fractionation calculation

615N0b5 = 6TN2 + SGNZ
540Arobs = 6TAT + 6GAT
540147'01,5 = 0.655TN2 + 4 - SGNZ

§*0Ar,ps — 4+ 8Gy,

0.65
§*0Ar,ps — 4+ 8Gy,
0.65

STNZ =

515Nobs =

+ 8Gy,
5 <0.65 - 4) _ 515 80 Ar,ps
N2\ 0.65 obs 0.65

8% Ar, s — 0.65- 55N,
3.35

615N0b5 = 6TN2 + SGNZ

6GN2 =

STNZ = 615N0b$ - SGNZ
(6%°Ary,s — 0.65 - 5°N,5)
3.35

4 x 615Nobs - 540Arobs
3.35

8Ty, = SN, ps —

6TN2 =

1.2 Main matlab script

%$%Combining with Isotope data - David Soestmeyer (20/03/2020)
clc;

clear all;

close all;

[Filel,Pathl] = uigetfile('*.*','Choose depth vs time file'");
filenamel = strcat (Pathl,Filel);

Depth = readtable(filenamel);

[File2,Path2] = uigetfile('*.*','Choose isotope file');
filename?2 = strcat (Path2,File2);

Isotope = readtable(filename2, 'ReadVariableNames', true);
filename = '1816 daily air error pinew testl.txt';

o°
o°

ratios = [0.740092659 0.323380425 0.832759842 0.072 -4.200
6.531 0.015 0.141 0.388]; % Here the daily ratio, delta value
and uncertainty for the lab air is plotted, in the order 15N, 36Ar,
Ar /N2

ratio29std=ratios (1) ;
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4

ratio36std=ratios(
ratiod40std=ratios (
delta29std=ratios (
delta36std=ratios(
deltad40std=ratios(
e std29 = ratios(7

8

9

)
);
) ;
) ;
)

I4

I3

I3

e std36 = ratios(
e std40 = ratios(

2
3
4
5
6
)
)
)i
time = Isotope.time (50:end);
int 28 = Isotope.int 28;

int 29 = Isotope.int 29;

int 32 = Isotope.int 32;
int 36 = Isotope.int 36;
int 40 = Isotope.int 40;
int 44 = Isotope.int 44;
breaks = Depth.breaks;

newbag = Depth.newbag;

data28 = int 28(50:end) - mean(int 28(15:28));
data29 = int 29(50:end) - mean(int 29(15:28));
data32 = int 32(50:end) - mean(int 32(15:28));
data36 = int 36(50:end) - mean(int 36(15:28));

datad40 = int 40(50:end) - mean(int 40(15:28));

0.
[}
jurt
QL
S
K
Il

int 44(50:end) - mean(int 44(15:28));

% drift correction 4th only
Dr=-1;
dt=0.706279;
for i = 1l:1length(data40)
datad0 (i)=data40(i)-1/(Dr* (time (1)-dt));

end
Delta = 100; %Defines how much difference between datapoints you
need

%$before defining actual data, instead of backgroundnoise only

[o)

% finding the indexes for at what points data shifts to and from
standard

in = [];
dy = [1;
1=0;

for i = 2:1length(data28)
if abs(data28(i)-data28(i-1)) > Delta

1=1+1;
dy (1) = abs(data28(i)-data28(i-1)); % Getting the wvalues too,
just in case
in(l) = i; % Getting the indexes
end
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end
% Defining std and actual measurements

for i = 1l:length(in)-1
ms2{i} = data28 (in(i)+1l:in(i+1));

end

ms28 = data28 (in(l)+1:in(end));
ms29 = data29(in(l)+1:in(end));
ms36 = data36(in(l)+1l:in (end)) ;
ms40 = datad40(in(l)+1l:in (end)) ;
stdl28 = data28 (l:in (1))
stdl29 = data29(l:in (1))
stdl36 = data36(l:in (1))
stdl1l40 = datad40(l:in (1)) ;
std228 = data28(in(end) :end) ;
std229 = data29(in(end) :end) ;
std236 = data36(in(end) :end) ;
std240 = datad40 (in (end) end) ;

%% working std means

stdmean28 = (mean(stdl28) + mean (std228))/2;
stdmean40 = (mean(stdl40) + mean (std240))/2;

%% fitting for the std over time

fity28 = [mean (stdl28),mean (std228)];
fity29 = [mean (stdl29),mean (std229)];
fity36 = [mean (stdl36),mean (std236)];
fity40 = [mean (stdl40),mean (std240)];
fitx = [mean(linspace(l,in(1l),in(1))),

mean (linspace (1, in (end), length (data28)))];

fit28 = fit(fitx',fity28', 'polyl'); % making a fit
fit29 = fit (fitx',fity29', 'polyl');
fit36 = fit(fitx',fity36', 'polyl');
fit40 = fit (fitx',fity40', 'polyl"');

o°
o°

precal nl5=(fity29(1)/fity28(1l)/ratio29std-1)*1000;
postcal nl5=(fity29(2)/£fity28(2)/ratio29std-1)*1000;

precal ar36=(fity36(1)/fity40(1l)/ratio36std-1)*1000;
postcal ar36=(fity36(2)/fity40(2)/ratio36std-1)*1000;

precal ard40=(fity40(1)/£fity28(1l)/ratiod0std-1)*1000;
postcal ar40=(fity40(2)/fity28(2)/ratiod40std-1)*1000;

disp(precal nlb);

disp(postcal nlb5);
disp(precal ar36);
disp(postcal ar36);
disp(precal ar40);
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disp(postcal ar40);

% making a fit
$figure
%plot (fitl)
a28 = £it28(1
b28 = £it28(2)

o°

plotting to see it
): % defining coefficients
a29 = £it29(1);
b29 = £fit29(2);

o°

a36 = £it36(1);
b36 fit36(2);

o o°
I

o°

a40 = £it40(1);
b40 £1it40(2);

o°

o°

for m = 1l:1length(data28)

data28 (m) = data28 (m)-(£f1it28 (m)-fit28 (mean (fitx)));
data29 (m) = data29(m)-(£1it29(m)-£fit29 (mean (fitx)));
% data36(m) = data36(m)-(fit36(m)-fit36 (mean(fitx)));
% datad0(m) = datad0(m)-(£it40(m)-£it40 (mean (fitx)));
end

D = Depth.mh delay;
infmt = 'mm:ss.S';
mh delay = duration(D, 'InputFormat',infmt);

o°
o°

ms delay = duration(00,02,18);

C timell = Depth.MHtime + ms delay + mh delay;

C time22 = char(C_timell);

C timelll = datetime(C_time22, 'InputFormat', 'HH:mm:ss');
C timelll.Format = 'HH:mm:ss.S';

for j = l:length(C timelll)

C datelll(j) = datetime(2019,10,31); %choose date of sample run!
end
C datelll = C datelll';

CDT = C datelll + timeofday(C timelll);
CDT.Format = 'HH:mm:ss.S';
CnewDT = dateshift (CDT, 'start', 'second', 'nearest');

ms_time = datetime (time, 'ConvertFrom', 'excel');
ms time.Format = 'HH:mm:ss.S';
for 1 = l:length(ms_time)
ms_date (i) = datetime(2019,10,31); %choose date of sample run!
end

ms_date = ms date';
IDT = ms_date + timeofday(ms_ time);
IDT.Format = '"HH:mm:ss.S';
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InewDT = dateshift (IDT, 'start', 'second', "'nearest');

LiA,LocB] = ismember (CnewDT, InewDT) ;

depth = Depth.depthfinal;
methane = Depth.chd4final;

gaspercent = Depth.gascentmm;
timemh = Depth.MHtime;
timems = zeros (length (depth),1);

’

iso 28 = zeros(length (depth),

iso 29 = zeros(length(depth),1);
iso 32 =

iso 36 = zeros(length(depth),1);
iso 40 = zeros(length(depth),1);

’

( ( ), 1)
( ( ), 1)
( ( ), 1)
zeros (length (depth), 1) ;
( ( ), 1)
( ( ). 1)
iso 44 = zeros(length(depth),1)

for m = 1:1length (depth)
if LiA (m)>0

id(m) = LocB(m); %$Finds index where Picarro time matches
timems (m) = Isotope.time(id(m)); %Sets to value at that
index
iso 28 (m) = dataz28(id(m)); %Sets to value at that index
iso 29 (m) = data29(id(m));
iso 32 (m) = data32(id(m)); %Sets to value at that index
iso 36 (m) = data36(id(m));
iso 40 (m) = datadO (id(m));
iso 44 (m) = datad4 (id(m)) ;
else
timems (m) = timems (m-1) ;
iso 28 (m) = NaN; %Sets to NaN where times don't match
iso 29 (m) = NaN;
iso 32 (m) = NaN;
iso _36(m) = NaN;
iso 40 (m) = NaN;
iso_ 44 (m) = NaN;
end
end

%Removing data where depth is NaN (field end depth correction)

tfnan = isnan (depth);

for k = 1l:1length (depth)

if tfnan (k) ==
timems (k) = timems (k-1);
iso 28 (k)
iso 29 (k) = NaN;
iso 32 (k) = NaN;
iso 36 (k) = NaN;
iso 40 (k) = NaN;
iso_ 44 (k) = NaN;

end

o°
o°

= NaN; %Sets to NaN where times don't match
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funcalc =
findRatioNerror (iso 28,iso 29,iso 36,iso 40,ratio29std, ratio36std, ra
tio40std,e std29,e std36,e std40);

dms29 = funcalc(:,1); %corrected for pressure and chemical slope
dms36 = funcalc(:,2);

dms40 = funcalc(:,3);

e dms29 = funcalc(:,4); %error of mass spec corrected values

e dms36 = funcalc(:,5);

e dms40 = funcalc(:,6);

delta29 = zeros(length(iso 28),1);
delta36 = zeros(length(iso 28),1);
deltad40 = zeros(length(iso 28),1);

e d29 = zeros(length(iso 28),1); % errors for the deltas
e d36 = zeros(length(iso 28),1);
e d40 = zeros(length(iso 28),1);
tfnan = isnan(iso 28);
for k = l:length(iso 28)
if tfnan(k) == 1
delta?29 (k) = NaN;
delta36 (k) = NaN;
deltad0 (k) = NaN;
e d29(k) = NaN;
e d36(k) = NaN;
e d40 (k) = NaN;
elseif tfnan (k) ==
delta29(k) = ((dms29(k)/1000+1)* (delta29std/1000+1)-1)*1000;
deltad40l (k) = ((dms40(k)/1000+1)* (deltad40std/1000+1)-1)*1000;
delta36(k) = ((dms36(k)/1000+1)* (delta36std/1000+1)-1)*1000;
e d29(k) =

(((delta29std/1000+1) *e dms29(k)) "2+ ((dms29 (k) /1000+1) *e std29)"2)"0
.5;

e d36(k) =
(((delta36std/1000+1) *e dms36(k)) "2+ ((dms36 (k) /1000+1) *e std36)"2)"0
.5;

e d40 (k) =
(((delta40std/1000+1) *e dms40 (k)) "2+ ((dms40 (k) /1000+1) *e std40)"2)"0
.5;

end
end
gp=smooth (gaspercent, 69) ;
e gp = zeros(length(iso 28),1);

[o)

% E gas= zeros(69,1);
for 1 = 69: (length(iso 28))
E gas = gaspercent (i-68:1);

e gp(i) = std(E _gas);
end

o°
o°
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funcalc =
setupcorrectionerror (delta29,delta36,deltad0,gp,e d29,e d36,e d40,e

ap) ;

dsc29 = funcalc(:,1); %sample only pressure imbalance corrected
dsc36 = funcalc(:,2);

dsc40 = funcalc(:,3);

e dsc29 = funcalc(:,4); %sample only pressure imbalance corrected
e dsc36 = funcalc(:,5);

e dsc40 = funcalc(:,6);

IsoData =

table (depth, timemh, timems, methane, breaks, newbag, iso 28,iso 29,iso 32
,1so 36,iso0 40,iso 44,dsc29,dsc36,dsc40,e dsc29,e dsc36,e dsc40,gasp

ercent); % gascentmm) ;
writetable (IsoData, filename, 'Delimiter', "' "); %$Saves as a text file
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1.3 Matlab script for applying pressure imbalance and chemical slope corrections.
function ans

=findRatioNerror (dataz28,data?29,data36,datad0, ratio29std, ratio36std, r
atiod40std,e std29,e std36,e std40)

e 28 = 14.49; % uncertainty of the intensity as found on the of
31st 15:00-15:46

e 29 = 10.66;
31st 15:00-15:
e 36 = 3.797;
31st 15:00-15:
e 40 = 12.11; % uncertainty of the intensity as found on the of
31st 15:00-15:4

uncertainty of the intensity as found on the of

NN
o) o°

o\°

uncertainty of the intensity as found on the of

I
[

[e)}

p29 = 1.046*10"-4; % constants for pressure imbalance correction
p36 = 6.76*10"-4;

p40 = 5.587E-04;

e p29 = 2.07E-05; % errors for pressure imbalance correction

e p36 = 1.55E-05;

e p40 = 5.53E-05;

a = -1.78E-02; % constants for the chemical slope correction for
a function a*d”3+b*d"2+c*d

b = 9.59E-06;

$c = -0.016562565;

a nl5 = 4.97186E-05; % constants for the chemical slope

correction for a function a*d”3+b*d"2+c*d
e a nl5= 3.03572E-06;
= 4.5E-04; % error of the chemical slope constants

a
b = 1.4E-06;
e ¢ = 0.000201539;

e_
e

o°

e off28= e 28*270.5; % error of the offset
e offd0= e 40*270.5;

ratio29 = zeros(length(data28),1);
ratio36 = zeros(length(data28),1);
ratiod40 = zeros(length(data28),1);

14

deltap29 = zeros(length(data28

14

deltac29 = zeros(length(dataZ28), ;
deltap36 =
deltap40 = zeros(length(dataz8),1);

( ( ), 1)
( ( ), 1)
zeros (length (data28),1);
( ( ), 1)
( ( ), 1)

’

deltac36 = zeros(length(dataz8

4

e r29= zeros(length(data28),1); % error of the ratios
e r36= zeros(length(dataz28),1);
e r40= zeros(length(data2z8),1);

e dp29 = zeros(length(dataz28),1); % error of delta p 29
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e dc29 = zeros(length(data28),1); % error of delta c 36
e dp36 = zeros(length(dataz28),1); % error of delta p
e dp40 = zeros(length(dataz28),1); % error of delta p
e dc36 = zeros(length(dataz28),1); % error of delta c 36
%% defining ratio
tfnan = isnan(data28);
for k = 1l:1length(data28)
if tfnan(k) == 1
ratio29 (k) = NaN;
ratio36 (k) NaN;
ratiod0 (k) NaN;
deltap29 (k) = NaN;
deltap36 (k) = NaN;
deltap40 (k) = NaN;
deltac3o6 (k) = NaN;
deltac29 (k) = NaN;
e r29(k) = NaN;
e r36(k) = NaN;
e r40(k) = NaN;
e dp29(k) = NaN;
e dp36 (k) = NaN;
e dp40 (k) = NaN;
e dc36 (k) = NaN;
e dc29(k) = NaN;
elseif tfnan(k) == 0
ratio29(k) = data29(k)./data28 (k) ;
ratio36 (k) = data36(k)./datad0 (k) ;
ratio40 (k) = datad0(k)./data28 (k) ;
e r29(k) =
((1/data28 (k) *e 29)"2+(data29(k)./data28 (k) "2*e 28)"2)"0.5;
e r36(k) =
((1/data40 (k) *e 36)"2+(data36(k)./datad0 (k) "2*e 40)"2)"0.5;
e r40(k) =

((1/data28 (k) *e 40) "2+ (datad0 (k) ./data28 (k) "2*e 28)"2)"0.5;

deltap29(k) = ((ratio29(k)./ratio29std)-1)*1000-
P29* (data28 (k) -10500) ;
deltap36(k) = ((ratio36(k)./ratio36std)-1)*1000-
p36* (datad0 (k) -8900) ;
deltap40(k) = ((ratiod40(k)./ratiod40std)-1)*1000-
p40~* (datad0 (k) -10500) ;
deltac36 (k) = deltap36(k)-(a*deltap40 (k) +tb*deltapdl (k) ."2);
deltac29(k) = deltap29(k)-(a nl5*deltap40(k)):;
e dp29 (k) =

((1/rati029std*e_r29(k))A2+(rat1029(k)./rati029stdA2*e_std29')A2+(p2
9*e off28) "2+ ((dataz28(k)-10500)*e p29)"2)"0.5;

e dp36 (k) =
((1/ratio36std*e r36(k)) "2+ (ratio36(k)./ratio36std"2*e std36')"2+ (p3
6*e 0ff40)"2+((datad0(k)-8900)*e p36)"2)"0.5;
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e dp40 (k) =
((1/ratio4Ostd*e_r4O(k))A2+(ratio40(k)./ratio4Ostd“2*e_std4O')A2+(p4
O*e off40) "2+ ((datad0(k)-10500)*e p40)~2)"0.5;

e dc29 (k) =
((e_dp29(k))”"2+(a nl5*e dpd0(k)) "2+ (deltap40(k)*e a nl5)"2)"0.5;

e dc36 (k) =
((e_dp36(k)) "2+ ((at+t2*b*deltapd40 (k))*e dp40(k)) "2+ (deltapd0 (k) *e a) "2
+ (deltap40 (k) ."2*e b)"*2)"0.5;

end
end
%% ans
ans(:,1) = deltac29;
ans(:,2) = deltac36;
ans (:,3) = deltap40;
ans(:,4) = e dc29;
ans(:,5) = e dc36;
ans(:,6) = e dp40;
end

1.4 Matlab script for applying the solubility effect corrections.

function ans = setupcorrectionerror
(d29,d36,d40,gaspercent,e 29,e 36,e 40,e gp)

sc29 = 5.846*10"-3;
sc36 = -0.2997;
scd40 = 27.337;

e sc29 = 3.16*107-3;
e sc36 = 3.45*10"7-2;
e sc40 = 2.45;

o°
o\°

dc29 = zeros(length(d29),1); %+0.1 these are the wvalues
we added from the difference between the oven valve and
the needlevalve

dc36 = zeros(length(d29),1); $+5.96 I am of the
opinion they should not be substracted from the values.
dc40 = zeros(length(d29),1); $+3.8

e dc29 = zeros(length(dz29),1);
e dc36 zeros (length (d29),1);
e dc40 = zeros(length(dz29),1);

o®
o\°

tfnan = isnan (d29);
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for k = 1l:1length (d29)

if tfnan(k) == 1
dc29 (k) = NaN;
dc36 (k) = NaN;
dc40 (k) = NaN;
e dc29 (k) = NaN;
e dc36 (k) = NaN;
e dc40 (k) = NaN;
elseif tfnan(k) ==
dc29 (k) = d29 (k)-sc29*1log(gaspercent(k)); %+0.1

these are the values we added from the difference between
the oven valve and the needlevalve

dc36 (k) = d36(k)-sc36*1log(gaspercent(k)):;

%+5.96 I am of the opinion they should not be
substracted from the wvalues.

dc40 (k) = d40 (k) -sc40*log(gaspercent(k)):;

e dc29 (k) =
(e_29(k)A2+(sc29/gaspercent(k)*e_gp(k))A2+(log(gaspercent
(k))*e sc29)72)"0.5;

e dc36 (k) =
(e_36(k)A2+(sc36/gaspercent(k)*e_gp(k))A2+(log(gaspercent
(k))*e sc36)72)"0.5;

e dc40 (k) =
(e_40(k)A2+(sc36/gaspercent(k)*e_gp(k))A2+(log(gaspercent
(k))*e sc40)72)70.5; %

end
end
%% ans
ans(:,1) = dc29;
ans(:,2) = dc36;
ans(:,3) = dc4do0;
ans(:,4) = e dc29;
ans(:,5) = e dc36;
ans(:,6) = e dc40;
end
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1.5 Pressure imbalance

0.3
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Figure 36: Pressure imbalance plot 15N. Resulting offset vs int28-10500mV.
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Figure 37: Pressure imbalance plot for 36Ar. Resulting offset vs int40-8900mV
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Figure 38: Pressure imbalance plot for 6Ar/N; in %o. Resulting offset vs int28-10500mV.

1.6 Chemical slope assessment data
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o . ®  y=4.97E-05x-6.67E+00
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Figure 39: Chemical slope effect for 5°N, in %, plotted against 6Ar/N; in %o.

y =5.26E-04x -|1.37E-01

129/163



16

14 °

12 y = 9.59E-06x2 - 1.78E-02x + 6.33E+00
R? = 9.99E-01
10
¢
L 8
<
5 .
a4
na,
5 "
0
L ]
-2
-400 -200 0 200 400 600

SAF/NZ (%o)

Figure 40: Chemical slope effect for 6°°Ar in %o, plotted against 5Ar/N; in %o.

1.7 Dynamically mixed standard reconnected for full system effect determination.

Ar | | N,
waste
1 > MFC >
FPR 9
145mbar
1 Hol/ MH
Gla 3

aedybnlay 4

: IRMS : Pump

Figure 41: Cut out of the altered section for the solubility experiments setup. The line going to waste
was a capillary offering enough resistance to create over pressure on the other side, driving the gas
through the MFC. This over pressure created a bit of a problem, as the flow of argon was dependent
on the pressure on the mixing side. Between each set-point at the MFC which would alter the
resulting pressure, the argon pressure had to be reset to get the proper levels of the elemental ratio
again. MH in this context refers to the full system, including the introduction of the gas into a liquid
flow.
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1.8 Error propagation for §?°N»

2 : 2
1 . int29 .
a(ryg) = \/(_intzs . a(mt29)) + (int282 . a(mt28))

(1)

2 2
0(0%Np cor) = \/< 1 '”(r29)> " ( - 'U(rwsm)) + (Po - 0(int28))° + ((int28 — 10500mV) - 6(P,9))° (2)

2
T29STD T295TD

2MS.cor Napys.cor

5 2
0(0*°Nys.cor) = \]a(angp.mr)z + (8% 'U(a29)> + <a29 ‘o (aﬂ ))

(3)

2 2
a(angair.cor) = \/((angD.air + 1) ’ O-(angMS.cor)) + ((angMS.cor + 1) ’ O-(angD.air)) (4)

2 (S, 2 2
0(0%°Neor) = \/(1 ) G(angair.cor)) + (G_% ) G(G%)) + (1H(G%) ) 0'(529))

1 B ——\2
U(ang(x)smo )= \/J(ang(x)cor)z + 29 ic:+x1f1 (ang(l)cor - angcor )

1.9 Error propagation of §*°Ar

0(r3e) = \/(; . a(int36))2 + (int% -a(int40))2

int40 int402

2 2
. 2 . 2
(936 Arp 1) = \/(r%lsm-a(r%)) +(r§?;m'a(r3“m)> + (Ps - 0(int40))” + ((int40 — 8900mV) - (Ps4))

2
(036 Arys cor) = \/o(@“Aerr)z + ((2bsg - 840 + age) - G(090AT /Ny g ) + (8402 - 0(bs))’ + (640 - 0(as6))’

O-(aSGArair.cor) = \/((aSGArD.air + 1) ’ 0(636ArMS.Cor))2 + ((636ArMS.Cor + 1) ' a(agﬁArD.air))z

36 2 S36 2 2
0'(6 Arcor) = (1 ! 0(036Arair.cor)) + (G_% ' U(G%)) + (ln(G%) ' 0'(536))

1 . S \2
0 (0*°Ar (X) smootn) = \/0(036Ar(x)cor)2 + 36 ic:xlfl (636Ar(l)cor — 03%Aror )

(5)

(6)

(1)

(2)

(3)

(4)

(5)

(6)
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0 (83847 (X) smoo
0'(840Ar(x)smoot )= (tg36ATsmaoth+f)hz) )

1.10 Error propagation for §Ar/N2

2 . 2
p) p)
rﬂ 2
'O'(TAr/N ) + [ 2 'O'<Tﬂ ) + (Pﬂ . 0(int28)>
O'(GAT'/NZMS'COT) = r;:l,—;STD ’ erAﬁ NP Nz (2)
2
\ +((int28 — 10500mV) - 5(Par/w,))
2 2
U(aAr/Nzair.cor) = \/((aAr/NZD.air +1)- U(aAr/NZMS.cor)) + ((aAr/NZMS.cor +1- U(aAr/NZD.air)) (3)
dAr/N, )= |(1-a(3Ar/N 2 (22 06%)) + (In(6%) - 5(S,0))° 4
0( r/ Zcor) - ( 0( r/ Zair.cor)) + 6% a(G%)) + ( n(G%) - o( 29)) (4)

0 (0AT /No(X)smoot ) = \/O_(GAT/NZ () cor)?® + % ) Zf:xlfl (aAr/NZ Dcor — aAr/Nzwr )2 (5)
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3. Chlorine induced methane oxidation
Appendix A: Preliminary experiments

Al Electrochemical device setup A - Initial setup

Gas bottle / Picarro
f /
, lf
/ L |
— ' — = /
h E
EC Cly
sensof

Figure Al Experimental setup for Initial setup. Gas bottle: Ambient air sample. MFM: mass flow meter, EC: electrolytic device. PC:

photochemical device.

The flow goes into the electrolytic device. which is built from a polycarbonate box. A Nafion membrane ,Chemours, Nafion
N234, is installed to generate two cells with the same volume. Two holes were drilled at the bottom of the cell to install the
electrode. The cell consists of two different solutions of NaCl in milli-Q water. The average concentration of NaCl is 1.3 M
at the anodic site and 0.13 M at the cathodic site. The electrodes are carbon electrodes with a diameter of 2 mm and a length
of 10 cm. The electrolysis is for the synthesis of Cly in situ which is inspired by the chlor-alkali industry but is here on a
smaller laboratory fit scale. The electric field applied to the system force the negative ions of the electrolyte to be attached to
the positive electrode (anode) of the cell to which the electrons will be transferred. The positive ions will be attached to the
negative electrode (cathode) of the EC from which they will receive the electrons by reduction.(Pletcher and Walsh (2012)9
Anode reaction: 2C1 — Cly ™ 4+ 2¢~

Cathode reaction: 2H20 L2~ — Hy - OH™

The OH~ produced on the cathode side turns the solution basic. and on the anode side the solution is turned acidic. The
presence of the membrane is essential due to its selectivity to cations. The membrane allows Na” ions move from the anode
to the cathode and form NaOH. If the membrane was not present the NaOH would encounter Cl, and form hypochlorite
bleaches.Oxygen is developing in the anodic site as well;

HoO +2e~ — Os(g) +4H " (ag) + e~

The concentration of the two sides vary to prevent oxygen production.(Pletcher and Walsh (2012)).The following equilibrium
is avoided by increasing the acidity of the solution and thereby shifting the equilibrium to the left side of the reaction equation
and therefore avoiding the absorption of the chlorine into the water phase. This process is not instant, and the system, therefore.

needs time to adjust.
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Cla(g) + HaO — HCl{ag) + HOCI{ag) The PC is made from PVC plastic. 30 holes were drilled into the chamber, two
holes for the 4 mm in diameter and 20 c¢m in length quartz tube and 28 holes for the LED (385 nm), UV LED LAMP-VAOL-
SEUV8T4, diodes. The holes were drilled in order to ensure most of the quartz tube is covered by the light. The LED diodes run
in a parallel circuit with a forward voltage and forward current (Current move from positive to negative). The max current is 20
mA for each LED, and the max voltage is 3.6 V. The same voltage runs through the LED and the current is multiplied by the
number of lamps which result in 0.480 A. The CRDS used in the experiments is Picarro G1301 with cavity pressure at 140 Torr,
DAS temperature of 30.2 °C and cavity temperature of 45°C. The gas bottle used for all the Cl-initiated methane experiments
has an ambient air combined with more stable concentrations of the investigated gases CH4(1.98 ppm). CO; (376.1 ppm) and
H,0 (1.17473% v). In the illustration it is followed by the mass flow meter (MFM), which has an average flow of around 9
ml/min, and the Picarro has an average suction of approximately 10 ml/min. The Cl sensor used in all experiments is the
PG610-CL2 model. Chlorine Cl Gas Detector Gas Sound Light Vibration Alarm. The Cl sensor is an electrochemical sensor.
which targets the chlorine. Cl; interacts with an electrolyte causing electrochemical reactions producing a current. There is a
correlation between the current and concentration of the target gas, chlorine, which is measured. The volume of the sensor is
141.12 ml (98mm x 60mm x 24mm). The sensor measures chlorine concentrations from 1-20 ppm. The sensor is placed in a
600 ml glass bottle. Three lines were marked on the funnel; lower and upper black lines describing the upper and lower limit
of the water level. When the water level was lower than the lower line the Cl; will deposit at the surface, and when it was
above the upper black line water will be sucked up into the gas stream and damage the system. In between these lines, a red
line was marked, which indicates the desired water level for the optimal Cl, concentration. The laboratory tripod holding the
funnel was marked as well. The fiow from the MFM is called the Flow(in) and should on average be 9.7 ml/min and the flow
from the Picarro is called the Flow(out) and should be 10.5 ml/min. For the optimal Cl, production the difference between the
flows should be 0.8ml /min £ 0.1ml/min

The procedure for the system is as follows:

Make two solutions, one for the anode side and one for the cathode side

— Let the system stabilize ( Stable methane concentrations)

Turn on the electrochemical device.

I

Let theCl; concentration stabilize

]

- Turn on the photochemical device
- Let the system stabilize to ensure a stable removal efficiency.
— Turn off the light.

— Let the system stabilize to the initial methane concentration before the light was on
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A2 Electrochemical device setup B1 - Tenax tube experiments

Tenawtube

Figure A2, Experimental setup B1 for Tenax tube experiments. With inclusion of CO4 ¢y and tenax trap for GC measurements. Gas bottle:

Ambient air sample, MFM: mass flow meter, EC: electrolytic device. PC: photochemical device

The initial Picarro measurements are complimented with TD-GCMS measurements to investigate other compounds present in
the system. A chemical trap is added to the system as well. The goal of the trap is to trap the COz. The chemical trap consists
of magnesium perchlorate to trap the water at the beginning and at the end. NaOH is placed in the middle to mineralize CO,
and thereby trap it. The trap is also shown to be effective at trapping Cl; and H,O. Before the flow reaches the Picarro it has
to go through a Tenax tube. The gas stream usually goes directly into the Picarro, but by changing the flow direction. it will go

through the tube first as seen in Figure A2. The procedure for the system is as follows:

— Make two solutions, one for the anode side and one for the cathode side

I

Let the system stabilize ( Stable methane concentrations)

Tumn on the electrochemical device.

10 min measurement with Tenax tube

I

— Let the Cl; concentration stabilize

— Turmn on the photochemical device

I

10 min measurement ( or multiple ) with Tenax tube

Let the system stabilize to ensure a stable removal efficiency.
— Turn off the light

— Let the system stabilize to the initial methane concentration before the light was on

19
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A3 Electrochemical device setup B2 - Tenax tube experiments

f | "I
:::..mm,.,\\ p e

Tenuor

Figure A3. Experimental setup B2 for Initial setup. with inclusion of CO trap in the form of activated carbon. Gas bottle: Ambient air sample.

MFM: mass flow meter, EC: electrolytic device, PC: photochemical device.

The setup follows the same procedure as the previous setup. but with the goal of trapping CCly with the activated carbon trap.
The goal of the experiment was also to maintain the same current at 0.05 A through the whole experiment, and the chlorine
production is noted every 30 s until its reaches the fixed concentration of 20 ppm, then the light is turned on. The surface of the

electrodes was scrubbed due to some salt formation on them. The same procedure described in “ Electrochemical device setup
B2 - Tenax tube experiments” is followed.

A4 Electrochemical device setup C1 - High pressure xenon lamp experiments

COatrap

CClgtrep
Gas bottle e —
| F Optical filler at ™ PP —
( . " 335 nm \
. SR S o e
MM / p—
) mm /T
PC2
Kelamp Cl; sensor

Figure A4. Experimental setup C1 for High pressure xenon lamp. Gas boettle: Ambient air sample. MFM: mass flow meter. EC: electrolytic
device. PC2: second photochemical device.

A high-pressure Xenon lamp. ILC technology R100-IB. is utilized. The Xenon lamp lights up the new Photolyze Chamber
(PC-2), where an 8 mm in diameter and 20 cm in length quartz tube is placed through the cylinder diagonally to ensure more
of the quartz tube is getting hit by the light. The inner surface of the cylinder is covered with aluminum foil to reflect the light
coming in. The Xenon lamp emits light in wavelengths from vacuum UV (200nm) to infrared (Moore et al. (2009), therefore
an optical filter is needed to ensure that the wanied wavelength is emitted. The optical filler used is a 335 nm filter, and this is

the cross section for chlorine dissociation which is eight times larger compared to 385 nm emitted by the LEDs. The outlet of
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PC-2 the gas travels to the chlorine sensor chamber followed by the Picarro. Lastly at the Picarro outlet the two traps are used

for trapping the gases tetrachloromethane, hydrochloric acid. chlorine gas, and carbon dioxide. The procedure for the system

is as follows:

— Make two solutions, one for the anode side and one for the cathode side

- Let the system stabilize ( Stable methane concentrations)

Turn on the electrochemical device.

— Let the Cl; concentration stabilize

— Tumn on the high pressure xenon lamp

]

- Tum off the lamp

Let the system stabilize to ensure a stable removal efficiency.

— Let the system stabilize to the initial methane concentration before the lamp was on

A5  Electrochemical device setup C2 - High pressure xenon lamp experiments

Gas bottle

€Oy lran ool trap
- — —— — Picarro

Optical filtar at
e,
D ) =
o]

Clz sersar T

Figure AS. Experimental setup C2 for High pressure xenon lamp. The system is now run with over-pressure at the gas supply. venting by the

Cl; sensor. Gas bottle: Ambient air sample, MFM: mass flow meter. EC: electrolytic device, PC2: second photochemical device.

The Cl; concentration is diluted to obtain the values above the fixed value of 20 ppm. Firstly, the metal tubes before the traps

were replaced with a plastic tube, which does not react with HCL. As seen in figure the flow is not controlled by the MFM,

because the experiment was executed with a flow of 100 mlI/min (MFM does detect above 13.11 ml/min). At the EC outlet a

tee is installed to divide the flow into two channels, one to the PC-2 and the other to the sensor chamber. The flow at the outlet

of the sensor chamber is measured by ADM Flow Meter to ensure a flow of approximately 40-50 ml/min is coming through.

The Inlet flow of the Picaro was unknown and therefore it was measured at the outlet of the Picarro to get an estimate of the

flow. The same procedure described in “Electrochemical device setup C1 - High pressure xenon lamp experiments” is followed
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Table Al. Table of the gas bottles used in the experiments

Bottle name G cls ix composition  Flow range
(ppm) (ppm) (ml/min)

A 0 100+£2.5 | >99% No 6-23

B 2.003+5-107* | 0 Atmospheric air 1-29

C 7812 0 20.95 % Oz +>T79% Na | 0.3-1.2

Appendix B: Experimental setups

The experimental setup for the experiments conducted in this study is shown in these Figures:

Farwart
pressure valve

[p—

/2 e
/ | I i
— S~
Cwartz tube i i

| Mation |

—s
|
| Ascarite

ACT (s
o ][ |

Figure B1. Repeated experiments using high pressure Xenon lamp with new setup. The experiment with this setup was conducted at the 18
February XL: High pressure Xenon lamp. See Table Al for gas bottle supply. ACT: Activated Carbon Trap. MFM: Mass Flow Meter. MFC:

Mass Flow Controller.

The photochamber in "Repeated experiments using high-pressure Xenon lamp with new setup” uses a quartz tube with
dimensions (20 cm in length, 1/2 inches(12.7 mm) in outer diameter) placed in the Xenon lamp (XL) photochemical device as

described in “Electrochemical device setup C1-2 - High-pressure xenon lamp experiments” (Figure A4 and AS)
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S Forwand
04, nressurs valve

Photochemical device

Figure B2. Hexaponal photochemical device experiments. The experiment with this setup was utilized on 24 part | February.See Table Al
for gas bottle supply. ACT: Activated Carbon Trap. MFM: Mass Flow Meter. MFC: Mass Flow Controller.

In addition to “Repeated experiments using high-pressure Xenon lamp with the setup” the high-pressure xenon lamp pho-
tochemical device is replaced with a photolysis chamber consisting of 420 LED at 365 nm (Figures B3, B2 and 1) peak
wavelength connected by circuit boards in a hexagonal cylinder including the same quartz tube, see Figure 2. The LED diodes
run in a parallel circuit with a forward voltage and forward current (from positive to negative). The max current is 13.2 mA for
each LED, and the max voltage is 3.8 V. The same voltage runs through the LEDs, resulting in a total current across the system
of 5.5 A.

% Photachemical device
/ | Mafizen | | ()
[AJ \ Cuartz tube \ _:_,-:

Figure B3. Hexagonal photochemical device experiments with MFC. The experiments with this setup was conducted on 24 part 2, 26 and
27 February.See Table A1 for gas bottle supply. ACT: Activated Carbon Trap. MFM: Mass Flow Meter. MFC: Mass Flow Controller.

The difference between the two similar setups "Hexagonal photochemical device with MFC and without MFC™ s illustrated

in Figures B2 and B3, respectively. The forward pressure valve is exchanged with a mass flow controller, as it was switching
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between flows of several hundred ml/min and being closed. The periods were it was closed was limited. so the main concern
was the high waste associated with several hundred ml/min lost to waste line. Installing the mass flow controller allowed for
a smaller and more stable level of waste low. The quartz tube of the previous experiments is substituted with seven smaller

quartz tubes to vield a longer residence time in the photochemical device in the last experimental setup utilized

Out

Phetochemical device

S P
T = = / h ".\-'-._-’ N,
U:’J | |f Mafion | .I
A Quartz tubes Ay S/
s
= ‘-
{1y sensor Kecarie

Figure B4. Experimental setup of Hexagonal photochemical device experiments with increased Residence Time. The experiments with this
setup was conducted on 3, 4.5 and 9 March.See Table A1 for gas bottle supply. ACT: Activated Carbon Trap. MEM: Mass Flow Meter. MFC:
Mass Flow Controller.

The new and optimized setup is seen in Figure B4. The seven quartz tubes are structured in a hexagonal shape for optimal
packing and consist of five 8.33 mm in outer diameter with a 20 cm length, and two tubes with an outer diameter of 8.00mm
and a length of 25 cm. The extra 5 cm of the two last tubes were outside the photolysis chamber for the purpose of connecting
with the setup. The volume inside the photolysis chamber ended up at 42.8cm3 resulting in a 2.7 times increase in residence
time in the photolysis chamber compared to the previous setup. The tubes were connected in series via Tygon tubes, Tygon
R3603, of length Scm. The insides of these tubes were coated with krytox, GPL-206 Grease Lubricant O-Rings SCUBA, in

order to stop the consumption of Cly that was observed for any soft tubing.
B1 Experimental procedure

— Tune the wanted flow of bottle C for methane and mix it with a flow from bottle B equal to the desired flow + the intended
flow from bottle A.

— Let the system stabilize

- Add the desired flow of chlorine from bottle A, by adjusting the pressure at the bottle.

24
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Reduce the Alow from bottle B by an equal amount to get the desired mixing ratio.

Let the system stabilize and confirm that the resulting total flow fits with the expected. Make sure the chlorine value can

be read on the chlorine sensor.

When a stable methane level has been run for sufficient time. turn on the photochamber.
Let the system stabilize to ensure a stable removal efficiency

Turn off the light.

Let the system stabilize to the initial methane concentration before the light was on
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Appendix C: Settings and experimental results

C1 Experimental settings

Table C1. Experimental data for the 18, 24 and the 26 February. Columns: Experimental steps, [CHx] in ppm, [Clz] in ppm. Residence time

in seconds, Power in watts and the Resulting remaoval efficiency in 50 * : The power input of the xenon lamp was not varied nor determined

Experiment | C'Hy Cla Residence time | Power Removal efficiency
(#) (ppm) (ppm) (s) (W) (%)

18feb |

1 3.2729 £ TE-4 16715 | 624+ 1.6 ‘ * 0.01 £0.04
2 2.8327 £ 1.5E-03 | 25+2 62.2+ 1.6 * 6.40 £ 0.4
3 23769 £ 9E-4 | 505 61.8+ 1.6 ‘ * 27.29 £ 04
4 2.9367 + 3E-03 92 +11 621+ 1.6 ¥ 52.69 + 04
24-feb

1 3.6391 £ 5E-03 167+ 1.5 | 60.7 = 1.6 ‘ 1743 £0.03 | 201 =05
2 3.6598 + 1E-03 167+ 1.5 | 60.9+1.5 26.13 £ 0.04 | 6.524+0.2
3 3.7069 + 1.2E-03 | 167+ 1.5 | 622+ 1.6 ‘ 9.91 £0.03 | 6,87 +0.2
4 3.7268 £ 6E-03 167+ 1.5 | 624+ 1.6 22,09 £ 0.04 | 10.96 0.6
5 3919+ 1.5E02 | 505 610+ L5 ‘ 9.92+0.03 | 2391 +038
6 3945 £ 14E02 | 5045 614+ 1.5 16.59 +0.03 | 32.69 +0.6
7 3.955 £2E-02 50£5 129 £4 ‘ 9.63£0.03 | 451 %52
8 3.957 £ 6E-02 SOS 414+ 1.0 9.63+0.03 | 1890+ 1.3
9 4.0301 + 5E-03 50+5 414+ 1.0 ‘ 17.30 £0.03 | 2783+ 1.0
10 3986 £ 1.0E02 | 50+5 128 + 4.7 17.30 £ 0.03 | 60.6 £8.7
26-feb

1 3.5395 £ 5E-03 3243 625+ 1.5 ‘ 13.38 £0.03 | 17.55+0.6
2 3531 £ 1.5E02 | 3243 85+ 14 13.85+0.03 | 2482 +0.5
3 3.5570 + 8E-03 3243 434+ 1.1 ‘ 13.73 £0.03 | 1539 +0.3
4 3.5405 + 9E-03 3243 43.0+ 1.0 13.65+0.03 | 1618 0.3
5 3.526 £ 4E-02 3243 135 £ 58 ‘ 13.63 +0.03 | 3819+ 1.8
6 3.5261 £ 3E-03 3243 84 1+2.6 17.65 £0.03 | 33.61 £ 09
7 3.564 £ 5E-02 3243 83 +22 ‘ 22.05+0.04 | 37.02+ 1.3
8 3.567 + 5E-02 3243 B3-+22 28224004 | 33.09+ 1.5
9 3.5729 + 3E-03 3243 83+22 ‘ 27.34 £0.04 | 3472 +15
10 3.5447 £ TE-03 3243 79+2.1 33.10 £ 0.04 | 36.83 + 14
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Table C2. Experimental data for the 27 February and the 3 March. Columns: Experimental steps, [CHy| in ppm, [Clz] in ppm. Residence

time in seconds, Power in watts and the Resulting removal efficiency in %

(#)
27-feb
1

B ow R

o pa ~1 v WL

10
11
12
13
14
15
16
03-mar

L o W b

-~ >

(ppm) (ppm)

33805+ 6E-03 | 30+ 3
33084+ 2E03 2042
33947 £3E03 | 202
34014+ 9E04  20+2
33282+ 5E03 | 40+4
33309+ 5E03  40+4
33312 +m4E-03 | 40+4
34006+ 603  S0+5
3444 £3E03 | 50+5
34377 +3E03  S0+5
33575+ SE03 | 606
33800+ 7E03 6046
33604 £3E03 | 606
34122 +3E03  70£7
3.4414 £ 1LSE-03 | 70+7
34566+ 8E03 T0+7

3.5176 + 6E-03 ‘ 50+5
35475+ L.IE03 50+5
3.5668 + 1.8E-03 | 50+ 5
3.5020 + 1.0E-03 S0+5
3.6162 £ 1.9E-03 | 50+ 5
36425+ 3E03  S0£5
3.6502 = 1.2E-03 | 50+5

Residence time
(s) ‘
627+ 1.6
61.6+ 1.7
614+ 1.5
614+ 1.5
61.0+ 1.5
61.1+1.6
61.0+ 1.6
60.7 £+ 1.5
60.6 = 1.5
60.6 + 1.5
60.4 + 1.5
60.4+ 1.5
603+ 1.6
60.1 + 1.6
60.0 + 1.6
59.8 + 1.6

162 +3.4
162 £34
161 +=3.4
161 +3.4
161 £3.3
160 3.4
160 £34

Power
(W)

(%)

13.39 + 0.03 \ 2246 + 12
1336 £003 19.80+ 19
9.80 003 | 16.65+12
17.50+0.03 23.09+19
1343003 | 3499 £2.7
902+ 003 2033+ 1.6
1747 +0.03 | 389956
1343+£003 40.12+52
990£003 | 3505=22
1749+ 003 4532437
13432003 | 47.06 =24
900+ 003 41.00+19
1749+ 0.03 | 535024
1343+£003 5286+25
990 +003 | 45.12+26
1749+ 0.03  59.13+2.0

6.75 +£0.02 ‘ 2799+ 0.3
974+£002 37.34+03
12.17 = 0.03 ‘ 46.83 = 0.1
1463 £0.03 53.77 0.1
17.18 = 0.03 ‘ 552402
19.73 £0.03 579603
22.32+0.03 ‘ 59.22+0.3

Removal efficiency
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Table C3. Experimental data for the 4, 5 and the 9 March. Columns: Experimental steps, [CH4] in ppm. [Clz] in ppm, Residence time in

seconds, Power in watts and the Resulting removal efficiency in %. **: The [CH,] values are calculated based on trend fitting

#)
04-mar
1

Bow

D Do =1 & L

11
12
05-mar

Ly

=

6 ¥
7 %%
g #%
g ##
09-mar

[, T - S TS S

-1 o

(ppm)

3.5594 = L.7E-03
3.2339 = 1.3E-03
2.9339 £ 9E-(4
2.684 £4E-02
2.2942 + 3E-03
1.9817 £ 6E-04
1.6982 = TE-04
1.3899 + 3E-04
3.8333 £ 7E-03
4.1285 £+ 1.9E-03
3.5053 £ 1.7E-03
3.2045 £ 9E-4

1.9857 £+ SE-04
1.9872 £ 1.0E-03
1.9955 £+ 1.0E-03
1.9995 £+ SE-04
2.0099 + 3E-(4
2.0021 = 2E-03
2.0046 £+ 3E-03
2.0061 £+ 4E-03
2.0076 = 6E-03

20471 = 7TE-4

2.0565 £ 9E-(4

2.0586 = 1.0E-03
2.0606 = 1.1E-03
2.0627 = 1L1E-03
2.0650 £+ 1.4E-03
2.0710 = 1.5E-03

Cla Residence time

(ppm) | (5)

S0£5 | 167 £ 3.5

50+£5 168+35
S0+5 | 16835
S0+£5 167+36
5045 | 164+34
S0+5 164+35
S0+5 | 166 +34
50+£5 163£35
S0+5 | 162£34
50+£5 161+34
5045 | 161£34
S0+£5 161 +34

S0+5 | 16434
S0£5 261+59
5045 | 348+83
SO£S 357489
5045 | 34283
50+£5 342482
5045 | 26525
S0+5 173+20
50+5 | 12810

S0+5 | 164+ 3.4

S0+5 164+35
50+5 | 163£35
5045 163£3.6
S0+5 | 16436
S0+5 162+36

5045 | 161+ 3.5

28

Power
(W)

14.46 + 0.03
14.49 £+ 0.03
14.56 £ 0.03
14.60 £ 0.03
14.63 £ 0.03
14.46 £+ 0.03
14.46 + 0.03
14.46 £ 0.03
14.70 £ 0.03
14.63 £ 0.03
14.63 £ 0.03
14.63 £ 0.03

14.77 £ 0.03
14.77 £ 0.03
14.77 £ 0.03
17.36 £ 0.03
19.94 + 0.03
22.80 = 0.03
22.80 £ 0.03
22.80 £+ 0.03
22.80 £ 0.03

7.92 £0.03

10.13 £ 0.03
12.54 + 0.03
15.14 = 0.03
17.71 £0.03
20.63 £ 0.03
23.63 £ 0.03

Removal efficiency

(%)

| 47.40412
5473405
| 60.77 0.5
66.22 + 0.6
| 69.64 03
72.01 + 04
| 74.06 + 0.6
77.19 £ 0.7
| 6032+ 04
60.22 +02
| 64.01 £ 02
66.11+£03

| 67.89 £25
88.08 + 1.3
| 92.0+51
93.9+5.0
| 96.1+£4.0
98.99 + 0.1
| 9674+ 0.3
87.33+0.1
| 77.30 0.1

| 4609+ 1.8
56.50 + 0.2

| 6420 £0.1
70.31 £ 0.1

| 75.09 £ 0.1
80.28 -+ 0.07

‘ 83.25 + 0.04
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C2  Experimental resulis

Numerous experiments have been prepared with the setups presented in the experimental section. In Table C1.C2 and C3 the
four varying parameters; [CHalrnitiar. [Clz], residence time and power setting of the photo chemical-chamber are presented
for each experiment alongside the resulting removal efficiency.

Repeated experiments using high-pressure Xenon lamp with new setup
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Figure C1. Experiment conducted on the 18 February. Each
step has been highlighted. The CHys is seen as a function of Figure C2. caption
time. The [Cl;] is varied.

The Xenon-lamp experiments shown in Figure C1 were performed to confirm that the Cl; added to the gas-mix could make
it to the photolysis-chamber. The removal efficiency of methane was found as a result of varying the [Cl;] to 16.7, 25, 50, and
02 ppm as seen in Figure C2. Each concentration step was given 10 minutes to stabilize before the xenon-lamp was turned on
for ten minutes. The xenon-lamp had been applied in the preliminary experiments where it had been shown to initiate methane
oxidation. The gas provided to the system was a dynamic mix of flows from three different bottles (see table Gas bottles Table
2). Due to this, it was possible to vary the abundance of Cl while keeping the CHs constant. As can be seen in Figure C1 the
changes in Cl, inadvertently also lead to changes in the abundance of CH, because the flow ratios chosen was based on the
assumption that bottle C had a methane concentration of at a 100ppm CHa, whereas it had 78ppm as was later determined.
From these experiments, it was confirmed that the level of Cl; could be controlled and that higher levels resulted in greater
depletion of methane. It should also be noted that experiment one behaved differently from the main trend. which will also be
seen in the later experiments. This is speculated to be due to the system needing longer flushing time than expected. This trend
will be referred to in the later experiment as Early-experiment-deviation.

Hexagonal photochemical device experiments
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Figure C3. Experiment conducted on the 24 February. Each

. Figure C4. Removal efficiency as a function of power input for
step has been highlighted. The CHjy is seen as a function of

. i step 1-4 on the 24.
time. The light intensity and [Cl2] are varied.

Throughout experimental steps, the power of the photochemical device was varied in step one to four presented in Figure
C3. The aim was to determine the effect of varying light intensity. As can be seen in Figure C3, the unscrubbed methane
concentration slowly increasesd during the experiment. This is speculated to be a result of flow from bottle A reducing over
time resulting in a higher CH. and a lower Cl, level in the gas mix. This trend is seen varying degree in all experiments. Figure
C4 shows the removal efficiency as a function of power input to the photochemical device for experiments one to four. The
initial methane concentration is maintained at 3.68 = 0.02 ppm. Step one and two are both examples of the Early-experiment-
deviation. At the time of step three and four, sufficient flushing had taken place and the proper operational conditions were

met. From their respective removal rate illustrates the effect of varying the power input for the photochemical device.

Table C4. 24 February experiments. The three experimental steps clearly shows an increasing removal efficiency as the power input and the

Clz mixing ratio are increased

Sep CH; & | Residence time  Power Removal efficiency
#)  (ppm) em) | ) W) (%)

3 3.7069+1.1-10-* 16.7+15 | 622415 0.91 £0.03 6.87 £0.01

5 3.0919+1.4.10-2 50+ 5 61.0+1.4 9.92 +0.03 23.91+0.05

6 3945+1.3.1073 50+ 5 6l4+14 16.59+0.03 | 32.691+0.04

The chlorine concentration was increased from 16.7 to 50ppm for step 5 and up. The four relevant variables and resulting
removal efficiency can be seen in Table C4. The [Cl,] was increased by a factor of 2.5 when comparing steps 3 and 5. The

increase results in a 3.5 fold increase of RE%. Furthermore, the power input is increased when going from step 5 to 6, that
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likewise lead to an increase in RE%. The comparison between these three steps, the positive relation for both chlorine concen-

tration and power input on the RE% was confirmed.

Single tube Hexagonal photochemical device experiments
The experiments with this setup took place over three days ( 24, 26 and 27 February). The experiments will be referred to by

the date they were performed.
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Figure C6. Experiment conducted on the 26 February. Steps 1-

Figure C3. Experiment conducted on the 24 of February. Steps
10 are highlighted. The CHz is seen as a function of time. The
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The 24 February experiment part II presented in Figure C5 were carried out with constant supply of [Cl:] at 50ppm and

[CH,] at 3.981 = 0.018 ppm. Step eight and nine had the same residence times, while step seven and ten have the same. The

experiments vary in power input as seen in Table C5. Table C5 shows how the combination of increased residence time and

power input yields a higher removal efficiency. In addition to the previous experiment. it is shown, as expected. that an increase

in Cl; mixing ratio, longer residence time, and stronger power yield higher removal efficiencies for the system. The later

experiments will tackle how greatly these parameters relay on each other.

Table C5. Experiment 7-10 for 24 February

Experiment | C'Hy Cly  Residence time Power Removal efficiency
@ | (ppm) (ppm)  (s) w) %)
3.957+£5-107 0+5 414410 9.63+0.03 18.90+0.11
4.0301+5.-10-% 50+5 41.4+1.0 1730003 27.83+0.06
7 3.955+2.10°° 505 12943 9.63+£0.03 44.51+0.3
10 3.9864+9.101 S0+5 12843 1730003 60.6£0.5
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Figure C8. Experimental steps 1-5 on the 26 February : Resi-
dence time (min) in the photochemical device as a function of

residence time in seconds
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Figure C9. Experiment steps 2 and 6-10 for the 26 February :

Removal efficiency as a function of power input in watt

The experiment of the 26 February was carried out with [Cl,] kept constant at 32ppm moreover the initial methane concen-

tration was maintained at 3.547 =+ 0.005 ppm. Similarly to the experiment on the 24 P2 February the residence time and power

input where varied. Steps one to five are carried out with the same power input in the device but with varying residence times,

see Figure C18 and C8. In Figure C18 the data for the 26 February exhibits a clear agreement between residence time and

removal efficiency. The longer residence time within the photochamber results in greater removal efficiencies. The steps two
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and six to ten are carried out with the same residence time but with varying power inputs, see Figure C17 and C9. The steps
two, six, and seven in Figure C9 clearly shows the excepted relation between increased power input and removal efficiency.
The subsequent step see no significant increase in removal despite higher power input. The reason for this is thought to be
that the system is saturated with Cl, and a higher power input will not make a difference, when all Cl» is already photolyzed.
Another issue is problems with the photochemical device. Steps seven and eight experienced some difficulties with the power
input. which may be the reason why they don’t follow the trend. The circuit broads were held together by hot-glue. and when it
was melting, it is believed that it created some resistance in the system. The photochemical device was then turned off to cold
down, and steps nine and ten performed much better as seen in Figure C9.

The experimental steps of the 27 February, Figure C7, were held the same initial methane concentration at 3,39 +0.01 ppm
and the same residence time at 60.82 £ 0.18s. Throughout the experiments. three levels of power inputs for the photochemical

device were tested against varied levels of Cl; mixing ratio spanning in the range 20-70ppm
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Figure C10. Resulting removal efficiency plotted against [Clz] in ppm for experiment steps 2-16 for the 27 February. Three differnet power
settings are used. 9.9W (black). 13.4W (red) and 17.5W (blue).

Figure C10 presents, looking at 20 ppm Cl;. that a greater power input yields higher RE%. However, the spacing between the
point enhances as the Cl, mixing ratio is increased eg. comparing 20 ppm with 60 ppm Cl; mixing ratio. The increases spacing
is due to at low Clamixing ratios the system becomes saturated and even if a greater amount of power is added it doesn’t make
a significant difference. However, at higher Cl; levels more Cl, is present and the system takes longer to become saturated.
Hexagonal photochemical device experiments with multiple tubes
The experiments with this setup have taken place over four days (3, 4, 5. and 9 March). The main difference compared to
the previous setup was changing the volume within the photochemical device, by exchanging the single quartz tube. with 7
thinner tubes connected in series. The volume is increased from 15.7 0.4 to 42.8 £ 0.9ml. Longer residence time could then

be achieved by in the same flow range.
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Figure C11. Experiment conducted on the 3 Match. Steps 1-7
are highlighted. The CH, is seen as a function of time. The light
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Figure C13. Experiment conducted on the 5 March. Steps 1-9
are highlighted. The CHa is seen as a function of time. The light

intensity and residence time are varied.
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Figure C14. Experiment conducted on the 9 March. The CHy
is seen as a function of time. Steps 1-7 are highlighted. The

light intensity are varied. Prolonged and stable photolysis en-

abled due to cooling. Increasing levels of power input for the

photochemical chamber defines the seven different steps

The experiments of the 3 March, Figure C11, were run at a constant level of [CHyl;p,:ti0000 @t 3.593 = 0.019 ppm and [Cl;]

at 50=£5ppm. At a flow kept at 15.5ml/min the residence time in the photochamber was maintained at 161.06 + 3s. Across the

3 March the step-wise changes were made for power input ranging from 6.75-22.92W. The daily measurement is presented

in Figure C11: where the removal for the steps, with the exception of the first step, is characterized by an initial removal

efficiency but this efficiency drops during the first five minutes of illumination. We argue that the explanation for this is that
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the LEDs start to heat up while being turned on, which would lower their effectiveness. Upon touching the LEDs following an
experiment it was confirmed that considerable heat had been generated. Due to this effect, the declared average removed effect
is calculated 2.5 min after initiation of photolysis till the light is turned off, as a semi-stable level is reached. The relationship
found between removal and power input for the 3 March can be seen in Figure C17. The acquired removal efficiency of the 3
March is higher than for the 26 February, as expected with increased [Cl;] and the residence time for the 3 March. Therefore
a comparison between the trend is more useful. Both the experiments follow a positive trend with power for the lower power
inputs, but the removal efficiency flattens out at higher powers. For the two days, this happened at two different power inputs.
which surprised us. The reason for this was found that the two days had investigated the same current range, but with different
voltage, resulting in higher power input for the 26 February. Observing the removal along with the current, reveled that the
flattening in efficiency happened at around 3.5A for both of them. This deviation from the initial positive trend is expected
to be due to the overheating of the photochemical device at high currents. Based on this hypothesis the photochemical device
went through a clean-up session where most of the silicone holding the six sides together was removed in favor of replacing it
with the copper wires connecting the LED’s.

The experiments of the 4 March were carried out with a step-wise change of [CH.l; 050 in the range 1.39 to 4.13ppm. at
constant residence time 164s, [Cl>] at 50ppm, and power input 14.6W. The daily result can be seen in Figure C12, where
the improvement of silicone removal can be observed from stable levels of removal efficiency. As can be seen in Figure C15

decreasing the initial methane concentration yields, as expected. a greater removal efficiency.
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Figure C15. The removal efficiency is displayed as a function of the initial methane concentration with the remaining fixed parameters
such as Cl mixing ratio, residence time. and power input. The three encircled points in the Figure represent steps suffering from early-

experiments-derivation.

The experiments of the 5 March were carried out with the constant [CHy]inisssiar at 2.000 £ 0.003 ppm and Cly mixing
ratio at 50£5ppm, but with mixed settings of residence time and power. The first three steps were done with constant power at

14.8W with residence times ranging form 164-3350s. Then keeping residence time around 350s three steps of increasing power

th
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were tested, ranging from 14.8-22.8W. In between step 4 and 5 a fan was installed. in order to see if cooling at the higher
power settings could improve the efficiency. Because no drop in efficiency. as was seen at similar power levels on the 3 March.
occurred at step 5, the power was increased for step 6 without turning off the lamp. As the removal remained stable across the
15 minutes, the light was left on. as the final 3 steps were tested. For these the power remained at 22.8W and stepped through
reduced residence time from 342-130s. Usually, the photochemical device has shown some difficulties at working at higher
power inputs, however, the results in Figure C16 present a great improvement due to the silicone removal and inclusion of

cooling.
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Figure C16. The resulting removal efficiencies of the 5 March plotted against residence time. An additional zoom inset Figure on the four

points around 350s reveals the removal effect plotted against power.

The experiments of the 9 March were carried out with [CHa];piti4:. maintained around 2.01=0.01ppm, [Cl2] at 50ppm and
the residence time held at 163.14+0.4 s. The only parameter varied was the power input to the photochemical device. Based
on the improvement from cooling. the fan was also used for the experiment. After the initial stable level had been reached the
light was turned on at 7.9W and was left on for the duration of the experiments with a step-wise increase in power after stable
removal had been maintained for 5 min. The resulting methane can be seen in Figure C14. The |[CH,]| increases throughout
the experiments due to the chlorine-pressure-decline. For the purpose of calculating removal efficiency, the expected [CH.4]
for each of the steps. was fitted from the initial [CH,] and the end [CH,]; CH, = 0.0002 - 4- 2.0461. The relatively median
values of initial methane and residence time were chosen in order to best resolve the effects of varying power input. As the
removal effect approaches 100% asymptotically, the sensitivity to changes will be greater at lower removal values. The results
presented for the 9 March in Figure C17 can be compared to the results from the 26 February and the 3 March and represents
the improvements implemented to the system. Unlike for those two days. the trend of the 9 March is explained by one trend
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asymptotically approaching 100% removal.

Comparison

The removal efficiencies as a function of power and residence time for various experiments is shown in Figures C17 and C18.
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Figure C17 shows a comparison of three different days where the power input was varied. When comparing experiments

of the 3 and 9 March the improvement of the photochamber is pretty clear. However, even if the residence time and Cl, are

identical, the initial methane concentration of 3 March is 3.59 ppm compared to 9 March at 2.096 ppm. The 26 February alone

shares some power input levels and is operated at the same initial methane level as the 3 March runs. The residence time and

Cl, are lower and a lesser removal is accordingly expected. Hence. the main thing to observe is behavior at higher power

inputs. The efficiency of the photochamber decreases as seen on the 3 March and 26 February. The improvements done on

the photochamber and installation of a fan to cold the photochemical chamber have prolonged the lifetime of the chamber and

improved efficiency. Figure C18 shows a comparison of three different days where the residence time was varied and in some

cases the power input as well. The residence time is improved in the manner that the multiple tube setup made it possible to

obtain higher residence time and more efficient use of the photochemical chamber. The experiments with a single tube can’t

exhibit long residence times. As seen in Figure C18 longer residence time greatly improves the removal efficiency and is,

therefore. essential to further improve the setup.
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C3  Error analysis

The uncertainty throughout this work has been either measured or assessed to the best of our conservative estimates. For
methane measurements, both initial and final, the uncertainty was calculated as the standard error from the 5 min averages
declared. The resulting uncertainty in the removal efficiency was found by error propagation of the two measured methane
levels. The exception is the experiment sets for the 5 and 9 March, where different experiments were done without returning
to standard conditions first. The initial CH, for each of those is therefore calculated based on the trend spanned between the
beginning and end of experiments. The error for the experiments individually assigned initial CHs is. therefore. the error of
the fit. For chlorine uncertainty. the estimate had to be assessed based on the variation inflow from the capillary relative to
the total flow. The flow from the chlorine channel varied with 8.3% of set-point while flow from the methane channel was
comparatively very stable with neglectable fluctuations. The flow uncertainty in combination with the unknown degree of loss
of chlorine to the setup resulted in a high uncertainty of 10% of the declared values. The residence time was found from the
variation in flow going trough the Picarro, as it was measured by the mass flow meter and the uncertainty in the volume within
the photochemical chamber which had an estimated uncertainty of 2%. The power uncertainty is calculated based on a 0.5%

uncertainty in set-point for both the current and potential.
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Appendix D: Kintecus Model

D1 Reactions and rate constants

Table D1. JPL: Burkholder et al. (2015). NIST: NIST Kinetics Database. A compilation of kinetics data on gas-phase reactions.

Reaction Reaction Rate Coefficient|Reference
Ch—2Cl X
CHCIl+M—=Ch+M 1:29E-32 Baulch et al. (1981)
0; + CHz — CH30; 1.34E-12 NIST
03 + CH:0 — CH;0 + HO; 9.60E-12 NIST
02 + HCO — CO + HO» 5.20E-12 NIST
0, + CH,Cl —+ CH;CIO, 2.91E-12 NIST
Cl + CH;0 — CH,0 + HCI 1.91E-11 NIST
Cl + CH:OH — CH10 + HCl 5.50E-11 JPL
Cl +CH;0 — HCO + HCl 7.32E-11 JPL
Cl+Ch0O — Cl; +C1O 9.60E-11 JPL
Cl + CHsCl — CH2Cl + HCI 4.98E-13 JPL
C1 + CH;Cl; — CHCI; + HCl 3.57E-13 JPL
Cl+CClz —+ CCly 6.51E-11 NIST
Cl + CHClz— HC1 + CCla 1.20E-13 IPL
Cl + CH;30; — CH30 + CIO 1.60E-10 JPL
Cl + CH30:— CH20: + HC1 1.60E-10 JPL
Cl+CH; — CH; + HC1 1.07E-13 Bryukov et al. (2002)
Cl +CHCIO — HC1+Cl + CO 7.64E-13 NIST
Cl + H202 — HCI + HO: 4.10E-13 JPL
Cl + CH; — CH1Cl 1.61E-12 Kaiser (1993)
Cl; + CH2Cl — CH;Cl; + C1 2.54E-13 JPL
Clz + CHCl;— CHCI; + CI 2.25E-14 NIST
Cl; + CHs—+ CH5ClL + C1 1.55E-12 NIST
Cl, + HCO — CHCIO + CI 5.59E-12 NIST
Clz + OH —+ HCIO + Cl 6.42E-14 NIST
OH + CHy— CH1 + H,O 6.30E-15 Bonard et al. (2002)
OH + CH300H — H:0 + CH30: 7.40E-12 JPL
OH + CH300H — CH20 + OH + Hz20 7.40E-12 JPL
OH + CH0 — HCO + H,0 8.50E-12 JPL
OH + HCl — Cl + H:0 7.80E-13 IPL
OH + HCIO — CI10 + H,0 5.00E-13 NIST
OH + HO:; —+ H:0 + 02 1.10E-10 NIST
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Table D2. JPL: Burkholder et al. (2015). NIST: NIST Kinetics Database. A compilation of kinetics data on gas-phase reactions. Hos-

saini: Hossaini et al. (2016)

Reaction Reaction Rate Coefficient Reference
OH + CH5Cl —+ CH:C1 + H:0 3.50E-14 JPL

OH + CH:ClL, —+ CHCl; + H,O 1.00E-13 JPL

OH + CHCls — CCls + H20 1.00E-13 JPL

OH + CH30— CH,O + H,0 3.01E-11 JPL

OH + CH30H — CH30 + H:0 1.40E-13 NIST
OH + CH3— CH:OH 9.30E-11 NIST
OH + CH,CIOOH — CH,ClOs + H,0 3.60E-12 Hossaini
OH + CH:CIOH— CH:0 + HCIO 454E-14 Hossaini
OH + H;0;— HOz + HyO 1.80E-12 JPL

OH + CHCIO — Cl + CO + H,O 3.20E-13 Hossaini
OH + ClO — Cl + HO: 1.80E-11 JPL

OH + ClO — HCl + O 1.30E-12 JPL
HO» + CHa0; — CH:00H + O, 5.12E-12 JPL
HO: + Cl — HCl + On 350E-11 JPL
HO; + Cl— CIO + OH 9.30E-12 JPL
HO; + ClO0 — HCIO + O, 6.90E-12 JPL
HO: + CH20 — CH20 + HoOn 5.00E-13 NIST
HO; + HO,— Ho 0, + O, 1.60E-12 NIST
HO: + CH2C102 — CH2CI00H + O 5.01E-12 Hossaini
HO: + CH2C102— CHCIO + H2O + Oz 5.01E-12 Hossaini
ClO+ClO— 0, +Cl, 491E-15 JPL
ClO + ClIO —+ 2Cl 4+ 02 8.00E-15 JPL
ClO + Cl —+ CLO 1.56E-32 NIST
ClO + CH;0,—+ C1+ O, + CH:0 J40E-12 JPL
ClO + CHs — CH:0Cl 5.69E-11 NIST
CH;0; + CH:0;— CH;0 + CH:0 + O 3.50E-13 JPL
CH;07 + CH:0;— CH;0H + CH:0 + O, 350E-13 JPL

CH3 + CH30:— CH;0 + CH: 0 4.50E-11 NIST
CH;0 + CH;0— CH;0 + CH;0H 3.85E-11 NIST
CH;Cl0; + CH30; — CH:CIO + CH:0 + HO,  |2.50E-12 Hossaini
CH:CI0z + CH30: — CH:CIOH + CH20 + 0z [2.50E-12 Hossaini
CH:Cl0; + CH;0,— CHCIO + CH;:OH+ O, |2.50E-12 Hossaini
CH:C102 + CH2Cl0;— CH:CLO + CH2CLO + Os|3.50E-12 Hossaini
CH:Clz +Cl — CHClLz + HCI 3.57E-13 NIST
CHC; + Cl;— CHCl; + CI 2.25E-14 NIST
CClz +Cl — CCls 6.51E-11 NIST
HCO + Cl, — HC(O)C1 + CI 5.59E-12 40 NIST
CH.0:— CO+ H,0 6.00E+04 NIST
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By comparing the obtained Jcy, values and the associated power input efficiency of power conversion could be calculated.
D2 Kintecus generated Jop, model

One of the parameters that need to be tunable in the model is the effect of varying power to the lamps. The way this could
be incorporated into the model was by defining the photolysis rate. Jeu,. as a function of input power. To do this the Joy,
was fitted to reproduce the data collected on the 26 February and the 9 March, where power was the only variable adjusted in
the system. The 26 February reflects the single tube system while the 9 March reflect the optimized multiple tubes setup. By
comparing the obtained J;, values and the associated power input efficiency of power conversion could be calculated.

The Jey, rate model

The photolysis rate J can be determined by equation DI.
Jea =a(MT)-o(AT) - I(AW) (DI)

Where o (X, T') is the wavelength dependent cross section of Cly with the unit cm? - molecule ™!, (A, T') the quantum yield
for photolysis and it is determined to be 1 since no other reactions are present, and (A, W) is the spectral actinic flux density

in photons s~ - em~2. The cross-section of chlorine dissociation in the range 250-550nm is defined by D2.

402;? E 402.% 329.5 412 5. 402.7 A6y 2
. }}D.v i {27.3.E—DQ.U-{éanh{T])-[In[—rIJ +(.932 _C—D'l.a tanh{ 45T )-(In(45:0]) )

(A T) = 107" (tanh( (D2)

T is the temperature and A is the wavelength in nm. The actinic flux would be a function dependent on photochemical device,
the power input. and the tube volume. The photochemical device in the setup uses 420 LED diodes that emit at a dominant
wavelength of 365 nm. The photon output from the diodes was assumed to follow a normal distribution along wavelength. For
this distribution, equation D3 , we assumed a center value of 365nm with a spread of 10nm.

1
= —Sttam (D3)
(10nm - (2w)0-5 - e 05 (AERm 2

D(N)

The distribution function D(A) can then be used in combination with the crossection to determine the scale factor J, .,

500nm

[ A
7 E-U(A.TJ‘D{).M/\ (D4)

350nm

Jscﬂfc{A-T} =

The value of 1., with unit joule ', could then be found from the overlap integral between the cross section o( ). T') and the
emitted photon distribution. [ is the pathlength across the tube/tubes in cm, and V" is the volume of the tube/tubes in ml. A is
the wavelength in nm, h is Planck’s constant and ¢ is the speed of light. Values for the constants a and b from eq. D5 are then
fitted to match the photolysis rate in eq. D6 with the photolysis rate found from the Kinticus model.

FPepg(W)=(a-W+b)- W (D5)

Where F. ¢ is the effective power and the constants a, with unit 1/W. and b, unitless, are setup dependent constants, that scales
the effectivity of effective power output F, . From the effective power output the photolysis rate J;, could be calculated by
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multiplying Peyr With Jecare.
JC!g “"V} = -Pe_ff{“—) - Jyate (D6)
D3  Additional Kinetics added to the Jep, model

In some experiments. the power input (watt) can’t be linked to the obtained values from the kintecus model. Consequently.
additional simple kinetic calculations are used to estimate the Jy,. Four main reactions R11 -R14 are considered in the simple
kinetic model

Jaig

Cly + b 292 201 (R11)
Cl+ CH, 222954, oH, 4 HOL (R12)
[keison, =1.07.10712. __em® |

Cl4+Cl4+ M X5 o, 4 M (R13)

[kself =1.24-10732. —&eml___[Af]]

] Fwatr, %C‘-IQ (R14)

(R15})

[kyar = 124.55=1 or 48.95~ 1] The CI radicals are consumed at a fast rate, therefore, steady state approximation for C1 has

been assumed.

d[C1]
dt

=2 Jep[Cla] — (2 kgets - [CU? + korycmy - [CHA - [CH + B an - [CT) =0 (D7)

The photolyze rate is thereby defined in equation DS

Dk [CIP + koo, [CHAC + ky an[C1)
Jeo, = 2. [Cla] (D8)

The photolyzis rate is calculated from an estimated [Cl] concentration. This was achieved by assuming that the methane
concentration would follow an exponential decay along time, equation D9. The necessary [Cl] to achieve a removal efficiency

in t seconds is expressed in equation D10.
[CHy); = [CH4lo - exp(—keiion, - [C1] - 1) (DY)
[CH,]; is the methane concentration at time t, while [CH, |, is the initial concentration.

(€1] = In( )/ (Korscn, 1) e

1-RE
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The values for Jei, can then be generated by inserting the known experimental values of initial [Clo], [CH4] and the estimated

value of [Cl] into eq. D8. The constants for a and b from eq. 3 can then be fitted to generate the .J;, derived from kinetic

calculations. The resulting Eff(W)is then used to generate Jey, values applied in the Kintecus model.

Table D3. Radical Wall reaction parameters. *Diffusion coefficient is estimated from Dy o a4 and Dy o, pre. ** The Chapman amd

Cowling diffusion model was used to estimate the diffusion constant.

Setup |Reaction Diffusion constant (em* /) Reference Diffusion length (cm) Wall-reaction rate (1/5)
Single tube |1 —+ Lchs 0.260 Judeikis and Wun (1978)  [0.146 1.2E+02
Multiple tubes 0.091 4.8E+01
Single tube  [CIO = 1Ch+ 102 0184 Seinfeld and Pandis (2016)**0.146 8.8E+01
Multiple tubes 0.091 34E+01
Single tube  |OH — $H20+ 102 0.217 Ivanov et al. (2007) 0.146 1.0E+02
Multiple tubes 0.091 4.0E+01
Single tube  [HO2 — 1H20+ 30, 0,139 Tvanov et al. (2007)* 0.146 6.7E+01
Multiple tubes| 0.091 2 6E+01

D4 Kintecus results

Single tube experiments

Je, values are generated on the basis of experimental data from 26 February experiments 2 and 6-9. The effectiveness of the

power input is generated from the Jc;, model. A correlation between effectiveness(%) and experimental power input (watt)

is obtained in Figure D1 as well as the correlation with the J;, (Kintecus) values in Figure D2 The J;, dependence on the

power input(W) for the single tube experiments of 26 and 24 February is given by the equations D11 and D12. The equations

incorporates a decrease in efficiency of the power input as higher levels due to overheating of the chamber as seen in Figure

C17
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40603

G = y = 2,50E-02x ol
= 2,596+ P
W ,ff.x"‘*._,\_q. a 30603 RY=912 i L
n 0,6% - . & o
£ e E zoe03 L
v v =230E-04x + 2 95E-03 * =
2 04% Ri=1 -
3 y=-2,41E-0dx + 1,156-02 ey 0p08
9 At-837 =
&= 0,2% 0.0E+00
7,00€-02 9,00E-02 1,10E-01 1,306-01 1,50€-01
0,0% Effective Power input [W} |
5.0 10,0 150 20,0 50 30,0

Experimental Power input (W) 0 ; ; ;
Figure D2. Kinecus obtained Jei, as a function of the effec-

. . ) . . tive power input for the 26 February. The effective power input
Figure D1. Effectiveness as a function of experimental power
o is calculated from Figure D1. The combination of the Figure
input for the 26 February. The correlation is used for calculating
with Figure D1 is used to calculate the Joy, for single tube ex-

the effective power input for single tube experiments.
periments by Eg. D11 - D12

J=259.10"2.(2.3-107 - W2 +£2.99. 1072 . W)i f Power > 14.6TW (D11)
J=(2.59E-1072.(—2.41-107* . W2 +1.15- 1072 . W)i f Power < 14.6TW (D12)
_— 24 February e o 26 February s e’
60% Bl 1 FL [
5 535% s -]
$ 50%- 5 30%
2 aon] & 5%
2 D 20%
T 30% i T
2 3 15%
E 20% E 100
4 m%-’_l_ll_ﬂ ’—” .
0% =L |T| — oo AL
12 3456 7 8 910 1 2 3 4 5 6 7 8 8 10
Experimental steps Experimental steps
Figure D3. Removal efficiency for the steps of the 24 February Figure D4. Removal efficiency for the steps of the 26 February
as found experimentally (orange) and by model(green) as found experimentally (orange) and by model{green)

The comparison between modeled and experimental efficiency is seen in Figures D3 and D4. The Jry, used for the two
models are fitted to step 2, 6-9 of the 26 February. and got split up into two functions. For most of the steps the model

4“4
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is underestimating the removal efficiency, most notably for the first two steps figure D3 caused by the early-experiments-

derivation. . The kintecus model slightly underestimates the removal efficiency. From experiment six to eight the photochamber

was continues turned on as visualized in Figure C6. In experiment eight the chamber was overheated an the effectiveness is

decreased. This is also apparent in the comparison of kintecus simulated and experimental removal efficiencies at experiment

eight.
Multiple tubes experiments

13,0%
%]
@ 11,0% y=2,39E-03x + 5,356-02 ..
c R? = 98,0 i
a
Z 9T% T
f= -
i .
E 7.0% &
5,0%
5.0 100 15,0 20,0 25,0

Experimental Power input (W)

Figure D5, Effectiveness as a function of experimental power
input for the @ March. The correlation is used for calculating

the effective power input for multiple tubes experiments.

20602
W
5 V= 5,98E-03n -
R#=a

,:'E-’ 473 .
T 10602 o
— A
" L]

=] ’
B .
A ®

L OE+00

0.0 0.5 10 15 2,0 2.5 30

Effective Power input (W)

Figure D6, Kinecus obtained Joi, as a function of the effec-
tive power input for the 9 March. The effective power input is
calculated from Figure DS5. The combination of the Figure with
Figure D5 is used to calculate the Jei, for Multiple tubes ex-
periments by Eq. D13

The Jey, rate is generated in the same manner for the experiments with multiple tubes. Here the 9 March experiments are

used to obtain kintecus J-y,-values. (Figures D5 and D6).

J=598-10"%-(2.39- 107 Power(W)*+5.35E - 1072 - Power(W))

(D13)

The overheating at high power inputs is eliminated with the improved photochemical device. This is also apparent when

comparing the effectiveness, which is approximately 9 % for the multiple tube. Figure D5, and approximately 0.6 % for the

single tube, Figure D1 .at the same power input at 15 W.
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Figure D7. Removal efficiency for the steps of the 4 March as Figure D8. Removal efficiency for the steps of the 5 March as
found experimentally (orange) and by model(green) found experimentally (orange) and by model(green)

Figure D7 and D8 shows the comparison for 4 March and 5 March, respectively. The initial methane concentrations were
varied in Figure D7. The kintecus model accounts poorly for the variations of initial methane concentrations. However, it still
follows the trend to a small degree. The residence time in the photochamber was varied in Figure D8. The kintecus model
follow the trend of the experimental results, but underestimated the removal efficiency.

27 February and 3 March

5% 5,5%
o o
5 - [ — g 5.0% g \\.\
5 i ¥ = -, A5E-03x + 3,26E-02 L] § S5 6.808-0dx + 4,36E-02 e
= Ri=02,0 =2 A \‘
o T a0k i " £
o 10% %
& i 35% y=-1,57E-D3x + 7,586-02
#1=976
0,0% 3.0%
1.7 19 z1 13 i3 27 9 31 5 10 15 20 5
Experimental Power (A) Experimental Power input (W)
Figure DY. Removal efficiency for the steps of the 27 February Figure D10, Removal efficiency for the steps of the 3 March as

as found experimentally (orange) and by model(green) found experimentally {orange) and by model(green)

Some experiments can’t be related to the relations presented for the single and multiple tube. This is due to the optimization
done on the photochemical device. After the experiments on the 26 February the glue holding the circuit boards together is
slightly removed. Therefore the 27 February experiments can’t be related to the single tube Jey, rates. After the 3 March
the glue on the photochemical device is even further removed, and the chamber performs better. However., after the 3 March
the photochemical is optimized even further with an additional improvements such as exchanged of some of the LEDs and

reconstructed photochemical device. Therefore the 3 March experiments can’t be related to the multiple tubes Je,. Additional
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kinetic calculations is therefore used to estimate the Je, of these two experiments. The effectiveness for the 27 February is
described shown in equation D14 and Figure D9

E f fectivepower(W ) = Power (W )(—4.35- 102 Power(Current ) + 3.26 - 10_2} (D14)
In the same manner the effectiveness of 3 March in shown in equations D15, D16 and Figure D10

E f fective Power (W) = Power(watt) - (6.80 - 10~ Power(Watt) +4.36 - 10~ )i f Power(W) > 14.31W (D15)

E f fective Power(W') = Power(watt) - (—1.57 - 10-3. Power(Wait) 4 7.58 - 1072} f Power(W) < 14.31W (D16)

= REMEmenmann-; 3 March _ﬁ%_iéﬂaen_r?mnl!-
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Figure D11. Removal efficiency for the steps of the 27 Febru- Figure D12. Removal efficiency for the steps of the 3 March as
ary as found experimentally (orange) and by model(green) found experimentally (orange) and by model(green)

The kintecus model follows the experimental trend very accurately in Figure D9 and D12, and as expected the first experi-

ments are overestimated.
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