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Abstract

Neutron scattering is a constantly evolving technique. New facilities and more
powerful instrumentation enables measurements on smaller samples but also
provide the means to perform more parametric studies. This thesis describes
the designing of the CAMEA inverse time-of-flight neutron spectrometer for the
future European Spallation Source. In parallel with the CAMEA design I par-
ticipated in a number of small scientific projects, of which 2 is documented in
this thesis and 2 in the attached articles. The described work was done as part
of my PhD enrolment at the Niels Bohr Institue, Copenhagen University.

The European Spallation Source has the potential to become the highest per-
forming neutron scattering facility in the world. The source brightness will equal
the currently brightest existing facility but will be pulsed, providing possibili-
ties for instruments with greater coverage if the instruments are designed to
use this pulse. The new long pulsed concept was used as an opportunity to
redesign a number of instrument concepts using the instrumental advances of
recent decades with the goal of building unprecedented powerful instruments
that take advantage of the source. One of these designs is the CAMEA instru-
ment.
CAMEA combines time-of-flight and crystal analyser technologies to achieve the
highest possible count rates in each detector channel. This is combined with a
multiplexed backend that will record an unprecedented large fraction of the hor-
izontal scattering plane, and a new prismatic analyser technique that ensures
improved energy resolution. The high coverage and count rates will make it
ideal for parametric studies in the horizontal scattering plane.
The design of CAMEA involved kinematic calculations, simulations and proto-
typing to optimize the instrument and ensure that it will deliver the predicted
performance when constructed. The design work was compiled into an instru-
ment proposal for the European Spallation Source, and approved for construc-
tion.

LiNiPO4 in a combined electric and magnetic field was investigated as a step
towards the long term goal of developing a method for time resolved neutron
spectroscopy of quantum phase transitions. The measurements showed consid-
erable difficulties with electric sparks and hysteresis issues around the phase
transition. However, some interesting relaxation phenomena was observed.
NiMn2O4 have proven difficult to synthesis in a uniform sample. A new chem-
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ical process was expected produce a more uniform material. This sample was
investigated with neutron spectroscopy. The data showed agreement with other
manufacturing processes and gave new insight in the spin structures and excita-
tions. A possible new phase transition was also identified.



Dansk Resumé

Neutronspredning er en teknik i konstant udvikling. Nye faciliteter og bedre in-
strumenter muliggør m̊alinger p̊a stadig mindre prøver, samt giver mulighed for
flere parametriske studier. Denne afhandling beskriver designet af det inverse
time-of flight spektrometer CAMEA til den kommende Europæiske Spallations
Kilde. Jeg deltog parallelt med CAMEA designet i et antal mindre vidensk-
abelige projekter, af hvilke to er dokumenteret i denne afhandling og to i de
vedhæftede artikler. Det beskrevne arbejde var en del af min Ph.d. ansættelse
ved Niels Bohr Instituttet, Københavns Universitet.

Den Europæiske Spallations Kilde har potentialet, til at blive verdens ledende
neutronsprednings facilitet. Kildens styrke bliver p̊a linje med den kraftigste
eksisterende kilde, men den vil grundet sin pulsede karakter give mulighed for
instrumenter med meget støre dækningsomr̊ade, hvis instrumenterne er designet
til at udnytte pulserne. Kildens nye langpulsede koncept var en anledning til
at gendesigne en række eksisterende instrumentkoncepter, og inddrage de sidste
årtiers landvindinger indenfor neutronistrumentering til at designe nye bedre
ydende instrumenter, der kan udnytte den nye kilde. CAMEA er et s̊adan ny-
designet instrument.
CAMEA kombinerer time-of-flight teknikken med analysator krystaller for at
opn̊a den højest mulige intensitet i hver m̊alekanal. Dette bliver kombineret
med en multi-analysator, der kommer til at dække en uset stor del af det ho-
risontale spredningsplan, og en ny prismatisk analysator teknik, der giver en
forbedret energiopløsning samt øger den samlede tællestatistik. Den høje dækn-
ingsgrad og tællestatistik vil gøre CAMEA ideel til parametriske studier i det
horisontale spredningsplan.
For at optimere CAMEA og sikre, at instrumentet vil levere den forventede
ydeevne involverede designet kinematiske beregninger, simuleringer og proto-
type m̊alinger. Resultatet blev sammenfattet i en instrument konstruktions
ansøgning til den Europæiske Spallationskilde, og instrumentet er blevet ud-
valgt til konstruktion.

LiNiPO4 i et kombineret elektrisk og magnetisk felt blev undersøg som et skridt
p̊a vejen mod at udføre tidsopløst neutronspredning p̊a kvantefaseovergange.
Målingerne afslørede alvorlige problemer med elektriske gnister samt hysterese
problemer omkring faseovergangen. Nogle interessante relaxationsfænomener
blev dog observeret.
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NiMn2O4 har vist sig vanskeligt at syntetisere til en ensartet prøve. En ny
kemisk fremstillingsproces forventedes dog at producere et mere ensartet re-
sultat. En s̊adan prøve blev undersøgt med neutronspektroskopi. Data var i
overensstemmelse med resultater fra andre fremstillingsmetoder og gav ny vi-
den om spinstrukturen i materialet samt de magnetiske eksitationer. En hidtil
uobserveret faseovergang blev ogs̊a fundet.
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Chapter 1

Magnetism

I will here present a brief description of magnetic solid state theory. A more
thorough presentation can be found in a dedicated textbook [45]. I assume general
knowledge of solid state physics, for example the knowledge of lattice structures,
reciprocal lattices and phonons. [37, 83]

Magnetism in solid state physics describes the distribution of magnetic mo-
ments inside materials. Although magnetic materials can be observed in every-
day live it is pure quantum mechanical in its core, and does lead to many exotic
phenomena.

1.1 Origin of Magnetism

Magnetic moments can be caused by the electronic and nuclear spins as well
as electron orbits. The electron is a fermion with a spin of ms = ±1

2~ and
a magnetic moment of −gµBs, where s is the vector decribing the spin and
g, called the electronic g-factor, describes the intrinsic magnetic moment of an
electronic spin and takes a value of ∼ 2. µB is the Bohr magneton and takes
the value µB = − e~

2me
= 9.274 × 10−24 Am2, where e is the electronic charge

and me is the electronic mass. Furthermore, the electron can have an orbital
momentum ml giving rise to a magnetic moment of −µBl where l is the vector
describing the angular moment. Since the magnetic moment of a particle is
inversely proportional to its mass the magnetic moments of the nuclei are much
weaker than the magnetic moment of electrons. The nuclear magnetic moments
are still able to influence the electrons, but the main magnetic contribution is
from the electrons.
When several electrons are bound to the same atom the moments are added.
Since electrons are fermions only a single spin up and a single spin down electron
can occupy a given state. This causes the inner shells of an atom to be filled with
equal number of spins with spin up and down and the magnetic moments cancel
out. However, for shells, that are only partially filled, the electrons generally
arrange themselves according to Hund’s rules[45] in the ground state, and this
can give rise to several uncompensated magnetic moments aligning in parallel. Of
special interest are materials where the 3d (transition metals) or 4f (lanthanides)
shell is partially filled.
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1.1.1 Paramagnetism

The actual magnetic forces between the electrons are very weak so with no other
interactions present, magnetic order breaks down at very low temperature. The
uncompensated spins will in this paramagnetic phase be aligned randomly. If
an external magnetic field, B, is applied the spins will align along the field.
However, the strength of the response will be low and inversely proportional to
the temperature. If the field is later removed the thermal fluctuation will remove
any order from the system again.

1.1.2 Exchange Interactions

Rather than from direct dipole coupling, magnetic ordering arises from quan-
tum mechanics and Coulomb repulsion between electrons. If one considers two
electrons situated on two different atoms, but with overlapping electronic wave
functions, the collective wave function is a product of the two. However, since
this new wave function is required to be anti-symmetric under exchange[115]
the spacial wave function needs to be symmetric and the spin wave function
anti-symmetric or vise versa. Since the product of the two is neither sym-
metric nor anti-symmetric, it is necessary to change to a basis of wave func-
tions to a collective state. 4 such states exist. An anti-symmetric singlet
state 1√

2
(φ(1)φ(2)− φ(2)φ(1)), where φ(i) is an electron located on the i’th

position or with the spin value i depending on whether the spacial or spin
part of the wave function is considered. The 3 symmetric triplet states are:
1√
2
(φ(1)φ(2) + φ(2)φ(1)), φ(1)φ(1), and φ(2)φ(2). Electrostatic repulsion can

now ensure that it is advantageous for the electrons to be furthest possible away
- i.e. have an anti-symmetric spatial wave function, ensuring a symmetric spin
wave function.
However, there is also an energetic advantage of being as delocalized as possible
which is often achieved with the symmetric spatial distribution, causing an anti-
symmetric spin distribution. A typical example is the so called superexchange,
usually mitigated by an oxygen bridge between the two atoms. Such a bridge
enables the electrons to jump to the neighbouring atom, increasing their position
uncertainty. By Heisenberg’s uncertainty principle this allows a lower momen-
tum uncertainty and thus lower average momentum and kinetic energy. This is
best achieved with anti-symmetric spins. Which interaction factor is dominating
depends on the crystal structure and electronic wave functions in question. The
resulting energy landscape can often be expressed in the Heisenberg model by
the Hamiltonian:

Ĥspin = −
∑

i,j

Ji,j ŝi · ŝj (1.1)

where J is some effective exchange constant originating from the effects above.
However, there are other possible exchange interactions and crystal anisotropies
can also influence the system. If a crystal anisotropy term that makes it advan-
tageous for the spins to point along a certain direction are considerably stronger
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than J reducing the problem to one spin dimension (the Ising model):

Ĥspin = −
∑

i,j

Ji,j ŝ
z
i · ŝ

z
j (1.2)

1.2 Magnetic Order

The exchange interactions described above can cause the system to order in
many different ways, some of which will be described here.

1.2.1 Ferromagnetism

If J > 0, neighbouring the electrons will find it energetically advantageous to
have parallel spins. This means that the system will order macroscopically over
large distances with parallel spins. Entropy, dipole interactions, and boundary
considerations can break the order and ensure that the system only orders in
large domains with spins pointing in the same direction, but even a relatively
small magnetic field will provoke a strong response as the domains align along
the external field reinforcing the external field. Such systems are called ferro-
magnetic.

1.2.2 Antiferromagnetism

If J < 0 the system is called antiferromagnetic. Antiferromagnetic spins will
reach the lowest energy by pointing in opposite directions in some checker board
pattern. However, this might not always be possible due to quantum mechanical
fluctuations or lattice structures. A Heisenberg antiferromagnet can thus not
have the intuitive checker board pattern in the ground state since it is not an
eigenstate of the Hamiltonian. Instead, a complicated superposition of different
patterns with antiparallel spins is the ground state. Furthermore, if the lattice
has a triangular structure (or any other structure where loops of an odd number
of magnetic moments dominate) it is not possible to order the spins so that all
spins have antiparallel neighbouring spins. This is called frustration and can
lead to severely degenerate ground states.

1.2.3 Next nearest Neighbours

Exchange interactions are not limited to neighbouring atoms but can include
atoms further away in the lattice. Often a next nearest neighbour term is needed
in the Hamiltonian but third or fourth nearest neighbour terms can also be
present. If the longer ranged exchange interaction are antiferromagnetic and
strong enough compared to the nearest neighbour interactions the spin can order
in spin spirals where the spins will turn a small angle for each lattice site. Such
spin spirals are examples of incommensurate order - i.e. order where the ordering
length does not fit the length scale of the crystal structure.
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1.2.4 Magnetic Exitations

Magnetic excitations are called spin-waves or magnons. Unlike phonons they
do not express physical displacements but rather reorientation of spins. The
simplest magnetic excitation is a single spin pointing the opposite way of the
ground state. For Heisenberg systems such an excitation is, however, not allowed
and the excitation takes the form of a superposition of waves in the spins where
neighbouring spins are only slightly dislocated with respect to each other. The
energy is now a function of the wavelength of this distortion. In the limit of
large λ the energy goes to zero (Goldstone modes).
For Ising systems, the single spin flip is the lowest possible excitation causing a
gap-energy below which no excitations can exist.

1.2.5 Phase Transitions

When heated, systems of magnetic order will at some point break down and
become paramagnetic. The transition temperature depends on the strength of
the magnetic interaction. For some materials it will be very high. e.g. α−Fe2O3

has a transition temperature of 950 K. However, many of the more complicated
magnetic systems have far lower transitions temperatures, often in the 1-50 K
range.
If an external field or pressure is applied it is also possible to force the system
to change its magnetic ground state at low temperatures by a quantum phase
transition. In such a transition it is the ground state of the system that changes.
The quantum effects are often best investigated at very low temperatures, even
though effects of such a transition can be observed far above the ground state

1.2.6 Multiferroics

Multiferroic systems are a class of systems where at least two of the following mix:
Magnetic order, electric order and atomic displacement. A well-known example
is piezoelectric crystals, where the dimension of the crystal is controlled with an
electric field, but the other possible interactions involving magnetism have also
attracted attention in recent years.



Chapter 2

Neutron Scattering

2.1 Scattering

Many experimental techniques in solid-state and soft-matter sciences are based
on scattering of a known probe particles on a sample. By selecting particles
with a well-known set of parameters and recording the same parameters after an
interaction with the sample it is possible to determine important properties of the
sample. Different particles can be used as probes depending on what properties
are investigated, the most common being photons, electrons and neutrons.
As all particles the probe can both be described as particles, which is done
during most of the experimental setup, and as waves, which is done in the
interaction with the sample and certain other instrument components. In the
wave description a probe has a wavelength λ and a corresponding wave vector
k = 2π/λ · v/v. As ~k is the momentum of the probe the wavevector is often
referred to as a momentum. Before interacting with the sample, the probe can
be described as function of the position r as a planar wave:

ψ(r) =
1

Y
eik·r

where Y is a normalization factor. A probe that is scattered from a particle at
position rj with a cross section b2j can be described by a spherical wave

ψ(r) = ψ0(rj)
−bj

|r − rj |
eiki|r−rj | (2.1)

If several scattering centres exists the result become a sum of spherical waves.

ψ(r) =
∑

j

ψ0(rj)
−bj

|r − rj |
eikf |r−rj | (2.2)

=
∑

j

1

Y
eiki·rj

−bj
|r − rj |

eikf |r−rj | (2.3)

≈
∑

j

1

Y
eiki·rj

−bj
r
eikf ·(r−rj) (2.4)

=
1

Y
eikf ·r

∑

j

−bj
r
ei(ki−kf )·rj (2.5)
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Where it in 2.4 have been assumed that the observation happens sufficiently far
away that r ≫ rj and thus 1

|r−rj | ≈
1
r
and k|r− rj | ≈ k|r− rj,||| ≈ kf · (r− rj)

where kf is the wavevector parallel to r. Furthermore we have assumed that
the cross section for interaction with a single particle is very small so we can
assume that all particles in either the full volume or a sufficiently big subspace
only interact with the same planar wave of constant amplitude. So seen from
the position r the scattered beam becomes a planar wave traveling towards r

with an amplitude:

1

Y

∑

j

−bj
r
eiq·rj (2.6)

with

q = ki − kf (2.7)

called the scattering vector and ~q the momentum transfer. The term in (2.6)
is very central in scattering. In solid state physics it is often split into a sum
over each lattice cell and sum of lattice cells:

1

Y

∑

j

−bj
r
eiq·rj =

1

Y

∑

i

−bj
r
eiq·ri

∑
eiq·rj (2.8)

Where the sum of the lattice cell consist of a finite number of scatterers and can
be computed exact, while the sum over the cells are very large but reduces to 0
when q·rj 6= n2π, n ∈ N due to the many different complex phases cancelling out
(see figure 2.1). q ·rj = n2π if and only if r is a reciprocal lattice vector, defined
as G = ha∗ + kb∗ + lc∗ where h, k, l ∈ N3 and a∗ = 2πb · c/V0, b

∗ = 2πc · a/V0
and c∗ = 2πa · b/V0 with a, b, c being the lattice vectors, describing the crystal
structure[83]. V0 = a · b× c is the volume of a unit cell. The condition

q = G (2.9)

is known as the Laue condition and is equivalent with the 1 dimensional formu-
lation, known as Bragg’s law:

nλ = 2d sin θ (2.10)

where d is the distance between scattering planes and 2θ is the scattering angle,
or the angle between the incoming and scattered beam. If q = G scattering can
occur. However, the sum over a single unit cell needs to be evaluated to see if
scattering actually occur and with what strength.
If the probe is able to resolve the structure within the individual atoms (e.g.
x-rays scatter from the electron cloud around an atom and have a wavelength
comparable with the structure of the electronic cloud making it able to see the
structure of the atom.) Each individual scattering particle within the atom is
grouped together in the sum much like the atoms in a unit cell and the full
cross section of the atom called the form factor is used instead of bj . This form
factor will generally be dependent on q[34]. Other factors describing the actual
interaction type can also exist. For example the x-ray scattering cross section
from a single electron is a function of the scattering angle, and magnetic neutron
scattering is a function of the angle between q and the scattering spins.
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Figure 2.1: Bragg scattering. Illustration of Bragg scattering. A planar wave
traveling from left to right scatters on a number of scattering centres. The
blue are scattering centres, the red wave fronts of the scattered beam, and the
grey tones the actual wave after interference. Left: Scattering from two centres.
Right: Scattering from 3*3 cores in a lattice. Already here a Bragg angle can be
seen. The blue line shows the direction of the lattice planes and the purple line
the incoming and scattered beam.

2.1.1 Cross Sections

In actual experiments the cross section is measured rather than the amplitude. In
general scattering cross sections are defined as number of particles scattered into
a specific volume element in some space divided with the incoming particle flux
and the volume of the element. For example, the partial differential scattering
cross section is defined as:

d2σ

dΩdEf

=
1

ψ

# of particles scattered into (dΩ× [Ef ;Ef + dE]) per second

dΩdEf

(2.11)
where Ω is some solid angle and Ef is some energy. The differential is defined
as:

dσ

dΩ
=

∫
d2σ

dΩdEf

dEf (2.12)

or, as the number of particles is the norm square of the amplitude of the wave
inside the given volume element times the element volume.

dσ

dΩ
=

∣∣∣∣∣
∑

i

bje
iq·ri

∑
eiq·rj

∣∣∣∣∣

2

(2.13)

Since the volume of Ω is r2 and the incoming flux is 1/Y . Unfortunately, all
phase information is lost in the measurement of the cross section, which makes
reconstruction of the measured sample more complicated.
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2.1.2 Resolutions

In a scattering experiment, a compromise between how well the incoming and
outgoing probes are determined and the count rate have to be made. It is usu-
ally not possible to alter the properties of the probe in order to make it more
uniform and instead the instruments removes particles that does not fulfil cer-
tain criteria, thereby reducing the statistics but increasing the accuracy of the
measurement. For example, most scattering experiments will want to know the
change in flight direction of the probe during the scattering process and will
thus need to determine the incoming and outgoing flight direction. However,
the probes will have a distribution of slightly different flight directions, called
divergence, so the instrument will need to remove particles that are furthest
from the desired flight direction (high divergence particles) if a high precision
is required. The accuracy with which a probe parameter or change in probe
parameter can be measured is called the resolution of the instrument, and the
probability distribution of measured values when the sample signal is a delta
function is called the resolution function O.

Different parts of an experimental setup will have different resolution functions.
If the resolutions are uncorrelated the total resolution function is found by con-
volution: O(x) = O1 ⊗ O2 =

∫∞
−∞O1(y)O2(x − y)dy. The convolution of two

functions with a finite variance gives a new function where the variance is sum
of the variances[73].
A particular important function is the Gaussian function since most resolution
functions are Gaussians or Gauss like and a series of convolutions of functions
converge towards a Gaussian[39]. Convoluting two Gaussians gives a new Gaus-
sian. Another important function is the Lorentzian distribution. Unfortunately,
the Lorentzian function does not have a finite variance and the convolution of
a Lorentzian and a Gaussian (called a Voigt) cannot be analytically solved, al-
though a numerical solution is implemented in many data analysis programs.
Assuming that the efficiency (understood as the fraction of probes that are not
lost or absorbed in a part of the instrument) of the i’th part of the instru-
ment can be written as a powerlaw Ei = aiσ

n
i where ai is a constant, σi is the

resolution of the instrument and n is some exponent, the combined efficiency
of two sections becomes E1,2 = E1 · E2 = a1a2σ

n
1σ

n
2 . Given a desired reso-

lution of σ =
√
σ21 + σ22 =

√
σ21 + (ασ1)2 for some α, the efficiency becomes:

E1,2 = a1a2α
nσ2n = a1a2σ

2n
(

α
1+α2

)n
. As a1, a2, n > 0 for any physical mean-

ingful setup the maximum is achieved when α = 1 or σ1 = σ2 = σ√
2
. It is

thus important to design the experiment so that the resolutions of the different
independent parts of the instrument match in order to get the highest possible
efficiency out of the instrument. This is not necessarily the case if the two con-
tributions are correlated. However, usually the resolutions will be uncorrelated
if they are associated with different parts of the instrument.
Adjectives describing resolution tend to cause some confusion. It is common to
refer to resolution with a narrow width as high resolution even though the pa-
rameters describing the resolution (σ and FWHM) are in this case low. To avoid



2.2 Neutron Scattering 21

this confusion people also speak about good and bad resolution, however, one
could argue that the best resolution is when the compromise between resolution
and intensity is perfect for the instrument. Indeed modern guide designs and
some monochromator/analyser designs spend considerable resources increasing
the width of the signal in order to increase the count rates[33, 47, 72, 86]. I will
use coarse and fine resolution wherever possible to avoid any confusion however,
for resolution changes improved resolution will mean a more narrow distribution
since it will only be used in a context where the statistics are not reduced at the
same time.
Many instruments are able to measure large volumes that can be resolved into
smaller subspaces in a single data acquisition. If a measured volume can be
resolved into a set of smaller disjoint subspaces by the instrument I will call the
any set with a maximal number of elements the measured channels.

2.1.3 Peak Broadening

In the equations for Bragg scattering (2.9) the system was assumed to be in-
finitely big, so that contributions even close to the Bragg peak will cancel out
and the peak become a delta function. However, if the signal comes from a finite
sized domain or particle this is no longer true. Instead one gets a broadening of
the peak following the Sherrer formula[118], which can be stated as:

w = c
2π

d
(2.14)

where w is the FWHM of the peak, d is the diameter of the domain and c is
a constant with values between 0.8 and 0.95 depending on particle shape and
symmetry direction. The shape is usually quoted as Lorentzian though that is
only true if the particles follows certain lognormal size distributions.

2.2 Neutron Scattering

The neutron is an uncharged particle with a rest mass of mn = 939.6 MeV/c2

and a magnetic moment of µ = γµN , where γ = −1.913 and µN = 5.051 · 10−27

J/T[90]. Like all particles with a rest mass, it have a wavelength of λ =
2π~/(mv), a wave vector of k = mv/~ and an energy of E = ~

2k2/(2m).[93]
Using neutrons as the probe in scattering experiments has a number of advan-
tages:

• Length and energy scales. The rest mass of the neutron means that
neutrons can simultaneously have an energy and wavelength ideal for solid
state experiments.

• Neutrons can see magnetic structures. Due to the magnetic moment
of the neutron it is sensitive to magnetic moments in the sample. This
makes it ideal to study the distributions of magnetic moments in materials.

• Neutrons interacts weakly with matter. This means that multiple
scattering events can generally be neglected, and that the neutron beam



22 Chapter 2: Neutron Scattering

can often be taken to be almost constant throughout the sample. This
makes it possible to compare measured absolute intensities with theory.

• Neutrons can penetrate many materials easily. This makes it possi-
ble to make experiments with sample environments. Sample environments
often demands that the sample is separated from the surroundings for
example to control the temperature or the pressure. Since Al is almost
invisible to neutron beams it is possible to build separation walls of solid
pieces of machined Al and still perform experiments on the sample inside
the walls.

• The cross section for neutron scattering varies with isotopes.

Light elements have much smaller x-ray cross sections than heavy elements
and are thus nearly invisible if both are present in the sample. For neutrons
the cross sections are comparable, though different and they even vary
between different isotopes. The former means that light elements (e.g.
gas fumes) can see seen inside heavy elements (e.g. a motor). The later
enables phase contrast studies by use of for example deuterated water and
is especially useful in biology.

Since the neutron scatters from the nuclei which have a size of the order 10−5

Å and thermalized neutrons have wavelengths in the order 1-10 Å, the neutrons
will not be able to resolve any structural information about the nuclei.

2.2.1 Incoherent Scattering

By default neutrons are scattered in all directions by an assembly of scatterers.
However, since the neutron waves interfere we measure the Fourier transform of
the symmetries in the sample. This leads to peaks in the signal. In the derivation
of Bragg’s law these symmetries were assumed to be perfect. However, that is
usually not the case. Reduced symmetry will occur due to variations in isotopes
or nuclear spin. This causes a general background called incoherent scatter-
ing. The scattering cross section is often given as a function of atom number.
However, it will change with the exact isotope distribution of a substance. For
example Hydrogen has a very high incoherent scattering cross section of 80.26 *
10−28 m2, while it only is 2.05 * 10−28 m2 for deuterium.

2.2.2 Inelastic Scattering

All scattering events will fulfil the conservation of energy:

Ef,sample − Ei,sample = ~ω (2.15)

where ~ω = Ei−Ef is the change in probe energy also called the energy transfer.

In the case of neutrons ~ω = Ei − Ef =
~
2(k2i−k2

f
)

2mn
. If ~ω = 0, the scattering

is called elastic and otherwise inelastic. The cross section for inelastic neutron
scattering now becomes:

d2σ

dΩdEf

∣∣∣∣
λi→λf

=
ki
kf

( mn

2π~2

)2
|〈λiψi|V |ψfλf 〉|

2 δ(Eλi
− Eλf

+ ~ω) (2.16)
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where |λi, ψi〉 and |λf , ψf 〉 are the incoming and outgoing states of the system re-
spectively, Eλi

and Eλf
are the energy of the states, and ki, kf the wavevectors.

V is the interaction potential.[90]. Many experiments will thus not measure in
the 3 dimensional reciprocal space spanned by q but the 4 dimensional space
spanned by q and ~ω, which is called (q, ω)-space. Incoherent scattering will
be distributed as quasi elastic scattering. This means that the scattering will
be distributed as a Lorentzian as a function of energy transfer with a centre at
~ω = 0 and a width that corresponds to the inverse of some characteristic time of
the system[124]. This is for example often used to investigate hydrogen diffusion.

Elastic and quasi elastic scattering is generally more intense than inelastic scat-
tering so many experimental setups assumes that all measured scattering is elas-
tic. If the energy transfer is measured one will see a spike in the signal centred
at ~ω = 0. Inelastic data are often presented in a color map with ~ω on one axis
and q or a component of q on the other. Here the intense elastic signal and the
peak in the quasi-elastic signal becomes a line called the elastic line.
Scattering with ~ω > 0 is called down scattering since the neutron loses energy
by producing an excitation in the sample whereas scattering with ~ω < 0 is
called up scattering. In many experiments it is necessary to cool the sample in
order to get into the desired phase or be close to the ground state where quan-
tum effects are more clearly expressed. However, the phonon density and thus
the up scattering cross section is proportional to the Bose occupation factor and
goes to 0 when the temperature goes to 0. The cross section for down scattering
does also become small at low temperatures but it goes to a finite value meaning
that inelastic low temperature measurements will normally be down scattering
measurements.

2.2.3 Magnetism

The neutrons, magnetic moment can interact with the local magnetic field pro-
duced by the spin distribution inside a sample. This leads to elastic scattering
with cross section of:

dσ

dΩ

∣∣∣∣
magn,el

= (γr0)
2
(g
2
F (q)

)2
e−2W (q)

∣∣∣∣∣∣

∑

j

〈e−iq·rjsj,⊥〉

∣∣∣∣∣∣

2

(2.17)

where d denotes the position of the electronic spins s at the jth atom, and r0
is the classical electron radius of 2.818 fm. The ⊥ index means that only the
spin component perpendicular to q can be observed with neutrons. F (q) is the
magnetic form factor F (q) =

∫
eiq·rs(r)dr. The displacement of scatterers due

to vibrations is the Debye-Waller factor and denoted e−2W (q).[90] It turns out
that the prefactor in 2.17 is of the same size (5 fm) as typical nuclear scattering
lengths so it is possible to see both structural and magnetic signal at the same
time in scattering experiments. If the spin orientation is ordered in a pattern
with a period different from that of the atoms the spin will give rise to extra
peaks at the corresponding reciprocal lattice vectors of the magnetic lattice.
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Such peaks are called magnetic peaks while peaks arising from scattering of the
nucleus are called structural peaks. The study of magnetic peaks is very power-
ful method to determine the spin order inside a crystal.

Magnetic excitations can be measured by inelastic magnetic scattering just like
nonmagnetic elastic scattering. The cross section describes the number of neu-
trons scattered inelastically and is given by the space and time Fourier transform
of the spin-spin correlation function:

(
d2σ

dΩdEf

)

magn

= (γr0)
2 ki
kf

[g
2
F (q)

]2
e−2W (q)

∑

α,β

(δαβ − qαqβ)

×
1

2π~

∫ ∞

−∞
dt e−iωt

∑

j,j′

eiq·(rj)〈sαj (0)s
β
j′(t)〉 (2.18)

where
∑

β δαβ − qαqβ describes that only spins perpendicular to q contributes
to the scattering cross section.[90]

2.2.4 Sample Environments

There are many reasons to study samples away from the normal laboratory en-
vironments. In some cases, experiments seek to replicate the environments of
the investigated materials. For example inside the earth’s mantle or a car en-
gine. In other cases, experiments seek to get new knowledge about a sample by
applying some external fields or cooling it to temperatures near 0 K. The most
common environmental parameters to control in solid state physics are temper-
ature, magnetic field and pressure but in other fields other parameters such as
electric field, humidity, stress factor or PH can also be of interest.
To change the sample environments it is usually necessary to separate the sam-
ple from the laboratory, for example to keep the temperature different from that
of the laboratory and surround it with materials producing the sample environ-
ments. Many environments outside neutron scattering include large amounts
of materials with a relatively high absorption or scattering cross section that
will block or significantly reduce the neutron beam. They can however, also be
constructed with some open angles. It is for example possible to build split coil
magnet or pressure cell without big chunks of material in a horizontal plane.
It is, however, usually necessary to include some strong machinable material
in these windows. One reason is to separate the sample environment from the
laboratory environment, for example to control the temperature of the sample.
In other cases a structural component is necessary, for example to keep the two
coils of a split coil magnet apart. Fortunately Aluminium has a very low ab-
sorption cross section, is nonmagnetic and decays quickly after irradiation by
neutrons. Al will however, produce a scattering Debye Sherrer cone (see section
3.1.5) background - depending on the amount used.
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Neutron Instrumentation

Neutrons sources are expensive and have a limited brightness. In the early days
of neutron scattering this weakness was overcome by the use of large samples,
but this puts a severe limitation on both what samples can be studied, and
also reduces the possibilities for sample environments since the possible mag-
netic fields, electric fields, and pressures that can be achieved depends strongly
on the required volume. Thus, there have in many years been a push towards
both brighter sources and instruments that use the generated neutrons more effi-
ciently. Below, I will describe some of the techniques used in neutron scattering
and how instrumentalist have increased the efficiency of their instruments.

3.1 Neutron Spectroscopy

The scattering abilities of the neutron can be used for many different kinds of
measurements. I will not try to describe all techniques, but concentrate on triple
axis and time-of-flight spectroscopy and only touch some of the other techniques
briefly.

3.1.1 Neutron Sources

Free neutrons have a half-life of ∼ 15 minutes [98, 119]. This is sufficient to
perform neutron scattering experiments without worrying about natural decays,
but requires that the neutrons are produced when needed for experiments. As
neutrons are electrically neutral and strongly bound to their nucleus it is hard to
produce free neutrons, but it can be done using different techniques. The sim-
plest is to use a radioactive source however, the neutron brightness emitted from
such sources are too low for all but the simplest neutron scattering experiments.
Instead all large scale neutrons scattering facilities relies on either a reactor or a
spallation source to produce the needed free neutrons. A list of some the most
important facilities can be seen in table 3.1.
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Source Technology Type Place

Ill[20] Reactor Continuous Grenoble, France
FRM II[17] Reactor Continuous Munich, Germany
HZB[19] Reactor Continuous Berlin, Germany
HFIR[13] Reactor Continuous Oak Ridge, USA
LLB[15] Reactor Continuous Paris, France
ANSTO[16] Reactor Continuous Sidney, Australia
NIST[27] Reactor Continuous Washington DC, USA

ESS[12] Spallation Pulsed Lund, Sweden, in construction
PSI[28] Spallation Continuous Villigen, Switzerland
ISIS[21] Spallation Pulsed London, UK
SNS[13] Spallation Pulsed Oak Ridge, USA
J-Parc[24] Spallation Pulsed Ibaraki, Japan

Table 3.1: Neutron sources. A list of some of the most important neutron
sources.

3.1.1.1 Reactor Sources

The first large scale neutron scattering facilities used reactor sources and they
are still the most common source at large scale facilities. Reactor sources usually
produce free neutrons from fission of Uranium. As in nuclear power plants, some
of the free neutrons are used to sustain the chain reaction. The chain reaction
makes it possible to sustain much higher neutron fluxes than from a normal
radioactive source. Apart from the usual security and environmental issues con-
nected to nuclear reactors, the brightness also limits the development in reactor
sources. It is limited how bright a stable reactor source can be made because the
heat from the fission process needs to be removed in order to keep the reaction
running. Even so, the source with the highest time-averaged brightness today
is the ILL reactor source[20] in Grenoble. Reactor sources normally produce a
continuous flow of neutrons.

3.1.1.2 FRM II

The FRM II source in Munich differs from many other reactor sources in that it
uses highly enriched Uranium as its fuel. Because of that it reaches a relatively
high neutron flux even though the effect is more moderate.

3.1.1.3 Spallation Sources

In a spallation source, free protons are accelerated to high energies and directed
into a target of heavy elements (for example Lead, Mercury, or Tungsten). The
reactions will produce 15 times more free neutrons per MeV of excess heat than
in reactors. At the same time it is relatively simple to generate the proton
beam in bursts and thereby pulsing the neutron beam. This adds information
about the starting time of the neutrons. This information can then be used
by the time-of-flight technique to produce more efficient instruments. Spallation
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sources have a large energy consumptions and have yet to surpass reactor sources
in total flux but the pulsing capabilities and smaller environmental and safety
issues means that many new sources constructed the last 30 years are spallation
sources, like PSI, JPARC, ISIS, SNS and the coming ESS.

3.1.1.4 PSI

The spallation source at the Paul Sherrer Institute in Switzerland is the world’s
only continuous spallation source. This is done because the proton beam is also
used to generate muons for complementary measurements.

3.1.1.5 ESS

ESS will be the first spallation source to rival ILL in total brightness, while
being 30 times brighter in the pulses than ILL. This is achieved by generating
longer pulses at a lower frequency than any other pulsed facility today. This
requires new instrument designs that can utilize the longer pulse. In chapter 4
I will describe further how this impacts instruments and how to get most out
of the possibilities of a long pulsed spallation source for an in-plane scattering
spectrometer.

3.1.2 Moderators

Both reactor and spallation sources produce neutrons with far too short wave-
lengths (high energy) to be useful for neutron scattering. To slow the neutrons,
they are led through a moderator, where they transfer some of their energy by
inelastic scattering. Hydrogen, either as H2, H2O or some organic material, is
often used as moderator because it have a high neutron scattering cross section,
relatively low absorption cross section, and a mass comparable to the neutrons.
If the moderator has a temperature close to room temperature (300-400 K) it
is called ”thermal”, and if the moderator is ∼ 25 K it is called ”cold”. Neu-
trons in thermal equilibrium with a thermal moderator are called ”thermal” and
instruments designed for them ”thermal instruments” and likewise for cold.

3.1.3 Neutron Guides

The actual neutron instrument needs to be placed some distance from the mod-
erators. This is needed in order to get space for radiation shielding, have space
for more instruments and for time-of-flight instruments to separate the neutrons
in time. In order to transport the neutrons from the moderator to the instru-
ments, guides are needed. The guides are evacuated tubes with walls of neutron
mirrors.
The reference mirror is a polished piece of Ni. Neutrons will travel slightly
faster in most materials than in Vacuum, leading to a refractive index above
1. If the neutron hits the material with a small enough angle, total reflection
will thus occur. The angle of total reflection will depend on the neutron energy
and it is thus more natural to define a momentum transfer qc below which total
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reflection will occur. qc depends on the scattering cross section of the isotope

in question. For naturally occurring nickel qc = 0.0219Å
−1

, corresponding to
a critical angle of 0.4◦ for 5 meV neutrons. In order to increase the reflective
angles Neutron mirrors are often produced by depositing many Nickel layers of
decreasing thickness separated by another material (typical titanium) on a sub-
strate. These layers act as crystals producing Bragg peaks at different positions,
depending on the thickness of the layers. By tuning the thickness of the layers,
the many Bragg peaks are combined together to produce a single region of high
but decreasing reflectivity above qc. Such ”super mirror” will have a cut off
above which the reflectivity drops to 0 at m · qc and are usually described by
this m-value. Examples of mirror profiles can be seen in figure 3.1.

Figure 3.1: Neutron mirrors. Reflectivity of supermirrors from Swiss
Neutronics[30] with different m-values. From [77].

3.1.3.1 Brilliance Transfer

From Liouville’s Theorem we know that a phase space density can never be
increased passively [87]. This leads to a good measure for guide efficiency in
terms of the phase space density within a given phase space in the end of the
guide compared to the start of the guide. The relevant phase space density is
brilliance, defined as:

B =
neutrons

time · area · solidangle · wavelengthband
,

[
1

s · cm2 · sterradian · Å

]

(3.1)
From Luiviles Theorem it is clear that if we define the brilliance transfer as
B1/B2 where B1 and B2 are the brilliance at two different positions then the
brilliance transfer cannot exceed 1 for any given phase space volume. This gives
a measure between 0 and 1 for a guides performance[84]. Though brilliance
transfer is a very important number it does not tell everything about the guide
performance. It is considerably easier to transport a small than a large phase
space volume, and thermal neutrons are also harder to transport than cold. Fur-
thermore, the shape of the desired phase space is important so giving a Brilliance
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transfer without defining the incoming and outgoing phase space is meaningless.
Generally, the possible incoming phase space will be given by the moderator
dimensions that are considerably larger than the outgoing phase space. So the
guide can pick any desired subspace to transfer, leaving the incoming phase space
less important. However, in some cases the shape of this phase space will impact
the guide performance. Of course there are also parameters such as background
suppression, beam shape and cost to consider when designing an actual guide.

3.1.3.2 Guide Geometries

Traditionally, neutron guides have been straight or curved rectangular guides
with a constant cross section[53, 97, 101, 103], but in the later year there has been
a huge development towards more advanced guide geometries[32, 86, 47, 111].
The general idea of these guides are first to expand the beam in a way that
reduces the divergence then transport the low divergent beam that towards the
sample, and in the end of the guide reduce the beam size while increasing the
divergence. The low divergent beam will not only reflect from the sides with
a lower angle but also need to reflect fewer times. This has led to an increase
of brilliance transfer from a few percent to up to a simulated brilliance transfer
of sim90% for cold neutrons even for 150 m long guides[86]. The 100 m long
elliptic guide at WISH, ISIS[22, 51] proves that long elliptic guides can deliver
the expected performances. There are, however, still work to be done concerning
e.g. background, thermal neutrons, higher divergences and beam profiles.

3.1.4 Sample Area

The sample itself will usually be placed on a sample table. This table normally
allows motorized translation in 3 dimensions of the sample and any sample
surroundings as well as rotation around 3 axes. The possible rotation around the
vertical axes will usually be more than 360◦. However, the two other rotations
will often be limited to for example ±15◦. The sample table is durable enough
to support heavy sample environments. However, for some experiments the
sample table might be removed e.g. big magnets. Strong magnets also require
that nearby parts of the instrument is constructed from nonmagnetic materials,
such as Al. Before and after the sample it is common to place adjustable slits
by neutron absorbing materials in order to reduce the background. These slits
limit the amount of sample environments that can be seen from the primary and
secondary instrument. Everything before the sample is called primary, while
everything after the sample is called secondary.

3.1.5 Diffractometers

In diffraction experiments, only the elastic scattering is considered. The instru-
ments are designed with a known incoming energy and the outgoing energy is
assumed to be identical. Figure 3.2 (left) shows a simple diffractometer. A poly-
chromatic beam (also called a white beam) is guided to the instrument, where
a well-known single crystal called a monochromator, of for example Pyrolytic
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Graphite (PG), is used to reflect the wanted wavelength towards the sample by
the use of Bragg’s law. In order to select the right compromise between flux and
energy resolution, monochromators are not perfect crystals but will have slightly
unparallel lattice planes. The distribution of the lattice planes are called the mo-
saicity (η) and will typically be in the order 10 to 60 arch minutes(”). Just as for
resolutions some confusion exists about what high and good mosaicity means.
Here I will also use coarse and fine when possible.
A detector measures scattering from the sample in a specific direction. Neutron
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Figure 3.2: Diffractometer. Left: Classic diffractometer. Right: Diffractome-
ter with a large detector to improve the data taking rate.

detectors have traditionally been based on 3He that have a large absorption cross
section. The released energy in the resulting nuclear reaction causes an ioniza-
tion that can be amplified e.g. by high voltage sparks in Ar gas, and detected
with electrodes. By moving the detector and rotating the sample it is possible
to map out a large subspace of the reciprocal space. It is common to replace
the single detector with a collection of detectors or a position sensitive detector
(PSD) that covers a large selection of scattering angles at once. In this case a
radial collimator is usually inserted before the detector. A collimator is a com-
ponent consisting of thin neutron absorbing sheets that is used to control the
possible neutron flight paths. In the case of radial collimators to limit the area
the next component (i.e. the detector) can see and thus reduce the background.
With a PSD on a diffractometer it is only necessary to rotate the sample in
order to do a full measurement (se figure 3.2 right). Diffraction is often done
on powders. The powder crystals are assumed to be isotropically oriented. A
reflection in the crystals will thus reflect in all directions that obeys Bragg’s law,
independent of sample rotation. The resulting cone is called a Debye-Sherrer
cone. Since the sample rotation can be omitted when investigating powders a
full measurement on a diffractometer with a PSD can be done in just one data
acquisition.
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3.1.5.1 Laue Diffraction

In a Laue diffractometer a white beam is guided directly to the single-crystal
sample and the reflection is recorded on a PSD. From Brags law it follows that
all reflections will be seen if the sample is illuminated with a wavelength such
that 2d

n
sin θmin < λ < 2d

n
sin θmax, where θmin and θmax are given by the instru-

ment layout. Some information is lost with the unknown reflected wavelength.
However, Laue diffractometers are excellent at aligning samples since many re-
flections can be seen simultaneously.

3.1.6 Triple Axis Spectrometers

In order to measure energy transfers it is necessary to measure the outgoing en-
ergy as well as the incoming. This can be done by inserting a second monochro-
mating crystal, called an analyser between the sample and detector in a diffrac-
tometer setup. This will now control which energy is reflected to a detector.
Triple axis spectrometers (TAS) are named after their 3 controllable axes: the
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Figure 3.3: Triple axis spectrometer.

axis from monochromator to sample, the axis from sample to analyser, and the
axis from analyser to detector. Each axis has two relevant angles, labelled a1-a6
associated to it (see figure 3.3):

• a1 is the angle between the centre of the beam passing through the monochro-
mator and the scattering plane of the monochromator.

• a2 is the angle between the beam passing through the monochromator and
the direction from the monochromator to the sample.
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• a3 is the angle between the centre of the beam passing through the sample
and some direction in the sample. This angle is often used somewhat
arbitrarily as the direction in the sample is not always specified.

• a4 is the angle between the beam passing through the sample and the
direction from the sample to the analyser of interest.

• a5 is the angle between the centre of the beam passing through the analyser
and the scattering plane of the analyser.

• a6 is the angle between the beam passing through the analyser and the
direction from the analyser towards the detector of interest.

I will use these names for the relevant angles even if the instrument in question
is not a standard TAS and all angles are not in the same scattering plane. If the
instrument for example does not have a monochromator, I only use the angles
a3-a6.

3.1.7 Time-of-Flight Spectrometers

Due to the neutron mass, the velocity of cold neutrons is in the 1 km/s range.
This makes it possible to separate a polychromatic pulse of neutrons into a
spectrum of energies by propagating the neutrons through the instrument. If
the start time is known, the energy can now be calculated for each detection time.
This makes it possible to do experiments with a wide band of well determined
energies within each neutron pulse. In spectroscopy, time-of-flight (ToF) can
be used to determine both the incoming and outgoing energies. If both are
determined with ToF the technique is called direct ToF, if anlysers are used
indirect ToF. In order to use the technique, it is necessary to use a pulsed beam.
If the source is pulsed it is possible to use the pulse directly, but it is often
preferable to be able to adjust pulse by the use of choppers. A disk chopper
is a rotating disk of some neutron absorbing material with a window that is
transparent to neutrons. By changing the phase and the rotation speed of the
chopper it is possible to tailor the neutron pulse to the experiment. Choppers
may be used in pairs to enable control of the opening time of the double chopper
system. If ToF is also used for the secondary instrument, choppers are needed
to pulse the beam just before the sample, and the measured intensity at each
channel will be reduced significantly (e.g. a factor ∼ 400 for a cold chopper
spectrometer at ESS with a resolution of δE

E
= 1.1%). This is countered by the

many channels it is possible to measure at the same time.

3.1.8 Background

Many neutron signals are rather weak so to make sure that the signals are not
hidden in background, large emphasis is placed on background reduction. Neu-
tron detectors can in principle detect any kind of ionizing radiation, although
the low kinetic energy of the neutrons and well defined energy of the nuclear
reaction it produces means that it is possible to discriminate most other back-
ground sources with several orders of magnitude. It is still important to stop
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gamma and x-ray radiation from the source, guides and beamstops but within
the instrument the main focus is neutron background. In order to minimize
this, detectors are shielded by neutron absorbing materials and shielding is also
inserted at other strategic positions.
The 3 most common neutron shielding materials are Cadmium, Gadolinium and
Boron. Only a few mm’s of Cd is enough to stop most neutrons and since Cd is
a soft metal it is very useful to wrap around sample sticks and other frequently
exchanged pars to reduce the background from these. Gd has the largest ab-
sorption cross section and is often used when the thickness of the shielding is
an issue, e.g. for collimators. Both materials do, however, have cut-off values
above which the absorption cross section decreases dramatically[65] so to block
high energy neutrons B is used, for example as detector housing. This is often
done with Boron-plastic blocks of thicknesses between a few and 30 cm.
Air produces incoherent background scattering due to N2 so it is not unusual to
evacuate parts of an instrument, or to replace the normal air with Argon that
has a considerably lower scattering cross section.
Another source of background is higher order neutrons. These are unwanted
neutrons that are transported to the sample and even detectors because their
energy fits the instrument settings. In TAS (and diffraction), neutrons with
wave vectors that are some multiple of the desired wavevector are often reflected
by the monochromator and analyser since they also fulfils Braggs law. In ToF
spectroscopy, neutrons with energies that slip through the chopper sequence are
also often labelled higher order neutrons though they will usually be of lower
energy than the desired neutrons. In TAS (and diffraction) it is common to
remove higher orders with a high energy filter. This is normally a powder that
reflects all neutrons with a wavelenght above a certain threshold out of the main
beam path. The reflected neutrons are then absorbed by collimators or slits.
The most common filters for cold neutrons are Berylium with a cut-off of 5.2
meV.

3.1.9 Polarization

If the neutron scatters from a structural signal its spin is conserved whereas
it may flip its spin if it scatters from a magnetic signal. So by knowing the
spin before and after the sample, it is possible to determine whether a signal is
magnetic or not. In order to do so, components that remove neutrons with a spin
in one direction are inserted before and after the sample. By inserting a spin
flipper (e.g. a magnetic field of a specific strength and direction) it is possible
to choose whether only neutrons that keep the spin orientation or neutrons with
a spin that is flipped will make it through to the detector.
Polarization is provided by monochromators and analysers composed of Heussler
crystals, polarizing super mirrors, or a polarized 3Helium gas.

3.1.10 Time resolved Scattering

Time resolved scattering have proven extremely fruitful in later years - especially
in x-ray scattering[69, 70, 131]. The basic idea is to study a setup with some time
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dependence. This could be a non-equilibrium process such as a sample reacting
to a changed external influence, a biological process in the sample, or it could be
a study of a setup that can only exist in a short time. For example, it is possible
to achieve much higher fields width pulsed magnets than with constant magnetic
fields. By pulsing the magnetic field and combining the data with information
about the recording time it is possible to investigate how the sample reacts to
much stronger fields, although the limited flux on neutrons spectrometers have
so far reduced the impact of this technique. Often, the investigated process is
running such a short time that it is impossible to get sufficient data in a single
data acquisition and so the process is repeated stroboscopically and data recom-
bined until sufficient statistics is reached.
X-rays are especially suited for time resolved studies, as the flight time uncer-
tainty is minimal due to the x-ray moving width the speed of light and the high
flux counters the challenge of getting enough statistics for these kinds of studies.
Using lasers as the external switch on the sample, it is possible to perform time
resolved studies in the pico-second range.
For neutrons, the time resolution is much more limited than for x-rays. The
uncertainty in scattering position and detection position alone is of the order 1
cm due to the thickness of sample and detector. Hence for a speed in the order
1 km/s the best possible resolution will be of the order 10 µs. At the same time,
the challenge of getting sufficient statistics is much larger for neutrons than for
x-rays. At most parametric studies only a low number of parameter values are
recorded at positions of specific interest in order to reduce the impact of limited
flux. In time resolved studies it is not possible to fast forward to the times of
interest in the same way so the limited flux becomes an even larger issue. How-
ever, the unique measuring abilities of neutrons mean that there is still a great
potential in time resolved neutron scattering.

3.1.10.1 Event mode Data

Most neutron scattering instruments use histogram mode data recording. Here,
the detector electronics collect all neutron detection events in a given time period
into a histogram before exporting the histogram to the instrument computer.
The size of such histograms means that it takes up to seconds for old electronics
to transfer these histograms and this puts a lower limit to the time resolution of
the instrument.
As the developments in computers have been substantially faster than the de-
velopment in neutron beam intensities it is, however, now possible to shift to
event mode data where each neutron detection event is reported individually to
the instrument computer and stored as separate entries in the data file. A single
experiment will in this way produce gigabytes of data, putting pressure on the
data handling routines but it does have substantial advantages:

• It enables time resolved studies.

• It enables a continuous change of experimental setup (for example sample
orientation) thereby increasing the accuracy and removing unwanted down
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time compared to the classical setup where the sample is rotated in small
steps.

• As we shall see: Having the raw data makes it possible to track down
errors much more efficiently and correct for many problems.

Because of that event mode data acquisition is becoming common and will prob-
ably be the standard at least at pulsed sources in the near future.

3.1.11 Other Neutron Techniques

There are many other experimental uses of a neutron beam. Disciplines such
as imaging, reflection, and small angle neutrons scattering (SANS) can be used
to answer different scientific questions. Likewise the backscattering and spin-
echo spectrometer techniques increase the achievable energy resolutions within
neutron spectrometry.

3.1.12 X-ray Instruments

As most of the basic scattering laws are the same for x-ray and neutrons many
basic design elements above can also be used for x-rays. Both monochromatic
diffractometers and Laue diffractometers are constructed in the same general
way and TAS can also be constructed in the same way. TOF instruments will
not work at x-ray sources since all x-rays travel with the speed of light.
Soft x-rays (low energy x-rays) do not penetrate more than a few micrometer
of sample. Hard x-rays can penetrate a sample but provide considerably worse
resolution. Many x-ray techniques are thus surface techniques that do not look
at the entire volume of a sample.

3.2 Increasing the Performance of Instruments

As mentioned in 3 it is important to increase the count rate of neutron scattering
instruments. A lot of effort is put into constructing brighter sources and better
guides and recent ideas have also been developed on how to construct more
instruments at each source [74, 75]. However, a classic TAS is detecting less
than 10−6 of all potential scattering events in the horizontal scattering plane, so
it seems obvious to attempt to improve on instrument designs as well.

3.2.0.1 Increase the Efficiency of the Components

An obvious way to increase the count rate in neutron instruments is to make
sure that as many of the desired neutrons are counted as possible. Until the in-
troduction of ballistic guides in neutron scattering there was some obvious gain
factors to pursue here but for cold neutron scattering the gain factors are now
limited. Today it is possible to construct cold neutron scattering experiments
where both guide brilliance transfer, monochromator and analyser peak reflec-
tivity, and detector efficiencies are above 80% . This leaves a limited room for
further improvement for simple cold spectrometers but there are still potential
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for big gain factors for thermal instruments, and for focusing instrument designs,
background reduction and price.

3.2.1 Focusing

It is possible to increase the count rate substantially by reducing the resolution
along specific directions in the parameter space. For example a TAS might want
to have a good energy resolution but can accept a more relaxed angular reso-
lution, especially in the vertical direction. By constructing the monochromator
and analyser so that they are focusing in both the horizontal and vertical di-
rections towards the sample and detector respectively one can for example relax
both the incoming and outgoing angular resolution from 1◦to 5◦. This can in
principle lead to a gain factor of 25 from both monochromator and analyser,
thus increasing the count rate with a factor 625. The cost in this case is that
the angular resolution gets relaxed from 1.4◦to 7◦in both directions.
The gain factors will depend on the number of parameters where a relaxed res-
olution can be accepted. For diffractometers, the horizontal angular resolution
is very important, so here only the vertical resolution will normally be relaxed
leading to a gain factor of the order 5.

3.2.1.1 Rowland Geometry

The Rowland geometry is a very important geometry for focusing monochroma-
tors and analysers. It uses a geometrical result that all triangles with one fixed
side length and a fixed opposing angle will have the same circumscribed circle
(se figure 3.4). That means that when the distance between sample and detector
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Figure 3.4: The Rowland circle. All triangles with the same side length (a)
and opposing angle (θ) will have the same circumscribed circle.

(or some virtual source and sample) is fixed and the desired Bragg angle is fixed
there exists one circle going through both sample and detector upon which any
analyser with the right orientation will reflect the same energy from the sample
to the detector (see figure 3.5). Note that the Rowland circle describes the opti-
mal position of the crystals - not the optimal orientation. The needed curvature
of the orientation is different from the curvature of the position[123, 67] so it
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is not possible to obtain perfect focusing with a single bent piece of crystal,
although the problem is small if sample the analyser and analyser detector dis-
tances are equal. For practical purposes, instrument constructors opt for either a
finite number of crystals with a small enough width that this does not dominate
the resolution or a bent perfect crystal.
Other geometries evolve around focusing a parallel beam to a point with almost
the same energy reflected everywhere, or (time, energy) focus as seen at the
TOSCA instrument at ISIS[106].
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s

Figure 3.5: The Rowland Geometry. It is possible to produce energy and
position focusing simultaneously if all analysers are placed on the same circle
that also intersects the sample and the detector. The same can be achieved using
a virtual source, monochromator crystals and a sample.

3.2.2 Mapping

Another way to increase the count rate is by measuring several points in the
parameter space simultaneously. This can for example be done by multiplexing
or ToF. In multiplexing, a number of different analysers each reflect a differ-
ent part of the scattered beam to different detectors or a PSD (see for example
[112, 81, 79, 91, 96]). Normally the different analysers will be placed at differ-
ent a4 values but they can also be placed behind each other and cover different
energies. Multiplexing instruments can achieve a performance in each detector
channel that is comparable to a single detector spectrometer. It can however,
be a challenge to construct the analyser and detector mount in a sufficiently
general way that all analysers can be used in a meaningful way, so the actual
gain is often smaller than the number of analyser blades.
ToF is described in section 3.1.7 and greatly increases the number of channels
that can be measured at the same time. Since the technique relies on pulsed
beams, it is normally necessary to reduce the intensity in each channel in order
to chop the signal into pulses. At pulsed sources the flux loss in the primary
spectrometer is small or even zero but if ToF is used for the secondary spectrom-
eter there will always be a substantial flux loss in the secondary spectrometer.
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The advantage of using ToF in the secondary spectrometer is, however, not only
the possibility to measure many outgoing energies simultaneously. It is also pos-
sible to cover large solid angles with position sensitive detectors. In some cases,
considerable parts of 4π are covered by detectors.
Although mapping can in principle achieve huge gain factors, the performance
increase is often smaller, since part of the instrument will often look at parts of
the scattering space of little interest to the experiment. It is, however, better
to measure the areas of limited interest and confirm that there was nothing to
see or achieve unpredicted results than not to investigate it. Nonetheless, if the
gain in coverage is achieved by sacrificing flux in each channel, as is the case
for secondary instrument designs using ToF, it will be a disadvantage for many
experiments.

3.3 Examples of Existing Instruments

3.3.1 RITA II

Rita II[29, 91, 38] is a multiplexed cold TAS at PSI. It has a curved guide to
reduce the fast neutron background, a vertically focusing monochromator, and
9 analysers that reflect neutrons towards a common PSD. Each analyser can be
individually rotated and furthermore the analysers are placed on an arm that
can rotate changing the relative positions of the analysers. This allows some
freedom in the 9 recorded positions in (q, ω). A schematic drawing of RITA II
can be seen in figure 3.6.
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Figure 3.6: Sketch of RITA-II. RITA-II uses 9 analysers to record 9 points
in (q, ω) space simultaniously. Top view, not to scale.
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3.3.2 ToFToF

ToFToF is a cold neutron direct ToF spectrometer at FRM II. The instrument
is placed in the Neutron Guide Hall, relatively far from the source, and has a
long s-shaped guide that removes any high energy neutrons. As the source is
continuous, it uses choppers to pulse the incoming beam as well as to monochro-
mate the incoming pulses. Although this leads to a lower flux than on a pulsed
source it does add flexibility in that the frequency can be tailored to fit the
wanted energy range. Between the pulsing and monochromating choppers, a
set of frame overlap choppers removes unwanted neutrons, and allows the main
choppers to operate at a frequency that is a multiple of the main frequency of
the instrument, thereby increasing the energy resolution (see section 4.4.4.1).
Between sample and detectors an oscillating radial collimator is placed, to reduce
the background. The detectors covers the angles between -15◦ to -7◦ and 7◦ to
140◦ in the horizontal plane, and a large vertical angle. The detector consists
of arcs of up to 4 detector tubes without position sensitivity arranged so that
each arc follow a single Debye Sherrer cone from the sample. This makes the
instrument ideal for measurements on powders, while the vertical resolution for
single crystal measurements is very limited.

3.4 Monte Carlo Simulations of Instruments

Although some overall instrument performance can be deduced by analytical cal-
culations, the problems of predicting the exact performance of instruments are
often too complicated for analytical solutions. Instead a number of Monte Carlo
ray tracing packages exists: McStas[25, 92, 35], VITESS[94] and Restrax[116].
The packages coexist in friendly competition, where they are used to validate
each other and have slightly different strengths. All instruments simulations in
this work were done using McStas.
The Monte Carlo method is a numerical way to solve complicated mathemat-
ical problems by simply picking random numbers and evaluating the problem
for each of them. In this case we want to deduce some performance numbers
for an instrument by solving an integral over all possible flight paths from the
moderator to the detectors, weighted with the probability of such a flight path.
This is done by picking a large number of random flight paths and adding the
results together. The amount of flight paths needed will depend on the problem.
However, it is possible to establish error bars for Monte Carlos simulations and
thereby determine when a sufficiently accurate result is achieved.

3.4.1 McStas

McStas was developed at RisøNational Labratory in the late 1990’ies for simu-
lation of TAS, and have later been expanded to be able to handle most neutron
instrumentation problems. McStas does not simulate individual neutrons but
neutron rays. This means that in cases where a Monte Carlo choice needs to be
made and where only a limited number of choices are of relevance to the simu-
lations, McStas is able to choose between this limited sub-space rather than the
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full space and adjust the intensity of the ray accordingly. This saves consider-
able computational time simulating neutrons that are lost anyway. For example,
when a neutron ray hits a neutron mirror, there is a probability that it will get
reflected and a probability that it will continue through and get absorbed in the
shielding behind. Since the latter is of low interest (unless one tries to estimate
background) the reflected state is always chosen and the ray intensity is mul-
tiplied with the reflectivity of the mirror. More complicated examples include
only generating rays at the moderator that will actually hit the guide and only
scattering rays from the sample that will actually reach the next part of the
instrument.
McStas is modular in the sense that an instrument is built from a large li-
brary of independent codes, describing each component[135]. The rays are now
propagated from component to component by McStas, while the individual com-
ponents handle what happens to the ray while it is inside the component. Ar-
rangement and parameters of the components can be handled with c-code inside
McStas. This makes McStas very flexible as users can build instruments from
a wide range of components and place and arrange the components as they
wish. Furthermore, it is possible to write homemade components for additional
flexibility.
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CAMEA

The CAMEA concept was first proposed by Henrik Rønnow for the Eiger instru-
ment [4] at PSI ∼ 10 years ago. It aims to improve the backend of a triple axis
instrument to a new degree of multiplexing. This is done by arranging analyser
crystals in arcs around the sample, reflecting the neutrons to position sensitive
detectors above the horizontal scattering plane, much like at Flatcone[81], ILL.
As analysers are transparent to neutrons outside the reflected energy range, sev-
eral analysers will be placed behind each other in order to reflect several energies
towards several detectors. The idea was never implemented on Eiger. It was
however not discarded and later I was asked to do simulations showing that the
idea could actually work. While I was undertaking this task, the idea of installing
it as an inverse ToF spectrometer at ESS was conceived by Kim Lefmann and my
focus shifted towards designing such an instrument. A consortium of Copenhagen
University, The technical University of Denmark, PSI, and École Polytechnique
Fédérale de Lausanne was formed to design the instrument.
A complicated instrument like CAMEA will include many different issues that
in this case are investigated by a combination of kinematic calculations, simu-
lations, prototyping, and engineering considerations. Presenting the work in a
traditional way, method by method would involve covering the same more than 20
subjects up to 4 times in separate chapters from different perspectives and prob-
ably leave the reader without an overview of each topic. Instead I have chosen
to provide an overview of the instrument, present the methods used in general,
and then cover each subject thoroughly, including results from all relevant meth-
ods used in the investigation, before finally collecting the result into the proposed
instrument. When nothing else is mentioned, simulations and calculations are
done for the parameters in the proposed instrument (see table 4.7).
CAMEA has been envisioned for several different instruments with very different
frontends. In this work however, CAMEA will denote the proposed instrument
on ESS, while other implementations of the idea will be given a unique name to
distinguish them from the ESS version.
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4.1 Instrument Overview

CAMEA is designed to use some of the best features of ToF mapping spectrom-
eters and TAS focusing spectrometers. The idea is to keep a count rate in each
channel comparable to that of a TAS while improving the mapping capability
by incorporating as many channels as reasonably possible. The channels will
be concentrated in the horizontal plane since many sample environments limits
the possibilities of out of plane scattering. These sample environments are often
used for parametric studies where the extra dimensions of the parameter space
requires fast data acquisition to be feasible. The high count rate and in-plane
coverage thus makes ESS CAMEA ideal for extreme sample environment mea-
surements and CAMEA is a high priority that it works well in such experiments.

Schematic drawings of ESS CAMEA can be seen in figure 4.1. ESS is a pulsed
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Figure 4.1: Schematic drawings of ESS CAMEA backend Left: Top view.
Middle: Side view of the secondary spectrometer. Right: 3d illustration.

source so it is possible to use ToF to resolve the incoming energy and provide
incoming flux in each energy channel comparable to that of a TAS but for many
energy channels within each pulse. This also adds the possibility to tune the
incoming energy resolution by the use of choppers. The length of the instrument
is chosen to fit the natural length where a pulse just fills the entire frame at all
resolutions. Since ESS is a long pulsed source with a frequency of 14 Hz and a
first chopper 6.5 m after the moderator, this is 165 m and correspond to a resolu-
tion of ∆E/E = 3.5% at Ei = 5 meV. Though slightly worse than on many TAS
instruments it is possible to achieve normal TAS resolutions or better with the
choppers and still keep a comparable intensity in each channel. 165 m is longer
than any existing neutron guide but it is foreseen for several ESS instruments.
The guide will allow high divergences on the sample (±1◦ vertical and ±0.75◦

horizontal) in order to increase the flux but has divergence jaws to reduce the
incoming divergence when needed. The full flux in a 1.7 Å wavelength band
on sample can be up to 1.8 · 1010 neutrons/s/cm2, considerably higher than on
existing spectrometers.
Just before the sample an order sorting chopper system is inserted. This chop-
per system allows the instrument to distinguish first and second order scattering
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from the analysers thus increasing the dynamic range of the instrument.
Around the sample a 45 cm radius cylindrical space is reserved for sample envi-
ronments.
After the sample a Be filter can be inserted to remove neutrons above 5.2 meV.
This will provide higher count rates in the channels below the Be edge than using
the order sorting chopper. A radial collimator removes noise from the sample
environment and the filter.
The analyser tank will be in vacuum or Argon atmosphere. It will cover scat-
tering angles between 3◦ and 135 ◦on one side. The other side is left for future
upgrades. Inside the tank 15 wedges of 9◦ in a modular design secures easy main-
tenance and reduces crosstalk. Each wedge will have a 6◦ active analyser area.
The analysers will consist of a number of crystals arranged in a Rowland geom-
etry. The foremost will cover ±2◦ in the vertical direction since this is a typical
opening angle of strong superconducting magnets[1, 2]. The later analysers will
have an opening angle corresponding to the same ∆kVertickal. There will be 10
analysers behind each other, covering the energy spectra 2.5 meV ≤ Ef ≤ 8 meV
or 2.5 meV ≤ Ef ≤ 32 meV including second order signals from the analysers.
Each analyser will reflect downwards towards 3 linear position sensitive detec-
tors. The position sensitivity allows a large a4 resolution while the 3 detectors
enables detection of 3 different energies from the analyser.
The high reflectivity of the analysers will ensure that each channel has a count
rate comparable to that of a TAS at an equally bright source. However, the
number of channels will be up to about 2e4, considerably higher than for any
multiplexed TAS ever constructed. An example of how the many channels will
be distributed in (q, ω) space can be seen in figure 4.2. The intense mapping
of the horizontal scattering plane will not only mean far more precise spectro-
metric measurements of already existing systems but also allow users to perform
spectrometry of sub 1 mm3 crystals. This will facilitate experiments on samples
that are impossible to grow in big crystals and new systems before methods
have been developed to grow large crystals. It will also enable experiments in
sample environments with a very limited sample space such as pulsed magnets
and pressure cells. It is believed that this will bring advances in both solid state
physics and geoscience.[63, 64]

4.2 The Prototype

The CAMEA design incorporates several new concepts that had only been de-
scribed on paper. When the project was started there were some controversies
about whether they would actually work in reality. Especially there were con-
cerns that it would not be feasible to arrange many analysers behind each other,
that the geometry was to open for a low background and that it would be impos-
sible to reduce the data from the many different channels to a meaningful dataset.
As the design went on and the ideas of using distance collimation and collect-
ing several energies from a single analyser was invented (see section 4.4.10.10),
and these were also met with scepticism. In order to answer these questions
and provide comparison for our simulations and calculations, prototyping was
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Figure 4.2: Illustration of data from a single CAMEA data acquisition.

Data from a system with an elastic line and a magnon dispersion is displayed.
The simulation is done for the full ESS pulse. For clarity only 10 surfaces,
corresponding to 10 analyser-detector groups are shown and displayed below.
When including the 3 energies from each analyser, the number would be as high as
30 (and 60 when including the order sorting chopper). Dark angles are omitted,
but can be covered in two data acquisitions.

undertaken.

4.2.1 Preliminary Prototyping

Before the actual prototype was constructed a short demonstration experiment
was performed on RITA II, PSI. The aim was to place a large number of analysers
behind each other and prove that the signal from the backmost analysers will
not get ruined by attenuation, small angle scattering, incoherent scattering, and
thermal diffuse scattering.
To investigate this, the analyser arm on Rita was moved so that all 9 analysers
were placed behind each other, reflecting different energies to the PSD. Figure 4.3
shows the experimental setup (left) and the result of a scan of Ei (right). It can
be seen that it is possible to record a well-defined energy distribution from each
analyser. The peaks were deliberately placed at different spacings in angle to
investigate how close together reflected energies could be arranged. The results
shows that the last energies are dampened since part of the reflectable bandwidth
have already been reflected. The effect is small if the angles of different analysers
(θ1, θ2) are chosen so |θ1 − θ2| > η and it can be disregarded if |θ1 − θ2| > 2η.
Using η = 30′ mosaicity and energies between 2.5 meV and 8 meV one reach a
maximum number of 60 or 30 analysers respectively for the two demands.
The results do not take attenuation into account. In order to compare the
exact intensity and find the attenuation a more thorough normalisation of the
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Figure 4.3: Demonstration Experiment on Rita II Left: For the experiment
the 9 analyser blades were placed behind each other, reflecting different energies
towards the PSD. To cover the entire region the detector was shifted between
two different positions during the measurements. Right: When scanning Ei and
using a V sample each blade produced a well-defined peak at the detector.

detector sensitivity and analyser reflectivity would be needed. However, since the
experimental time was limited a simpler experiment was performed. The central
analyser was positioned to reflect elastically scattered neutrons at 3.65 meV
from a V sample to the detector. Data acquisition were done in 2 settings: One
where 4 analysers were placed in front of the analyser at an angle of a5=90◦and
one where the analysers were rotated out of the beam path (se figure 4.4).
The measurements gave 10251 counts when counting through 4 2 mm analyser
blades and 11865 without analysers in front constituting a 3.6± 0.3% loss from
each analyser blade. The Si wafers have comparable incoherent scattering and
absorption cross sections to the PG analysers. However, these only account for a
fraction of the attenuation (see also 4.4.10.1). Since Si are perfect single crystals,
and does not have the same soft phonon modes as graphite have it is reasonable
to assume that the main contributor to the attenuation is PG. Assuming this
lead to an attenuation of 1.8 ± 0.2% per mm graphite. The measurement only
shows the attenuation of one energy in one orientation of graphite and later a
more advanced study of the attenuation was performed by Marton Marko[88] to
produce an overview of more settings. The later experimental setup was however
not ideal to determine absolute values of attenuation in the low attenuation
regions. So in this region the 1.8% per mm is used as a standard value.

4.2.2 Design of the Prototype

The prototype was designed and constructed as a collaboration between Copen-
hagen University, the Technical University of Denmark, and PSI. A technical
drawing can be seen in figure 4.5. The prototype was primarily designed with
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Figure 4.4: Transmission measurement Left: The RITA II analyser is ro-
tated so 4 analysers block the line of sight from sample to the central analyser.
Right: For comparison the 4 analysers are rotated out of the scattering direction
while the central analyser is kept at exactly the same spot as before.

flexibility in mind. It needed to be able to test many different experimental
setups and be easy to modify to address any problematic issues found during
the testing or continued design study. It thus contains many movable parts and
motors compared to the final instrument. Most things are moved by hand to
allow maximal flexibility. However, a degree of automation was needed for scans
of positions and rotations - especially during the alignment procedures. This
is even more important as the working prototype was hard to access due to
radiation protection issues and is impossible to access when experiments in Ar
atmosphere were performed.
The main frame is built in Kanya Al profile [7] which allows flexible and solid
mounting of extra parts wherever it is found useful. It consists of a box on rails
that can be moved away from the sample to allow more space for work. The
box is approximately 70 cm wide, 2 m tall an 2 m deep. Inside the box two rails
holds wagons where analysers and detectors can be mounted and translated to
specific locations.
The 3 analyser wagons are moved manually to the desired positions, thus varying
the sample-analyser distance (das) from 0.9 to 2.3 m, though the outer setting
will only work for some energies. The wagons hold a frame that can be rotated
by motors to change Ef and it is further possible to rotate them manually around
the vertical axis to mimic a wider analyser and thus a smaller incident angle.
Each frame can hold up to 7 Si wafers that can be rotated manually. 15 cm of
analyser crystals can be screwed unto each Si wafer by Al screws for a total of
7 · 15 cm2 = 105 cm2 of active area (se figure 4.6 left). 4 different qualities of
Graphite was bought from Panasonic (see table 4.1) since simulations suggested
that low quality graphite might be preferable for CAMEA.
The 3 detector wagons can be translated to a specific horizontal distance from
the sample manually and they do also have the option of a mechanical transla-
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Figure 4.5: The prototype. Technical drawing showing the prototype box on its
rail to the left together with analysers and detectors. The cylinder to the right is
the sample space of MARS. Lines showing typpical beam paths are also included.

Badge # Mosaicity # of pieces Length Width Thickness
(arch minutes) (mm) (mm) (mm)

1 40 15 50 10 1
2 40 15 50 10 1
3 60 10 75 10 1
4 90 10 75 10 1
5 30 15 50 10 1

Table 4.1: Overview of PG badges.

tion of up to 20 cm. The height of the detectors can be adjusted manually. Each
wagon has 3 parallel 3He position sensitive tube detectors width a radius of 0.
inch and a position resolution of 0.5 cm. The detectors are mounted in a cradle
of Cadmium to shield them (se figure 4.6 right).
In front of the prototype mounting space was prepared for collimators and fil-
ters. The shielding can be mounted on the Kanya profile.
One limitation of the prototype is that it only covers an small range of scatter-
ing angles around a4 = 60◦ and only a limited number of reflections can thus
be measured in the relevant energy band. Due to space limitations the vertical
distance between analysers and detectors was also more restricted than optimal.
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Figure 4.6: Analyser frame & Detectors. Left: A photo of an actual analyser
frame. Small pieces of Al foil are used to align the crystals on the Si wafers.
Right: The detector housing with 3 detectors mounted.

4.2.3 Installation of the Prototype

The Prototype was installed in the autumn 2012 at the MARS[132, 5] tank at
PSI. Two backscattering sections and a diffraction section was removed and the
prototype was lifted down in the tank (se figure 4.7) before the lid was placed
back in position. During the installation thorough tests were performed on the
graphite and its mounting procedure.
The MARS choppers were reconfigured to increase the possible frequencies from
n · 50 Hz to also include a band of 10-20 Hz. The choppers showed considerable
problems adjusting to new phases but it could in general be circumvented by
applying a common phase shift to all choppers.

Figure 4.7: The prototype installed in MARS. Left: From the top. Right:
Alignment of graphite inside the tank. The prototype is moved back on its rails,
laser is placed at a position corresponding to the sample and laser light is reflected
via the analysers to the detector.

4.2.3.1 Characterisation and alignment of Graphite

The analysers of the final instrument will consist of more than 2000 crystals so
some effort was put into producing an efficient alignment procedure.
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Figure 4.8: Layout of the Poldi ToF strain scanner at PSI. From the
Poldi homepage [31]

4.2.3.2 Laser Alignment

The first alignment was made by a combination of measurements on Morpheus[6]
and laser alignment. Laser alignment assumes that the reflecting (002) plane is
parallel to the surface of the graphite. To align the individual crystals, visible
laser light is reflected from the analyser to a piece of millimetre paper on a wall
some meters away. The reflected spot it is marked and a motor translates the
analyser frame so the next analyser crystal is in the laser beam. By comparing
the position of the laser spots is possible to find the difference in orientation be-
tween the two crystals and align them. Alignment is done by placing small pieces
of Al foil between crystal and wafer. Unfortunately this does put some strain
on the Si wafer and produce a bending which in turn will disturb the alignment.
However a combination of thorough cleaning of the crystals to minimise the need
for alignment and careful mounting of the Al screws made it possible to achieve
alignment with a spread of 2-3 arch minutes. Since this was much smaller than
the mosaicity and we use distance collimation for the energy resolution (as will
described in 4.4.10.9) this result was acceptable.
The alignment was afterwards checked with neutrons before the final placed in
a Rowland geometry. To align the wafers in a Rowland geometry the prototype
was moved back so that a laser could be placed at a position corresponding to
the sample position. The analyser was rotated by a motor so that it was tan-
gential to the desired Rowland circle. The laser was now aimed on one wafer at
a time and the wafer was rotated by hand so that the reflected laser spot hit
the central detector tube (see figure 4.7 right). The wafer was now fixed with
screws and the procedure repeated with the next wafer.

4.2.3.3 Graphite Measurements on Poldi

POLDI[59, 31] is a neutron strain scanner at PSI (se figure 4.8) but can also be
used as a powerful 1D Laue camera for characterization of graphite. The instru-
ment has a direct line-of-sight from a thermal moderator at PSI to the sample
position, so the sample it strongly illuminated by a white beam. The scattered
neutrons are detected by a 1d PSD, simultaneously measuring the entire peak
and tail through the different channels, thanks to the white beam. For a strong
scatterer like PG the measurement times becomes very fast and it is possible to
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Figure 4.9: Scanning of the PG. Schematic illustration of how the PG was
scanned in the horizontal (Top) and vertical (bottom) direction.

measure the reflection through a 2× 10mm2 slit opening just before the sample
in 5 seconds and record sufficient statistics. This made it possible to scan across
the PG crystal as described in figure 4.9 and measure the quality, homogeneity,
and alignment of each piece of graphite in a short time. 3 batches of graphite
were investigated through 2250 individual measurements in less than 24 hours.
In each measurement the

∑
n(0, 0, 2n) reflection was fitted to a Gaussian and

the results investigated as a function of the scan number. The results from the
first frame are can be seen in figure 4.10

The position variation is a combination of two things: The crystals are not
perfectly aligned with each other and thus a jump is often seen between crys-
tals. Within each crystal the center point increases systematically with higher
scan points for the horizontal scan and show a systematic behaviour with a pe-
riod of 5 for the vertical case. This is because the frame has not been perfectly
aligned with the robotic translation system and so the position of the Graphite
changes between measurements, changing the angles slightly. It is however still
possible to extract the precision in alignment from the data. For this the mean
orientation of each crystal is calculated from the point measurements and the
variances of these mean values were computed. In the vertical case all crystals
can be compared whereas only crystals in the same horizontal position can be
compared in the horizontal case. In both cases the result is a spread of 2 arch
minutes.
The intensity is seen to have variations below 5% if one disregard the points
were holes or edges reduces the total PG volume. These variations are mainly
due to non-perfect calibration of crystal positions with the translation arm and
should not raise any concerns in a study of the crystal quality.
The width variation of the reflections displays some interesting effects. It is
clear that some crystals are a few percent coarser than others, showing the non-
uniformity of the manufacturing process. The width also increases close to the
edges of the crystals. This is believed to be an artefact of the way the holes for
mounting the crystals were drilled. While this does not pose a serious risk to
the instrument performance it is worth considering other ways to produce these
holes in the future, for example using lasers or acids instead of drills.
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Figure 4.10: Summary of Poldi measurements. The intensity(top), posi-
tion(middle) and width(bottom) of the measured reflection for one batch from
Panasonic of nominal 40” PG. both measured horizontally (left) and vertically
(right) The black dotted lines indicate a new crystal and the red dotted lines a
new wafer.
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Figure 4.11: Poldi measurement with the choppers rotating. The chop-
pers allow one to distinguish the different order reflections from ToF but the
instrument loses the advantage of being fast, so other instruments designed for
scanning single reflections becomes more advantageous. It does however show
how 4 different orders can be distinguished in the reflected beam at Poldi.

4.2.3.4 The other Graphite Batches

Two other batches (another 40” and a 60” batch) were also investigated The
general behaviour is comparable to the first batch, however. The spread in
alignment is 3 arch minutes rather than 2 and the general reflectivity of the
60” mosaicity is seen to be about 10% lower. It is understandable that the
precision of an alignment procedure that relies on the orientation of the surface
is mosaicity dependent. The change in intensity however, is not trustworthy.
Poldi provides an excellent fast overview of the graphite and the resolution is
only 2% of the typical width of the measured PG performance, however the
instrument is not designed for this. The white thermal beam means that the
(002), (004), (006) and (008) reflections are seen on top of each other (se figure
4.11). This should not influence center position or width of the peaks but it
can make differences in intensity larger than what is observed only for the (002)
reflection since warmer neutrons have a higher penetration depth and thus will
be more influenced by a lower reflectivity than cold neutrons where reflectivity
saturation is almost reached. So while we can trust the behaviour of the intensity
graph we should not trust the actual numbers. We can however say that the
loss is less than 10%.
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4.2.3.5 Isolating the Bragg Tail Problem

During the construction of an instrument or a prototype many unforeseen issues
arise and many resources are used finding the cause of different problems. I will
here describe the most time consuming problem with the prototype, both to illus-
trate the problem with new instrumentation and show that the error detection
can lead to new possibilities.

In the first experiments the signal did not look entirely as expected. The most
serious issue was that any Bragg peak had an inelastic tail at the same detector
position channel but at all times where inelastic background occurred (see figure
4.12 top). A number of other odd behaviours were also seen but they were less
severe and were not immediately realised to originate from the same source.

• The bins on the detector can be divided into 2 regions: The central region
that is illuminated by an analyser and the outer regions that are not di-
rectly illuminated by an analyser but does correspond to some outer region
of the detector with neutron background. The elastic line as a function of
time could be seen in both areas.

• In the same way the time channels could be divided into 3 regions: The
elastic line, the inelastic part where the choppers allowed illumination of
the analysers, and the dark region where choppers blocked neutron access
all together. Here the shape of the elastic line as function of detector
position could be found in all 3 regions.

At the time the shielding was not yet finished so the signal outside the areas that
were supposed to be illuminated were of smaller concern but the quite strong
inelastic tail was a problem. Since it was constant in position and thus in a4,
it’s shape in (q, ω) space did not resemble any magnon or phonon. It did thus
not seem to be inelastic signal from the sample but rather some spurion.
Many things were tested, like whether the signal originated from imperfect chop-
per attenuation, double counts in the detectors or elsewhere. Especially impor-
tant were two discoveries: When a shielding plate was installed to block the
direct line of sight from the sample to the detectors the background went down
and the inelastic tail was dampened by the same factor. This proved that the
signal took the direct flight path from sample to detector, not hitting the analy-
sers. On the other hand when the analyser was rotated so that the Bragg peak
was no longer reflected towards the detector the tail disappeared together with
the peak, proving that the neutrons in question travelled from the sample via
analyser to the detector. Disregarding quantum effects, both could not be true
at the same time and thus it seemed reasonable that it was some effect of the
electronics.
During the testing, technicians traced single neutrons in event mode through-
out the data processing, and the files showed no signs of wrong data treatment.
Expanding on the technique I developed a program to read the event mode
data and translate it into histogram data. With access to event mode data a
number of systematic errors in the data handling could be tested. Amongst



54 Chapter 4: CAMEA

the tested hypotheses were that the combinations of time and position stamps
were messed up. If the j’th event in the i’th detector generate a timestamp ti,j
and a position stamp xi,j the electronics could instead of recording (xi,j , ti,j)
record (xi,j , ti,j+1) which would explain the observed problems. Testing this by
applying the opposite transformation to the event mode data improved the data
quality considerably (se figure 4.13). Given these the result the technicians went
through the electronics again and knowing what to look for they realized that a
signal cable between the detector and an amplifier produced a 5 ns longer delay
than expected, provoking the electronics to look up the position before it had
been updated to the newest value.
Other than proving that the errors in neutron instrumentation can be similar to

Figure 4.12: Bragg tail Colormaps of tube 7 (left) and 8 (right) before (top)
and after (bottom) correction.

those in neutrino science, the error hunt did produce a method for event data
recording at ToF instruments at PSI. Although the method is not suitable for
complicated experiments or user programs it can be used to test hypotheses and
time resolutions for the instruments in question and does in fact bring the am-
bition of doing time resolved studies of quantum phase transitions with the PSI
sample environments one step closer to fulfilment (see chapter 6.2). Unfortu-
nately it did take months to find the error so a lot of the first data were recorded
with this wrong binning. Although it in principle means that every data point is
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Figure 4.13: Bragg tail Correction. The inelastic time channels summed (red)
and the elastic time channels summed (blue) before (dashed) and after (full line)
correction. Left shows tube 7 and right shows tube 8.

wrong, most of the data are anyway collapsed either in the time or the position
direction and when that is done the error disappears. This means that a clear
majority of the results are still valid and only a few needed correction.

4.3 Simulations

The ray-tracing simulations of the CAMEA were performed in McStas. One key
strength of simulations is that they allow the simulator to divide the instrument
into small sections and investigate the performance of each part individually,
rather than trying to deduce the different contributions from the full signal. This
is especially important for resolution functions, where the convolution makes it
hard to see changes in the finer of two resolutions. The modular structure of
McStas was utilized to simulate the frontend and backend individually. Thus
most backend simulations are made width a source illuminating a sample directly,
and a narrow wavelength band is simulated so that σEi ≪ σEf . The source is
also placed at a distance so the secondary divergence dominates the primary.
Of course full simulations of the entire instrument were also done to check for
any unpredicted correlations. This was thoroughly done for the prototype where
such results could be checked against actual data.

4.3.1 Detectors

To save simulation time, most backend simulations were further done with one
big PSD looking at each analyser. Afterwards the data from the PSD was
analysed in Matlab where ”detectors” of the desired size and pattern could be
extracted from the recorded data. When this was done the different efficiency
in different part of the detector cylinders were included, though no direction
data was saved and thus all data was assumed to hit the detector from the main
direction of analyser. This introduces a small angular error that translates to a
very small error in actual flight path. For the full simulations, a new detector
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component was written that describes a cylindrical one dimensional PSD with
time resolution. The component assumes a simple 1/v relation between absorp-
tion cross section and neutron energy, calculates the probability for absorption
from the length of the neutron path through the detector and selects a weighted
random position along this trajectory for the time and position recording.

4.3.2 guide bot

guide bot is an automated guide optimization tool for McStas written by Mads
Bertelsen[41]. It allows the user to specify a string of guide components (for
example EGEKE for an elliptic feeder followed by a gap for choppers, and two
elliptic guides with a kink between them) and some parameters (for example
WaveLmin=1, WaveLmax=5, Mod sample=165, . . . ) and the code will then
write a corresponding McStas file and optimize it on for example the ESS com-
puting cluster[3]. The code also allows the user to write a number of different
strings and let the optimizer work on each of those, allowing us to optimize
and test more than 150 different guide geometries for CAMEA in a reasonably
short time. Furthermore it is possible to place specific restrictions on instrument
components and scan many of the parameters. So for the most interesting ge-
ometries it is possible to scan for example the divergence at the sample position
and make an optimization for each divergence comparing the different results.
An especially difficult demand to optimize is losing line-of-sight (LoS) to the
moderator at a given position in the guide since the needed bending of the guide
will depend on the width and length off several guide elements that the optimizer
should be allowed to change. To correct for that guide bot writes a ray-tracer in
the McStas file that once the optimizer have suggested dimensions of the guide,
bends the guide sufficiently to avoid LoS at a predefined point.
For each result guide bot produces divergence, wavelength and position dia-
grams as well as phase space acceptance diagrams allowing the user to deter-
mine whether the found neutron distributions would be acceptable for an actual
instrument.

4.3.3 Potential errors in the Simulations

All instruments have a diffuse background of neutrons passing through the shield-
ing, incoherent scattering from/off active components, scattering from suppos-
ingly inactive components, or a combination of the above. This is not yet possible
to simulate in McStas. Instead the background is generally zero. Background
determination should thus not be done by simulations but by prototyping.

PG is a single crystal in the (002) direction and a powder in the plane or-
thogonal to this direction. This leads to strong scattering in the (002) direction
and much weaker reflections in other directions. However, the reflections is there
if the angle to the c-axis is correct no matter how the analyser is orientated in
the (a, b) plane. The reflections in question does however all have a relatively
high angles to the (002) reflection. Due to the 2.7 times longer c-axis than a-
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or b-axis and thus shorter c∗ vector than a∗ and b∗ vectors, even a potential
(1,0,16) reflection have an angle of 11◦ to the (002) reflection. The (1,0,16) re-
flection will reflect neutrons with energies more than 64 times higher than the
(002) reflection if a6 is similar. Neutrons with so high energies will however, not
be transported to the sample. Since PG is not a powder in the (002) direction
the angle between a reflection and the (002) reflection must be uphold, so the
reflections of concern will have large angles to the main direction of reflection.
Even rough collimation will thus remove any side peaks.
Furthermore the peak shape of the analyser/monochromator component is a
perfect Gaussian, whereas actual experiments show Lorentzian tails (see section
4.4.15.2). A McStas component addressing these two issues is in production.

4.3.4 Errors in the guide bot Results

There are three obvious contributions to errors in the guide bot optimizations:
Statistical errors from the simulations, limitations in the McStas model, and the
possibility that an optimizer have not found the global optimum in the many
dimensional parameter space.
The first is in this case negligible due to the high statistics of the simulations.
The second is harder to test but generally the simulations were always done using
pessimistic numbers for mirror reflectivity at high m-values. This means that the
actual guide can be expected to perform at least as good and probably slightly
better at the more demanding geometries where the full m-value is needed to
transport the desired phase space. So when guide bot e.g. return a low source
height and thus small incoming phase space as the optimum we have reason to
believe that actual guides would favour this solution even more if anything.
Concerning the optimum all optimizations have been run several times and the
maximum have been chosen to minimize the effect but even so some data points
are clearly to low, showing that the global optimum have not always (if ever)
been reached. To reduce the noise in scans all points more than 20% below both
neighbours have been removed as examples of an unsuccessful optimization.
Still local minima in scans of for example moderator height and loss of line of
sight should not be trusted unless there are some physical reasons to expect a
minimum at a certain position.

4.4 Instrument Design

With the methods described I will now describe the individual parts of the instru-
ment. I will start at the source and work my way towards the detectors.

4.4.1 Moderator

Instruments at ESS will use either a cold, thermal or a new so called bispectral
moderator concept[60, 61, 102]. The bispectral extraction system has a guide
looking at the thermal moderator and a mirror that reflects neutrons from the
cold moderator into the guide while the thermal neutrons generally have too
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short wavelengths to be reflected and are thus mostly coming from the thermal
moderator. This leads to a source that is almost as good as the cold and thermal
sources in their main regions and somewhat below in the intermediate region[77].
Since ESS CAMEA is designed mainly for cold neutrons but is also foreseen to
use some thermal neutrons both the cold and the bispectral extraction solutions
were considered. In the end the cold was preferred for two reasons.

• The cold performs better in the main focus area of the instrument, i.e.
mainly cold and intermediate neutrons. (λ ≤ 2.5meV)

• The mirror in the bispectral moderator will be very close to the source
and neutron mirrors have previously experienced strong radiation dam-
age. Although new mirror types should reduce this risk they have yet to
be used in a facility for many years. If they break down they will be im-
possible to change and the instrument will be stuck with a thermal source.
Though the risk is small and acceptable to instruments that plan to use
both wavelength ranges equally often, it was considered too large a risk
for CAMEA where thermal neutrons are only foreseen to be used infre-
quently. Therefore the consequences of a destroyed mirror are to large a
risk to take.

4.4.2 Instrument Length

Figure 4.14: ESS pulse shape. The ESS pulse shape compared to the major
pulsed spallation sources and to ILL. The other pulsed sources have a higher
frequency than ESS making the, ESS advantage smaller, though still considerable
if a significant part of the ESS pulse can be used. On the other hand ESS might
improve the intensity during the final moderator design. Figure from [107]

The ESS source will have a frequency of 14 Hz and a pulse length of τ = 2.86
ms plus a ramp-up time and a tail[107] (se figure 4.14). If the full pulse is used,
any distance between moderator and sample, often called the instrument length
(L), can be chosen. In this case L is mainly used to establish a compromise
between resolution and bandwidth, since:

δλ =
2π~

mn

δt

L
(4.1)
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where δλ is the wavelength uncertainty and δt is the time uncertainty. Likewise
the bandwidth (∆λ), i.e. the range of neutron wavelengths that the sample will
be exposed to in each period of the instrument becomes:

∆λ =
2π~

m

T

L
(4.2)

where T = 71.4 ms is the period of the source. δt, is dominated by the pulse
length. However, many instruments including CAMEA benefits from a variable
resolution and uses choppers to control δt. If this is done by producing a single
narrow pulse the maximal bandwidth will become a function of the distance
from moderator to the pulse shaping chopper (l0) and the opening time of the
chopper (t0). Since most instruments wants the flexibility to choose t0 ≪ τ
we can define a natural length (Ln) of the instrument where two neighbouring
pulses just touch each other when t0 is infinitively small:

Ln = l0
τ

T
+ l0 (4.3)

(se figure 4.15). If a shorter distance is chosen there will be periods where no
neutrons can reach the sample, whereas instruments can be made longer if a finer
resolution and shorter bandwidth is desired. If L = Ln and a longer opening
time is desired the pulses will overlap and more choppers will be needed to keep
the pulses separate.
It is possible to split a single pulse into several pulses to achieve a wide band-
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Figure 4.15: Natural length of instrument. The natural length is the distance
where the different pulses from the moderator touches each other if they have to
pass through an infinitively narrow chopper at distance l.

width and a better resolution in the so called wavelength frame multiplication
(WFM) mode[114]. In this way one can pick shorter instruments, increase the
bandwidth, and influence how the resolution depends on wavelength, however it
will reduce the intensity in each channel. Further the wider range of the frame
rate multiplication instrument can be achieved on a natural length instrument
either by blocking some pulses from the moderator with a chopper if relaxed
resolution in desired, or recording several intervals after each other, whereas
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the high intensity in each channel of the natural length instruments cannot be
achieved on a WFM instrument. Since a key priority in CAMEA is the high
intensity in each channel a natural length instrument is chosen.
Due to radiation shielding, the first possible position of the first chopper l0 is
somewhere between 6 and 6.5 m after the moderator giving a natural length
between 155 m and 167 m. Since the first possible placement of the first chop-
per changed several times during the instrument design some CAMEA design
work are done at 155 m, some at 167 m and some later at 165 m. Though it
might change bandwidth and resolution a few percent it does not change the
performance of the instrument in any fundamental way. 165 m corresponds to a
bandwidth of 1.71 Å and an incoming energy resolution of 4% at 5 meV, when
the full pulse is used. Though this is slightly coarse it is useful for rough mapping
and it is possible to produce a finer incoming resolution with choppers if desired.
A longer instrument where the full pulse would give resolutions of 2% though
the bandwidth would be reduced to half could also hold some merit. However,
it would become far more expensive, both in guide materials and because it will
require a separate building for the instrument.

4.4.3 The Neutron Guide

The CAMEA guide was used as an example when guide bot was developed by
Mads Bertelsen. During this process he made scans of the acceptable phase space
and performance of different guides with me as main contact to the CAMEA
team. I later inherited the optimizations and optimized line-of-sight loss, m-
values, and moderator height.

To transport the neutrons from the moderator to a sample 165 m away modern
guide geometry is needed.
The guide can start 2 meters after the moderator and will have a gap for pulse

Figure 4.16: Divergence jaws. By inserting a number of slits into the guide it
is possible to reduce the divergence on sample (top) compared to when the slits
are open (down). Y-axis rescalled.

shaping choppers about 6 m from the moderator. No gaps for the other chop-
pers are included in the guide. This is because the first choppers are inside the
moderator shielding and needs a 10 cm gap to be possible to replace without
stopping all instruments for days, whereas the later instruments needs much
more narrow gaps (for example the gaps for choppers in the MARS guide at PSI
are 1.5 cm wide). Furthermore, the open and closing time of the first chopper
is crucial to the instrument performance and it is thus important that the first
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choppers are in a narrow part of the guide which makes the gap more difficult
to handle. Different widths of the guide just after the gap were investigated. A
width of 3.0 cm found to deliver almost the same performance as 3.5 cm but
15% better performance than 2.5 cm. The height of the opening is free since
the chopper is sweeping horizontally through the opening and is thus not very
sensitive to the height.
To reduce the high energy background the guide should avoid direct LoS from
moderator to sample. This can be done with either a kink or a bending section.
The guide will not have a perfect cut off at one energy but we wanted to remove
neutrons below 1 Å (82 meV) and keep as many as possible above. The actual
optimizations was done for energies between 6 and 80 meV (3.65 and 1 Å) since
experiences have shown that if the region just above 6 meV is optimized then
everything below will also be optimized and the optimizer does a better job in
the high energy region if the lower energies are not included.
We agreed with ESS to optimize the instrument for 0.5× 0.5× 0.5 cm3 samples
but working up to 1× 1× 1 cm3. In order to accommodate rotation of slightly
bigger samples without big normalisation problems we wanted slightly bigger
sample spaces. guide bot was thus used to scan different sample spaces and it
was found that the brilliance los when focusing on 1.5× 1.5 cm2 was very small
while the flux falls of above that. We thus settled on the 1.5 × 1.5 cm2 sample
sizes.
We plan to use a number of slits inside the guide to control the incoming diver-
gence on the sample as it is known from the divergence jaws on WISH[22, 51]
at ISIS (see figure 4.16) so in principle the higher incoming divergence before
the jaws the better. It would be great if we could achieve divergences of ±2◦.
However guide bot scans were performed and it was realised that above were a
divergence of ±1◦ vertically and ±0.75◦ horizontally, the increased divergence
led to a decreased brilliance so that the total flux on sample stayed almost con-
stant. The difference is due to the asymmetry in the gap for the pulse shaping
chopper. Between the guide end and sample a 60 cm open space is left for sample
environments.
In order to find the best possible guide guide bot was used to simulate more
than 150 different geometries with 1.0×1.0 cm2 sample size and ±1◦ divergence
and afterwards the remaining investigation was done with the 4 most promis-
ing guides. In the end the geometry in figure 4.17 was chosen. It consist of a
parabolic feeder, reducing the horizontal width of the guide before the first chop-
per. This has been proven to be advantageous to many ESS guide solutions[42].
After the chopper two ellipses separated by a kink transports the neutrons to-
wards the sample. Around the kink two sections of tapering guides are inserted.

4.4.3.1 Line-of-Sight

In the original scans the loss of LoS to the moderator only occurred in the
very end of the guide, mainly because guide bot did not support other options.
Stopping the fast neutrons just before the sample would however still produce a
high background so when guide bot was upgraded to investigate other positions
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Figure 4.17: The final guide. Cross sections of the final guide seen from above
(top) and the side (bottom). The pink lines illustrate the line-of-sight and the
red lines choppers.
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Figure 4.18: Line-of-sight Distance. Brilliance transfer as a function of the
distance from the end of the guide to the loss of line-of-sight from the moderator.
The optimization is done for the standard parameter space for guide optimiza-
tions. I.e. a 1.5 × 1.5 cm2 sample area, a horizontal divergence of ±0.75◦, a
vertical divergence of ±1◦ and a wavelength range of 1− 3.6Å.

a scan was performed to test how far from the guide end the loss of LoS could
occur. The results can be seen in figure 4.18. As it can be seen the guide is very
robust to movement of the last LoS point. We settled on 25 m as this should be
long enough to reduce the high energy neutrons significantly and still only have
little impact on the brilliance transfer.
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4.4.3.2 Mirror Quality

During the optimization of the guide all mirrors was set to a m=3.5. The m-value
of the mirrors, however, have great implication for the cost of the guide and if
all reflections in a particular part of the guide was performed at low q due to low
angles of incidence the low m-values would produce the best results[77]. This is
in particular the case in the middle of the elliptic guides. In order to investigate
this the 5 guide element (feeder, ellipse 1, tapering guide just before the kink,
tapering guide just after the kink, and ellipse 2) was split in to 5 sub parts each
and a scan of guide performance as a function of m-values was performed for
all 25 guide parts. In all cases the remaining 24 guide parts was left at m=3.5.
Examples of these simulations can be seen in figure 4.19. In many cases like
figure 4.19 right the effect is rather subtle. This is because only few neutrons
are reflected by this ∼ 1 m long guide segment. Adding the effect of all 10 guide
segments around the kink would however produce a loss in the order ∼ 7% of the
brilliance transfer, so in this case the maximum m=2 point was still chosen over
the slightly cheaper m=1 mirror. Using these results it was determined that a
guide with the m-values specified in table 4.2 would reduce the cost significantly.
The exact costs of guides are a trade secret of super mirror suppliers and we
were only able to get a quote for the final guide. The resulting brilliance transfer
was within 1% of the brilliance transfer from the m=3.5 guide.
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Figure 4.19: Guide dependence on mirror quality. The brilliance transfer
of the CAMEA guide as function of the m-value in different sections. Left: The
end of the last ellipse. Right: the last part of the straight section around the
kink.

4.4.3.3 Moderator Height

As the design of the instrument neared its end the ESS moderator group released
data showing how the brilliance of the moderators could be increased by reducing
the moderator height[40]. This effect was investigated for the 4 most promising
guide geometries. It was found that the chosen guide geometry would also be
preferable at lower moderators. Figure 4.20 shows the performance of this guide.
Though the brilliance keeps increasing with smaller height the smaller height
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Component length of segment coating value position relative to moderator

Parabolic feeder 1.74 m 3 2.16 m - 3.90 m

Parabolic feeder 1.74 m 3.5 3.90 m - 5.63 m

Parabolic feeder 0.87 m 3 5.63 m - 6.5 m

Ellipse 1 6.52 m 3.5 6.6 m - 13.12 m

Ellipse 1 6.52 m 2 13.12 m - 19.64 m

Ellipse 1 39.12 m 1.5 19.64 m - 58.78 m

Ellipse 1 6.52 m 2 58.78 m - 65.28 m

Ellipse 1 6.52 m 3 65.28 m - 71.80 m

Kink section 13.94 m 2 71.80 m - 85.74 m

Ellipse 2 15.73 m 2 85.74 m - 101.47 m

Ellipse 2 47.20 m 1 101.47 m - 148.67 m

Ellipse 2 7.87 m 2 148.67 m - 156.53 m

Ellipse 2 7.87 m 3.5 156.53 m - 164.4 m

Table 4.2: Overview of the guide coating and position of each guide section
measured from the surface of the moderator.

demands that higher divergences are accepted in the start of the guide in order
to accept a phase space volume of the same size as the one we desire at the
sample position. At a certain point the incident angles becomes too high and
the brilliance transfer drops countering the increased source brilliance. The
point where this happens depends on the desired phase space on the sample.
For CAMEA the brilliance starts to drop below about 6 cm and the maximum
gain factor of 1.8 can be achieved by going from 10 to 2 cm moderator height.
Even at 10 cm the flux is the double of what it was at 12 cm. This is both
due to the new better moderator model provided by the moderator group and
the fact that the flux here is not displayed in a 1.7 Å wavelength band but for
the entire band of interest. Since the official ESS policy is that the old 12 cm
moderator will be the reference until all consequences of the new moderator
design have been fully investigated all work in this project are done with the
old 12 cm moderator. It does however seem likely that a ∼ 4 cm moderator
will be constructed, increasing the average performance of the instrument with
a factor 2 (compared to the 12 cm moderator). The smaller moderator size will
also mean a shift towards slightly higher energies so the performance increase
will be larger for higher energies but all energies will experience an increase. On
the other hand the decreasing brilliance transfer will impact the higher energies
reducing the brilliance at the sample position for the very highest energies in
the spectra.

4.4.3.4 Performance of the Guide

The performance of the chosen guide can be seen in figure 4.21. The guide
has a brilliance transfer close to the best achievable down to 3 Å and a good
performance down to the desired 1 Å. Below that the brilliance transfer drops
rapidly to 0, limiting the high energy background. Furthermore it is very robust
to reduced mirror quality. At 80 meV the profile becomes uneven and a shadow
of the kink can be seen the horizontal position profile. Other than that the
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Figure 4.20: Moderator height dependence. Left: Brilliance transfer. Below
6 cm moderator height the brilliance transfer start to decrease, countering the
increased brilliance of a smaller moderator. Right: Figure of Merit (FoM) de-
fined as flux at sample for a moderator of height hm divided with flux at sample
for a 10 cm high moderator, or 0 if the divergence profile becomes unsuitable for
the instrument. The black dotted line shows the FoM if the brilliance transfer of
10 cm moderator heights could be achieved at all moderator heights.

profiles looks acceptable.
The full flux in an 1.7 Å wavelengthband can be seen in figure 4.22. If the full
pulse is used CAMEA can reach fluxes of 1.8×1010 n/s/cm2 on the sample with
the old 12 cm moderator or in the most extreme case 8×1010 n/s from a narrow
moderator on the full 15× 15 mm2 sample space.

4.4.4 The Chopper System

CAMEA will need choppers to fulfil a number of different functions: Pulse shap-
ing, pulse removal, frame shaping, and order sorting. ESS plan to use disc chop-
pers with a standard radius of 35 cm. Choppers cannot be placed closer to the
moderator than about 6.5 m and choppers within the first 12 meters need to be
robust as they are hard to provide maintenance for.[9]
As part of the design of the chopper system a Matlab function was written that
traces the possible neutron paths through a ToF diagram for any given chopper
sequence and wavelength interval (see figure 4.24 and 4.25). This gives a fast
illustration of the possible traces through the system and makes it easy to spot
any problems in the chopper sequence. It does, however, not give any informa-
tion about intensities or resolutions and it does not consider opening and closing
times of the choppers so all sequences should also be thoroughly simulated in
McStas. The function is now also used in the design of the ESS backscattering
and the vibrational spectrometers.
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Figure 4.21: Performance of guide. guide bot generated figures showing bril-
liance transfer as function of wavelength, spatial distribution and divergence dis-
tribution in terms of brilliance transfer. The red line in the brilliance transfer
as function of wavelength plot shows the performance of the guide in case of a
reduction mirror quality. The wavelength snapshots below show the profile and
divergence of the beam at specific wavelengths. The displayed wavelengths can be
found in the top figure.

4.4.4.1 Pulse Shaping

As we shall see in section 4.4.10.10 the secondary resolution at 5 meV is 1.1%
or 55 µeV. The primary resolution can be found from v = L/t and E = mnv

2/2
to be:

δE =

√
E3

2mn

δt

L
(4.4)



4.4 Instrument Design 67

1 2 3 4 5
0.5

1

1.5

2x 10
10

λ
0
 (Å)

In
te

si
ty

 o
n 

sa
m

pl
e 

(n
/s

/c
m

2 /1
.7

 Å
)

Figure 4.22: Flux on sample. The integrated flux from a 12 cm moderator in
a 1.7 Å wavelength band from λ0 to λ0 +1.7Å delivered by the guide. Maximum
flux is found for the λ interval [2.3;4.0]Å.

Inserting values we find the primary energy resolution without pulse shaping at
5 meV to be 3.5 % or 175 µeV. In order to match the energy resolution at 5
meV elastic scattering it is necessary to reduce δt to 0.9 ms. The instrument
will, however, often be used to investigate down scattering. If we look at Ei = 80
meV and Ef = 32 meV energy resolution matching will require δt = 0.1 ms.
To reduce δt, a pulse shaping chopper system is required. This pulse shaping
chopper system will consist of two choppers rotating out of phase to control the
pulse width. The open or closing time of a disc chopper can be found from
figure 4.23. In order for a chopper to open or close it have to rotate an angle
ω. From the blue triangle one sees that tanω/2 = w/(2b), and from the red
b =

√
R2 − (w/2)2 − h. Together the time it takes to open+close is:

Topen+close =
2T

π
arctan

(
w

2(
√
R2

c − (w/2)2 − h)

)
(4.5)

where Rc is the radius of the chopper and h and w are the width and height
of the beam. Inserting T = 71 ms, Rc = 35 cm, w = 3 cm, and h = 8.8 cm
one gets: 0.55 ms. This could be tolerated for 2 ms pulses but for the higher
resolutions it will lead to a massive decrease in performance so it is necessary to
improve the open/closing time. Though it is technically possible to increaseRc or
decrease w or h the influence of this will be limited for technical achievable sizes
and it would lead to severe complications. Instead we opt to spin the choppers
faster and remove some of the resulting extra pulses with additional choppers.
The open and closing time is proportional to the rotation speed so rotating
the choppers with a frequency of 15*14=210 Hz reduces the open/closing time
to 37 µs, acceptable for the desired pulse length range. The frequency of 210
Hz is an acceptable operating speed for choppers so close to the moderator. If
the choppers operate much faster, the risk of instability becomes considerable.
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Figure 4.23: Chopper opening times. The time it takes for a chopper to open
or close is given by the time it takes the edge of the chopper window to pass
through the entire guide cross section. This time is proportional to the angle ω.

Most choppers operating at these speeds use Cadmium for neutron absorption
so we need to be aware that the absorption in these choppers falls off rapidly
for neutron energies above a few hundred meV [65]. As the guide transports
neutrons up to about 0.5 eV we will need some slower moving choppers using
Boron absorbers to remove the high energy background.

4.4.4.2 Pulse Removal Choppers

Figure 4.24 shows a ToF diagram of the first 15 m of CAMEA. At 6.5 m the
fast spinning pulse shaping choppers divide the signal into a large number of
pulses. Further crosstalk between the different moderator pulses (here called
higher order pulses) leads to a very complicated signal. In order to remove
all excess pulses two choppers are required. The first chopper rotating at 14
Hz placed 8 m from the moderator is mainly required to remove all but one
sub pulse created by the pulse shaping chopper from each pulse. The required
pulse has already been shaped by the pulse shaping chopper so the slow opening
and closing times are of little consequence as long as they are shorter than the
spacing between neighbouring pulses. This requires the chopper to be close to
the pulse shaping chopper where the guide is narrow and the sub pulses are still
well separated. At the same time it is advantageous to move it some meters back
to separate higher order pulses from first order pulses. A number of positions
were tested with the Matlab ToF diagram tool and 8 meters was found to be a
good compromise that delivers both results.
Some higher order pulses will make it through the sub pulse removal chopper
and a fourth chopper is inserted to remove those. Axes and thus maintenance
becomes much easier after 12 m so the chopper is placed at 13 m which is close
enough to remove all remaining unwanted pulses. This chopper will also rotate
at 14 Hz and will not influence the main pulse. Both choppers can thus include
Boron and will be able to function as a beamstop plus remove high energy
neutrons before the guide leaves the outer moderator shielding at 24 m.
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Higher order
signals

Main pulse

Figure 4.24: First choppers. True to scale Time-of-flight diagram of the first
choppers planed at CAMEA. The red indicates the signal from the main ESS
pulse while the blue is the signal from the tails of the ESS pulse. Neutrons with
wavelengths between 1 and 150 Å are displayed.

4.4.4.3 Frame Overlap Chopper

With all excess pulses removed the remaining choppers focus on shaping the
main pulses. For infinitely short pulses, the length of the instrument serves to
avoid overlap between neighbouring pulses. However, for finite pulse widths,
the pulses will overlap. Furthermore, the tails of the moderator pulse will also
lead to some overlap between the pulses as a the larger T from the tails will
correspond to a shorter natual length in (4.3). In order to remove this overlap,
a frame overlap chopper running at 14 Hz is placed further down the guide. The
closer the chopper is to the sample the smaller is the shadow from the tails on
the moderator pulse but the chopper also needs to be close enough to the pulse
shaping chopper that it will remove the overlap between pulses at any opening
time of the pulse shaping choppers. A combination of the Matlab ToF diagram
tool and simulations showed that a position close to the middle of the guide was
optimal, and the kink position is chosen since this is where the guide is narrowest
and open/closing times are fastest. In this case, the opening and closing times
will not influence the resolution but change how fast each pulse ramps up to its
full strength. At the kink position the ramp will cover 1.5 % of the full frame
whereas it will cover 4 % if the chopper was placed in the middle of the second
guide due to the larger cross section of the guide at this position.
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Figure 4.25: CAMEA chopper solution. Top: True to scale time-of-flight
diagram of the chopper solution planned at CAMEA. The red indicates the signal
from the main ESS pulse while the blue is the signal from the tails of the ESS
pulse. Neutrons with wavelengths between 1 and 150 Å are displayed.

4.4.4.4 The Order Sorting Chopper

PG analysers will reflect neutrons from all (0, 0, 2n), n ∈ N reflections towards
the analysers. Usually neutrons from higher order reflections, n > 1, are handled
with a Be or BeO filter and it is also planned to install such a filter at CAMEA.
However, it is also possible to use the several allowed reflections to increase the
dynamic range of the instrument if they can be distinguished. This can be done
by time-of-flight if the beam is chopped in an appropriate way further up-stream
(se figure 4.26). Ideally, this should happen after the sample however the space
here is tight and the beam of interest wide meaning it is only possible to chop
the beam before the sample. If the secondary distance for the jth analyser is
dsec,j and its (002) reflection selects neutrons with energy Ej,(002) or speed vj,(002)
then the separation of first and second order neutrons that hits the sample at the
start of one pulse is ∆t = dsec,j/vj,(002) − dsec,j/vj,(004) = dsec,j/(2vj,(002)). This
is thus the longest possible opening time of the order sorting chopper, assuming
a perfect time resolution. Knowing Ej,(002) for all detectors it is possible to
find a relation between dsec,j for all detectors that will ensure that all detectors
are illuminated at all times without crosstalk between first and second order
neutrons. Third and higher order analyser reflections can produce background.
These require high Ef values and will not always be present, however if they
pollute the signal the two choppers in the order sorting chopper system can be
dephased to separate more than the two first orders. If this is done the total
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Figure 4.26: Order sorting chopper. ToF diagram of the principle behind
the order sorting chopper. Here illustrated by a limited part of the time pulse
and the 7th analyser (5 meV). Before the sample the neutrons are chopped into
specific pulses that will travel to the sample where inelastic scattering will happen.
After the sample only neutrons with energies of 5 (red) or 20 meV (blue) are
displayed (corresponding to the (002) and (004) reflections). If the pulse is
shaped correctly the two pulses will cover most of the time at the detector position
without overlapping.

efficiency of the instrument will fall.
The pulse will broaden on its way from order sorting chopper to detector. This
broadening will cause overlapping tails where it is impossible to distinguish first
and second order scattering. Neutrons in periods with overlapping tails will have
to be discarded. We required that the two pulses are fully separable, and not
that they are separated by one σ. The pulse broadening will come from three
main components:

• Time resolution of secondary spectrometer. The uncertainty in flight path
and velocity in the secondary spectrometer will cause a widening of the
pulses. The relevant numbers can be found in 4.4.14. However, the results
given here are the FWHM. If a clear separation between the two pulses
is wanted then longer separation time should be chosen. In this case we
chose to set each tail equal to one FWHM.

• Broadening of the pulses between chopper and sample. This time is given
as (tpulse + torder)

dos
dpo

where dpo is the distance from the pulse shaping
chopper to the order sorting chopper, dos is the distance from order sorting
chopper to sample, and torder is the open time of the order sorting chopper.

• Chopper opening+closing time of the order sorting chopper system. This
time is given in (4.5)

Since we want complete separation of the pulses the contributions are added
directly rather than in quadrature to obtain a full width of the tails before or
after each pulse (ttail).
As the tails before and after a pulse are symmetric in the above calculations it
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is advantageous to keep the dead times before and after the (002) pulse equally
big. This is done by keeping the frequency that would allow a fully filled time
frame if the chopper opening was 50 % and reduce the opening time. Figure 4.27
illustrates different ways to compensate for the tails. Method b) and c) are the
most interesting. b) gives a time ttail where the signals cannot be distinguished,
and the neutrons thus must be discarded, corresponding to a loss of signal of
I ∗ ttail where I is the intensity of the signal. c) gives a time 2ttail where the
signal is reduced but distinguishable. If a linear decent is assumed this leads to
2 ∗ 0.5 ∗ I ∗ ttail = I ∗ ttail. Since the tails correspond to several independent
contributions the actual tail shape will be Gaussian like and thus the integrated
transmission will be highest if a combination of b) and c) is chosen.
The distances in CAMEA can be adjusted so all analysers will be able to sepa-

0 0.5 1 1.5 2 2.5 3

x 10
−3Time (s)

T
ra

ns
m

is
si

on

a)

b)

c)

Figure 4.27: Overlap between order sorting pulses. The base frequency is
kept constant and chopper opening times adjusted. Red symbolises (002) pulses
and blue (004) pulses at the detector position. The slopes are kept straight though
they will be Gaussian like. a) The base frequency is used and the choppers are
open 50% of the time. The detectors will not be able to tell the signals apart
for the time ttail per cycle (marked in magenta). b) ttail/2 is subtracted from
the opening time. This reduces the overlap time to ttail/2 per cycle. c) ttail is
subtracted from the opening time. Here the overlap is gone, however the signal
is reduced in a region of width ttail.

rate the pulses if the order sorting chopper frequency is 360 Hz. For a chopper
of standard radius, R=35 cm, placed 1.8 m before the sample this leads to a
downtime of 5%. However 360 Hz is at the edge of chopper technology and run-
ning so close to a potential 25 T magnet could cause problems. Hence in order
to increase the reliability it was investigated how the closing time would change
if the chopper was moved further away from the sample and the chopper was
produced with two openings running at 180 Hz. An added advantage of the 180
Hz setting is that the opening time is large so a chopper with a single opening
would be very asymmetric, which would make its center of rotation far away
from its natural center of mass and thus potentially put strong demands on the
holding technology. The 180 Hz chopper, however, is symmetric and will thus
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run far more stable. Figure 4.28 shows the performance of the 360 Hz chopper
and 180 Hz chopper as a function of distance to the sample. Given these results
it was decided to propose a 180 Hz chopper placed 3 m from the sample (where
the stray field from the 25T magnet should be below 0.1 T) in order to guaran-
tee a stable performance. This leads to a downtime of 9%. It should however
be investigated if the chopper can be moved closer to a 25T superconducting
magnet once one exists.
The frequency of 360 Hz is not a multiple of the 14 Hz of the source. Adjusting
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Figure 4.28: Order sorting efficiency. Calculated max efficiency of order
sorting choppers running at 360 Hz and 180 Hz at various distances.

the frequency to 26 ∗ 14 Hz = 364 Hz would split each pulse into 26 sub-pulses
of length 1.1 ms with 1.6 ms pause between them. The pulse shaping chopper
will be used to reduce the incoming pulse to 1 ms (needed for elastic resolution
matching) or lower (needed for inelastic resolution matching in the down scat-
tering region). These gaps produced by the order sorting chopper will thus be
resolvable, leading to gaps in the coverage. By choosing a frequency that is not
a multiple of 14 Hz, this is countered as long as the measurement last for a large
number of pulses, corresponding to more than one second.

4.4.4.5 Other Possible Choppers

A number of extra choppers could be included to improve the performance of
the instrument: A t0 chopper could be useful to remove the prompt pulse but
may not be needed as we bend the guide out of line of sight. ESS is working on
combined simulations of guides in McStas and moderator and guide shielding in
MCNPX to clarify this subject.

4.4.4.6 Performance of the Chopper System

The chopper system has been simulated and is shown to block all unwanted
neutrons in the range from 0.1 to 100 Å for a range of different wavelength
bands, opening times and pulse shaping chopper speeds. An example of such
a test can be seen in figure 4.29. Simulations were performed at a number of
different chopper settings and the neutron rays recorded at the sample position
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Figure 4.29: Simulated chopper performance. Left: McStas simulation of
the pulse shape in a (t,λ) diagram. Middle: Zoom out on log scale showing that
only the desired sim4Å neutrons reach the sample up to 100 Å. Right: Collapsing
the data to the time axis it is clear that two neighbouring pulses can be distin-
guished well. The small overlap can be avoided with a slightly smaller opening of
the frame overlap chopper however, just as for the order sorting chopper signal
this does not improve the total performance. Note that McStas as default only
generates one pulse so this pulse have been repeated in Matlab with a frequency
of 14 Hz in the left and rightmost figure, while the middle only shows a single
pulse. All simulations are done at a lowest transmitted energy of 4 meV (4.5 Å)
and the full ESS pulse.

as function of Ei and t. For each time bin the recorded Ei dependence was fitted
to a Gausian. The fitted width as function of fitted center value can be seen in
figure 4.30 for a number of chopper settings. The simulations show that δEi/Ei

can be varied from 3.5% at Ei = 5 meV with open choppers down to 0.3% at
0.2 ms opening times.

4.4.4.7 Reliability of the Chopper System

All chopper specifications have been chosen conservatively so the requirements
are considerably below what is running at facilities today. The risk of downtime
due to chopper failure is thus low. It is, however, still possible to experience
problems with the precision of the chopper phases. The long pulse of ESS and
corresponding long primary flight path makes the instrument more resilient to
phase uncertainties than at many other facilities. One can either relax the chop-
per frequency to the pulse frequency of 14 Hz, accepting long opening+closing
times or produce choppers with larger openings. The choppers most sensitive to
phase uncertainties are for CAMEA chosen with big openings, and that reduces
the phase uncertainty problems significantly.

Pulse shaping choppers Phase uncertainties in the pulse shaping choppers
can in principle both lead to a lower intensity and a wrong determination of
λi. Both effects will be very small due to the large opening of the choppers.
A phase uncertainty of 1◦ leads to a drop in flux of less than one percent and
a wrong determination of λi of the order 0.01%. Actual chopper phase uncer-
tainties depends on manufacturer, stray fields, rotation speed, and many other
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Figure 4.30: Simulated energy resolution. Energy resolution of the chopper
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calculations by Marton Marko.



76 Chapter 4: CAMEA

parameters but for the 300 Hz ”Res1” and ”Res2” choppers at LET realistic
phase uncertainties are in the order 0.04◦.[85]

Pulse removal choppers The pulse removal choppers are independent of
phase uncertainties up to about 5◦, since they are not shaping the actual beam
but only removing unwanted pulses.

Frame overlap chopper Phase errors in the frame overlap chopper will shift
the wavelength band. The shift can, however, be determined and will not influ-
ence the resolution and intensity at a given wavelength considerably. A shift of
1◦ on the chopper will lead to a shift of the wavelength band of about 0.5 % of
the lowest selected wavelength. For the narrowest resolutions the width of the
wavelength band can be reduced. However, for the standard resolutions, this
will only happen when the chopper is 10◦ out of phase, and can thus be ignored.

Order sorting chopper A phase shift in the order sorting choppers will shift
each pulse and can in principle lead to a loss of flux of 1.5% for a 1◦ phase error
if the phase shift is unknown. Since phase shifts can be determined by both
direct measurements and data analysis, the effect becomes negligible.

4.4.5 Diffraction Resolution

In high pressure experiments a powder with a well-defined compression rate is
included in the pressure cell. The d-spacing can now be measured by diffraction
and be used to determine the actual pressure inside the cell. This demands that
the d-spacing can be determined with great precision. In order to achieve this a
diffraction quality beam divergence and a wavelength resolution of δλ/λ < 1% is
required[8]. The divergence requirement will be achievable with the divergence
jaws. Furthermore a small set of dedicated diffraction detectors will be located
behind some of the analysers. The exact positions need to be determined. At
10 meV δλ/λ < 1% corresponds to δt < 1.2 ms, easily within the capabilities of
the instrument.

4.4.6 Sample Area

A key performance area for CAMEA is extreme sample environments and space
for this equipment is needed. CAMEA is foreseen to have access to a 25 T
superconducting split coil magnet as well as a 100 kbar Paris-Edinburgh pressure
cell. Although no 25 T super conducting magnet exists, manufactures believe
that such a magnet will be available before the commissioning of CAMEA and
that it will have a radius of 35 cm in the sample plane[11]. To leave room for
error and extra equipment, the sample area is designed with a radius of 45 cm,
and more space is secured above the scattering plane. It is further foreseen to be
possible to remove the Be Filter and radial collimator completely if even bigger
sample areas are desired.
On the incoming side, the guide ends 60 cm before the sample to leave space for
slits and monitors.
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Figure 4.31: Sample changer system. 1) The crane is lowered down through
the sample changer cylinder and the cylinder is fixed to the crane with clamps.
2) The cylinder is lifted to the top of the sample environment. 3) The crane is
lowered and fixed to the sample stick. 4) The sample stick is lifted so that the
sample is within the shielding (dark) and everything is moved to a storage space
near the instrument.

4.4.6.1 Activation

The incoming flux on the sample is up to 2∗1010 n/s/cm2, 30 times higher than
the 6.5 ∗ 108 n/s/cm2 maximal flux of IN8, ILL[54, 71]. Hence activation of
sample and sample surroundings becomes an important issue. The instrument
will be shielded from the surroundings, so the main issue is sample changes.
Large sample surroundings like magnets will be restricted not to include any
isotopes that can get activated into radioactive isotopes with long lifetimes close
to the scattering plane. Short lifetimes are less critical. If isotopes with half
times below 15 minutes are produced in the sample surroundings it is possible
to wait for them to cool down. After 75 minutes the radiation level in a material
with 15 minutes halftime will be at the level seen in an experiment on IN8. It
is thus possible to use many materials including Al in the sample surroundings.
For samples the same restrictions are not possible and it is thus necessary to
design a safe way to remove a sample containing elements with halftimes in the
hours to weeks region from the instrument. Ideally ESS will develop a robotic
system for sample changes since other instruments will have the same problems.
However as a fall back option a sample change tube was designed. This tube
works much like systems to move used fuel rods at reactors. A cartoon of a
sample change can be seen in figure 4.31. The idea is to move sample and sample
stick to a storage facility located close to the instrument where the sample can
cool down before the sample is removed and the sample stick reused. It might
also be necessary to install shielding on top of magnets and cryostats to allow
access during experiments.
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4.4.7 Polarisation Analysis

In order to enable polarization analysis a number of different solutions were
considered:

• Heussler Crystals. Since the instrument does not use a monochromator
and the attenuation in the useful Heusler Crystals is considerably larger
than PG, Heusler will not be ideal. It could however be used as a per-
manent last analyser or on the side of the sample where no analysers are
yet planned. Both solutions will be very expensive and make polarization
analysis more than an order of magnitude slower than the standard setting.

• 3He Cell. Although this would allow the user to record data with the
entire instrument a 3He cell cannot be combined with high magnetic fields,
which is foreseen to be a primary use of the instrument. It also works only
for a limited wavelength range, reducing the dynamic range of CAMEA
considerably.

• Proton crystals. A new solution in development is organic crystals where
a desired polarization is transferred to hydrogen protons by the spin orbit
coupling[58, 66]. The hydrogen will scatter one polarization isotropically
while letting the opposite polarization pass through. The solution will
work on a broader wavelength range than super mirrors and be completely
independent on angles. The polarization of the crystals will have a lifetime
of about a week and be insensitive to the stray fields foreseen from the
magnet. At present the crystals are too small for CAMEA. However, if
the technology improves before the actual construction time it will be an
ideal solution for the incoming polarization where the largest wavelength
band is needed. For the secondary instrument the required crystal area
will probably be too large to be polarizable in realistic times.

• Polarized super mirrors. This solution will occupy some space both
before and after the sample and also limit the dynamic range, however it
can work with magnetic fields and with the full instrument. (The exact
configuration of the mirrors is left for the final design study but this is the
proposed overall solution.)

Though no final design of the polarization is available PSI have previously done
a study of polarizing super mirror benders.

4.4.8 Collimation and Slits

In order to reduce the background, collimation and slits are required, especially
on an instrument designed for extreme environments. In the vertical direction,
slits will be used to minimize the visible sample environments both seen from
guide and analysers. The same will be the case for the horizontal incoming
beam. However, for the secondary spectrometer it is not possible to use slits
due to the large angular coverage, and a radial collimator will be required.
Figure 4.32 shows simulations of the transparency of radial collimators. The
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transparency is defined as the intensity at the analyser position (1.5 m from the
sample) with collimator divided with the intensity without collimator. The sim-
ulations are done for collimators starting at different distances from the sample
and having different lengths of collimator blades. All collimators are required
to remove signal originating from more than 50 mm away from the center of a
sample with a radius of 15 mm. The data shows that, the collimator should
start close to the sample, 20 cm, and have very long blades. However, a sample
space of 45 cm is reserved for sample surroundings and the instrument would be
too expensive if it starts to long from the sample. A collimator with an inner
radius of 50 cm and blade length of 40 cm is thus the best achievable option,
corresponding to a transmission of 62%. It could be considered to make a second
narrower radial collimator for smaller sample environments. The transmission
is not the final FoM for a collimator. For a radial collimator the FoM should
be the relative change in signal to noise of the instrument when a collimator is
inserted. In order to calculate such numbers specific knowledge of both layout
and scattering strength of the background producing sample environments are
required as well as knowledge of the sample. Although these numbers does not
exist simulations with some generic environments showed a decrease in signal
to noise for the longest collimator lengths. The maximal signal to noise was,
however, not achievable within the constraints of the instrument. Once more
knowledge of the ESS sample environments exists the radial collimator should
be redesigned.
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Figure 4.32: Collimator transmision. Simulations of the Intensity from a 15
mm sample with a radial collimator divided with the intensity without a colli-
mator. The simulations are done for a number different collimators designed to
remove signal more than 50 mm from the center of the sample.
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4.4.9 High Energy Filter

If no Ef values above 5 meV are required, a Be filter will be inserted after the
sample. The Be filter have a higher transmission than the order sorting chopper
and will thus increase the intensity in the Ef < 5.2 meV channels. The filter
will have to be combined with or placed before a radial collimator to remove
the neutrons scattered by the filter. Since the collimator needs to be relatively
close to the sample it is foreseen to have a collimator with filter inserted and
one without. The two can be placed on a wheel and rotated around the sample
so either collimator or collimator including filter is in position between sample
and analysers, while the other is on the backside of the instrument.

4.4.10 Analysers

The analyser-detector geometry is central to the CAMEA idea and needed care-
ful studies. A number of different choices needs to be made, like material,
geometry, number of analysers, and energies. Many parameters are correlated
making it hard to describe the choices in a logic way.

4.4.10.1 Analyser Material

Several materials were considered for the analysers: PG, Si, and Ge. A tradi-
tional advantage of Si and Ge is that they do not have second order reflections.
This means that a Be filter is not needed and, since the filter have a transmis-
sion of about 90%, a slightly increased count rate. However, since the order
sorting chopper is best combined with second order reflections this will at the
same time limit the dynamic range of the instrument. 3rd order reflections from
the analyser could be used, however, these cannot be connected with first order
reflections unless very low a5 angles are chosen. Such angles would have a low
transmision and a very coarse energy resolution. Furthermore the low scattering
angles would increase the diameter of the detector tank and the cost of detectors
and vacuum tank considerably.
PG does have problems with low energy phonons creating energy tails in the
measurement, a problem more significant than in other materials. However
many successful spectrometers work with the PG tails.[91, 68, 96, 71, 46]
Table 4.3 shows some parameters for the 3 materials. Attenuation and scatter-
ing is solely calculated from the relevant cross-sections and does not thus not
include thermal diffuse scattering. The actual attenuation will thus be higher
than the listed values. However, already from the listed values it is clear that
Ge have too high attenuation factors to be suitable if 10 analysers behind each
other is desired. In order to get a high peak reflectivity for Si it is necessary to
produce analysers that are about 2 cm thick. This means that the attenuation
becomes considerable and even though it is possible to construct a setup with
several analysers behind each other the total number would be lower than for
PG. Furthermore, Si will still have a limited peak reflectivity of roughly half the
value of PG. The increased attenuation and reduced reflectivity compared to PG
would reduce the count rate in each channel while the lower number of feasible
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Material Attenuation though Reflectivity Thickness
1 blade at 45◦ (%) (%) (mm)

PG 0.01 ∼80 1.0
Si 5.34 ∼40 20.0
Ge 17.5 ∼40 6.0

Table 4.3: Analyser materials. Attenuation calculated from data from [55] at
0 K. At room temperature 2 mm PG has been measured to have an attenuation
of 2% at 5 meV. Above this energy, the attenuation increases strongly.

analysers would reduce the mapping capabilities. Together this meant that PG
was chosen as the most promising analyser material.

4.4.10.2 Analyser Geometry

Initially it was considered whether to bend the analyser crystals so that they
would be focusing, both in the energy direction (vertical) and a4 direction (hor-
izontal).
CAMEA will reflect neutrons out of the plane. This means that the analysers
relies on a well-defined qz component to determine Ef . By using vertical fo-
cusing analysers it is possible to correct for the distribution of qz and thus get
a finer Ef resolution. Furthermore it is possible to increase the count rate as
the crystals will keep the correct angle to the scattered beam. The drawback of
vertical focusing is the loss of any information about the scattering dependence
on qz, however since CAMEA is designed as an inplane spectrometer this is
acceptable. It was thus decided to make CAMEA vertically focusing.
The advantage of bending the analysers horizontally would be smaller dark an-
gles. Dark angles are discussed in section 4.4.13 and have two main components.
The reflected beams from the analysers, continue expanding when reflected by a
flat analyser and will cross into neighbouring wedges or be absorbed by shielding.
Furthermore analyser mounting, shielding, and detector electronics can cause
dark angles. Since the reflected neutrons from a horizontally focusing analyser
are focused into the available detector space the first contribution would disap-
pear. The analyser mountings would still produce dark angles.
Horizontally focusing the beam on a smaller detector would, however, produce a
coarser a4 resolution. This problem would be largest for low Ef values where the
reflect signal is focused on a smaller detector due to the higher reflection angle.
At Ef = 2.5 meV δa4 would be doubled, compared to a flat analyser. Double
focusing analysers would, also, demand a more complicated analyser mounting.
The double focusing analyser could either be produced by bending perfect single
crystals of Si or placing small pieces of flat analyser on a machined mounting.
The bend Si would reduce the reflectivity and increase the beam attenuation in
each analyser, more than countering the gain by the reduced dark angles. In
order to keep the analysers bend the holders would need to be more massive
and have some supporting beams above and below the scattering plane. This
could potentially increase both background and distance between analysers. If
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Analyser Nr 1 2 3 4 5 6 7 8 9 10

Energy (meV) 2.5 2.8 3.1 3.5 4.0 4.5 5.0 5.5 6.5 8.0

η = 30′ 5.2◦ 5.7◦ 6.1◦ 6.5◦ 7.0◦ 7.3◦ 7.6◦ 8.0◦ 8.4◦ 9.0◦

η = 60′ 7.3◦ 8.0◦ 8.6◦ 9.2◦ 10.0◦ 10.3◦ 10.8◦ 11.2◦ 11.9◦ 12.7◦

η = 90′ 9.0◦ 9.9◦ 10.5◦ 11.3◦ 12.0◦ 12.7◦ 13.2◦ 13.7◦ 14.5◦ 15.6◦

Table 4.4: Limits on the coverage of each analyser. The table shows the
maximum angle (in degrees) a flat analyser of a given mosaicity can cover hor-
izontally before the reflectivity drops by 10% for different analyser mosaicities.

small PG analyser crystals mounted in a holder was chosen, the holder would
introduce some extra scattering and increase the attenuation compared to the 1
mm thick flat Si holders for the flat crystals.
The flat analyser solution promised the highest count rates and lowest back-
ground, combined with the simplest mounting. This outweighed the reduced a4
coverage so it was decided to use flat analyser crystals arranged in a Rowland
geometry in the energy direction while remaining flat in the horizontal plane.
The flat analysers means that the analysers will not be completely orthogonal
to the scattered beam in the horizontal plane but will have an incident angle of
several degrees, changing the reflected energy, reflectivity, and getting slightly
out of the Rowland geometry. If the x-axis points from the sample towards
the center of an analyser and z is vertical, a neutron reflected in the plane
from the sample with an angle ∆a4 to the x axis will have the flight direction
(cos(∆a4), sin(∆a4), 0). An analyser with an angle of a5 to the horizontal plane
will have a normal vector (cos(a5 + π/2), 0, sin(a5 + π/2)). The effective angle
between scattering angle (2 ∗ a5′) can now be described by:

sin(a5′) = − cos(a5′ + π/2) = −



cos∆a4
sin∆a4

0


 ·



cos (a5 + π/2)

0
sin (a5 + π/2)


 (4.6)

= cos(∆a4) sin(a5) (4.7)

Table 4.4 shows the maximal angular coverage of flat analyser slab if the peak
reflectivity is required to stay above 90% of the maximum value. The coverage
is in general good enough for meaningful modular pieces. Although the change
in Ef is measurable, the continuous Ei coverage means that it is still possible to
make a constant ~ω map out of the data. CAMEA will record a huge number of
slightly different resolutions and intensities that will need automated refinement
so a small change in Ef is of little concern refinement wise.
Considering the validity of the Rowland geometry, a McStas simulation was

performed. See figure 4.33. The results shows that a flat analyser slab with a
coverage of up to 10 degrees is feasible at Ef = 5 meV, a sample to analyser
distance (dsa) of 1.5 m, and an analyser to detector distance (dad) of 1.0 m.
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Figure 4.33: Angular coverage of anlyser. McStas simulations of the re-
flected signal from an analyser set at Ef = 5 meV. A scan was performed using
a narrow Ei band. dsa = 1.5 m, dad = 1.0 m, and analyser width = 2.5 cm.
Left: PSD view of the reflected signal with energies 4.775meV < Ef < 4.825meV
(top), 4.975meV < Ef < 5.025meV (middle), and 5.275meV < Ef < 5.325meV
(bottom). Right: The Intensity (top), Measured Energy (middle), and Energy
resolution (bottom) as a function of angular offset. The small change in reso-
lution is consistent with the change in measured energy. The red lines indicate
the theoretical development as seen from (4.7).

4.4.10.3 Reflection Direction

Several different ways of reflecting neutrons out of the plane were considered. All
analysers could reflect upwards or downwards. Additionally more complicated
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geometries were investigated: Every second analyser arch could reflect upwards
and every second downwards. Every second analyser wedge could reflect upwards
and every second downwards. Finally a single backscattering analyser behind
the others could reflect in a different direction than the rest.
If upwards reflections were chosen this would either limit the lowest possible
energy, the size of sample environments, or force the analysers further away from
the sample, increasing the price with several million euros. It was thus decided
that at least all analysers in the first arc should reflect downwards, ruling out
two of the above solutions. A setup with every second arc reflecting upwards
was tested. However this forced the gaps between the analysers to be bigger
and increased the instrument size and complexity for a limited gain in detector
shielding. Finally, the idea of a single backscattering analyser behind the other
analysers reflecting upwards proved too expensive and complicated construction
wise for the limited gain of such an analyser. The conclusion was thus that if A6
angles above 90◦ are desired, scattering down to detectors below the analysers
are preferable. This does demand considerable space below the scattering plane,
and since the beam height and green field liberties of ESS allow such a geometry
it was chosen.

4.4.10.4 Rotating Analysers

During the early design process some thought were given to how the instrument
would cover (q, ω) space and the most advantageous scan possibilities. At this
point 7 analyser arcs were envisioned.
At a given energy transfer the 7 analyser arcs will draw 7 rings in reciprocal space.
In order to map out substantial parts of reciprocal space inside the scattering
plane it is necessary to perform a scan of some parameter. The most obvious
scan parameters are A3 and Ef . Figure 4.34 displays examples of such scans.
it was considered if it should be possible to control A5 and A6 of each analyser
so that the n’th analyser could scan Ef from En,0 to En+1,0. The advantage
of such a setup is that it leads to a much more smooth coverage of reciprocal
space since the scan point at a given energy transfer will correspond to rings
in reciprocal space and touch each other in one point and thus never crosses,
whereas the alternative A3 scan corresponds to rotating rings, that will cross
each other. Although the Ef scan mode has clear merits it does introduce a lot
of extra complication to the instrument and it was thus omitted.

4.4.10.5 Vertical Opening

Many sample environments such as strong split coil magnets have a limited
vertical opening angle of down to ±2◦ [1, 2]. We opted to match the vertical
coverage of the frontmost analysers to this value and reduce the vertical coverage
of each analyser thereafter to cover the same vertical momentum transfer range
(∆kz). This means that no normalisation is needed in the outgoing direction
when only first order reflections from the analysers are considered. Since the
actual width in kz of a signal may not be known it is advantageous to minimize
the effect of such an uncertainty. The incoming kz resolution will depend on
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Figure 4.34: Coverage illustrations Idealised coverage of an ESS CAMEA
module at different energy transfers (~ω). First row illustrates the signal at ~ω =
0. Left shows a flat-cone-like instrument with a single analyser arc performing a
sample rotation scan in 70 steps while the middle shows the same scan performed
by a CAMEA system with 7 analysers but only in 10 steps. Finally the same 7
analysers scan Ef and keeps the sample still. As it can be seen the homogeneity
is best for the Ef scan and worst for the CAMEA A3 scan. To further investigate
this, a calculation of the distance to the closest measured point was done for all 3
setups the distance is plotted on an equal color scale for all 3 setups. The results
are displayed in the second row, again confirming that Ef scans are preferable.
Dark angles and blank region at small and large a4 are not included.

energy but in a limited way since the transmitted divergence decreases with
increased Ei. If normalization is critical this can be done by rotating the sample
so different analysers cover the same point in (q, ω) space.

4.4.10.6 Distance between Analysers

As the necessary area of PG to cover a given solid angle increases with d2sa, it is a
priority to keep the analysers close together in order to reduce the cost. However,
if the analysers are placed to close together it will increase the background and
risk of spurions from crosstalk. Experience from RITA-II shows that it is a clear
advantage if each detector can only ”see” the analyser that is meant to reflect
neutrons towards it. Hence this was chosen as a boundary for how close the
analysers could be spaced (see figure 4.35 Left).
It is possible to insert a rough radial collimation in the vertical direction in
order to move the analysers slightly closer together (figure 4.35 Right) but it will
only reduce the average distance 10% and it will reduce the flux, introduce an
asymmetry to scattering slightly above and below the scattering plane, and make
maintenance more complicated. It was thus decided not to use this collimator.

Table 4.5 shows the distances between the analysers for the proposed CAMEA
as well as the total graphite area from each analyser, assuming a total active
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Figure 4.35: Crosstalk. Left: The analysers are shown in the top (black arcs),
shielding is illustrated with black lines and detectors black circles in the bottom.
In order to minimize background any line from th n’th detector to any other
analyser other analyser than the n’th should be blocked (red lines) while any line
from the n’th analyser to n’th detector should be undisturbed (blue lines). Right:
A coarse vertical radial collimator between the analysers can elliminate crosstalk
that can not be removed by the shielding below the analysers. This enabeles a
denser analyser arrangement.

Analyser Nr 1 2 3 4 5 6 7 8 9 10

Energy (meV) 2.5 2.8 3.1 3.5 4.0 4.5 5.0 5.5 6.5 8.0

Distance from
previous - 6.2 6.7 7.3 7.8 8.5 9.3 10.5 11 12
analyser (cm)

Distance from
sample (m) 1.0 1.08 1.16 1.23 1.31 1.39 1.47 1.56 1.65 1.74

Area (cm2) 413 534 627 736 820 873 898 921 929 907

Table 4.5: Position and area of the analysers.

angle of 90◦ in the horizontal plane.

4.4.10.7 Number of Analysers

From section 4.2.1 it is known, that it is possible to fit 60 analysers into the
secondary spectrometer however, each new analyser will have a larger area and
thus the cost will increase. Furthermore the beam will be attenuated in each
previous analyser. Figure 4.36 (left) displays the total amount of graphite needed
to intersect a given neutron flux (disregarding reflected energy bands). This is
found as d2sa/0.982

n−1, where 0.982n−1 is the transmission through the previous
graphite pieces found in section 4.2.1, and dsa,n can be approximated by dsa,n−1∗
1.05. Note that the actual distance between the analysers and their attenuation
of the beam will vary with the reflected energies of the analysers. Furthermore
the necessary solid angle to cover and the resolution functions will also vary with
reflected energy. The detector cost and cost of vacuum tank and shielding also



4.4 Instrument Design 87

changes in a non-trivial way with number of analysers. This is thus not an exact
calculation of how much an extra analyser of higher energy than the previous
will cost. It is rather an approximation of the cost in graphite of including
an analyser more in the middle of the energy range and pushing all following
analysers backwards.
Although the 10’th analyser is ∼ 3 times less efficient than the 1st in that it
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Figure 4.36: Number of analysers. Left: Area of analyser needed to cover
a given solid angle at the position of the different analysers divided with the
transmission of the beam to the given analyser position. Right: Approximate
cost of instrument with a given number of analysers.

takes 3 times more graphite to intersect the same solid angle the full price of
the instrument does not scale as strongly with number of analysers. Figure 4.36
(right) approximates the full cost of the instrument as function of the number
of analysers. Here the price of the secondary spectrometer, after the radial
collimator is chosen to scale with the analyser cost and the remaining costs are
constant. Prices are taken from [110]. The prices are divided with the flux
at the analyser position to account for the attenuation in the analysers so the
performance in this model is directly proportional to the number of analysers.
It was decided to use 10 analysers for CAMEA.

4.4.10.8 Ef Values

There are several different considerations when choosing the Ef values of the
analysers:

• Spacing: As we saw in section 4.2.1, the minimal distance between two
energies changes with energy. It is still possible to make the 9 steps of
equal size required for 10 analysers, if mosaicity and energy range it chosen
correctly. This could be relevant if only a single incoming energy was
recorded in one setting and a scan of Ei was needed to make a dense
coverage. However, with continuous incoming energy coverage, there will
be no gaps in the energy coverage anyway. The distance between the
different Ef values will instead decide the density of measured points at
different energy transfers. Since low energies have a finer resolution, they
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will produce less statistics if equal Ef steps are chosen. It is thus worth
concentrating the analyser energies at low Ef values to get more equal
statistics at different energy transfers.

• Spread: Choosing a non-equal energy spacing it was shown in section
4.2.1 that 30-60 analysers can be fitted inside a meaningful energy band,
depending on mosaicity and overlap. With only 10 analysers available a
choice between density and coverage has to be made. In general CAMEA
seeks to maximise density and get as good coverage as that allows. However
since CAMEA will have an order sorting chopper and large gaps in the
coverage is suboptimal it is necessary to have the coverage going from the
energy of the first analyser (E1) to almost the second order energy of the
first analyser (4E1).

• Band position : A low E1 will mean a more dense coverage and more
analysers, that are usable with the Be filter. However, it will also reduce
the dynamic range and decreasing E1 also result in increasing dark angles
and less space for sample environments/shielding because of the higher A6
angle. The limit of acceptable consequences was found to be at E1 ≈ 2.5
meV.

• Number of energies below the filter : Since the energy of the analysers
are fixed, a number of analysers and detectors will not produce a useful
signal when the Be-filter is inserted. This number should be kept as low as
possible while not producing gaps in the coverage. In order to obtain this,
the individual spacing was adjusted slightly to push an extra energy below
the Be-edge. Because of Be-filters, 5 meV is one of the most popular Ef

values in TAS measurements and having that specific energy will also be
useful for comparison with other experiments.

• Flight time: In order for the order sorting chopper to work optimally
it is advantageous if the difference in flight time between first and second
order neutrons remains constant for all analysers. This can be achieved by
adjusting the energies and/or distances.

The chosen values will be described in section 4.5.

4.4.10.9 Mosaicity and Distance Collimation

In many TAS instruments mosaicity is used to produce the desired energy
resolution[121]. Coarser mosaicity means coarser resolution and reduced graphite
cost (se figure 4.37), and vice versa. In order to find the right compromise simu-
lations were performed of different analyser mosaicities and detector sizes. The
results can be seen in figure 4.38.

The results suggest that for small detectors the resolution becomes indepen-
dent of the mosaicity while the intensity even increases with coarser mosaicity.
The latter is, however, misleading. The McStas model does not take the re-
duced peak reflectivity of the coarser graphite into account, since this depends
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Figure 4.37: Graphite price. Example of prices of PG from Panasonic for an
entire instrument. Figure from [80].
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Figure 4.38: Mosaicity dependence of δEf and intensity. McStas simu-
lations performed for a setup with: 5 analyser crystals in a Rowland geometry
in the energy direction, Ef = 5 meV, dsa = 1.2 m, dad = 1.0 m, and a sample
height of 1.0 cm. Left: The resolution. Right: The integrated intensity

on mosaicity, analyser thickness, and manufacturer. If this is corrected, the in-
tensity is almost independent of mosaicity, depending on the chosen values for
peak reflectivity. The lack of dependence on mosaicity was first met with some
scepticism in the CAMEA team. However the reason is simply that distance
collimation dominates the mosaicity resolution.
Distance collimation is the limit on possible divergences imposed by geometric
restrictions. This is not a new phenomenon and have been used to achieve well
collimated beams in other instruments[38, 82, 105]. Here we look at the special
case, where the geometrical restrictions limits the possible reflection angles for
paths from the sample via the analyser to the detector and due to the small
samples, long distances and small detectors this becomes better than the limits
on these reflection angles imposed by the mosaicity. At first there was some
confusion about whether it was a disadvantage not to match the contributions
to the resolution from mosaicity and distance collimation. This is not the case:
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Figure 4.39: Mosaicity dependence measurements. The lines indicate an-
alytical calculations of the energy resolution when the prototype runs in a 14
Hz (red) and 50 Hz (blue) setting. Prototype measurements were taken at both
14 Hz (Bars) and 50 Hz (circles) with analyser mosaicities of 0.65◦(green) and
1◦(blue) and 1.3◦(red). Figure produced by Marton Marko.

Matching resolutions should be sought if two contributions to the final resolution
are independent, e.g. the primary and secondary resolution of a spectrometer.
In this case, however, the restrictions on the possible beam paths are strongly
correlated with the paths that are dampened by the mosaicity and the resolu-
tions are thus not added in quadrature (Se figure 4.40). When one dominates
the other the resolution becomes the minimum rather than the maximum as it
is the case for independent resolution contributions. The mosaicity independent
energy resolution was later confirmed with analytical calculations by Marton
Marko and by prototype results (se figure 4.39).
It should be noted that distance collimation makes the resolution dependent on
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Figure 4.40: Correlateed resolutions. The intensity of the reflected beams
are indicated by the greyscale. Black most intense, white least intense. The
reflected neutrons away from the central reflected energy are both suppresed by
the mosaicity and by distance collimation.

the sample height. However, for the small samples CAMEA is designed for, the
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distance collimation is limited by the detector width and not the sample height so
the dependence will be weak (se figure 4.46). Furthermore, distance collimation
does also contribute to the resolution for most existing analyser spectrometers.
The angular resolution will decrease with coarser mosaicity. However the angu-
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Figure 4.41: Resolutions. Simulated (Blue) and calculated (Red) angular reso-
lutions (left) and energy resolution (right) of the CAMEA backend. The energy
resolution of the 3 frontmost analysers can be improved further by changing the
binning of the detectors (see 4.4.11.3).

lar resolution are going to be better than acceptable (se figure 4.41) and better
than the default incoming resolution.

4.4.10.10 Prismatic Analysers

While testing the mosaicities and understanding the results in the frame of dis-
tance collimation I got the idea that the unmatched resolutions could actually
be an asset. This led to the development of the prismatic analyser. A thorough
description of the ideas can be found in the attached article. Here I will just give
a short overview.
When distance collimation dominates the energy resolution, a broader energy
spectrum is reflected than the recorded spectrum. The remaining spectrum sim-
ply misses the detector due to the Bragg law. If extra detectors are placed next
to the main detector they will record these neutrons. In this way the same
flux will be recorded as with one big detector but the energy resolution will be
improved thanks to the distance collimation. Experimental proof of the idea is
displayed in figure 4.42.
In practice it is not reasonable to install detectors recording the very tail of the
reflected signal due to the difference in flux, and thus statistics, in detectors
placed in the center and tails of the reflected beam. The amount of detectors
that have acceptable statistics can be increased by using coarser graphite (see
figure 4.43).
Typical gain factors achieved with this method would be in the order 2 in finer
resolution and 1.5-2 in total recorded flux, corresponding to a total gain factor
in the order 3-4. For CAMEA 60’ mosaicity and 3 detectors per analyser were
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Figure 4.42: Prismatic analysers. Simulated (lines) and prototype (crosses)
data of three 0.5 inch 3He tube detectors recording data from 5 analysers arranged
in a Rowland geometry on the prototype. Data are taken on a 2.3 cm high V-
sample and kept in original time bins. The simulated data have been rescaled
with a common intensity renormalisation factor. The grey line represents a sum
of the 3 signals and represent what would be seen in a traditional setup with a
single detector.

chosen, corresponding to halving δEf and increasing the total count rate a fac-
tor 1.5 compared to a more traditional analyser with 30’ mosaicity reflecting
neutrons to a detector width a width of 1.5 inch.

4.4.10.11 Analyser Dimensions

Most PG analysers are 2 mm thick. The reflectivity of graphite as a function
of thickness can be described by Darwin equations. In order to investigate the
effect of a reduced thickness a simple Monte Carlo simulation of the equations
was performed. The simulated neutrons were traced through a number of thin
layers in a graphite crystal. For each layer it was randomly determined if the
neutron should be absorbed, reflected, or pass unhindered. By simulating a
large number of neutrons and recording the number of neutrons that exited the
crystal on the reflected side it was possible to estimate the reflectivity of the
crystal. The model was adjusted to fit a number of reflectivities obtained from
literature[104]. Figure 4.44 shows the results of the simulations. The simulations
does not take the different manufacturing processes of graphite into account and
can only be used as a rough estimate of the actual reflectivity.
At 2 mm the reflectivity have reached attenuation for cold neutrons. Reducing
the thickness to 1 mm will produce a small reflectivity decrease but half the
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Figure 4.43: Simulated recordings of several energies from a single anal-

yser illuminated with a white beam. Each peak in the left column represents
the counts in a single detector tube as function of Ei (The detector tubes are rep-
resented by circles below the data). The mosaicity of the analyser is 25’ (top),
60’ (middle), and 90’ (bottom). The top right panel shows the corresponding
intensities before correcting for peak reflectivity and bottom right panel displays
the energy resolution (FWHM) of the detectors for the three different mosaicity
values.
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graphite cost. For most instruments the cost of graphite is a small contribution
to the final cost and there are only small disadvantages of increasing the thick-
ness. For CAMEA the amount of graphite is relatively large and the increased
attenuation through 2 mm graphite counters the slightly improved reflectivity.
Furthermore 2 mm will produce more background than 1 mm. It was thus
decided to go with 1 mm graphite.
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Figure 4.44: Aproximate analyser reflectivity. The results are found by
Monte Carlo simulations.

4.4.10.12 Cooling the Analysers

As mentioned in 4.4.10.1 an energy scan with a PG analyser produce Lorenzian
tails on the Gaussian resolution function, causing an increased background close
to the elastic line. The reason for these tails is currently debated. However
work at ISIS suggest that they are an effect of phonons and can be reduced in
a backscattering setting if the PG is cooled[50, 125, 126]. Experiments on the
CAMEA PG, however, suggested that the tails were independent of cooling at
the (a5,a6) values used in CAMEA. An investigation of the effect of cooling was
thus undertaken by Jacob Larsen but was inconclusive as to the effect of cooling
for the CAMEA settings[88]. Later unpublished experiments by Felix Groitl
indicate that cooling does not have the desired effect in the CAMEA setup. As
mentioned in 4.3.3 further work is undertaken, but for now it is not envisioned
to cool CAMEA.

4.4.11 Detectors

4.4.11.1 Distance to Detectors

It is possible to construct great CAMEA-like mapping instruments with flat
analysers of relaxed mosaicity and short analyser to detector distances, like it is
done on Flatcone. This produces a coarse energy-resolution. However for map-
ping purposes this will often be satisfying and both FLEXX[18, 89, 68], HZB and
Panda[26, 96], FRM II will get CAMEA-like upgrades with this aim. CAMEA,
however, is a standalone instrument designed for high quality spectrometry data
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Figure 4.45: Analyser shadowing. Rowland geometries with Ef = 3.1 meV
and dsa < dad (left), dsa = dad (middle), and dsa > dad (right). Shadowing effect
in the Rowland geometry increases with the difference between dsa and dad.

and will need superior energy resolution. In order to achieve this, the piecewise
flat analyser is curved and the distance from analysers to detectors are increased.
If the Rowland geometry is employed and dad is considerably different from dsa,
shadowing problems between analysers increases, reducing the effective covered
solid angle considerably (see figure 4.45). Since dsa is large, especially for the
backmost analysers, long detector distances are also required. Larger dad also
provides considerably better distance collimation (se figure 4.46 left), improving
the energy resolution beyond what is possible with a simple Rowland geometry
and mosaicity driven energy resolution from PG. This does increase the prob-
lems with dark angles from the expanding reflected beam and reduce the angular
resolution, due to smearing from mosaicity. It is possible to keep both within a
tolerable level by keeping dad slightly smaller than dsa. The exact distances are
chosen in a way so that the order sorting chopper works best possible and the
dark angles are kept below 1/3 of the a4 range covered by the instrument.
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Figure 4.46: Distance collimation. Distance collimation (FWHM) for the
5 meV analyser detector setup on CAMEA found by numeric integration as
a function of dad (left), detector diameter (middle) and sample height (right).
The red lines indicate the values chosen/standard for CAMEA. The two first is
equivalent as the change is detector solid angle observed from the analyser is the
same if dad i doubled or the detector radius is halved.
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4.4.11.2 Detector Type

In recent years, 3He shortage have led to development of new detector types.
CAMEA does, however, need a relatively small amount of 3He compared to
other ESS spectrometers, so 3He is still presumed to be viable, and all work so
far has been done assuming that 3He will be used. New technologies are not
ready yet, and it is therefore hard to do real design work let alone prototyping
using these. Furthermore the 10B solid state detectors technology that ESS plans
to use for the large detector areas will have a considerable depth that makes the
prismatic analyser concept less efficient. Hence at present 3He seems to be the
best solution.

4.4.11.3 Detector width and Orientation

The width of the proposed 0.5 inch detector tubes are the main contribution to
δEf (se figure 4.46). However, 0.5 inch is the thinnest commercially available
detector tubes so if the width should be reduced new tubes should be developed
or a 2d PSD system used. Both solutions are too costly, given the 150 detector
arrays of CAMEA.
So far we have only considered detector tubes that are positioned tangentially

Figure 4.47: Arrangement of detectors. Top view of different arrangements
of detectors (black lines). Left: Tangential arrangement. Middle: Radial ar-
rangement. Right: The CAMEA detector arrangement. The blue detectors are
placed below the black detectors. Not all detectors are shown and the illustrations
are not to scale.

with respect to the sample. Another option would be to turn the detectors so
that they are radial and making each detector tube look at several analysers
(see figure 4.47). This solution improves the finest potential energy resolution
while making the angular resolution coarser. However the angular resolution is
limited by other factors so the impact from the rotated analysers is limited. This
is a beneficial solution for the innermost detectors where the reflected signals are
very close. However, further out several issues occur: In order to be economical
feasible, the detectors need to cover many analysers and this will reduce the
freedom in selecting dad in a critical way, reducing performance in other parts
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of the instrument. Furthermore, the larger spacing between the reflected signals
from the 7 outermost analysers will increase the cost of such a solution substan-
tially. It is therefore only deemed beneficial for the frontmost analysers, where
it is even needed due to lack of space. This means that the energy resolution for
the 3 frontmost analysers can be reduced even further than the results displayed
in 4.41. If the position resolution is taken to be half the diameter of the detector
the energy resolution δEf is corrected by a factor 0.61 for a sample height of 0.5
cm and 0.82 for a 1 cm high sample. The proposed layout of the detectors is
thus as seen in figure 4.47 (right).

4.4.11.4 Detector Pressure

Early in the process it was investigated, whether it would make sense to work
with lower than usual 6−8 bar 3He pressures in the 0.5′′ detector tubes, since this
reduce the detection efficiency for high energy neutrons more than low energy
neutrons and could thus improve the signal to noise ratio. The effect can be
seen in figure 4.48. It was however deemed too small to be worth the lower
count rate and when the order sorting chopper was introduced, increasing the
demand for detection of neutrons with medium energies the idea was completely
disregarded. Instead, a high pressure of 7 bar was chosen (corresponding to an
efficiency at 5 meV of ∼ 88%) to optimize the efficiency. The instrument will
have to rely on other methods to reduce the background.
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Figure 4.48: Detector background dampening factor. Calculated detection
efficiency for background neutrons in thermal equilibrium with the room tem-
perature surroundings compared to the efficiency at 5 meV. The detection cross
section is assumed to follow a simple 1/v dependence.

4.4.11.5 Detector Saturation

The intense beam at the sample means the detectors can saturate and even be
permanently harmed if Bragg peaks are reflected towards them. In order to
resolve this problem it is foreseen too lower the voltage on any detector with
to high count rates. Together with the ESS Technical teams, it is planned
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to investigate if this can be done by electronics that simply limits the current
through each detector disabling it temporarily. It is possible that the voltage
reduction can be done fast enough that the detectors can stay active at the part
of the incoming wavelength band that does not reflect Bragg peaks towards the
detector. As a fall-back option, a system of attenuators that can be pushed up
to attenuate specific a4 directions are envisioned. This system will be tested at
PSI. If intense Bragg peaks needs to be investigated it is in principle possible to
insert attenuators before the sample like it is done on a classic TAS. However,
a more elegant solution will be to improve the incoming energy resolution with
the use of choppers, thereby reducing the incoming flux, and possibly also the
incoming divergence with the use of the divergence jaws.

4.4.12 a4 Coverage

As the secondary spectrometer will be almost stationary, it is important to cover
a wide angular range in order for the instrument to be as flexible as possible.
Especially the small angles are very important since information at low q give
insight into correlations, that are longer than a typical unit cell and are e.g. often
used to isolate magnetic signals from structural signals. Figure 4.49 illustrates
the area in (q, ω) space 2 of the CAMEA analysers will cover if the minimal a4
angle is 3◦ and 10◦. In order to go to 3◦ in a4 the first wedge will need to use
a modified mounting system. Furthermore, the direct beam that did not react
with the sample will continue through the analyser tank and down through a
get-lost tube on the backside of the tank. Although this does imply a risk
of increased background in the first wedge, the unscattered beam will enter the
tank through a thin Al window, continue in a evacuated guide and leave through
another window. It should thus have a minimal impact on the background. Any
increased background will be kept in the first wedge by shielding between the
wedges. If a4 angles below 10◦ are ignored it is possible to keep the direct beam
outside the analyser tank and use the same analyser mounting for all analysers.
In the end, it was decided that the low q values are sufficiently important that
a minimal a4 of 3◦ should be pursued. The maximal recordable a4 determines
the maximal q values each analyser can record. However, CAMEA can already
access relatively large q-values for a cold neutron spectrometer so the maximum
is less critical for most spectrometry applications. In order to leave space for
the order sorting chopper, guide, divergence jaws and shielding the coverage is
foreseen to go to 135◦.

4.4.13 Dark Angles

The CAMEA dark angles can be caused by several different contributions like
walls between the analyser-detector modules, mounting of analysers, and dead
areas at the end of the detectors and expanding beams from the analysers. The
latter is the most uncommon and will be described in more detail here. For
simplicity we will consider a coordinate system where x lies in the direction
from the sample towards the center of the investigatd analyser, z is vertical
and y is orthonormal to x and z. When a neutron traveling in the direction
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Figure 4.49: q range dependence of a4. The accessible q range for a number
of different analysers and a4 angles. Left: Examples of first order scattering.
Right: Examples of first and second order scattering.

v = (cos(∆a4), sin(∆a4), 0) where ∆a4 is the angle between the neutron travel
path and the path towards the center of an analyser with surface normal n =
(cos(a5 + π/2), 0, sin(a5 + π/2)) the reflected beam will have the direction:



cos(∆a4) cos(2a5)

sin(∆a4)
cos(∆a4) sin(2a5)


 (4.8)

So it will continue its travel along the y direction while the velocity along the x

directions is reduced and might even be negative. That means that the reflected
beam will expand across the wedge wall spanned by (cos(±∆a4max), sin(±∆a4max), 0)
and z thus reaching the detector of the neighbouring analyser-detector setup (see
figure 4.50). At the detector position the width of the reflected beam becomes
2 tan(∆a4)(dsa + das). If the detector is kept within a wedge with a width of
2∆a4 it has a maximal active area of 2 tan(∆a4)(dsa+cos(2a5)das)−ddead where
ddead is the dead area in the end of the detectors. Thus the fraction of the beam
that cannot be detected becomes:

θdark = 1−
2 tan(∆a4)(dsa + cos(2a5)das)− ddead

2 tan(∆a4)(dsa + das)
(4.9)

The problem is of limited consequences in instruments like Flatcone or the new
CAMEA-like FLEXX upgrade where dsa is considerably larger than dad. How-
ever, choosing such settings with small dad for CAMEA would have a severe
impact on time resolution, energy resolution, and the performance of the order
sorting chopper. At CAMEA the dark angles becomes acceptable for small 2a5,
however for large 2a5, like the 2.5 meV analyser at CAMEA the dark angles
becomes more than 2/3 even without dead layers in the end of the detectors.
In order to minimize the problem, a strict split of the analyser-detector setup into
completely independent wedges was abandoned (though the ideas of crosstalk
blocking and modular design for easy maintenance were kept) and several ge-
ometries investigated. In the proposed geometry, the analysers and detectors are
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Figure 4.50: Analyser crosstalk. Flat analysers (black) arranged on a circle
will have crossing neutron trajectories (red). Wedge size is exaggerated.

arranged in a Zig-Zag pattern. Every second analyser-detector wedge is shifted
some centimetres back so that the detectors can be prolonged without overlap-
ping the detectors of the neighbouring wedge (Se figure 4.51). By doing this it is
possible to reduce the dark angles to 1/3, which is anyway required for mount-
ing of analysers and crosstalk blocking. However for the frontmost detectors
the dead area on the detectors takes up to much space and the detectors are
thus rearranged into one big cone of detectors where each analyser reflects to a
limited part of the full detector.
To avoid crosstalk, vanes of Al with a neutron absorbing inner cladding are
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 / 
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Figure 4.51: The active area of the first detectors. The green area shows
the cone produced by a number of linear position sensitive detectors arranged
with every second partially covered by the others in the narrow end of the cone.
The blue areas the reflected signal of the 3 foremost analysers in every second
wedge and the red are the signal from the 3 frontmost analysers in the other
wedges.
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installed between each analyser and corresponding detector. In this way each
detector area can only see the analyser that it is associated with. In addition
the solid angle visible for each detector is greatly reduced, reducing the general
background. It have been checked in a technical drawing program that the vanes
will fit with the zigzag pattern, though the drawing is impossible to reproduce
in 2d and thus omitted from this thesis. The vanes can be upgraded with coarse
radial collimators, reducing the background further.

4.4.13.1 Wedge Size

The size of each wedge is a compromise between two dark angle effects:

• A finite space is taken up by walls between the wedges and mounting for
the analysers. The smaller the angular coverage of each wedge, the larger
a fraction will become dark angles due to this effect.

• The length of detectors inside a neighbouring wedge grows with wedge size,
as does the angle between the detectors of two neighbouring wedges. In
order to avoid detector overlap the wedges are thus required to stay within
a certain angle or the analysers will need to be moved further apart.

For the proposed instrument a value of 6◦ active area and 3◦ dark angles per
wedge could be achieved. However it is possible that this will change with ESS
regulations of for example spare parts for analyser mounting and shielding.

4.4.13.2 Covering the Dark Angles

Two different methods are foreseen in order to cover the dark angles. The entire
analyser detector setup is mounted on rails inside its vacuum tank and can thus
be rotated. Since the dark angles correspond to 1/3 of the full arc all points
can be covered twice in 3 data acquisitions if the analyser is shifted 1/3 of the
coverage of a single box at a time so the rails are designed to be able to rotate
the analyser-detector setup by a total of 6◦.
It is, however, also possible to cover the plane by simply rotating the sample (a3)
slowly around. This method will lead to a non-uniform statistical and resolution
coverage but will still be useful for many experiments.
This analysis was done before any technical drawings were made. The actual
implementation may have a slightly different distribution of dark angles, but
this will not change the overall principle.

4.4.13.3 Discrete Rotation of a3

In many cases scans are foreseen to be done with a series of discrete a3 steps.
If that is the case the coverage will look as in figure 4.52. The covered area is
without gaps, but some areas have gaps in the fine resolution data (red lines
in the figure). It is however hard from the figure to quantify the gaps. Hence
we will continue to the case of continuous a3 scanning in section 4.4.13.4 as it
makes the coverage clearer and the results can be generalized to the probably
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Figure 4.52: Examples of how the scattering plane is covered by a dis-

crete sample rotation. Left: 0 meV energy transfer. Right: 5 meV energy
transfer. Each line represents the centre of the measurement from one specific
analyser. The red lines are low Ef (fine resolution) and the blue high Ef (coarse
resolution). The sample is rotated 30◦ in discrete steps of 1◦.

more frequently used discrete case.
Not all data in figure 4.52 will be recorded simultaneously. The 1.7 Å wave-
length band does not allow all detectors to record the elastic line from the same
pulse, unless every second moderator pulse is removed by the chopper system.
The number of analysers that can see the elastic line depends on the choice of
wavelength band. All analysers can see the ~ω = 5 meV energy transfer at the
same time if the wavelength band is chosen with that in mind.

4.4.13.4 Contious Rotation of a3

With the high flux and event mode data acquisition of ESS-CAMEA it is fore-
seen that some experiments will be done rotating the sample slowly around while
counting. This will lead to a coverage as shown in figure 4.53. The gaps in the
coverage from the first analysers are now clearly visible but it is also clear that
all gaps are covered by analysers behind the frontmost ones. Only the small
gaps in the regions exclusively covered by the backmost analyser are left open.
It can be seen that the analyser overlap changes with both the scattering angle
and energy transfer. Hence it is impossible to design the dark angles and en-
ergies in a way so no gaps will be seen between the first two analysers for all
energy transfers. This means that some areas will have lower statistical weight
and a coarser resolution than others when the dark angles are only covered by
a3 rotation. Note that the 7th analyser is at 5 meV - the most used energy for
cold TAS. Hence, if just one of the first 7 analysers covers the region, then the
resolution will be better than in many cold TAS experiments since the prismatic
analyser improves the energy resolution compared to normal TAS.
If the prismatic analyser is taken into account and 3 energies are recorded per
analyser the gaps between the analysers becomes smaller, although they are still
there for the frontmost analysers (se figure 4.54).
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Figure 4.53: Examples of how the scattering plane is covered by a con-

tinuous sample rotation. Left: 0 meV energy transfer. Right 5 meV energy
transfer. Each coloured area represents the area covered by one analyser when
the sample is rotated continuously through 30 degrees. The red lines are low Ef

(fine resolution) and the blue high Ef (coarse resolution). The top row shows
all analyser segments whereas the bottom row only shows two. As the cover-
age changes with energy the same wedges are not displayed for all Ef values
but instead wedges covering approximately the same area in reciprocal space are
chosen.
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Figure 4.54: Examples of how the scattering plane is covered by a con-

tinuous sample rotation with 3 energies from one analyser. The same
as in figure 4.53 but with 3 half-inch tube detectors 0.5 mm apart looking at the
same analyser.
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Although the a3 scan mode does have limitations it will be useful for many
experiments when the users need the a3 scan anyway, which most mapping ex-
periments will. Should the generated map show interesting features particularly
in the regions where the resolution are limited the user can afterwards rotate
the analyser-detector module and redo the scan.

4.4.14 Secondary time Resolution

The time resolution of the secondary spectrometer is important in three ways:

• It sets a limit on the primary energy resolution since this depends on the
determination of the primary flight time, which is calculated from the
total flight time and the secondary flight time. Since ESS is a long pulsed
source and CAMEA is a 165 m long instrument this is not expected to
be a problem, even for inelastic measurements. However, it needs to be
considered.

• The high flux in each channel makes CAMEA ideal for parametric studies,
including time-resolved studies and studies using a pulsed magnet. In both
cases, the time resolution is crucial.

• In order for the order sorting chopper to work well the time resolution
needs to be good enough that the different pulses can be distinguished.

For the j’th analyser, the secondary flight time (tsec,j) will be:

tsec,j =
dsec,j

c
√
Ef,j

(4.10)

where dsec,j is the secondary distance (i.e. the flight path from sample via the

j’th analyser to the detector) and c = 437.4m/(s meV
1

2 ) is a constant. It follows
that:

(δtsec,j)
2 =

(
1

c
√
Ef,j

δdsec,j

)2

+

(
dsec,j

2c(Ef,j)
3

2

δEf,j

)2

(4.11)

where the correlation between δEf,j and dsec,j is set to 0 since the energy res-
olution is only correlated to the small transverse component in the flight path
uncertainty. δEf,j is known from simulations, however δdsec,j needs to be deter-
mined. dsec,j can be split in 4 components: The travel distance in the sample,
the flight path due to the Rowland geometry, the travel path inside the analyser
and the travel path inside the detector.
The uncertainty on the travel path inside the analyser can immediately be dis-
carded as 1 mm thick PG analysers are used while the detectors are 1.27 cm
thick, however, for a 2 cm thick Si analyser it will be a significant contribution.
A cylindrical sample with a radius of 0.5 cm giving a flight path uncertainty of
σ = 0.25 cm.
The maximum uncertainty difference in travel path in the detector is 1.27 cm,
disregarding the small contribution from neutrons with a direction not com-
pletely orthogonal to the length direction of the detector cylinder. However, as
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Analyser Nr 1 2 3 4 5 6 7 8 9 10

Energy (meV) 2.5 2.8 3.1 3.5 4.0 4.5 5.0 5.5 6.5 8.0

Time resolution
from δE 9.9 11.0 12.0 13.0 14.0 14.8 15.0 15.5 16.5 17.0
(µs)

Time resolution
from δd 12.2 9.6 8.4 7.9 7.3 6.9 6.5 6.2 5.8 5.1
(µs)

Total secondary
time resolution 15.7 14.6 14.7 15.2 15.8 16.3 16.3 16.7 17.5 17.8
(µs)

Table 4.6: Time resolution of secondary spectrometer.

the neutron beam intensity is exponentially decreasing through the detector and
as travel path through the detector becomes shorter the further the neutron tra-
jectory is from the center of the detector a numerical integration was performed
and a σ between 0.28 cm and 0.30 cm was found depending on neutron energy.
It is not possible to focus an analyser so that is selects a constant energy and
travel time and focuses it towards a single point. If dsa = dad, however, the
uncertainty in travel length becomes a second order effect. It was not possible
to get complete agreement between distances because of order sorting limits,
dark angles and crosstalk minimization, however, the distances are close to each
other making the travel path uncertainty small. The actual numbers were found
by numerical integration of the different travel paths.
Adding the different travel length contributions in quadrature and inserting them
in (4.11) gives the numbers seen in table 4.6. For small energies where the neu-
tron speed is small and the energy resolution is good, the uncertainty in travel
length dominates while the energy resolution dominates for high energies where
the energy resolution is coarse. For most analysers the contribution from the
flight path is below the contribution from energy resolution, making the benefits
of moving toward equal dsa and dad minor. The time resolution remains below
20 µs for all channels. It is worth to note that the improved energy resolution
due to the prismatic analyser method does contribute to a better time resolution
as well.

4.4.15 Background

With a high incoming flux, relatively open geometry and many active compo-
nents, some concerns have been raised regarding background levels at CAMEA.
Ideally, at any given time the sample is illuminated by a narrow wavelength
band, much like a TAS but without higher order noise from the monochromator.
In principle, the background from the secondary spectrometer should thus be
TAS-like, while the primary spectrometer will produce a ToF-like background.
However correlations between the primary and secondary spectrometer could
result in placing background at critical places in (q, ω) space.
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4.4.15.1 Background from the Primary Spectrometer

The background from the primary spectrometer will arise from the same sources
as for other ESS instruments. ESS is presently studying the best way to re-
duce these effects[52]. A major concern is the shower of high energy parti-
cles that are generated when the proton pulse hits the spallation target and
travels at relativistic velocities towards the instruments. This pulse of intense
background called the ”prompt pulse” is clearly visible at SNS instruments like
HYSPEC[136]. The long length of CAMEA and the kinked guide is aimed at
reducing the problems with the prompt pulse, as are the relatively low detector
area (2.5 m2) with high count rates, however if the background becomes too
high it will be necessary to remove the signal during the 2.86 ms prompt pulse
from the dataset.

4.4.15.2 Background from the Secondary Spectrometer and Sample

Area

The backend is essentially a large multiplexed instrument so it can in principle
reach background levels comparable to that of other multiplexed instruments.
For example RITA-II, PSI has a background level of less than 0.2 count pr.
minute pr. 2.5*12.5 cm2 channel in the deep inelastic background. Of course,
CAMEA will have a higher flux on sample, so the absolute background will be
higher. However 50% of the deep inelastic background on RITA-II is electronic
noise which does not scale with intensity, so the relative background can be
lower. Furthermore higher statistics increase the signal to noise ratio even at
constant signal to background.
To reduce the background, the secondary instrument is designed so that each
detector only ”sees” the analysers that are meant to reflect neutrons towards
it, the rest of the solid angle is covered with neutron absorbing materials. It is
further planned to place analysers and detectors in a common vacuum or Argon
tank to remove air scattering. This is important due to the long secondary flight
paths and relatively open geometry.
Collimators and slits will reduce the background from sample surroundings, al-
though it is impossible to remove the background completely from all sample
surroundings. This is, however, also a problem for TAS experiments where ex-
treme environments are used routinely. Although the background can cause
spurions and shadow important features, TAS instruments are helped by analy-
sers that record most of the background from sample surrounding in the elastic
line where both signal and background from the sample are relatively high and
not in the inelastic region where the signals can be very weak.

Energy tails: As discussed in section 4.4.10.12 a quasi-elastic background
from the energy tails in PG can also be expected. The background will not
disturb deep inelastic measurements but it will contribute to the background at
low energy transfers. We still hope to find ways to reduce this problem.
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Bragg reflections from Si, PG and Al: Both Si and PG are excellent
scatterers and will produce background events.
For Si, the perfect single crystals with very fine mosaicity means that any Bragg
reflections will require perfect fulfilment of the Bragg conditions. This combined
with cutting the Si wafers along a low symmetry axis will reduce the risk of
background from Si considerably.
As described in section 4.3.3, PG will have some reflections with contributions
from the (a, b) plane. However due to the considerably longer c axis than a and
b axes, l needs to much larger than h and k for the reflection to be close enough
to make it to the detectors. This is of lesser concern since only very high energy
neutrons will be able to reflect towards the detectors of these high indices.
Most Al will be covered in neutron absorbing materials. However, some will be
visible to neutrons and produce Debye-Sherrer cones that can potentially make
it to some detectors. A way to reduce spurion contamination is presented in
section 4.4.15.5.

4.4.15.3 Background from Correlations between Primary and Sec-

ondary Instrument

A problem in direct ToF spectrometers is background due to wrong flight path
determination of neutrons scattered from the sample surroundings. Figure 4.55displays
examples of such backgrounds from LET[43], ISIS and CNCS[57], SNS. The sig-
nals close to the elastic line are from the sample surroundings and stronger than
the inelastic signal from the sample. The displayed background at CNCS has
later been reduced significantly by applying radial collimation outside the sam-
ple environment. At ISIS, specialized sample environments have proven able to
reduce background by reducing the amount of material in the beam. However,
for certain kinds of environments such as very strong magnets or pressure cells it
is impossible to reduce the material in the beam significantly, and for the small
samples envisioned at CAMEA the background dampening level of a collimator
might not be enough to counter the reduction in signal from the sample. With
the high flux on sample, there were considerable concerns about background from
the secondary spectrometer or from multiple scattering in the sample surround-
ings, polluting the inelastic signal. Scattering events in the CAMEA sample
surroundings are easily limited to the horizontal scattering plane by slits. It is
thus easier to shield off sample surroundings with slits and radial collimators.
However some multiple scattering events will make it through and can poten-
tially lead to wrong energy determinations and inelastic background (se figure
4.56). Although the probability for multiple scattering is low, sufficient amounts
of material in the sample surroundings can cause the elastic signal from these
events to shadow inelastic scattering. The exact distribution of such background
will depend on the precise layout of the sample surroundings, but it is possible
to calculate limits on the background distribution. Assuming that the multiple
scattering respectively adds or subtract a distance ∆l from the flight path, the
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Figure 4.55: Examples of background from sample surroundings. Left:
LET[43], ISIS data of SrCu2(BO3)2 in an orange cryostat[23] (Ei=12 meV).
Right: CNCS[57], SNS data on CoCl2·2D2O with the 16 T magnet ”Fat Sam”[14]
that has a radius of 40.5 cm (Ei=12 meV). In both cases the background can be
reduced by the right choice of collimation/cryostat. (Figures from Paul Freeman
and Jacob Larsen.)

recorded neutron energy (E′) will be:

E′ = E

(
l

l ±∆l

)2

(4.12)

where l is the flight path used for the ToF measurements and E is the actual
energy of the neutron. However, whereas this extra flight path on a direct
ToF spectrometer is compared with a secondary flight path of ∼ 4 m it will be
compared to the 165 m flight path of the primary spectrometer on CAMEA,
making the broadening a factor 40 smaller. Inserting these lengths leads to the
distribution seen in figure 4.57 left.
In principle, infinitively long flight paths can be imagined by allowing an infinite
number of scattering events in the sample surroundings. However, to make
a qualitative analysis I will at first only look at paths including two elastic
scattering events and consider inelastic scattering and paths involving more than
two scattering events higher order corrections, since they have substantially lower
probabilities.
The extreme values for ∆l that will make it through a radial collimator can be
found from figure 4.56. The minimum will be

∆l = R(
√

2(1 + cos(a4))− 2) (4.13)

where R is the radius of the sample environments and a4 is the recorded scat-
tering angle. The maximum path including two scattering events is:

∆l = R ∗ (
√
2(1 + cos(a4)) + 2) (4.14)
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Figure 4.56: Neutron flight paths in sample surroundings. The longest
(blue) and shortest (red) paths a neutron can travel to the middle of the CAMEA
detector (a4 = 69◦) with maximum 2 scattering events if radial collimation re-
moves neutrons that do not come from the sample direction.

or a difference of 4R. At CAMEA, the minimum path will be recorded as down
scattering, while the maximum will appear as up scattering. It is opposite for di-
rect ToF. These boundaries for multiple scattering from sample surroundings are
displayed in figure 4.57 (right) for the centre of the CAMEA detector (a4 = 69◦).
In the down-scattering region, where CAMEA is designed to deliver its optimal
performance, the extend of the scattering is less than ∆E/E ≈ 0.5%. So mul-
tiple scattering will be contained in the elastic line, while it for direct ToF
can cause problems for low lying excitations and quasi-elastic scattering with
∆E/E < 50%. On the up scattering side the maximum deviation can get close
to 2.5% so in the most extreme cases it might cause a small widening of the
elastic line on CAMEA. At direct ToF machines it is ∆E/E < 8.5%. Fortu-
nately, the down-scattering region is of most interest on CAMEA since many
experiments are done at low temperatures where only few excitations exists in
the sample, suppressing the upscattering.
Equation (4.13) and (4.14) do not predict that big inelastic regions will be over-
shadowed by multiple scattering events. They merely place a limit on what
region can potentially be overshadowed by double scattering events. Figure 4.55
does, however, confirm that the effect can be a real issue on direct ToF spec-
trometers, although the measurements in these cases were taken without a radial
collimator.

It is possible to subtract parts of this background by measuring without the
sample but if the multiple scattering events involved the sample, subtraction
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Figure 4.57: Boundaries for line broadening from multiple scattering in

the sample surroundings with maximum two scattering events. Left:
calculated from the travel path uncertainties. Right: Calculated from the longest
∆l possible within a cylinder of a given radius, as described in figure 4.56. The
relative broadening is independent of E, see (4.12).

will be inaccurate. This can, however, only happen for ∆l > 0 so it is possible
to map out all contribution from multiple scatterings without the sample on the
down scattering side on CAMEA and up scattering side on direct ToF. Note
that in the examples from figure 4.55, the background is much stronger than
the inelastic signal from the sample so even if it is mapped out it might not be
possible to reliably retrieve any actual data hidden below it.

If we look at paths with a higher number of scattering events, it is possible
to produce longer but not shorter traveling paths. This means that additional
broadening from this effect can occur in the up-scattering region on CAMEA and
down scattering region on direct ToF. Inelastic scattering in sample surround-
ings can produce noise in both the up- and down-scattering regions although the
signal would usually be weak and removable by background subtraction.

Another concern we have investigated is that the uncertainty in the secondary
energy could influence the determination of the primary energy. The time res-
olution of the secondary spectrometer was described in 4.4.14 and found to be
lower than the relevant pulse widths for CAMEA so the secondary spectrometer
will not pose any problems to the ToF determination.

4.4.15.4 Background Measurements

Background measurements were performed by Marton Marko at the prototype.
A V sample was inserted and counts performed for ∼3 hours in each setting.
The intensity at different time channels was normalized to the maximum counts
at the elastic line. A number of different measurements was performed (se figure
4.58): One at room temperature where incoherent phonon scattering in V is the
major contribution to the background. One where the V sample is cooled to
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Figure 4.58: Background measurements. Energy scans across the elastic line
of Vanadium for room temperature (blue) and 10 K (green) Vanadium samples
and 10 K vanadium sample and Argon in the analyser tank (red). After time
channel 185 the choppers are closed and only noise from the primary spectrom-
eter and electronic noise from the detectors are recorded. Figure taken from
[100].

10 K and one where the air in the analyser tank was replaced with Ar. The
results proves that a relative background level of 5 ∗ 10−5 can be achieved in the
deep inelastic region when compared to the elastic line of cooled Vanadium. All
measurement was taken with Cadmium shielding around the analyser holdings
and rough Cadmium slits between analysers and detectors. In the 10 K data
sets a small excitation can be observed at slightly higher time stamps (lower ~ω)
than the elastic line. As this was the last measurement before PSI shut down
for winter the source of this signal was never found.
It is possible that a lower relative background level could be achieved at CAMEA
since the Argon atmosphere of the prototype will be exchanged with vacuum,
the shielding between sample and detectors will be much heavier, the electronic
noise will be smaller compared to the signal, and there will be less material in
the beam height as e.g. no motors are needed to rotate the analysers.

4.4.15.5 Detecting Spurions

When a scan is performed at CAMEA, most recorded points in (q, ω) space
are measured several times by different analysers. Since Ei, Ef , a3, and a4
varies between the different measurements most spurions will only occur in one
of the measured channels. It is thus possible to compare the results and remove
channels with spurions in them. Software should be produced that automatically
detects any channels with a higher count rate than other channels measuring the
same (q, ω) volume and flags these channels if the result cannot be explained by
statistics or different resolution functions.
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4.4.15.6 Reducing the Background Further

It is possible to install coarse radial collimators just before the detectors to
reduce the solid angle seen by the detectors and thus reduce the background
further. This will remove most spurions and probably also reduce the energy
tails from PG. Simulations and measurements of this is in preparation.

4.5 Optimizing CAMEA

The parameter space of CAMEA is more than 100 dimensional while the perfor-
mance space, i.e. the space spanned by the 10 Ef resolutions, 10 a4 resolutions,
10 efficiencies of the different analyser arcs, the price the guide brilliance transfer,
the background, and so forth, is more than 40 dimensional, even if the prismatic
analyser is not considered. Describing the transformation between the two re-
quires a combination of calculations, simulations, prototyping, and obtaining
cost numbers that are not publically available, like guide prices. Furthermore,
in order to find a global performance optimum a one dimensional measure should
be computed from performance space. While the second transformation could
in principle be described mathematically it is unrealistic to describe the first
transformation in a single mathematical function. This makes any attempt at
reliably identifying a global optimum for the parameter space impossible.
What can be done is mapping the most important correlations and using the
knowledge to produce a very well performing instrument. This is generally what
is done in instrument designs, also when the instruments are far less complicated
than CAMEA. I have already described most choices and the chosen parameters
in the previous section.
For the more complicated choices, e.g. the exact Ef distribution, a choice that
delivered the desired performance was produced by a combination of calcula-
tions and trial and error. So solutions that would fulfil the requirements in
section 4.4.10.8 was produced and they were tested to see if distances with these
energies could be found that satisfied the order sorting chopper, kept the dark
angles below 1/3, allowed space for 3 detectors per analyser, allowed the first
3 detectors groups to be on a single cone, and kept the dimensions and thus
the cost realistic. If such numbers existed, the energy resolution, angular and
time resolution, and approximate cost was found. By trying different values and
using the knowledge described in previous sections, it was possible to design
an instrument that fulfilled the different requirements and promised great per-
formance. It is possible that slightly different energies could increase e.g. the
relative energy resolution or performance of the order sorting chopper however
gains would most likely be minor.
When ESS have reached a decision regarding moderator height, the results from
investigation of guide background and PG tail dampening are ready, and tech-
nical constraints from general ESS design choices are known, the parameters
should be re-examined to see if a change could improve the instrument further.



114 Chapter 4: CAMEA

4.6 Final Design and Performance

An overview of the proposed instrument parameters can be found in figure 4.7.
More detailed data are availible in the specific sections. The resolution of the
secondary spectrometer is collected in table 4.8.

4.6.1 Comparison to a TAS at ESS

An alternative to CAMEA could be a classic TAS, using a doubly focusing
monochromator and a doubly focusing analyser. The solid angle covered by
double focusing monochromators and analysers will depend on a1 (Ei) and a5
(Ef ) respectively. Here we will assume a 4◦ coverage in both horizontal and
vertical direction and an energy resolution of ∆Ei/Ei = ∆Ef/Ef = 3.5%.
Both instruments have access to the same guides. However, the TAS has slightly
better focusing options but requires the neutrons to reflect from a monochro-
mator with reflectivities below 1. We assume that two effects cancel out and
the total flux on sample in a narrow Ei band is approximately equal. The TAS
will pick out one narrow Ei band and reflect that towards the sample, whereas
CAMEA will use the entire 1.7 Å wavelength band, corresponding to a gain of
a factor of 30 for CAMEA.
In the secondary spectrometer both instruments use analyser crystals and would
thus in principle perform equally well. The analyser of a doubly focusing TAS
will collect a solid angle of 4◦ × 4◦ into a single channel, while the average verti-
cal coverage of CAMEA is 3◦ and the average horizontal resolution is 0.6◦. The
TAS thus records a 9 times large solid angle into a single channel. The TAS will
also record a double as wide wavelength band in the detector channel. However,
CAMEA will record most of the same neutrons and just split them into 3 energy
channels times 7 a4 channels adding extra information. To make comparison
easier we first consider a setup where CAMEA rebins the data to match the res-
olution of a double focusing TAS. In this case the 10 analyser arcs of CAMEA
and 90◦ active a4 coverage compared to the one analyser with a coverage of 4◦

gives a total gain factor of ∼ 170 for CAMEA when the average vertical cov-
erage of 3◦ for CAMEA is included. The flux in the frontmost detectors will
be slightly above that of the TAS due to the combination of relaxed mosaicity
and distance collimation while the backmost will be below due to attenuation
through the analysers. We approximate the average reflected flux per solid angle
from the analysers to be equal for CAMEA and TAS. Collecting the numbers
CAMEA will have a comparable flux to the doubly focusing TAS, however in
30 ∗ 170 = 5 ∗ 103 channels.
If the resolution of the TAS should be comparable to CAMEA it would require
that both analysers and detectors reduce their horizontal coverage to 2◦, giv-
ing CAMEA a factor 4. In order to reach an energy resolution of dEi/Ei =
dEf/Ef = 1.1% at 5 meV the TAS would in a best case scenario need to reduce
the signal a factor 9 while CAMEA only needs to reduce the incoming flux a
factor 3. In this case CAMEA would thus win with a factor 6 ∗ 104. If CAMEA
Furthermore uses the divergence jaws to reduce the incoming a4 resolution to
0.6◦, thereby matching the secondary resolution, an additional factor 3 could be
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Primary Spectrometer

ESS Moderator Cold

Wavelength range (Energy range) 1 Å to 8 Å (81.8 meV to 1.3 meV)

Bandwidth at sample position 1.7 Å

Guide length and shape 165 m - Parabolic feeder to double elliptical guide

Line-of-sight removal Kink between elliptical guide sections

Number of choppers 7, operating from 840 rpm to 12600 rpm

Incoming divergence 2.0◦ vertical, 1.5◦ horizontal

Divergence control 5 divergence jaws integrated in guide

Incoming energy resolution Adjustable from 0.1 % to 3 % at 5 meV

Sample

Maximum flux on sample position 1.8 * 1010 n/s/cm2/1.7 Å

Wave vector range at elastic position PG(002) reflections: 0.058 Å−1 to 3.6 Å−1

(including PG(004) reflections) PG(004) reflections: 0.12 Å−1 to 7.26 Å−1

Background count rate < 5*10−5 compared to elastic signal of vanadium
(result from prototype testing)

Beam size at sample position 1.5 cm * 1.5 cm

Beam size optimization 0.1 cm * 0.1 cm - 1 cm * 1 cm

Sample environment space 90 cm diameter, side access possible

Magnetic fields >20 T, >10 T with 10 GPa, 0.1 K-350 K

Pressure
30 GPa with 5 mm3 sample, T=3-2000 K
10 GPa with 50 mm3 sample, T=0.1-1800 K

Secondary Spectrometer

Collimation Radial collimation after sample.
Cross talk collimation in secondary spectrometer.

Filter Removable cooled Be-filter before analysers

Analyser crystals 2 m2 cooled PG
- 60” mosaicity, using (002) and (004) reflections

Detectors 2.5 m2 Position sensitive 3He at 7 bar

Number of analyser arcs 10

Number of analyser-detector segments 15 (9◦ per segment, 6◦ active)

Sample to analyser distances 1.00 m to 1.79 m

Analyser to detector distances 0.80 m to 1.45 m

Horizontal angular coverage 3◦-135◦

Horizontal angular resolution 0.79◦ to 0.46◦

Vertical angular coverage ±1.4◦

Final neutron energy range
PG(002): 2.5 meV to 8.0 meV
PG(002)+PG(004): 2.5 meV to 32 meV

Secondary energy resolution 0.77 % to 1.3 % (2.5 to 8.0 meV)

Time resolution ≤ 20 µs

Neutron polarization and analysis Polarizing super mirrors

Table 4.7: Important CAMEA design parameters
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Analyser No 1 2 3 4 5 6 7 8 9 10

Ef (meV) 2.5 2.8 3.1 3.5 4.0 4.5 5.0 5.5 6.5 8.0

δEf/Ef (%) 0.77 0.83 0.85 0.94 1.02 1.08 1.09 1.12 1.21 1.30

Secondary
angular 0.79 0.77 0.75 0.71 0.65 0.61 0.59 0.55 0.51 0.46
resolution (◦)
Secondary
time resolution 15.7 14.6 14.7 15.2 15.8 16.3 16.3 16.7 17.5 17.8
(µs)

Table 4.8: Secondary spectrometer performance.

gained over TAS for a total of 2 ∗ 105.
Most experiments will not find every channel equally useful but it is impossible
to predict the actual number of useful channels in a typical experiment.

4.6.2 Comparison to a Cold Chopper Spectrometer at ESS

The direct ToF cold chopper and CAMEA spectrometers are the ESS instrument
closest to CAMEA in performance. Even though there are many differences they
are both spectrometers with great mapping capabilities and medium resolution.
This means that they compete for the same spots in the ESS instrument suite.
This section is a rewrite of a report that I produced for ESS about their compar-
ison. The original report is available online[44].

The two spectrometers are in many ways equivalent. The cold chopper spectrom-
eter (CCS) uses several incoming energies from repetition rate multiplication[113]
combined with a continuous outgoing energy band, while CAMEA uses a contin-
uous incoming band and several outgoing energies, and both have large angular
coverage. They do, however, also have some key differences. CAMEA has a
higher flux in each channel while the CCS has a bigger angular coverage, bigger
resolution flexibility, and more freedom in choosing its energy range.
Since the CCS has a larger parameter space than CAMEA there are many ex-
periments where a cold chopper spectrometer would be preferable. The main
question is thus if there are experiments where CAMEA would be preferable.
The main strength of CAMEA is 1.4% energy resolution down-scattering from
a cold sample in an extreme environment. Hence we will investigate whether
CAMEA performs better than a CCS here. A study by the CAMEA group
have shown that 1/3 of all experiments at some of the best performing triple
axis instruments in Europe are done with magnetic fields[63]. Although it is not
included in the statistic, it is reasonable to expect that most of these are done
with cold samples where down-scattering is the relevant measuring technique.
We assume similar guide systems with the same wavelength band. A wavelength
band of 3.1 Å to 4.76 Å was chosen for the simulations, corresponding to the
CAMEA Ef energies.
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4.6.2.1 Kinematic flux Calculations

It is possible to get an idea of how the two instruments will compare from simple
kinematic considerations:

• CAMEA uses the full 71 ms pulse at the sample while the cold chopper for
similar resolution use 8 pulses of approximately 25 µs. This gives CAMEA
a factor ∼ 360.

• The reflectivity of the CAMEA analysers are on average about 50% if all
30 detectors are counted and beam attenuation is included. This gives
CCS a factor 2.

• CAMEA has 33% dark angles giving CCS a factor 1.5.

• CAMEA has 30 detectors with a 1.4% resolution giving a total covered EF
bandwidth of about 2 meV. The cold Chopper goes in Ef from 0.2 Ei to
Ei giving on average a 4 meV energy band. This gives a factor 2 to CCS.

• We have so far only disregarded up scattered neutrons from the cold chop-
per. Approximately half information from the sample lies in the up scat-
tering giving the cold chopper a factor 2.

• As we only regard down-scattering CAMEA will get limited coverage from
the analysers with the coarsest resolution (highest count rate) whereas
the CCS will get the highest coverage from the shortest wavelength where
the resolution is coarser and the countrate higher. The exact effect on
countrates needs simulation but a factor 2 is estimated in favour of CCS.

• CAMEA has a vertical opening of ±2◦, while CCS is assumed to have an
opening angle of ±30◦, giving CCS a factor ∼ 15 if the full opening angle
can be used.

Combining these factors one find that CAMEA will win with a factor 15 if only
in-plane scattering is considered. But if out of plane scattering is also included,
the ±30◦ coverage of the cold chopper will mean that the two instruments are
comparable. The approximate calculation does, however, have several shortcom-
ings (e.g. that the flux varies with the wavelength and that there exists small
gaps between the analyser crystals). In order to reach a more accurate number,
simulations have been performed.

4.6.2.2 Flux Simulations

In order to compare the flux and coverage of the two instruments we performed
a simulation with as equal settings as possible. Both instruments used the
same source, guide, chopper settings before the monochromating chopper at
the direct ToF spectrometer, and same sample. The incoming and outgoing
energy resolutions were chosen to match the outgoing resolution of CAMEA.
This resulted in a factor 380 in favour of CAMEA at the incoming flux.

A sample with a scattering cross section of dσ2

dΩdE
=

kf
ki
s(q, ω) with constant
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s(q, ω) was chosen as to not favour one instrument that e.g. happened to match
a certain excitation curve. The signal just before the analysers was compared
to the signal in the CAMEA detectors to measure the fraction of the beam from
the sample that each detector records. For CCS the full signal was recorded.
Afterwards the data was corrected for beam attenuation through the analysers
and an average graphite reflectivity of 70% was chosen. Finally, dark angles
and the smaller vertical coverage of the backmost analysers of CAMEA were
included. Only-down scattering was considered.

4.6.2.3 Results

Comparing the two instruments gives a factor 22 to the CAMEA instrument if a
±2◦ opening angle is considered. If one considers the full ±30◦ detector coverage,
the two instruments are almost equal, CAMEA having 50 % more counts. This
agrees approximately with the back of the envelope calculations in the previous
section.
It is thus clear that CAMEA in its key performance is more powerful than the
cold chopper. This is however not a full and fair comparison as other experi-
mental considerations will also be important in the choice of instrument for a
specific experiment.

4.6.2.4 Other Experimental Issues

• Background As described in section 4.4.15.3 the background in the two
instruments behaves very different. If inelastic measurements with extreme
sample environments are desired, CAMEA will perform best.

• Coverage. The cold chopper spectrometer looks at the elastic line with
all repetition rate frames whereas the amount of analysers looking at it
in CAMEA will be different. Usually, only the high Ef frames will be
recording the elastic line; the others will be concentrating on the down
scattering region. This means that CAMEA will have a worse resolution at
the elastic line but a much higher coverage in the inelastic than the elastics
while the CCS will have the highest coverage at the elastic line and lowest
in the deep inelastic. (It is possible for CAMEA to have high coverage
and good resolution at the elastic line too but in that case the coverage
will shift towards the up scattering region.) This difference emphasises the
CAMEA strength in low temperature inelastic measurements.

• High Resolution. CAMEA can reach a ∆E
E

resolution of just above
1.1% at 5 meV by using unmatched primary and secondary resolutions,
but will lose a substantial part of its flux doing so (the matched value is
∆E
E

= 1.4%). The cold chopper can not only reach these levels with a
smaller loss by matching the resolutions, it will also be able to surpass it.

• Time Resolution. Both CAMEA and the cold chopper can in princi-
ple have good time-resolution for time-dependent experiments. However,
the monochromating chopper of the CCS means that the time where a
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certain energy transfer is recorded will be comparable to the time resolu-
tion of 30 µs while it will be 100 times longer (3 ms) on CAMEA. This
means that CAMEA will be able to resolve many processes with constant
experimental settings while this can only be reached by running a stro-
boscopic measurement with a different frequency than the ESS pulse at
a cold chopper instrument. The later will make for much longer experi-
ments and together with the lower count rates makes many experiments
unrealistically long on a CCS while manageable on CAMEA.

• Thermal Measurements. For up-scattering the cold chopper will at first
glance win a lot since the outgoing bands can be increased to any energy
for almost no cost in time and it will thus be possible to reach any energy
coverage. Of course much of this gain is insubstantial since the resolution
will worsen considerably.

• Bragg peaks. The high intensity of CAMEA means that the problem
with Bragg peaks saturating the detectors will be most severe on CAMEA.

4.6.2.5 Conclusion

The Cold chopper spectrometer has an impressively large achievable parameter
space compared to most other spectrometers and will be an excellent flexible
spectrometer that can handle most challenges but will not be able to compete
with more specialised instruments within their optimal field of operation.
CAMEA will have 22 times higher count rates and lower inelastic background
when cold samples and extreme environments are needed. The two instrument
types are thus in many ways complementary.

4.6.3 Comparison to Existing Instruments

Paul Freeman did a study comparing CAMEA and existing TAS and ToF in-
struments [62]. The conservative results show gain factors between 20 and 1500.
The numbers are below what will be expected from the above comparisons. This
is because the comparisons are done in slightly different ways. In the compar-
ison to existing instruments the difference in resolutions are accepted since no
middle ground can be found between the different resolutions of the existing
instruments. Also the intensity at the brightest incoming energy is used for the
TAS instruments whereas an average over the brightest wavelength range is used
for CAMEA. However even this conservative estimate points to CAMEA as an
essential development in neutron spectroscopy.

4.7 Demonstration Experiments

To demonstrate how CAMEA would record actual scientifically relevant data and
to gain experience a measurement of YMnO3 was performed on the prototype.
YMnO3 is a multiferroic system that recently have attracted much attention[76,
122, 130, 133]. The sample was a single crystal of ∼ 1 cm2. Unfortunately it
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Figure 4.59: YMnO3 measurements from the prototype. Map of (qh, qk)
produced by an a3 scan for ~ω = 6 meV. The a4 ”scans” are results of the posi-
tion sensitive detector tubes. All 9 tubes are treated individually in the prismatic
analyser principle. If only the central energies were used, the 3 resulting slices
would not be connected. The a3 scan covers 120◦.

was twined and aligned along a smaller crystallite approximated to be ∼ 200
mm3. The aim of the experiment was to measure magnetic excitations around
the (1,1,0) reflection. A severe limitation on the prototype is the very limited
coverage in a4. This was countered by moving the analysers as close to the
sample as possible to maximise the a4 coverage of each and adjusting their
energy so that the q space covered by each of them just overlap for any relevant
~ω. The shortest possible distances at the prototype is dsa,1 = 0.90 m and 15 cm
between the analysers so this was chosen. Adjusting the energies to 4.8, 6.1 and
7.5 meV meant that they would cover the (-1,-1,0) reflection for ~ω = 0 and just
overlap if the prismatic analyser principle was included to get 3 energies from
each analyser. As ~ω increased, the (-1,-1,0) reflection would move through the
covered region and disappear at ~ω = 7 meV. Figure 4.59 illustrates the coverage
at ~ω = 6 meV.
The data from all 9 detectors looking at the 3 analysers were converted from
(detector number, Position on detector, recording time, sample rotation) into
(q, ω) space and corrected for the following effects:

• Monitor. A time-of-flight monitor is installed before the sample, so by
back-tracing the neutrons it is possible to find the energy and time de-
pendent intensity, when the monitor’s efficiency as function of energy is
known[10].
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• (dΩ, dE) volume: Each recorded time, position combination corresponds
to a different solid angle and energy bin size. These Ω× ~ω volumes were
calculated and the signal normalized to the volume size.

• Analyser reflectivity & Detector sensitivity. To account for varying
detector sensitivity and analyser reflectivity a measurement of vanadium
was performed. The data was normalized to the (dΩ, dE) volume as de-
scribed above and the elastic line fitted for each detector channel. The
integrated intensity was now taken as a measure of the sensitivity of the
detectors and peak reflectivity of the analysers, so all measured signals
were normalized to these values.

The refined data was stored in a 3 dimensional matrix with previously defined
bin sizes and from this fast slicing and plotting could be performed. The writ-
ten Matlab routines will need lots of development and can be made considerably
faster for the final instrument. However it does prove that data reduction from
a complicated instrument like CAMEA can be performed and useful data ex-
tracted.
The experiment was performed at 20 K and an a3 scan of 120◦ was performed
(corresponding to 2 reciprocal unit cells, since YMnO3 has a 60◦ symmetry in
the (a, b) plane). Data from the experiment can be seen in figure 4.60. The
signal around the (−1,−1, 0) position is very weak at best, however the great
mapping abilities of the CAMEA has made the excitations at the (−200) posi-
tion clearly visible. Although this peak have already been mapped out the main
purpose of this experiment was to record data with the prototype and learn from
the experience so further scans were performed around the (−200) position to
increase the statistics.
The chosen analyser energies did not make it possible to record the (−200) posi-
tion at ~ω = 0 meV. However, the excitations above are visible. The results can
be compared with measurements on RITA-II[117] and theoretical calculations
from the Spin-w program[129], se figure 4.61. The coverage and statistics are
limited. However, the results show agreement with both previous measurements
and theory.
Though statistics might seem disappointingly low, one needs to consider the
limitations of the prototype. First, the summed solid angle coverage from the 3
analysers is 0.0176 steradians whereas it will be 0.7659 steradians for the pro-
posed CAMEA, so the prototype can be regarded as 2.3% of the final CAMEA
instrument. Further, the intensity on sample is 4∗105 N/s/cm2 compared to the
predicted 2 · 1010 N/s/cm2 at CAMEA. Hence CAMEA is a factor 2 ∗ 106 more
efficient than the prototype. So the recording time of 1.3 days will correspond to
2 seconds on 2.3% of CAMEA. In addition the twining of the crystal means that
a limited volume of at most 200 mm3 was investigated. If the data is regarded
as 2 seconds measurement from 2% of the instrument at a 200 mm3 sample it
is actually very impressive that a magnon excitation can even be seen. The
entire instrument will not be able to focus on the same subspace of (q, ω) space.
However, a factor ∼ 5 gain could be achieved in each channel by having the
full instrument (as well as a factor ∼ 10 gain in coverage) so the same statistics
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~ω = 4 meV ~ω = 6 meV

~ω = 8 meV ~ω = 10 meV

Figure 4.60: Constant ~ω maps of YMnO3. Map of (qh, qk) for constant ~ω
at 20 K taken at the prototype. From top left to bottom right: ~ω = 4 meV, 6
meV, 8 meV and 10 meV.
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Figure 4.61: Excitations around (−200) in YMnO3 taken at 20 K at

the prototype. Maps of (qk, ~ω) for qh = 2.3Å
−1

. Measurements taken around
(100) on RITA-II at the same crystal[117] (left), the prototype (right), and pro-
totype measurements overlayed with SpinW calculations (bottom).
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could be achieved in a ∼ 10 times larger (q, ω) space in less than 100 seconds
on a 1 mm3 sample. This supports the claim that CAMEA will be able to do
spectroscopy on 1 mm3 samples (even if better statistics will clearly be needed).
The experiment also demonstrated that visualization and analysis of data from
the CAMEA setup has been solved. Once the data refinement routines are writ-
ten, the combination of the many different detection channels runs automatically
and produces meaningful data.

An experiment on LiHoF4 was also undertaken by Marko Marton[99, 100] and
showed that for a large sample even the prototype delivers excellent data and can
deliver complementary knowledge to the information generated by measuring the
same sample on FOCUS.

4.8 Uncertainties

During the instrument design process a combination of calculations, simulations
and prototype measurements were used to validate each other. The main new
principles were verified experimentally to work, so the risk of the instrument
failing to deliver a predicted functionality is minimal. The errors in energy and
angular resolutions are estimated to be below 5% by comparing calculation, sim-
ulation and prototyping results. The time resolutions are less thoroughly checked
and should be assigned uncertainties of up to 50%. The intensity is heavily de-
pendent on the final ESS moderator solution and will thus have uncertainties of
a factor 2. Although much effort went into determining the background, on the
prototype the final instrument will have a different source spectrum, a differ-
ent instrument length, different guide, different neighbouring instruments, and
a secondary instrument with different dimensions and shielding instead of flex-
ibility. The uncertainties in the background will thus be relatively high. There
is a possibility that the background will eventually be lower than that of the
prototype. However there are still too many uncertainties to guarantee this.

4.9 Comming CAMEA Instruments

A proposal for construction of CAMEA at ESS was delivered to ESS in March
2014[110]. The proposal has a substantial contributions from work described in
this thesis. It was recommended for construction by the ESS Scientific Advisory
Committee and accepted for construction by the ESS Steering Committee. A
contract between ESS, Denmark, and Switzerland is being drafted.

4.9.1 Other CAMEA Implementations

As mentioned, ESS will not be the only facility constructing a CAMEA type
instrument. PSI is already constructing a similar instruments and FLEXX at
the Helmholtz-Zentrum Berlin is constructing an upgrade that will be use many
of the same ideas as used on CAMEA. Panda at FRM II are planning a similar
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upgrade. Furthermore, the design has generated some interest at SNS and J-
Parc.

4.9.1.1 The PSI CAMEA Design

ESS CAMEA benefits from a pulsed source and will be able to perform energy
scans and in general get a dense coverage of part of the reciprocal space in a single
data acquisition, thanks to its continuous incoming energy coverage. Conversely,
PSI is a continuous source and PSI CAMEA will use a monochromator to reflect
a single energy towards the sample. Hence if the ESS CAMEA was just copied to
PSI, it would record a number of unconnected paths in the scattering space that
would need to be connected through scans. In order to minimize the demand for
scans, the analyser energies of PSI CAMEA will be compressed to the energy
interval between 3.5 and 5 meV so that they almost overlap. In this way, a quasi-
Ef -scan is performed in one setting. If this is not deemed accurate enough, a
more precise scan can be performed in just two settings of Ei. This also means
that all analysers are below the Be edge and can be used together with a Be
filter. The downside is that the dynamic range is reduced significantly, compared
to ESS CAMEA. However, since many cold TAS rarely uses Ef values outside
the interval covered by PSI CAMEA it is an acceptable restriction.
The same trick could be performed at ESS CAMEA to give an even denser
coverage of a smaller subspace of the scattering space. If a second CAMEA
instrument were to be built at ESS this would probably be an interesting option.
However, with the already unprecedented high count rates within the chosen
subspace of the scattering space it was decided that the higher dynamic range
would be more useful for ESS CAMEA as it allows the instrument to be applied
to more scientific questions.
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Chapter 5

NiMn2O4

NiMn2O4 is spinel system with a rich magnetic phase diagram that has shown
strong dependence of the manufacturing proccess[95, 36, 56, 48, 120]. In this
particular project, a chemical manufacturing process was chosen in order to
produce a pure and uniform powder. The powder was investigated with x-rays,
SEM and neutron diffraction. A description of the process can be found in the
attached article where it is shown that the sample is pure and uniform. The
synthesised material ordered as (Ni0.20Mn0.80)tet[Ni0.84Mn1.16]octO4, where the
tet and oct subscript denotes whether it is ordered in a tetrahedral or octahedral
system. The lattice parameter of 8.392 Å. Two magnetic phase transitions tt =
40 K and tc = 96 K is observed in the zero field cooled system.

5.1 Measurements

An experiment was performed at the ToFToF neutron spectrometer in order to
investigate magnetic excitations in NiMn2O4. The experiment was performed at
an incident wavelength of λi = 5 Å(or 3.27 meV). We used a chopper frequency of
16,000 rpm (265 Hz), meaning that only one in 4 generated pulses could be used
in order to avoid frame overlap. Count times were 4 hours per temperature. A
few grams of sample were placed in a hollow Al cylinder in order to increase the
sample material to travel path through sample ratio, while keeping it isotropic
in the scattering plane. The data was normalized to Vanadium and an empty
can measurement was subtracted.

5.1.1 Elastic Data Treatment

The elastic line was found by summing data with energy transfers −0.1 meV <
~ω < 0.1 meV. At low temperature 8 different contributions to the total signal
was identified (see figure 5.1).
Peak 1 is very broad and does not correspond to any lattice reflection but was
interesting due to a possible quasi-elastic scattering contribution at the peak.
However, due to the small size of the crystals the SANS signal overshadows this
region and is probably also the cause of peak 1. Any attempts to investigate this
further would ned a SANS measurements to understand the general behaviour
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Figure 5.1: The elastic line. 4 K time-of-flight data from TofToF summed for
energy transfers −0.1 meV < ~ω < 0.1 meV .

in this region.
Peak 2 is the NiMn2O4 (111) reflection. It contains both a structural and a
magnetic component. A small Voigt tail (peak 7) on the otherwise Gaussian
peak 1 is needed to describe the peak in a satisfactory way.
The broad Peak 3 constitutes some short range order in the system arround the
(200) reflection position with a correlation length of 5.2 Å, or less than a unit
cell. The signal is, however, not well fitted with a single Voigt so a second Voigt
(peak 6) has been added with the same position but half the Lorentz width,
corresponding to the double correlation length.
The small peak 4 were originally identified as a weak antiferromagnetic peak
since it disappears at 50 K. It was, however, later realised that it was an anti-
ferromagnetic signal from an impurity in the sample container.
Peak 5 is the NiMn2O4 (220) reflection.

5.1.2 Inelastic Data Treatment

A map of the inelastic signal at 40 K can be seen in figure 5.2. Apart from the
elastic line and Bragg peaks an excitation signal can be seen at the position of
the (111) Bragg peak. In order to subtract the background and map out the
behaviour of the excitation, cuts with constant energy transfer were made and
the signal fitted to two Voigt functions at (111) and (220). A sloping background
and a SANS signal (c∗q−4, where c is a fitted constant) was used for background.
As the statistics in each cut was limited the position and Gaussian width of the
excitations were kept constant at the values found from the elastic fit.
The fitted Lorentzian width of the (111) excitation as a function of energy trans-
fer can be seen in figure 5.3. Apart from very close to the elastic line where the
Bragg peak overshadows any signal, the width development falls in two separate
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Figure 5.2: Inelastic scattering. 40 K time-of-flight data from ToFToF on
logarithmic c-axis. The elastic line, the (111) reflection (q=1.29 Å−1) , and
the (220) reflection (q=2.11 Å−1) can be seen as well as some inelastic signal
around the (111) reflection.
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Figure 5.3: Fit to single phonon model. Left: Example of inelastic data
from ToFToF fitted to a sloping background, two phonons at the (111) and (220)
positions width a Voigt shape, and a SANS signal. The example is taken at 25 K
and -3 meV< ~ω < -2.8 meV. Right: The development of the fitted Lorentzian
width as a function of energy transfer and temperature in case of the single
phonon model.

categories: low temperature data and data from 90 K and above. Since the (111)
peak both contains a structural and a magnetic component that passes into a
paramagnetic phase at 90 K the excitation data above 90 K are interpreted as
a phonon dispersion. Such a dispersion should also be existing at lower temper-
atures, however, it is expected to have a T-independent width.
We do, however, observe that the q-width in the magnetic phase is much lower.
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Hence magnetism must play a role. The hypothesis is thus that some magnetic
excitation with a lower width is present below 90 K and that the limited statis-
tics means that the fitting routine can fit both using the same Voigt with a
reduced width. The fitted intensities as function of temperature was also inves-
tigated but was less conclusive than the width development. In order to extract
the magnetic excitation signal a new model with two 2 Voigts at the (111) po-
sition is fitted to the constant energy transfer cuts. One Voigt, representing the
phonon, have all parameters locked: Position and Gaussian width to the elastic
line fit. The Lorentzian width was found by fitting the 110 K width development
to a powerlaw. The intensity was calculated from the Bose occupation factor,
normalized to the intensity in the -8 meV < ~ω < -6 meV region where no sep-
aration between the two signals can be observed. With the phonon contribution
determined the magnetic excitation was fitted to a second Voigt. The position
and in Gaussian width was locked to the fit of the elastic signal while the inten-
sity and Lorentzian width is fitted. Finally a sloping background, SANS signal
and the (220) peak is built into the model.
The intensity of the magnetic signal can be seen in figure 5.4 (Right). The signal

0.5 1 1.5 2 2.5
−2

0

2

4

6

8

10
x 10

−6

q / Å−1

C
ou

nt
s 

/ A
.U

.

−8 −6 −4 −2 0
0

1

2

3

4

5
x 10

−3

Energy transfer / meV

In
te

gr
at

ed
 In

te
ns

ity
 A

.U
.

 

 

25 K / 5
40 K
90 K
100 K

Figure 5.4: Fit to the two exitations model. Left: Example of fitted inelastic
data. The Voigt shaped phonon at (111) is shown in green, the SANS signal in
blue, and the magnetic excitation in magenta. The inelastic signal at (220) is
only fitted to one Voigt and shown in black. All signals are shown on top of a
sloping background. The total fit is shown in red and seems to fit the data well.
The example is like in figure 5.3 left taken at 25 K and -3 meV < ~ω < -2.8
meV. Right: The development of the fitted intensity of the magnetic excitation
as function of energy transfer and temperature in two excitations model.

includes a quasi-elastic broadening of the (111) peak as well as indications of an
excitation at −2 meV for 90 K and −3 meV for 25 K with a width of about 1
meV. This could be a magnetic gap that broadens with T. If an excitation exists
at 40 K it is considerably broader. The signal disappears completely above 100
K.
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5.1.3 Neutron Spectroscopy Results

Figure 5.5 displays the development of the different recorded signals as a function
of temperature. At 91 K magnetization experiments have shown that the ferro-
magnetic component disappears. The loss of magnetic signal from the ToFToF
data confirms that this is indeed the Curie Temperature of the system. This is
in the low end of the broad region of temperatures between 100 K and 140 K
reported by literature[48, 49, 56, 108] but as the system is very dependent on
the manufacturing process, the value seems reasonable.
Below Tc both a quasi-elastic signal and an inelastic excitations can be observed
though at 40 K the excitation seems to broaden or disappear. The integrated in-
elastic intensity also seems to be reduced before increasing strongly at 25 K. This
agrees with other observations that some spin rearrangement occurs between 30
K and 50 K (see appendix A). Furthermore the broadening of the excitation
could indicate that the spins in this phase are canted which have been observed
to lead to a sort of dynamic spin-frustration effect in other spinel systems[128].
The results were published in an article, together with data from magnetisation
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Figure 5.5: Signal development. The development in integrated intensity for
some of the measured signals. The red is the elastic intensity of the ferromagnetic
(111) peak, the green is the antiferromagnetic peak from the sample holder, the
blue is the short range (nearest neighbour) signal at (the 200) reflection with
a correlation length of 5.2 Å, and the magenta signal is the inelastic magnetic
signal at the (111) peak.

and powder diffraction experiments. (see appendix A).
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Chapter 6

LiNiPO4

LiNiPO4 is a magnetoelectric material. The magnetelectric coupling can be de-
scribed by a linear coupling constant of αi,j = 4 ∗ 10−5 in rationalized Gaussian
units[134] or 1.7 ∗ 10−12 s/m in SI units. This couples an electric field along
the a(c) axis with an magnetic field along the c(a) axis by Mi =

∑
j αi,jEj +∑

j,k βi,j,kEjEk, where M is the magnetisation, E is the Electric field and the
nonlinear term is disregarded.
In recent years, great effort have been made to determine the spin configuration
of this material at low temperature[78, 109]. The phase diagram for LiNiPO4 in
a magnetic field can be seen in figure 6.1. At low temperatures, when the field
is increased above 12.1 T the spins rearrange from a commensurate antiferro-
magnet with a (0,1,0) reflection into an incommensurate phase with a (0,1+q,0)
reflection, where q is approximately 0.16 but dependent on field and tempera-
ture.
Our hope was to study the quantum phase transition in this material. The
original idea was to place the sample in a magnetic field just below the phase
transition at the lowest possible T and use an electric field to generate the extra
perturbation to move the sample across the phase transition through the mag-
netoelectric coupling in the sample.
The long term goal was to use this to do time resolved studies of quantum phase
transitions since an electric field in principle can be changed faster than the time
resolution of neutron spectrometers and reliable enough to allow stroboscopic
measurements. It was, however, during the project realized that the detector
electronics at PSI did not allow event mode recording. Instead RITA-II spends
several seconds exporting each detector histogram to the instrument computer
so it was not possible to perform actual time resolved studies at PSI with the
existing setup. Instead the chapter documents the (unpublished) results that we
were able to obtain with the present setup.
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Figure 6.1: LiNiPO4. Left: Crystal structure of LiNiPO4. a=10.02 Å, b=5.83
Å, c=4.66Å(from [78]). Right: Phase Diagram for LiNiPO4 (from [127]).

6.1 Measurement

6.1.1 Experimental Setup

In order to measure in a combined electric and magnetic field at low temper-
atures, a special sample stick was developed. The stick is compatible with all
magnets at PSI, including the 15 T vertical split coil magnet needed for the
experiment. Two wires provide the electric field and are led through a thermal
anchor before the sample to stop heat transfer from the high voltage generator
to the sample. The sample holder was a piece of sapphire, that conducts heat

Silver paint

Wires

Saphire plate

Al-spottering

Glue

Crystal

H

E

Figure 6.2: Experimental Setup.

but is electrically insulating with an area of silver sputtered on it (see figure 6.2).
The sample was now glued onto one silver surface and painted with silver paint
on the opposite side to form two conductor plates. One wire was soldered to
silver surface and a second wire was fixed to the silver painted side of the sample
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with silver paint. A power supply that could go to ±10 KV was obtained.

In order to provide a uniform field in the entire sample a rectangular sample was
needed. Two samples were aligned using x-ray Laue diffraction and cut along
the (100), (010), and (001) axes. The crystals were afterwards 1.7 × 1.1 × 1.3
mm3 and 1.4× 1.3× 2.6 mm3, respectively.

The experiment was performed at RITA II, PSI. The 15 T vertical magnet
was used. The monochromator was set at Ei = 5 meV. The analysers were also
set to Ef meaning elastic scattering and a Be filter was used.

6.1.2 Experimental Results

When the E-field was raised above 4.5 KV, sparks could be observed by studying
the current and temperature of the crystal. This limited the fields below these
values for the remaining experiment.
During the experiments a hysteresis loop with a width of 0.4 T was observed in
the magnetic phase transition at 1.5 K and 12.1 T. In order to cross this hysteresis
the induced magnetic field would need to be more than 0.4 T, corresponding to
0.4T/(1.7 ∗ 10−12s/m)/(10−3m) = 2.4 ∗ 105 KV, which would not be possible.
It was thus decided to move across the phase transition and try to make the
final push with the electric field. However, it was observed that close to the
phase boundary the intensity of the antiferomagnetic (100) peak decreased with
time, making such measurements unreliable. Instead, the hysteresis loop was
investigated repeatedly at different electric fields (See figure 6.3). It can be seen
that a hysteresis loop can be reproduced nicely by repeating the same scan at
the same electric field, though it does change when the field is changed. It does
however not shift but rather become narrower. One explanation for that is that
the increased electrical field may have induced a small current in the sample that
heats the sample, in turn narrowing the hysteresis. Unfortunately, the high E-
fields had earlier produced sparking that had destroyed the sample thermometer
so only the temperature at the cold anchor was available and did not show any
change.

6.1.2.1 Relaxation Times

The behaviour of the (010) peak was observed as a function of time at a tem-
perature of 1.5 K and magnetic field of 11.83 T. The behaviour was fitted to an
exponentially decreasing function but this did not seem to model the observa-
tions (see figure 6.4). The best fit (χ2 = 5.6) was obtained with a logarithmic
function, however the power law also showed a good fit (χ2 = 7.2) with an ex-
ponent of β = 0.20. The exponentially decaying model fits very badly (χ2 = 76)
and saturates at a considerably lower level of 0.140 than the expected value of
0.185, found by measuring the intensity of the antiferromagnetic phase when the
magnetic field was reduced and the magnetic phase transition was completed.
The exponential decreasing behaviour can thus be discarded. None of the models
can be a full description of the relaxation since they diverge at t→ ∞, though it
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Figure 6.3: Hysteresis loops for LiNiPO4. The intensity of the commensu-
rate (010) reflection recorded through 3 loops at E=0 KV (red) and 4 loops at
E=4.3 KV (blue). The magnetic field of 12.3 T is parallel to the c-axis and the
electric field parallel to the a-axis.

is possible that they will be true almost until saturation is reached. It is however
very time consuming to map out the remaining part of the transition (the power
law and logarithmic model will reach a full transformation after 106 and 156
hours respectively). It would be interesting to map at stronger fields where the
relaxation is expected to happen considerably faster.
The respective equations of motion for the logarithmic and power law fit become:

A = a ∗ ln

(
t− t0
τ

)
(6.1)

⇒
dA

dt
=
a

τ

τ

t− t0
(6.2)

where A are the amount of material in the paramagnetic phase, a is some
constant, τ is a caracteristic time, and t0 is the starting time. By inserting

A = a
τ
∗ ln

(
t−t0
τ

)
⇒ e

A
a = t−t0

τ
in (6.2)

dA

dt
=
a

τ
e−

a
A (6.3)
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Figure 6.4: Relaxation time. During the measurement the detector experienced
some instability leading to the holes in the dataset.

Equivalently:

A = a ∗

(
t− t0
τ

)β

(6.4)

⇒
dA

dt
=
β ∗ a

τ
∗

(
t− t0
τ

)β−1

=
βa

τ

(
A

a

)β−1

β

=
a5

5τ

1

A4
(6.5)

The reaction shape does not fit the two most obvious driving forces for such
relaxations:

• At such low temperatures an obvious driving force would be quantum
mechanical tunnelling through the potential barrier, or rare thermal fluc-
tuations. This is known from textbook spin-lattice relaxation theory and
follow a exponentially decreasing pattern.[45]

• If the process is self-reinforcing by releasing energy that makes it more
likely for the remaining reactants to cross the potential barrier the process
should be accelerating until equilibrium with the cooling of the system is
potentially reached.

It is possible that the results are some combination of different contributions,
though it is surprising that this leads to a simple logarithmic behaviour over
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long time and a considerable part of the reaction. It is also possible that one
needs to investigate the full spin arrangement instead of the independent spins.
The energy barrier a spin is required to pass to rearrange is a function of the
arrangement of neighbouring spins. When spins rearrange this will thus change
the relaxation time of their neighbours. This could explain the process happening
faster than described by a single exponential decay, though a more thorough
investigation is needed to see if the observed behaviour can be explained by this
model. At the time, these results were not the main point of the experiment
and they have thus not been pursued afterwards but a thorough literature study
potentially followed by more experiments could potentially bring new knowledge
on time dependence of phase transitions.

6.2 Conclusion

The experiment showed that the project of using electric fields to move a sample
across a quantum phase transition could not be performed on LiNiPO4. Though
it is still a very interesting project it needed new samples to be grown as well as
investments in new options for event mode recording at PSI. At the time it was
not believed that event mode recording could be implemented at PSI without
new electronics, which was far above the budget of the project. It was of course
an option to make the experiment at another facility. However, this would
involve exporting PSI know-how to other facilities and since the project was
partly PSI funded this was not reasonable. Instead the project moved towards
designing new instrumentation that would enable time resolved studies. A work
that eventually leads to possibilities of time resolved studies on PSI. Mainly by
using the coming CAMEA upgrade for RITA II but also through development
of new data analysis software. Hence, the goal of performing such experiments
is closer to fulfilment than before the project.



Chapter 7

Concluding Remarks

The majority of this PhD project evolved around the design of the CAMEA
instrument for ESS. During the project I also participated in the several smaller
experimental and simulation projects. Two are described in the LiNiPO4 and
NiMn2O4 chapters.

CAMEA

CAMEA is an inverse time-of-flight spectrometer with a multiplexing backend.
It takes advantage of the long ESS pulse and transports a flux of up to 1.8×1010

neutrons/s/cm2 in a 1.7 Å wavelength band to the sample position, with an en-
ergy resolution of ∆Ei/Ei = 3.5% at Ei = 5 meV but can improve the primary
energy resolution down to 0.1% by the use of choppers. The flux is transported
by a guide consisting of a parabolic feeder, and two ellipses with a kink be-
tween them to ensure that line of sight from the moderator is lost 25 m before
the sample. The backend consists of a number of concentric analyser arcs that
reflects the neutrons down towards position sensitive detectors. This ensures
analyser angular coverage of 90◦ out of the instrument tank’s 135◦ in the scat-
tering plane. This coverage can be multiplied with 30 simultaneously recoded Ef

values, due to the 10 analyser arc and the new prismatic analyser concept that
allows detection of 3 energies from each analyser. The backend has resolutions of
δa4 = 0.6◦ and ∆Ef/Ef = 1.1% at Ef = 5 meV. An order sorting chopper en-
ables the instrument to distinguish first and second order scattering and record
up to 60 energies simultaneously. The background level is by prototyping found
to be in the order 5 × 10−5 compared to the elastic line of Vanadium and the
inverse time-of-flight design together with the long primary flight path ensures
that elastic scattering from sample environments will end up in the elastic line,
keeping the inelastic background at very low levels. This together with the up
to 20 times higher count rate in the horizontal scattering plane than on a direct
time-of-flight spectrometer at ESS makes CAMEA a very powerful instrument
for extreme environment studies.
The design of a CAMEA spectrometer for ESS was a large project, involving
4 institutes, 12 scientists and a number of technicians. Kinematic calculations
were performed to investigate what the instrument could measure dependent on
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the overall layout. Simple demonstration experiments were undertaken and a
prototype constructed and installed in the MARS backscattering spectrometer
at PSI. Prototype data, simulations and thorough calculations was used to de-
termine the performance and its dependence on parameters thoroughly. From
this a final instrument was proposed. Demonstration experiments on YHoF4

and YMnO3 further demonstrated that the instrument principles work and can
produce useful data. The project has so far concluded with the final acceptance
from the ESS Steering Committee to build the instrument, on recommendation
from the EES Scientific Advisory Committee.
During the project a new prismatic analyser concept was invented. This con-
cept uses distance collimation to record several different energies from a single
analyser. In this way the same amount of neutrons can be recorded with a finer
energy resolution and by relaxing the analyser mosaicity it is possible to increase
the total recorded flux while keeping a finer energy resolution. The prismatic
analyser can be used on both inverse time-of-flight spectrometers and traditional
triple axis instruments.

LiNiPO4

The magneto-electric system LiNiPO4 was a candidate for time resolved neutron
scattering studies of quantum phase transitions. During the project it becomes
clear that a large hysteresis around the phase transition coupled with spin re-
laxation would complicate such measurements considerably. The spin-relaxation
associated with the (1st order) quantum phase transition did however show un-
usual behaviour that could deserve further investigation.

NiMn2O4

NiMn2O4 is a system where the magnetic phase diagram has shown strong depen-
dence on the manufacturing process. In this project a powder was produced by a
chemical process to ensure a uniform sample. Neutron spectrometry performed
at ToFToF showed agreement with previous measurements with neutrons and
other techniques and showed some evidence of a new magnetic phase transitions
at 40-50 K.

Additional work during the PhD enrolement

In addition to the work described in the thesis I participated in a number of
other projects. The Studies of Goethithe and the time-structure for ESS are
explained in the attached articles.

Goethite

The magnetic excitations around the (200) reflection in two samples of Goethite
nano crystals were investigated with neutron scattering. A q = 0 spinwave with
an energy of ~ω ∼ 1.0 to 1.5 meV was observed in the excitation spectrum
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and described as function of temperature. A magnetic anisotropy constant of
K ∼ 0.6 ∗ 105Jm−3 was derived from the data behaviour of the excitation.

The pulse structure of the future European Spallation Source

The performance of a generic instrument suite for ESS was investigated as a
function of pulse structure and the data combined into a single performance
number. This helped ESS decide on a pulse structure for the coming source to
be 14 Hz and a pulselength of 2.86 ms.
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Jonas O Birk,1 Márton Markó,2 Paul G Freeman,3 Johan Jacobsen,1 Rasmus L Hansen,1 Niels B Christensen,4
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Developments in modern neutron spectroscopy have led to typical sample sizes decreasing from few cm to
several mm in diameter samples. We demonstrate how small samples together with the right choice of analyser
and detector components makes distance collimation an important concept in crystal analyser spectrometers.
We further show that this opens new possibilities where neutrons with different energies are reflected by the
same analyser but counted in different detectors, thus improving both energy resolution and total count rate
compared to conventional spectrometers. The technique can readily be combined with advanced focussing
geometries and with multiplexing instrument designs. We present a combination of simulations and data
showing three different energies simultaneously reflected from one analyser. Experiments were performed
on a cold triple axis instrument and on a prototype inverse geometry Time-of-Flight spectrometer installed
at PSI, Switzerland, and shows excellent agreement with the predictions. Typical improvements will be 2.0
times finer resolution and a factor of 1.9 in flux gain compared to a focussing Rowland geometry, or of 3.3
times finer resolution and a factor of 2.4 in flux gain compared to a single flat analyser slab.

I. INTRODUCTION

Most crystal analyser neutron spectrometers such as
triple axis spectrometers (TAS) rely on the analyser mo-
saicity to provide the desired compromise between in-
tensity and energy resolution1. Coarse analyser mosaic-
ity means reflection of a larger energy range resulting
in higher recorded flux but coarse resolution, while fine
mosaicity brings the opposite result. For cold neutron
spectrometers the most common analyser material is Py-
rolytic Graphite (PG), using the (002) reflection with

typical mosaicities of 20’ to 40’ ( 13
◦

− 2
3

◦

) FWHM as seen

e.g. on TASP at PSI2, PANDA at FRM II3, 4F1, 4F2 at
LLB4 and SPINS at NIST5. However as neutron spec-
troscopy moves towards smaller sample sizes, the natural
collimation produced by the distance between e.g. sam-
ple and analyser can become comparable to, or better
than, the mosaicity of standard graphite analysers. It has
been shown that relying on distance collimation instead
of mosaicity and the conventional parallel beam approx-
imation can lead to better performing monochromators6

so it would be natural if the same was true for analysers.
We will show that this is indeed the case and addition-
ally demonstrate the opportunity to analyse several en-
ergy bands simultaneously with a single analyser. First
we will describe the geometric effects in scattering from a
single analyser slab, and then move to more advanced fo-
cussing and multiplexed setups. Finally we show how our
ideas are verified by both experiments and simulations
leading to simultaneous gains in flux and resolution.

II. INSTRUMENT AND SIMULATIONS

The concept discussed in this article was developed
for the CAMEA inverse time-of-flight spectrometer pro-
posed for the European Spallation Source (ESS)7. Al-
though the ideas are applicable to many crystal analyser
spectrometer designs, they will be discussed based on
the 5 meV CAMEA analyser as this specific setup has
been thoroughly investigated. The analyser is placed at
LSA = 1.46 m from the sample. It consists of five wafers
with three analyser crystals each that are 1.0 cm wide,
5.0 cm long, and reflecting out of the horizontal scatter-
ing plane. Neutrons are recorded by several parallel 3He
1/2” (1.27 cm) linear position sensitive detector tubes at
a distance LAD = 1.25 m. The settings are optimised for
sample heights up to hS = 1.0 cm. All the work is done
based on these settings unless stated otherwise. Monte
Carlo ray-tracing simulations were performed using the
McStas package8,9.

III. ELEMENTS OF THE PRISMATIC

ANALYSER CONCEPT

The prismatic analyser uses a combination of distance
collimation and an auto focussing effect from the anal-
ysers to achieve its results. We will here describe these
effects before explaining the prismatic analyser itself.
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FIG. 1. Distance collimation. a) Geometrical constraints lim-
its the possible paths e.g. from guide to sample. This will
lead to a divergence distribution on the sample as shown in
b), assuming uniform divergence and position distributions
with no correlations at the end of the guide. c) The effect
of distance collimation on analysers. Due to the geometri-
cal restrictions only polychromatic scattering with a Bragg
angle between 2θmin and 2θmax can reach the detector inde-
pendently of the analyser mosaicity. The corresponding rays
that cross between sample and analyser have less extreme an-
gles when sample and detector are approximately equal in
size and LSA > LAD. d) Comparison of the resolution from
distance collimation (numerically calculated) and a typical
PG (002) analyser mosaicity (25’) for the reference 5 meV
CAMEA analyser.

A. Distance collimation

Distance is used in neutron instrumentation as a
supplement to collimators to achieve a well collimated
beam10–12. If two parts of an instrument (for example
the guide end and the sample) have a maximum size and
a certain distance between them then the maximal diver-
gence that can propagate through the instrument is lim-
ited (see figure 1 a-b). We denote these geometrical con-
straints distance collimation. In our prismatic analyser
setting we compute the correlated distance collimation
contributions between sample and analyser and between
analyser and detector. We therefore consider the maxi-
mum variation in Bragg angle that allows reflection from
somewhere on the sample via any spot on the analyser to
somewhere on the detector (see figure 1 c). For our refer-
ence setup this leads to a distance collimation (shown in
figure 1 d) of the order 12’ FWHM and thus dominates
the mosaicities of most graphite analysers. This makes
it possible to relax the mosaicity further with no change
in energy resolution.

B. The auto-focus effect

A monochromatic neutron beam will be focused at
a certain distance by a single, flat analyser slab. This
”auto-focus” is illustrated in figure 2. Panel a) illustrates
how a perfect monochromatic beam is reflected and fo-
cused by an analyser with a coarse mosaicity. Simulations
of this effect using three narrow energy bands c) - e) con-
firm the effect by a clear narrowing of the reflected beam
at 80-100 cm from the analyser. The exact focussing
spot will move further away (and be more focussed) for
smaller sample sizes, so it is not possible to define an ex-
act focussing position for a general sample. However it is
possible to construct the system so the auto focus point
will be close to the detectors for a wide range of sample
sizes.

C. A single prismatic analyser

If distance collimation is the dominant part of the en-
ergy resolution, the analyser crystal will reflect a wider
energy band than measured by the detector. Neutrons
with other energies will be reflected at slightly different
angles as described by Bragg’s Law, and thus miss the
detector. For example the reference 5 meV analyser has
a mosaicity of 60’=1◦ so the spread in scattering angle is
2◦ (FWHM) and the real space FWHM of the beam spot
at the detector position is 4.4 cm, substantially larger
than the 1.27 cm width of the detector tube. However,
due to the distance collimation each specific energy will
be reflected into a much smaller angular band. Figure
2 shows how three different monochromatic beams are
reflected from the same analyser and recorded by three
different detectors (b). McStas simulations of three nar-
row adjacent energy bands are shown in c) - e). Although
there is some overlap it is clear that the energy affects
the direction of the reflected beam. If a sufficient number
of detectors are installed, the entire flux reflected from
the analyser will be recorded. In addition, the improved
distance collimation provides an accurate determination
of the Bragg angle. This provides a better resolution
than most mosaicity limited spectrometers together with
comparable total count rates from the same analyser.

D. Simulated performance of the prismatic

analyser

Figure 3 shows McStas simulations of reflected inten-
sity and energy resolution for different analyser mosaic-
ities. We see that coarser analysers allow detection of
more energies and will even detect slightly more neutrons
in the central detector. However coarser graphite will
in practice lower the peak reflectivity counteracting this
gain. Peak reflectivity depends on analyser thickness,
manufacturing process and the reflected energy13,14 and
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FIG. 2. a): Reflection of a monochromatic beam from a single
analyser crystal focussing at a certain distance. The solid and
dashed lines represent the limits of the scattered rays. The
outer gives the width of the beam while the inner illustrates
how focused the beam will be. b) Reflection of three specific
energies (red, green, blue respectively) from a single analyser
crystal. Each energy is illustrated as in a) and reflected in
a specific angle given by Braggs Law. The large difference
in focussing distance is due to the exaggerated sample size,
analyser size, and angular separation. c-e) McStas simulation
of the beam profile as a function of distance from the analyser
of three adjacent energy bands, centered at 3.54 meV, 3.55
meV, and 3.56 meV from a single reflecting analyser piece.
The horizontal scale has been expanded by a factor 20 for
clarity. The autofocus is at 60-120 cm.

can only be applied to the results once these parameters
are determined. The resolution broadens with higher en-
ergy as expected1 but is almost independent of mosaicity.
The better resolutions at the outer detectors, especially
at the 25’ analyser, are due to the analyser illuminat-
ing one part of the detector tubes more than the other.
Thereby the effective detector width decreases, which in
turn improves the distance collimation. The outermost
detectors will have much smaller intensities than the cen-
tral and can be omitted to get comparable statistics and
signal-to-noise in the different channels.
Even though coarser mosaicity will lower the peak reflec-
tivity, it will increase the total count rate provided there
are enough detectors. The same effect can be achieved
replacing the detector tubes with a position-sensitive de-
tector. However, in this work we concentrate on a detec-
tor setup of thin tubes.

IV. ADVANCED INSTRUMENT DESIGNS

In addition to the improved performance offered by the
prismatic analyser, there are several other techniques to
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FIG. 3. Simulated recordings of several energies from a single
analyser illuminated with a white beam. Each peak in a) - c)
represents the counts in a single detector tube as function of
Ei (The detector tubes are represented by circles below the
data). The mosaicity of the analyser is 25’ for a), 60’ for b),
and 90’ for c). d) Shows the corresponding intensities be-
fore correcting for peak reflectivity and e) displays the energy
resolution (FWHM) of the detectors for the three different
mosaicity values.

improve the performance of triple axis-type spectrome-
ters, such as focussing and multiplexing. The prismatic
analyser concept will be most useful if combined with any
of these techniques.

A. Focussing analysers

An important component in distance collimation is the
limited analyser width that unfortunately also limits the
covered solid angle. However, like in conventional anal-
yser spectrometers, this can be countered by arranging
the analysers in a focussing Rowland Geometry15. The
Rowland Geometry is robust to small perturbations in
energy so the outer detectors will be in almost perfect
focussing condition even when the analyser is focused
on the central detector. Figure 4 a) displays the opti-
mal Rowland circles for reflecting three different energies
towards three different detectors from the same analyser
position. At the analyser the distance between the circles
is smaller than the width of the analyser crystals so the
focussing is almost perfect for all detectors, independent
of which of the circles is chosen. Figure 4 b) shows the
schematics of how three different energies are reflected
and how they can be separated at the detector position.
The crystals are chosen to be so close that no gap is seen
from the sample, but a small overlap between crystals
is seen from the detector. Simulations have shown that

3



0 0.5 1 1.5 2

0

0.5

1

1.5

2

distance [m]

di
st

an
ce

 [m
]

(a)

sample

an
aly

se
rs

E
1

E
2

E
3

(b)

FIG. 4. a) Illustration of the optimal Rowland Circles for
three parallel 1/2” detector tubes. At the analyser positions
the circles are very close together, making it possible to get
almost perfect focussing for all three detectors from one fo-
cussing analyser. b) The principle shown in figure 2 for five
analysers arranged in a Rowland geometry, the three energies,
represented by different colors, are separated at the focussing
distance.

this shadow effect is small when LSA ≈ LAD as it is in
our example and for practical purposes the finite width
of crystals and mounting will force the analysers further
apart, eliminating the overlap.
By focussing it is possible to increase the solid angle cov-
erage and thus improve the recorded flux just like with
a conventional analyser setup. To confirm that it does
indeed work we performed a full simulation with five anal-
yser blades in a focussing geometry. This provided a fac-
tor 4.6 in flux gain without sacrificing energy resolution
(data not shown).

B. Multiplexing

Multiplexing spectrometers have become increasingly
popular with varying layouts like RITA II at PSI16,17,
and IMPS18 and Flatcone19 at ILL. A challenge when
combining multiplexing with prismatic analysers is that
many multiplexing instruments have several detectors
close together measuring reflections from different analy-
sers. There might thus not be sufficient space for the op-
timal number of detectors. However by choosing slightly
sub-optimal settings it is still possible to combine the two
techniques.
For example the proposed ESS CAMEA will have a mul-
tiplexing setup with very large analyser coverage. It has
10 concentric rings of analysers reflecting 10 different
prismatic energy bands, three of which are seen in Fig-
ure 5, to position sensitive detectors below the scattering
plane20. While this extreme case of multiplexing could
be combined with any number of detectors per analyser,
a detector number above three would force the innermost
analysers further apart than optimal and impose severe
extra costs. In contrast, three detectors can be included
without any drawbacks21.

V. EXPERIMENTAL VERIFICATION

A prototype of the ESS CAMEA prismatic analyser
was built at the Technical University of Denmark and
installed on the MARS backscattering spectrometer
at PSI22 in 2012. MARS is an inverse time-of-flight
instrument with a flight path between the master
chopper and sample of 38.47 m. The prototype consists
of 3 vertically focussing analysers behind each other.
Each consists of five 15 cm wide, 1 cm tall analysers in
Rowland geometry which scatter the neutrons out of
the plane to 3 linear position-sensitive detectors. The
distance between sample and analyser is 1.2 m and
between analyser and detectors 1.0 m. The analysers
are centered around a 2θ value of 60◦. Due to spatial
restrictions in the prototype, the test was not performed
at the exact settings proposed for the final instrument.
A more thorough description of the prototype and its
testing will be reported elsewhere23.
Figure 5 shows data obtained from the prototype
experiment at the 5 meV analyser. In c) we used a 2.2
cm tall Vanadium sample to ensure incoherent elastic
scattering and recorded the energy separation expressed
as neutron time-of-flight in the three detectors. The
simulations were done at the same settings and the
simulated intensities were rescaled with one common
factor to account for imprecise descriptions of source
brilliance, sample volume, and analyser peak reflectivity.
The data is displayed in the raw time bins in order not
to impose any data treatment assumptions. The data
confirms that it is indeed possible to separate several
energy bands and obtain the good resolution promised
by the simulations from a focussing prismatic analyser
in a multiplexing inverse time-of-flight spectrometer.
The technique has also been tested at other distances
and mosaicities and found to work equally well.

To test the prismatic analyser on a triple axis in-
strument, an experiment was performed on TASP2,
PSI. TASP is a triple axis instrument with a vertically
focussing monochromator, a horizontally focussing anal-
yser with a mosaicity of 30’ and a single 3He detector
tube with a width of 2’=5.1 cm. LSA and LAD were
both set to 110 cm. The slits before and after the sample
were left open and a Be filter inserted after the sample.
The sample was a 4 cm high, 1 cm wide V rod, cooled
to 10 K. Just before the detector, a slit was inserted to
mimic the effect of a narrower detector and the detector
arm was rotated to a number of different positions to
represent several small detectors. For each position
of the detector an Ei scan was performed around the
analyser energy of Ef = 4.6 meV. The results for a 5
mm slit can be seen in figure 6 a). The comparison
of different settings can be seen in c). The 5 mm slit
corresponds to a position sensitive detector while the 10
mm slit resembles a number of thin detector tubes. Both
solutions provide considerably better resolution than the
full detector. The similarity of the results from the 5
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FIG. 5. a): Sketch of the experimental setup of the CAMEA
prototype. The analyser-detector setup in the red box is
shown in b). Data from this single analyser-detector setup
is below. c): Time distribution of neutrons cattered by a 2.2
cm tall Vanadium sample and detected in each of the three
detectors recording data from the 5 meV analyser. Measured
data are given by data points and simulated data by solid
lines. The coloured peaks show the result of using the pris-
matic analyser while the grey shows the corresponding sig-
nal from adding all three detectors together and relying on
30’ mosaicity for energy resolution. The simulated intensities
have been rescaled by one common factor in order to compare
the line shapes. The data is displayed in raw time bins. Each
time bin of 40 µs corresponds to an energy difference of ∼ 10
µeV .

and 10 mm slit settings is due to the unmatched energy
resolution, the largest contribution being from the
monochromator. In this case, however, the unmatched
resolution does not reduce the counts since all analysed
neutrons are counted, although in different channels.
However, the instrument becomes very sensitive to
improved incoming energy resolution. In Fig. 6 b)
the experiment from Fig. 6 a) was repeated without
Be-filter and with the monochromator set at second
order 10 meV (first order 2.5 meV) and the analyser at
first order 10 meV. This rebalanced the resolutions, the
incoming being relatively better. The data shows a clear
separation of the peaks from the different detectors.
For many experiments on TASP, a slit of variable size
is inserted in front of the detector, leading to a smaller
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FIG. 6. a) Ei scans of the elastic V line for 7 different detector
positions on TASP with a 5 mm slit in front of the detector
and a fixed analyser. b) Using second order reflections from
the monochromator and first order from the analyser it is
possible to match the energy resolutions. c) Comparison of
energy resolutions of TASP depending on slit size. The lines
represent the standard resolution dependence on energy found
by differentiating Braggs law and fitting δθ to the data points.
When a 20’ collimator is inserted after the monochromator
(Blue cross) the resolution is improved further.

resolution improvement for the prismatic analyser. How-
ever, the prismatic system will record more neutrons
and still have a better resolution than the single detector
setup with any slit used at the same instrument.

VI. COMPARISON TO A CONVENTIONAL

SPECTROMETER

Table I shows examples of simulated gain factors
for prismatic analysers. The resolution reduction is
understood as σr/σnew where σnew is determined from
the central 5 meV detector and σr is the resolution
of the reference setup. The intensity gain is defined
as (

∑
n In) · Rη/(Ir · R25′) where In is the intensity

of the n’th tube looking at a given analyser and Ir
is the intensity on the reference detector. Rη is the
peak reflectivity of the analyser with mosaicity η. The
comparison is done for a vertical Rowland geometry as
described in section II, and for a reference using the
same geometry but 25’ analysers and a single detector
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Analyser mosaicity No. of detector tubes Resolution reduction Intensity Gain

25’ 3 2.0 0.9

60’ 3 2.0 1.4

60’ 5 2.0 1.9

90’ 3 2.0 1.4

90’ 5 2.0 2.0

90’ 7 2.0 2.3

TABLE I. Gain factors for different prismatic analyser layouts obtained by simulations, using the standard geometry.

taking up the same space as the full detector setup of
the prismatic analyser. Hence the total width is 3.95 cm
(including the 1 mm spacing between the detector tubes)
when using three detectors and 6.65 cm wide when using
five detectors. The Rowland geometry of the reference
already gives a gain of 1.7 in flux and 1.7 in resolution
reduction compared to a single 5 cm analyser. For
this comparison we used typical peak reflectivity values
of 0.8, 0.7, and 0.6 for 25’, 60’ and 90’ respectively.
The 0.9 in flux gain factor for three detectors and 25”
mosaicity is due to the difference between the three
round detectors with less efficient edges and spacing
between them and the single big square detector of the
reference model.
The results demonstrate that it is possible to improve
the resolution a factor of 2 while at the same time
doubling the intensity compared to a traditional mosaic-
ity driven analysers. This corresponds to a total gain
factor of 4 if intensity and secondary energy resolution
are assumed inversely proportional. Both gain factors
can be increased slightly by using position sensitive
detectors.
As discussed earlier there is only space for three detector
tubes per analyser on CAMEA. Thus for this setting 60’
mosaicity has been chosen for the design. This reduces
the resolution a factor 2.0 and increases the flux a factor
1.4 for the ESS version when compared to a traditional
Rowland geometry with the same analyser and detector
area. Compared to a flat analyser slab one gains a factor
of 3.3 in resolution reduction and 2.4 in flux or a total
gain factor of 7.9. The same factor would be found if
this analyser system was installed elsewhere e.g. on a
conventional TAS.

VII. CONCLUSION

We have showed that crystal analyser spectrometers
designed for small samples can have a better distance
collimation than the mosaicity of standard triple axis
spectrometers. Instead of reducing the distance colli-
mation or accept lower count rates the geometric con-
straints can be used as a benefit by installing several
detectors that record different energies from the same
analyser. If the mosaicity is relaxed, this can simulta-

neously produce better resolution and higher total count
rates than achievable by installing finer mosaicity anal-
yser crystals in standard geometry at the spectrometer
or by using Soller collimators. The method is proven
by both measurements and simulations to work together
with analysers arranged in Rowland geometries and mul-
tiplexing setups. The method was developed for indirect
time of flight but has also been proven feasible with a
traditional TAS setup.
We have further exemplified that a 60’ mosaicity setup
with three detector channels can lead to a resolution im-
provement of a factor 2.0 together with a flux increase
of a factor of up to 1.4 compared to a conventional 25’
mosaicity analyser and single detector with analysers in
Rowland geometry. Even bigger gain factors of 3.3 in res-
olution reduction and 2.4 in flux can be achieved when
compared to a flat analyser slab.
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We here describe the result of simulations of 15 generic neutron instruments for the long-pulsed
European Spallation Source. All instruments have been simulated for 20 different settings of the
source time structure, corresponding to pulse lengths between 1 ms and 2 ms; and repetition fre-
quencies between 10 Hz and 25 Hz. The relative change in performance with time structure is given
for each instrument, and an unweighted average is calculated. The performance of the instrument
suite is proportional to (a) the peak flux and (b) the duty cycle to a power of approximately 0.3.
This information is an important input to determining the best accelerator parameters. In addition, we
find that in our simple guide systems, most neutrons reaching the sample originate from the central
3–5 cm of the moderator. This result can be used as an input in later optimization of the moderator
design. We discuss the relevance and validity of defining a single figure-of-merit for a full facility
and compare with evaluations of the individual instrument classes. © 2013 AIP Publishing LLC.
[http://dx.doi.org/10.1063/1.4803167]

I. INTRODUCTION

The European Spallation Source (ESS) is designed to
be a long-pulsed spallation neutron source – the first of its
kind.1, 2 This opens new territory, including the challenges to
design instruments that perform well for a long-pulsed source,
to design the optimal moderator for these instruments, and to
choose the pulsing time structure that matches these choices.
Obviously, these optimizations are coupled, since, e.g., the in-
strument design depends upon the pulse length and the opti-
mal moderator design depends on both desired pulse length
and on the instrument geometries.

In this article, we are concerned with only one part of
this optimization problem: the selection of the source time
structure, i.e., its pulse length (τ ) and repetition time (T). The
original 2002 design was fixed at τ = 2 ms, and T = 60 ms
(f = 16 2

3 Hz),3 and we have therefore investigated time
structures in the neighbourhood of these initial parameters.

In order to perform the time-structure optimization, we
have selected a suite of generic instruments, covering a broad
range of scientific utilizations. These instruments have then
undergone a rough design and optimization for each set-
ting of (T, τ ), and the relative merits of the instruments
at the different time structures have been compiled and
compared.

The simulated instrument suite should not be seen as a
draft day-one suite, neither should the individual instruments
be seen as being close to their final design. Much design work
and careful selection of an initial instrument suite is presently
in progress. The present work is merely the first step in a long
process.

Below, we present our generic neutron long-pulse instru-
ment suite, the optimization procedure, and the obtained over-
all results. The simulation results of the 15 individual in-
struments are available online4 and are or will be published
individually in more detailed articles.5–12

As a result of this and other studies of the ESS time struc-
ture, covering its impact on the performance, reliability, con-
struction cost, and operation of the facility, the time structure
has now been fixed at τ = 2.86 ms and T = 71 ms ( f = 14 Hz).
The results presented in this paper were an important input to
this decision.

II. THE GENERIC INSTRUMENT SUITE

The instrument suite we discuss here was initiated by
the Scientific Advisory Group (SAG) for ESS-Scandinavia, in
September 2009. This list was expanded by the slightly dif-
ferent “straw-man-list” of instruments, decided upon by the

0034-6748/2013/84(5)/055106/9/$30.00 © 2013 AIP Publishing LLC84, 055106-1
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TABLE I. Properties of 15 generic ESS instruments, suggested by the ESS-
S SAG and the ESS SAC. L1 denotes the length of the instrument for a pulse
length of τ = 1 ms, while L2 is the instrument length for τ = 2 ms, and β is
the “Frascati exponent,” defined by (1).

Instrument L1 (m) L2 (m) β

Cold chopper spect. 60 100 0
Therm. chopper spect. 100 100 0
Cold triple axis 40 40 0
Thermal triple axis 40 40 0
TOF triple axis 60 100 0
Backscatter spectrometer 151 302 0
Spin echo spectrometer 30 30 2.5
Short SANS (bio-) 12 + 1–4 2.5
Medium SANS 18 + 1–10 2.5
Long SANS (materials-) 28 + 2–20 2.5
Horizontal reflectometer 52 52 4
Vertical reflectometer 52 52 4
Cold powder diffract. 88 176 0
Thermal powder diffract. 102 102 0
Single crystal diffract. 31 42 0

Scientific Advisory Council for the ESS (SAC) in June 2010.
Our starting list was found as a join of these two instrument
suites, and is shown in Table I. It should be noted that due to
time constraints, neither a tomography instrument, a protein
diffractometer, nor a wide-angle spin-echo instrument have
been included in these simulations, even though these classes
of instruments were present in the straw-man suite. For an
artists view on the present version of the straw-man suite, see
Fig. 1.

In the optimizations, we have taken into account that neu-
trons of different wavelengths may not be equally useful for
the individual instruments. In particular, spin-echo spectrom-
eters, reflectometers, and small-angle diffractometers strongly
prefer long wavelength neutrons. To account for this fact in
a simplified way, we parametrize the relative “value,” V , of
each neutron by a simple expression

V (λ) = λβ. (1)

The values of β for different instrument types were selected
by an expert meeting in Frascati, August 2009,13 and Table I

contains the chosen values of β. Here, a value of zero indi-
cates that all neutrons are considered equally valuable, while
a positive value of β gives preference to long-wavelength
neutrons.

III. DESIGN AND OPTIMIZATION OF INSTRUMENTS

Over the last decade or more, a number of authors have
addressed the issue of long-pulse instrumentation.14–17 The
instrument concepts and designs simulated here are in gen-
eral adapted from the earlier work, except that we have ad-
justed the instrument lengths as described below and listed in
Table I. Most instruments on this list are typical time-of-flight
instruments, except the reactor-type triple-axis instruments.
One untraditional instrument type, labeled “TOF Triple Axis”
has been included in the list. This is a hybrid (or inverted-
geometry) spectrometer11 with a time-of-flight front-end and
a triple-axis-like crystal analyzer back-end.

A. Instrument length and resolution

To qualify the discussion, let us first recall the equation
for the neutron time-of-flight, t,

t = αλL, (2)

where L is the flight length and α = mn/h ≈ 252.7 μs/(m Å).
The relative uncertainty of the neutron wavelength can then
be expressed by the uncertainty in flight time by

δλ

λ
= δt

t
= δt

αλL
. (3)

For long-pulse instruments, δt is either given approximately
by the pulse length, τ , (at a long pulsed source, the exponen-
tially decaying tail of the pulse can to first order be neglected
compared to τ ), or by the opening time of a pulse-defining
chopper, as described below. In the latter case, L will be the
flight length from the pulse-defining chopper to the detector,
in the former it will denote the full instrument length to the
detector (for chopper spectrometers, see later).

In analogy, the useful wavelength band, �λ, of neutrons
which can reach the detector without creating frame overlap

FIG. 1. Artists view of the ESS target/instrument buildings seen obliquely from above. Note that the long instruments are placed in a hall (foreground left)
which is separated from the main target building (right). The accelerator is seen stretching into the background.
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is given by

�λ = �t

αL
, (4)

where for instruments using the full pulse, �t = T − δt ≈ T.
A number of the simulated instruments cannot directly

utilize the full pulse length, τ , since this would result in a too
bad resolution (too large δλ/λ). Therefore, pulse shaping must
be performed at a fast pulse-defining chopper, close to the
source. In this work, the distance between source and chop-
per is set to the smallest realistic value given by the biologi-
cal shielding of the moderator: Lpc = 6 m.) A pulse-defining
chopper at the distance Lpc effectively selects a wavelength
band, given by �λ = τ /(αLpc). To let this wavelength band
fill the whole time frame, T, at the detector, the instrument
must be very long: L = Lpc(1 + T/τ ), which for the parame-
ters investigated in this work lies between 126 m and 606 m,
since the inverse duty cycle, T/τ , lies in the range 20–100.

B. Wavelength frame multiplication and repetition
rate multiplication

At some instruments with pulse-defining choppers, we
have used an alternative scheme to having very long instru-
ments: A number of closely spaced shorter pulses is produced
at the pulse-defining chopper, which are then kept separated
by a number of sub-frame-overlap choppers. This has been
denoted “Wavelength Frame Multiplication” (WFM), as first
presented by the group of Mezei.18, 19 In the present simula-
tions, the WFM method is used at the thermal powder diffrac-
tometer and the thermal chopper spectrometer.

The cold chopper spectrometer uses a similar tech-
nique, which bears the name “Repetition Rate Multiplication”
(RRM). Here, the full pulse length is used, but a monochro-
mating chopper close to the sample produces up to 15 differ-
ent monochromatic pulses for each moderator pulse,14, 20 as
simulated in Ref. 5. Recently, this technique has been exper-
imentally proven feasible at NEAT, HZB21 and 4SEASONS,
J-PARC.22 In the present simulations, also the thermal chop-
per spectrometer employs RRM (in addition to using WFM).

C. The source

Lacking precise information about the source power and
moderator performance for the different time structures, we
have initially considered the two following scenarios.

1. The source has a constant time-average neutron flux.
2. The accelerator is limited by a maximum beam current;

i.e., the source peak flux is constant.

These two scenarios differ only by a τ /T scaling of the source
flux, whence we were able to use the same set of simula-
tions/optimizations. As a reference point at the baseline set-
tings, we use the characteristics of a 12 × 12 cm2 moderator
with uniform flux distribution, as given in Ref. 23.

D. The guide systems

For the short guide systems (below 60 m), we have ev-
erywhere used guides with constant cross section, where fast-
neutron background from direct line-of-sight to the modera-
tors is avoided by inserting a kink or curved section. At the
reflectometers, we have used elliptical focusing in the direc-
tion perpendicular to the sample surface, combined with a
kink in the other direction.

For instruments of 60 m and longer, and for the 40 m
triple-axis instruments, we have employed elliptical guides
for beam transport, since recent experiments and simulations
have shown this design to be strongly superior over traditional
curved guides.6, 24

For the values of guide reflectivities, we have everywhere
used recent information from one supplier.25 In general, we
use m = 3 along the main length of all guides, and m = 6 in
the beginning and end of elliptical guides.

Guides have everywhere been assumed to consist of
straight sections, with perfect alignment and zero waviness.
The effect of waviness and misalignment of (in particu-
lar) long elliptical guides is a topic of future simulations.26

A similar work was carried out earlier for straight guide
geometries.27

In the optimizations, we have assumed 40 cm as the max-
imal guide width for the longest guides, relying on infor-
mation that guides of this width and matching slow frame-
overlap choppers can be produced.25, 28 Should it be necessary
to place stricter limits on the guide width this will affect the
absolute flux values at some instruments,26 but not the relative
comparisons relevant for the present work. This statement is
valid for most other design parameters.

For the long guides, no attempt has been made to avoid
line-of-sight. The key issue is that bending of the guides, as
known from traditional guide systems, would disturb the el-
liptical focusing properties,26 whence a solution to this issue
is more involved and was postponed to later studies.29, 34

An additional possibility to reduce the fast-neutron back-
ground would be to insert either a crystal filter or a heavy
“straight-beam-block” in the middle of the guide, probably
early in the guide.30 Another possibility for guide design is the
combination parabolic-straight-parabolic, where the straight
section can be curved. This combination transmits almost as
well as an elliptical guide.24

E. Optimization of instruments by simulation

All present simulations were performed using the Monte
Carlo ray-tracing package McStas v. 1.12,31 where the instru-
ment designs were typically performed on individual com-
puters, while the final optimization and data taking was per-
formed on the computer cluster of the ESS Data-Management
Center in Copenhagen. Typical runs used between 108 and
1011 neutron rays, depending on the type of instrument.

Instruments were first simulated at the baseline time
structure settings of τ = 2 ms and T = 60 ms. The instrument
length and chopper settings were adjusted as to obtain a pre-
determined instrumental resolution, while remaining above
a certain length limit, relevant for the SANS and spin-echo
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instruments. Subsequently, the guide system of each instru-
ment was optimized using a Figure-of-Merit (FoM) found
from the time average flux, �(λ), on the sample position in
the useful wavelength band, [λmin, λmax] weighted by V (λ),

FoM =
∫ λmax

λmin

�(λ)V (λ)dλ. (5)

Subsequently, the design of each of the 15 instruments
was modified and optimized for each of 20 different time
structure settings, in principle 300 optimizations and subse-
quent simulated data. In order to produce comparable simula-
tions, all optimizations for a given instrument were restricted
to have certain resolution characteristics. For spectrometers,
this was given as δλ/λ at the sample position for a certain
value of λ. For diffractometers, this was given as a fixed δλ/λ
at the detector for a limited divergence matching this value, to
obtain a certain low linewidth in the measured lattice spacing,
δd/d, at a given scattering angle. For a few instrument types
(spin-echo spectrometer and SANS), the worst resolution was
in all cases deemed “sufficient,” so these instruments were not
restricted by resolution requirements and were thus simulated
at their constant (minimum) lengths.

Since it has been proposed to place triple-axis spectrom-
eters at the long-pulsed ESS, we have included a cold and
a thermal instrument in these comparisons. For a triple-axis
spectrometer at a pulsed source, the time structure is useful
only for filtering of background and higher order harmonics.
Hence, the instrument has identical FoM for all time structure
settings, and we needed to simulate only one time structure
for each of the two triple-axis spectrometers.

IV. RESULTS OF INSTRUMENT OPTIMIZATIONS

We now present the results of our optimizations over
the time structure range, as described above. To exemplify,
we begin with the results for two individual instruments, be-
fore describing the combined results of the full instrument
suite. Finally, we discuss the validity of our FoM approach.

A. Simulation example 1: Cold chopper spectrometer

Let us first consider the simulation of the cold-neutron
chopper spectrometer, with a design similar to IN5 at ILL.
In this present (simple) version of this instrument, the
monochromatization is performed by the (full) length of the
pulse, in combination with the opening time of fast choppers
just before the sample, as illustrated in Fig. 2. The instrument
length is determined by the pulse length, to fulfill a constant
δλ/λ = 1.6% at 5 Å wavelength. At the baseline time structure
settings, the distance between the source and the fast chopper
is L = 100 m, and the useful band is 2.2 Å wide (here chosen
to be 3.9–6.1 Å). This is described in detail in Ref. 5, where,
however, a more simple guide system was used. Our results
can thus be seen as an update of the previous publication.

The present cold chopper spectrometer uses an elliptical
guide with quadratic cross section, which is 27.3 cm at its
widest place. The guide focuses to the sample, which is de-
fined to be 2 × 2 cm2. The instrument uses the RRM scheme,

Time

Distance

0 τ T

Sample

Frame
overlap
chopper

Detectors

Optional
Pulse
shapping
chopper
Moderator

Frame
Multi-
plication
Chopper

FIG. 2. (left) Sketch of the main elements of the cold chopper spectrometer.
Picture is not to scale. (right) Time-of-flight diagram illustrating the selection
of neutron pulses by choppers, with the spectrometer running in RRM mode
with N = 5.

as presented earlier. This mode allows for each source pulse 9
monochromatic pulses on the sample, with a wavelength dif-
ference between neighbouring pulses of 0.25 Å, and 6 ms be-
tween pulses. In this way, the instrument reaches a combined
monochromatic flux of 1.6 × 108 n/s/cm2 for the wavelength
band mentioned above, centered at 5 Å.

A shorter source pulse will allow for a shorter instrument;
for pulses of 1.5 ms, 1.25 ms, and 1.0 ms, the instrument
length becomes 80 m, 70 m, and 60 m, respectively. (The fi-
nite opening time of the monochromating choppers has the
consequence that the 1.0 ms instrument is less than a factor
two shorter than the 2.0 ms instrument.) A shorter instrument
gives rise to a larger bandwidth and thus more neutrons on the
sample (for constant time-average flux). For example, when
going from 2 ms to 1 ms pulse length, the increase in FoM
is more than 50%, as seen in Table II. A rather similar gain
is found from lowering the source frequency from 16 2

3 Hz to
10 Hz, also due to the larger useful bandwidth.

Due to the point-to-point-like focusing of an ellipti-
cal guide, most neutrons at the sample originate from the

TABLE II. Relative Figure-of-Merit (FoM) values for the simulations of the
IN5-like cold chopper spectrometer at ESS, under the assumption of constant
time-average flux. Simulations are performed for 20 different settings of the
time structure, (T, τ ). The RRM scheme is parametrized by N, which indi-
cates the number of possible monochromatic pulses at the sample per source
pulse.

T (ms) τ (ms) 1.0 1.25 1.5 2.0 N

100 (10 Hz) 2.39 2.24 2.05 1.67 15
80 (12.5 Hz) 2.08 1.83 1.59 1.26 11
60 (16.67 Hz) 1.72 1.48 1.29 1.00 9
50 (20 Hz) 1.35 1.17 0.98 0.76 7
40 (25 Hz) 0.91 0.81 0.68 0.56 5
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FIG. 3. Simulated plots of the moderator surface showing the number of
neutrons which reach the sample at the IN5-like chopper spectrometer. Top
panel shows the situation with a 60 m guide (τ = 1 ms), while bottom panel
shows the results for a 100 m guide (τ = 2 ms).

innermost 4 × 4 cm2 of the moderator surface, as shown in
Fig. 3. Therefore, it would be beneficial if neutrons were emit-
ted preferentially from the center of the moderator. A simu-
lated hot spot with a factor 2.0 intensity gain over a circle
of diameter d = 3 cm produces a gain in neutron flux at the
sample of 30%.

Taken at face value, the flux number obtained at the base
time structure settings represents an impressive factor 200
gain over IN5. However, care should be taken when com-
paring these numbers. First, the full gain is possible only if
neutrons from all monochromatic pulses are equally useful
to the actual experiment. Second, much of the flux increase
comes from an increased divergence of neutrons in the el-
liptical guide system (compared to the straight/curved guide
at IN5), and this part of the gain would be of value only to
particular experiment types. Hence, the mentioned gain is for
this instrument a best case scenario, where a worst case sce-
nario (collimating down to IN5 divergence and using only one
RRM frame) would lead to a gain factor of “just” 5.

B. Simulation example 2: Long SANS instrument

We now consider the longest of the three simulated cold-
neutron small-angle scattering instruments. In analogy with
the cold chopper spectrometer described above, the wave-

Time

Distance

0 τ T

Sample

Frame
overlap
chopper

Detector

Moderator

Guide with
super mirror
kink

Slits

FIG. 4. (left) Sketch of the main elements of the long SANS instrument.
Details are not to scale. (right) Time-of-flight diagram illustrating the selec-
tion of wavelength band by choppers, with the spectrometer running in the
(20 + 20) m setting.

length uncertainty is determined by the full pulse length, since
the incoming wavelength is determined by the measured time-
of-flight in the detector (assuming elastic scattering at the
sample).

The length of the instrument is in practice determined by
the 20 m long double-pinhole collimator section, combined
with an initial 8 m of guide, which includes a kink to avoid di-
rect line-of-sight. The source-sample distance is thus always
28 m, while the sample-detector distance can vary between
2 m and 20 m. The relevant time-of-flight length, L, thus
varies between 30 m and 48 m. At these lengths, the wave-
length uncertainty at the SANS instrument at λ = 5 Å and
τ = 2 ms is of the order δλ/λ ≈ 3%–5%, which is almost
always “too good,” since the double-pinhole collimation of
d1 = 10.5 mm and d2 = 7.0 mm has the dominating contribu-
tion to the q-resolution.

The bandwidth of the instrument is rather large, of the
order 8 Å at the shortest detector setting. In combination
with the large angular range covered at the detector, this al-
lows a large q-range detected in the same setting. A sketch of
the long SANS instrument and the corresponding wavelength
band selection is found in Fig. 4.

In our optimizations, we have employed three settings
of the collimation length and the sample-detector distance:
(2 + 2) m, (10 + 10) m, and (20 + 20) m. The results pre-
sented are an average of the three results, each normalized by
the result at the baseline setting. For the baseline setting, the
instrument reaches neutron fluxes of 1.8 × 108 n/s/cm2, 9.0
× 105 n/s/cm2, and 9.7 × 103 n/s/cm2 for the three choices
of distance, respectively, and the wavelength band centered
around 10 Å.

A shorter source pulse will give better wavelength reso-
lution, but the instrument cannot be shortened due to the kink
and the collimation section. Therefore, this gives no gain in
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TABLE III. Relative Figure-of-Merit (FoM) values for the simulations of
the long SANS instrument at ESS under the assumption of constant time-
average flux. Simulations are performed for 20 different settings of the time
structure, (T, τ ).

T (ms) τ (ms) 1.0 1.25 1.5 2.0

100 (10 Hz) 1.69 1.69 1.69 1.69
80 (12.5 Hz) 1.34 1.34 1.34 1.34
60 (16.67 Hz) 1.00 1.00 1.00 1.00
50 (20 Hz) 0.83 0.83 0.83 0.83
40 (25 Hz) 0.67 0.67 0.67 0.67

bandwidth (or integrated flux), but a small improvement in
q-resolution. If, on the other hand, the source frequency is
lowered, e.g., to 10 Hz, at constant time-average flux, the in-
strument will benefit from an increase in useful bandwidth
and hence the FoM will increase. All FoM data are displayed
in Table III.

At the longest collimation length, all neutrons at the sam-
ple originate from a circle of d ≈ 2.5 cm at the center of
the moderator surface. This effect is less pronounced at the
shorter collimation lengths. This is illustrated in Fig. 5. On
average, a simulated hot spot with a factor 2.0 intensity gain
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FIG. 5. Simulated plots of the moderator surface showing the number of
neutrons which reach the sample for the 20 m SANS instrument. The results
are valid for any time structure. (top) data for 2 m collimator-detector setting;
(bottom) data for 20 m collimator-detector setting.

TABLE IV. Average relative Figure-of-Merit for the generic ESS instru-
ment suite at different time structures, under the assumption of constant time-
average flux.

T (ms) τ (ms) 1.0 1.25 1.5 2.0

100 (10 Hz) 2.07 1.81 1.67 1.37
80 (12.5 Hz) 1.89 1.66 1.55 1.19
60 (16.67 Hz) 1.62 1.42 1.24 1.00
50 (20 Hz) 1.53 1.27 1.09 0.88
40 (25 Hz) 1.20 1.05 0.90 0.73

over a circle of diameter d = 3 cm produces a gain in neutron
flux at the sample of 73%.

C. Optimization of the full instrument suite

After the optimization procedures, we record the result-
ing values of wavelength, bandwidth, flux at sample position,
and FoM for each instrument and time structure setting. The
results of the individual simulations are in general similar to
the simulation results of the chopper spectrometer and the
small-angle instrument shown above. (Results can be found
from Ref. 4.) The obtained values of FoM have been normal-
ized to the baseline setting of T = 60 ms and τ = 2 ms.

For constant time-average flux, almost all instruments
perform better towards the upper left-hand corner of the per-
formance matrix. This is as expected, since (i) a longer T
will allow for a larger useful wavelength band, �λ, and
(ii) a smaller τ will either (iia) allow L to be smaller, giving
an increased �λ, or (iib) allow a higher fraction of the total
flux through the pulse-defining choppers.

In contrast, for the constant-peak-flux scenario, most in-
struments perform better towards the lower right corner of
the performance matrix. This is most simply explained by the
fact that here, more neutrons are produced in total, overcom-
pensating the advantages of short pulses and low frequencies
mentioned above.

To perform a global comparison of the different time
structure settings, we use the relative instrument perfor-
mances for each instrument. A simple arithmetic mean value
has been used, since no decision on the relative importance of
instruments has been taken. The results for the average per-
formances are listed in Tables IV and V for the constant-time-
average-flux and constant-peak-flux scenarios, respectively.

We see that the effect of shortening the pulse from 2.0 ms
to 1.0 ms is typically around 60% increase at constant
time-average flux – or around 20% decrease at constant peak
flux. Likewise, the effect of going from 20 Hz to 10 Hz is

TABLE V. Average relative Figure-of-Merit for the generic ESS instrument
suite at different time structures, under the assumption of constant peak flux.

T (ms) τ (ms) 1.0 1.25 1.5 2.0

100 (10 Hz) 0.62 0.68 0.75 0.82
80 (12.5 Hz) 0.71 0.78 0.87 0.89
60 (16.67 Hz) 0.81 0.89 0.93 1.00
50 (20 Hz) 0.92 0.95 0.98 1.05
40 (25 Hz) 0.90 0.98 1.01 1.09
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FIG. 6. Average Figure-of-Merit for the generic ESS instrument suite at dif-
ferent time structures, plotted as a function of the inverse source duty cy-
cle, under the assumption of constant time-average flux. Diamonds, squares,
crosses, and circles represent pulse lengths of 2.0, 1.5, 1.25, and 1.0 ms, re-
spectively. The solid line is a fit to the power law (6), as explained in the
text.

around a 50% increase at constant time-average flux – or
around 30% decrease at constant peak flux.

The data for constant time-average flux is shown as a
function of the inverse source duty cycle, T/τ , in Figure 6. It
is seen that, except for the very smallest duty cycles, the data
fall almost on a common curve, which can be approximately
described by

FoM ≈ �peak

( τ

T

)α

= �1−α
peak�α

time av = �time av

(
T

τ

)1−α

,

(6)

with α = 0.30. This value confirms the trivial result that the
long-pulse source of the ESS is intermediate in nature be-
tween a short-pulse source and a continuous source. Instru-
ments at short-pulse sources aim to be optimized to benefit
from the peak flux, while instruments at steady-state sources
are optimized to benefit from the time-average flux. The ex-
act value of the exponent will clearly depend on the chosen
instrument suite, but it is interesting to note first that the in-
strument performance scales more closely with the peak flux
than with the time-average flux. Second, Eq. (6) predicts that
the global instrument performance depends only on the time-
average flux and duty cycle. If both are kept constant, e.g., by
changing T and τ simultaneously, the instrument performance
should be independent of the time structure.

Our results can be seen as a natural continuation of the
discussion on the merits of long-pulse sources, initiated in
Ref. 14. While the previous work has used an analytical ap-
proach to address the usefulness of long neutron pulses, our
results serve to quantify this usefulness, including important
features like moderator spectrum and instrument-specific de-
tails across the instrument suite.

D. Considerations beyond a simple figure-of-merit

The analysis above is based on the assumption that it is
possible to reduce the full scientific usefulness of a facility

into one single number, the FoM, and to express its varia-
tion by essentially one parameter, the duty ratio τ /T, as il-
lustrated in Figure 6. This assumption shares one problem
with most numerical optimization work: Details that cannot
be compressed into the FoM are easily overlooked. For this
reason, we will look more into some of these details. To sim-
plify the argument, we will consider the effect on the instru-
ment performance under the condition that the duty cycle τ /T
is unchanged. The effect of varying the time structure under
this boundary condition depends rather sensitively on the type
of instrument.

� SANS, reflectometry and spin-echo instruments will
benefit from the increased wavelength range which a
longer repetition period will give them. Their perfor-
mance will not suffer significantly from the degraded
wavelength resolution, which an associated increase in
pulse length would give. Any increase in bandwidth
translates directly into improved performance.

� Crystal-monochromator instruments, such as triple-
axis spectrometers, do not make much use of the
source time structure at all. In these cases, only
the time-average flux counts. The time structure has
little or no effect.

� Chopper spectrometers, or other instruments that may
employ RRM, have a weak preference for shorter rep-
etition periods. These instruments use the RRM to
compensate for the fact that their preferred repetition
frequency is higher than the source frequency. Increas-
ing the source frequency reduces the need for RRM
and makes their data-collection strategy more similar
to existing instruments and simplifies the data analysis.

� Very high-resolution instruments, such as backscatter-
ing spectrometers and high-resolution diffraction also
have a preference for shorter repetition periods. These
instruments cut out only a small fraction of the pulse
length to achieve the desired resolution and do not ben-
efit significantly from the increased wavelength range
offered by an increase in repetition period.

Overall, it seems clear that an increase in pulse length
will translate into an increase in the average length of the in-
struments, which will, in turn, result in increased costs for
guides and shielding along the guides. On the other hand,
with modern ballistic-type guides, the transport of neutrons
represents no essential problem,24 while the instrument space
becomes less restricted at the same time as the general back-
ground level decreases. In addition, certain combinations of
T and τ may result in instruments with lengths which al-
low them to be grouped together in common instrument halls,
rather than requiring separate buildings. In such a scenario,
the cost savings associated with the reduction in the number
of instrument buildings could cancel out the cost increase of
the longer guides, as well as providing other benefits in terms
of upgradeability and flexibility.

E. Optimizing the moderator parameters

The design and simulation of the target/moderator is
much more computationally demanding than that of the
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instruments. Hence, one aim of the instrument simulations
has been to assist the moderator optimizations towards an im-
proved functionality of the full ESS. We here describe the re-
sults obtained in this direction.

Often, the figure-of-merit in moderator optimizations is
the number of neutrons produced, possibly in a given wave-
length interval and for a given moderator size. However,
the moderator simulations produce more detailed information
than this. The result of each simulation is given as a history
of neutron events, each event having 6 parameters: position at
moderator surface (r), time of emittance (t), wavelength (λ),
and moderator emission angle (η). By means of instrument
simulations it was found possible to represent the transmis-
sion probability of a neutron from moderator surface to sam-
ple as

T (r, λ) ≈ Tr (r)Tλ(λ). (7)

Here, the dependence on divergence has been integrated out,
since the moderator flux (even with complex geometries) is
expected to vary insignificantly over the rather small solid an-
gle of the guide entry, Furthermore, we have neglected the
emission time, which corresponds to ignoring the tails from
the moderators. For a total target/moderator optimization, the
figure-of-merit to optimize is thus for each of the moderators
(e.g., a cold and a thermal),

FoMmod =
∑

j

Wj

∫
N (r, λ, t, η)Vj (λ)

× Tj,r (r)Tj,λ(λ)d2rdλd2ηdt, (8)

where the summation label, j, represents the instruments at the
moderator, Wj is a normalization and weighting constant for
each instrument, N is the simulated density of neutrons from
the moderator, and Vj (λ) is given in (1).

We have for each instrument calculated the spatial trans-
mission function, Tr (r), as shown in the examples above, and
listed in Ref. 4. The results show that for most instruments,
the transmission peaks strongly in a 3–5 cm diameter circle
(or square) in the center of the moderator. This effect results
for some instruments from the use of elliptical guides, for oth-
ers from using tight collimation and straight guides. Thus, it
can for these simple guide systems be advantageous to con-
centrate the flux in a hot spot, while the size of the emitting
part of the moderator can be limited, e.g., by reflectors. In this
way, it should be possible to simultaneously increase the use-
ful neutron flux and decrease the emission of fast neutrons.
For each instrument, we have calculated the effect of produc-
ing a circular, 3 cm diameter, hot spot with 100% higher emit-
tance – while maintaining the total emittance of the modera-
tor. This set-up is close to what was presented in Ref. 32. For
most instruments, the gain factor of such a hot spot is around
30%, while few instruments show a full 100% gain.

It should be added that more elaborate guide systems, in
particular, an optimized guide extraction system for instru-
ments with a pulse shaping chopper close to the moderator,
will modify this picture. This problem will be addressed by
further simulation work.29

V. CONCLUSION

We have performed a series of systematic ray-tracing
simulations of the performance of a generic instrument suite
for the ESS. These simulations were carried out for a large
number of time structure settings, for constant, typical instru-
ment resolutions. The performance parameters were found to
increase with increasing peak flux, as well as with increasing
time-average flux, while varying only weakly with the details
of the time structure.

The variation with time-average and peak flux can be ex-
pressed as FoM ∝ �peak(τ /T)α , with α = 0.30. If both the
peak flux and the duty cycle are kept constant, the average in-
strument performance is largely independent of pulse-length
or frequency, within the frequency range of the current study.

Since most instruments use tight collimations or (ellipti-
cal) focusing guides, most neutrons hitting the sample stem
from a central part of the moderator of a diameter 3–5 cm.
We suggest to use this knowledge for the optimization of the
moderator design, in particular by considering “hot spots” at
the moderator. However, this can be finalized only when the
guide systems of the instruments are designed.

A. Implications for design of long-pulsed sources,
e.g., ESS

As part of the study which resulted in the decision to fix
the time structure of the ESS to τ = 2.86 ms and T = 71 ms
( f = 14 Hz), two boundary conditions were considered:
(1) the time-average power is planned to be 5 MW. (2) the
peak accelerator current cannot exceed 50 mA. The 5 MW
number is judged to be important, so as to at least match the
best existing instruments over the largest possible range. The
limitation on the peak current results from a judgement, based
on the experience of the SNS linear accelerator, as to the op-
timal compromise between performance, reliability and cost.
In the interest of maximizing the instrument performance, it is
clearly advantageous to push for the highest peak flux which
the accelerator and target assembly can provide. We can there-
fore consider the 50 mA peak current as our specification,
rather than an upper limit. These boundary conditions reduce
the number of degrees of freedom when choosing τ and T
from 2 to 1, as follows. The peak power on target is given by
the product of the peak current and proton energy of 2.5 GeV.
At 50 mA peak current, the instantaneous power is 125 MW.
In order to achieve a time-average power of 5 MW, the source
therefore needs to operate at a duty cycle τ /T of 5 MW/125
MW = 1/25, as a direct consequence of our two boundary
conditions. If we set the repetition period to 100 ms (10 Hz),
the pulse length will be 4 ms. At T = 50 ms repetition period
( f = 20 Hz), the pulse length is 2 ms. The range of τ and
T covered in the present study only overlaps partially with
the duty cycle τ /T = 1/25. In order to study the instrument
performance over the 10–25 Hz frequency range, while main-
taining a duty cycle of 1/25, we extrapolate based on the data
in Tables IV and V and Eq. (6) that the performance of the
instrument suite does not depend upon the value of the source
frequency.
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In general, our results imply that factors other than the
flux-related FoM used here should be decisive when deter-
mining the time structure for a long-pulse spallation source.
For the case of ESS, the time structure has now been locked to
τ = 2.86 ms and f = 14 Hz, as the best compromise between
performance, reliability, and cost. The detailed considerations
are outside the scope of this article.

B. Further design and optimization
of ESS instruments

The instrument design work for ESS is currently taking
place in a setting which is very different from when the de-
sign work described in the present paper was taking place.
A large number of the neutron laboratories and university
groups working in neutron scattering in Europe are now en-
gaged in the process of designing instruments for the ESS and
the number is still increasing. About 40 different concepts for
instruments are currently being optimized, some pursued by
researchers in partner countries and some by ESS instrument
scientists. A subset of these concepts has been assembled into
a reference suite of instruments which is described in the ESS
Technical Design Report.33 The reference suite has been cho-
sen to maximize the scientific impact of the ESS by address-
ing a broad science case, while in each case being fully opti-
mized to benefit from the natural strengths of the long-pulse
concept. The choice of instruments to be built at the ESS
will take place as a staged process in consultation with the
European scientific community and will result in the reference
suite gradually evolving into the actual instrument which will
be available at the ESS.
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h i g h l i g h t s
� NieMn oxide partially-inverted spinel made by modified polymeric precursor method.
� Magnetic measurements showed a ferrimagnetic and a parasitic magnetic transition.
� NPD revealed a magnetic structure consistent with a star-like moment arrangement.
� INS measurements indicated four distinct temperature-dependent magnetic regimes.
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a b s t r a c t

We demonstrate that a NieMn oxide partially inverted spinel (Ni1�nMnn)[NinMn2�n]O4 having inversion
degree n z 0.8 and produced by a modified polymeric precursor method exhibits behaviour previously
reported only in monophased samples. The structure of the specimen was determined using Rietveld
analysis of X-ray and neutron powder diffraction data, showing that at room temperature the material
crystallizes in the Fd3m space group with a lattice constant a ¼ 8.392 �A. Combining magnetization
measurements with neutron powder diffraction, we show that the magnetic structure of this spinel is
associated with the interplay between the ferromagnetic and antiferromagnetic lattices which coexist
due to the cations’ presence on both tetrahedral and octahedral sites. Our analysis of the neutron
diffraction data confirms the postulated magnetic structure involving a star-like moment arrangement,
arising from competition for the B (octahedral) spinel sites by the Ni and Mn cations. Finally, we show
that strong magnetic fluctuations are observed in the inelastic neutron scattering data.

� 2014 Elsevier B.V. All rights reserved.
1. Introduction

Oxide spinels can exhibit a variety of magnetic moment con-
figurations in the ground state, including collinear, canted and
gmail.com (W. Kalceff).
spiral ferromagnetic (FM), and antiferromagnetic (AFM) structures
[1]. They are also known to be very attractive candidates for ap-
plications in spintronics [2], due to a large tunnelling magnetore-
sistance (TMR) response and high Curie temperatures (Tc)
combining to produce either conductive or insulating behaviour.
Indeed, the renewed interest in spinels with non-collinear mag-
netic structures is related to the multiferroic properties produced
by the modulation of spiral spin configurations.
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The relation between the crystallographic and magnetic prop-
erties in advanced oxide spinel materials such as manganites is still
not fully understood. It is interesting, therefore, to study such
compounds in order to establish any eventual correlation which
may lead to potential applications, as was the case, for instance,
with the giant-magnetoresistance ferromagnetic perovskites [3]
and in the application of mesoporous NiMn2Ox to electrochemical
energy storage and catalytic decomposition [4].

Spinel-type structures occur in three common forms. The first
has formula (A)[B2]O4, where the notation (A) denotes a tetrahedral
site occupied by cation A and having four oxygens as nearest
neighbours, while [B2] denotes an octahedral site occupied by two B
cations with six oxygen atoms as nearest neighbours [5e8]. Using
the same notation, the second structuredknown as a perfectly
inverted spineldhas formula (B)[AB]O4. There is also an interme-
diate structural possibility, represented by (A1�nBn)[AnB1�n]O4; here
n is the inversion degree, which can be affected by the atmosphere
and heat treatment used in its preparation [9,10]. Generally, spinel
systems crystallize as face-centred cubic (FCC) or body-centred
tetragonal (BCT) structures in which the oxide anions (O2�) occupy
preferential positions, while the metallic cations (A2þ and B3þ) are
distributed in tetrahedral and octahedral sites, respectively.

NiMn2O4 possesses a spinel-type structurewith a certain degree
of inversion and showing a rich magnetic response, including AFM,
FM or ferrimagnetism, depending on the cation occupancy and
oxygen content [10,11]. The complexity of the magnetic behaviour
is related to the fact that Ni2þ and Mn3þ (3d4) occupy octahedral
sites, while Mn2þ (3d5) and Mn4þ (3d3) have a preference for
tetrahedral sites. However, the ferri-paramagnetic transition tem-
perature in this material is extremely dependent on the synthesis
process. For instance, ferrimagnetic behaviour has been observed,
with strong antiferromagnetic interactions producing large nega-
tive CurieeWeiss temperatures [5,7,12] and Curie temperatures
varying from 100 K to 145 K [7,12e14]. Therefore, a controlled
synthesis process opens the possibility for materials to be devel-
oped with desirable structural and micro-structural properties, and
therefore may generate a better understanding of the magnetic
behaviour of these systems.

Chemical methods for metallic oxide preparation have been
used for several years as an excellent alternative to traditional
solid-state reaction routes, the latter invariably producing unreac-
tive, inhomogeneous samples with undesirable secondary phases
and large grains. On the other hand, the modified polymeric pre-
cursor (MPP) method has been used reliably to produce high
quality samples without these shortcomings [15]. The MPP method
involves the polyesterification of a metal chelate complex using a
hydroxycarboxylic acid and a polyhydroxy alcohol in an aqueous
solution of metal ions to produce a polymeric gel. Subsequent heat
treatment produces an amorphous powder which is then calcined
to achieve a product of the desired unsegregated phase. This ma-
terial is an extremely homogeneous, very fine, agglomerate-free
ceramic powder which is reactive at temperatures significantly
lower than those required for powders obtained by traditional
routes [15].

Another point of interest in the study of NiMn2O4 is that it can
present different physical behaviours depending on the size and
shape of the final material. Bulk systems usually exhibit a ferri-
magnetic to paramagnetic transition at about 100 K followed by a
parasitic ferrimagnetic transition at lower temperatures, around
70 K [7], while nanoscale materials exhibit only one ferrimagnetic
to paramagnetic transition around 105 K [8]. Interestingly, thin
films seem to exhibit both behaviours, depending on the heat
treatment [16].

In this paper we present results obtained from X-ray (XPD) and
neutron powder diffraction (NPD) measurements on a ceramic
oxide of nominal composition NiMn2O4, prepared using the MPP
method. We show that the use of this method can improve the
purity of the resulting material. Its magnetic behaviour was
determined from magnetization measurements as functions of
temperature (MeT) and applied magnetic field (MeH). By corre-
lating the nuclear and magnetic structures obtained using Rietveld
analysis to the bulk magnetic data, we were able to confirm a star-
like magnetic configuration formed by the Mn and Ni moments in
this compound. Furthermore, inelastic neutron scattering showed
the presence of collective magnetic excitations below 40 K.

2. Experimental

The synthesis procedure used to obtain nickel manganate was
the modified polymeric precursor (MPP) method [15], wherein
stoichiometric amounts of the reagents MnCO3, Co(NO3)3$H2O and
Ni2O3 (all � 99.9% purity) were weighed and mixed with nitric acid
while stirring at a temperature of 70 �C. After visually checking for
the formation of a metallic cation solution, a citric acid solutionwas
added to the reagents to enhance the metallic cation chelation, and
ethylene glycol was used to enhance the polyesterification of
metallic citrate. The pH of the resulting solution was adjusted to a
value of 3 by adding ethylenediamine. Stirring was maintained at a
temperature of 70 �C until the elimination of volatiles and water
was complete. The homogeneous polymer gel produced was then
air-dried in a furnace at 350 �C for 4 h. The resulting powder was
macerated in an agate mortar, heated at 800 �C for 4 h and finally
heated at 1000 �C for 16 h.

The homogeneity of the sample was confirmed with energy
dispersive X-ray (EDX) mapping in a Leo Stereoscan 440 scanning
electron microscope (SEM). X-ray diffraction (XRD) analysis was
performedwith a Rigaku DMAX-2100/PC diffractometer using CuKa

(Kb-filtered) radiation (l ¼ 1.5406 �A). Room temperature 2q scans
from10� to 100� in steps of 0.02� and at fixed counting times of 1.6 s
were recorded. More detailed crystallographic studies were later
performed at the Brazilian Synchrotron Light Laboratory (LNLS) on
the X-ray powder diffraction beamline [17], with energies in the Fe-
absorption K-edge (l ¼ 1.6650 �A) and Mn K-edge (l ¼ 1.5406 �A),
using a six-circle Huber diffractometer and a step size of 0.02�. A
germanium (111) crystal analyzer was used to achieve high reso-
lution, the X-ray scans being measured in the 2q range 15�e120�.
Structural refinements were carried out by the Rietveld method
[18,19] using GSAS [20], based on JCPDS phase identification data
(2003) and the ICSD (2003) structural database. The sample
diffraction profiles were modelled using the pseudo-Voigt
ThompsoneCoxeHastings (TCH) function [21].

The magnetic structure was inferred from data taken on the
high resolution neutron powder diffractometer E9 at the Berlin
Neutron Scattering Center (BENSC) at the Helmholtz-Zentrum
Berlin (HZB). The data were measured in zero magnetic field as a
function of temperature between 2 K and 280 K at a wavelength of
1.797�A, giving a resolution (full width at half maximum, FWHM) of
Dd/d w 0.2%. Neutron data were analysed by the Rietveld method
using the FULLPROF suite of programs [22].

Bulk magnetization measurements were performed using a
Quantum Design 6000 magnetometer with both zero field cooling
(ZFC) and field cooling (FC) between 10 K and 300 K using applied
fields of 100 Oe, 500 Oe and 1 kOe. Magnetic hysteresis curves were
measured between 10 K and 300 K in a field range of �9 kOe
to þ9 kOe. These measurements allowed the evolution of the
magnetic properties of the material to be followed.

Finally, inelastic neutron scattering (INS) measurements were
performed using the TOFTOF spectrometer [23] at the Garching
research reactor (FRM-II), Munich. A wavelength of 5 �A and a
chopper velocity of 16,000 rpm were selected as a compromise



Table 1
Summary of results from the Rietveld analysis of XPD data for MPP-prepared
nickel manganite sample at room temperature and at two wavelengths. The
space group used was Fd3m, and the Ni and Mn atoms were considered to
occupy both tetrahedral (0.125,0.125,0.125) and octahedral (0.5,0.5,0.5) sites.

f0 f00

l ¼ 1.6500 �A
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between a good elastic resolution of 100 meV (FWHM), large
enough q-range (2.2 �A�1) and sufficient intensity. The sample was
placed in a cylindrical aluminium can and data were recorded at a
range of temperatures from 4 K to 110 K. The raw data were pro-
cessed by subtracting the scattering from an empty can and
normalizing to a vanadium scan. Standard data treatments were
performed using MATLAB procedures.
Ni �1.964 0.586
Mn �1.084 3.17
O 0.056 0.038
l ¼ 1.8962 �A
Ni �1.354 0.739
Mn �9.009 0.462
O 0.069 0.050

Atoms x y z Occupancy UISO

O 0.2624 0.2624 0.2624 1 0.028296
Mn(tet.) 0.125 0.125 0.125 0.80 0.011351
Ni(tet.) 0.125 0.125 0.125 0.20 0.011351
Mn(oct.) 0.5 0.5 0.5 0.58 0.004206
Ni(oct.) 0.5 0.5 0.5 0.42 0.004206
3. Results and discussion

SEM-EDX analysis of the NiMn2O4 sample prepared using the
MPP method showed the expected stoichiometric ratios of the
constituent elements. Fig.1 is an SEM image of the specimen, with a
distribution of particle diameters ranging from sub-micron to
several microns. Mapping of the elements Ni, Mn and O using EDX
showed a uniform distribution throughout the material, with no
agglomeration. Moreover, Rietveld refinement of the NiMn2O4 XPD
data at room temperature for a sample treated at 1000 �C for 16 h
gave a lattice constant a ¼ 8.392 �A, in agreement with values ob-
tained from specimens prepared by other methods [7,8,24].

In crystalline spinel-type structures such as the system here, the
metallic cations occupying the tetrahedral sites are often divalent
(in our case, Ni2þ and Mn2þ), while the trivalent cations occupy
both sites (Mn3þ in our sample). In NiMn2O4 it is expected that the
Ni2þ (3d8), Mn3þ (3d4) and Mn4þ (3d3) cations will preferentially
occupy the octahedral sites, while the Mn2þ (3d5) cations will
occupy the tetrahedral ones [25]. A common approach to accurately
resolving such site occupancy questions is to use X-ray anomalous
diffraction to analyse the charge balance. Such analyses also pro-
vide a means of verifying the oxidation states of the manganese,
which in NiMn2O4 are expected to be (III) and (IV). To resolve this
question, we used program FPRIME [26] to estimate the scattering
factors in the absorption K edge of Fe (1.6500�A) and Mn (1.8962�A).
As seen in Table 1, we obtained different anomalous scattering for
Ni, Mn and O in the whole 2q range, thus confirming the occupancy
factors for the tetragonal and octahedral sites in these spinel
structures.

As a second step in the characterization of our bulk samples
using the XPD data, we were able to determine the oxygen posi-
tions, the atomic displacements (UISO) and the occupancy factors
of Mn and Ni. The final refined values are given in Table 1. Inter-
estingly, we note that while in normal spinels the divalent cations
(e.g. Ni2þ) preferentially occupy the tetrahedral (A) sites and the
trivalent cations (e.g. Mn3þ) occupy the octahedral (B) sites, the
refined data of Table 1 shows them to be distributed on both
crystallographic sites. It can therefore be concluded that the spinel
Fig. 1. Scanning electron micrograph of a representative sample of nickel manganite
powder obtained by the modified polymeric precursor method, followed by heat
treatment in air at 1000 �C for 16 h.
undergoes an inversion transformation, thus confirming the ex-
pected results of crystal field stabilization energy (CFSE) calcula-
tions [27]. Therefore, the composition of this particular synthesized
spinel can be written as (Ni0.20Mn0.80)tet[Ni0.84Mn1.16]octO4.

We now turn to the magnetic properties of our specimen,
elucidated via volumetric magnetization measurements. Fig. 2
shows the magnetization as a function of temperature measured
in ZFC and FC cycles in an applied magnetic field H ¼ 100 Oe. The
observed irreversibility at Tirr¼ 91 K between the ZFC and FC curves
is a well-known characteristic of ferrimagnetic materials [28,29].
This thermal hysteresis is usually observed in spinel-type systems
in which different crystallographic sites are occupied by the same
cation, consistent with our Rietveld refinements. The inset of Fig. 2
shows the derivative of the FC curve, indicating the ferrimagnetic
transition Tc at 96 K together with changes in the magnetic
configuration of the system at Tm ¼ 105 K, T1 ¼ 77 K and at
T2 ¼ 63 K. Tm is the setting point of the ferri-paramagnetic transi-
tion, while T1 and T2 are related to parasitic magnetic transitions [5]
occurring before the ferrimagneticeparamagnetic transition at Tc,
attributed to a transition from a YafeteKittel (triangular) configu-
ration to a collinear Néel state. Later in our paper this behaviour
Fig. 2. Magnetization versus temperature plots for (Ni0.20Mn0.80)tet[Ni0.84Mn1.16]octO4

at a constant applied field of 100 Oe. The closed circles denote the FC curve and the
open triangles the ZFC curve. The inset figure shows the derivate of the FC data, with
the magnetic transition temperatures indicated.



Fig. 4. Rietveld refinement of NPD data for sample (Ni0.20Mn0.80)tet[Ni0.84Mn1.16]octO4

measured on E9eBERIIeHZB at (a) 180 K and (b) 2 K in zero field using l ¼ 1.797�A. The
circles represent the experimental data, while the black and grey lines correspond
(respectively) to the refined intensities and the difference plot between the calculated
and observed intensities. The top row of vertical (red) marks on both plots show the
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will be related to the configuration of the magnetic structure. The
observed Tm and Tc are similar to those previously reported in the
literature [5,7e9,12].

As shown in Fig. 3(a) and (b), increasing the applied magnetic
field causes an enhancement in the measured magnetization and a
clear reduction of Tirr, while Tc remains constant. The shape of the
magnetisation curves indicates a ferrimagnetic ordering caused by
the interplay between the sublattices, with both cooperative (FM)
and competitive (AFM)mechanisms being present. Considering the
CurieeWeiss model, the predominant magnetic interaction can be
determined by extrapolating the inverse magnetic susceptibilitye
temperature curve (1/c vs T) in the paramagnetic state, as shown in
the inset of Fig. 3(b). A negative CurieeWeiss temperature
q ¼ �78 K and an effective magnetic moment of meff ¼ 5.89 mB are
obtained and are similar to previously reported values [12]; thus,
we can conclude that the AFM interactions are predominant in this
system.

To further verify our assumptions about the magnetic structure
of the sample, NPD studies were carried out. In the NPD data
refinement the same cubic spinel structure as determined from the
X-ray data was used at all temperatures, with Mn (80%) and Ni
(20%) at tetrahedral Wyckoff positions 8a (0.125,0.125,0.125) and
Mn (58%) and Ni (42%) at octahedral Wyckoff positions 16d
(0.5,0.5,0.5). The O atoms are located on Wyckoff positions 32e
(x,x,x) with x ¼ 0.2624(8). The atom positions were taken from
Boucher et al. [12]. Magnetic scattering was observed below 100 K
and was simultaneously refined with the nuclear scattering
contribution, as shown in Fig. 4. It should be noted that until now
NieMn spinels had been obtained by different routes to ours [7,8].
For instance, a study by Almeida et al. [8] showed that the NiMn2O4
Fig. 3. (a) and (b) (main plots) Magnetization Vs temperature at constant applied fields
of 500 Oe and 1 kOe, respectively; inset (a) derivative of magnetisation versus tem-
perature; inset (b) inverse susceptibility versus temperature.

calculated positions of the Bragg reflections in NiMn2O4. The bottom row of (blue)
marks in (b) indicates the calculated positions of the magnetic reflections. (For inter-
pretation of the references to colour in this figure legend, the reader is referred to the
web version of this article.)
obtained from xerogels in a process similar to the MPP method
produced nanoparticles when allowed to crystalise at 600 �C;
however, a high content of secondary phases was present. Díez
et al. [7] reported the synthesis of the same material through
thermal decomposition yielding 3% impurities, while Sagua et al.
[24] (using a hydroxide route) obtained a slightly Ni-defective
global stoichiometry, attributed to the presence of 1.6(1)% NiO.
Within the accuracy of the data, no evidence of impurity phases
was observed in our method.

Structural parameters determined by the Rietveld analysis of
the NPD data are shown as a function of temperature in Fig. 5. A
spherical harmonics approach was used to model the scattering
contributions in the Rietveld refinement, considering theMn atoms
in a primitive unit cell at the A sites, and Mn and Ni atoms at the B
sites, as reported previously [9,12,14,28,29]. Our analysis confirmed
that the magnetic structure consists of a star-like arrangement of
moments, as shown schematically in Fig. 6. This model is effectively
a three-sublattice model, first described by Boucher et al. [29] in
1970, where the magnetic moments of sublattice A interact differ-
ently with the magnetic moments of sublattice B, depending on the
magnetic ion that occupies the site B (Mn or Ni). This is also in
agreement with the previously mentioned YafeteKittel configura-
tion. It is seen from Fig. 5(a) that the cubic lattice constant a, as well
as the MneNi bond lengths (i.e. distances between the A and B
sites) vary approximately linearly with temperature between 50 K
and 280 K. The MneMn bond lengths (i.e. distances between the B
sites) vary as shown in Fig. 5(b), having a similar linear thermal
expansion behaviour over this temperature range. On the other
hand, the MneO bond lengths plotted in Fig. 5(b) remain



Fig. 5. (a) Temperature dependence of the lattice constant a and the MneNi bond
length (distance between the A and B sites); (b) MneMn bond lengths (distance be-
tween the B sites) and MneO bond lengths as a function of temperature. The dashed
line is a visual guide for comparison of the two plots. Tm indicates a ferrimagnetic
transition, when the magnetic peaks start to appear. Also, a magnetostriction is
observed at a temperature within a range indicated by the hatched region Ta < T < Tb
(with Ta ¼ 30 K and Tb ¼ 50 K) and is related to a second magnetic rearrangement of
the lattice.

Fig. 6. Schematic representation of the star-like magnetic structure of (Ni0.20Mn0.80)-
tet[Ni0.84Mn1.16]octO4. The blue arrow shows S

!
MnðAÞ , the magnetic moment of sublattice

A, and the red arrows show n S
!

NiðBÞ, the magnetic moment for the Ni atom in the B
sublattice, ð2� nÞ S!MnðBÞ , the magnetic moment for the Mn atom in the B sublattice,
and 2 S

!
B, the resultant magnetic moment for the B sublattice. In the present case,

n z 0.8, a z 60� and b z 70� . (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)
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temperature-invariant on cooling from 280 K (not shown) to 120 K
and then decrease. The re-arrangement of the magnetic structure
causes a small magnetostriction to be observed at lower tempera-
tures, but the precise temperature of the onset of this behaviour
cannot be specified due to the small number of available experi-
mental points; hence it is shown in Fig. 5 as a hatched region be-
tween 30 K and 50 K.

Fig. 7(a) shows the integrated intensity around u ¼ 0 extracted
from the TOFTOF data at 4 K, together with the identification of the
diffraction peaks. Peaks 1 and 2 are the (111) and (220) reflections
already observed in the NPD data as shown in Fig. 4, while the
broad hump identified as peak A is related to the magnetic fluc-
tuations also seen in Fig. 4 and reported by Boucher et al. [12]. To
better understand these features, the integrated intensities of peaks
1, 2 and 3 (the latter related to the (222) nuclear reflection) ob-
tained from the analysis of the NPD data, are shown in Fig. 7(b). As
the integrated intensities of peaks 1, 2 and 3 closely follow the
evolution of the magnetization Vs temperature curve (see Fig. 3),
they can be directly related to the magnetic ordering of the system.
Of more interest, however, is the change in the behaviour of peak 3
occurring over the same (hatched) temperature range defined in
Fig. 5. In Fig. 7(b), a very slight increase of the integrated intensity is
observed, being more evident close to 50 K (Tb); a decrease in in-
tensity occurs below 30 K (Ta). This behaviour closely follows the
evolution of the lattice parameters and bond lengths shown in
Fig. 5. Our observations appear to indicate a further rearrangement
of the magnetic moments, and this idea is also supported by the
inelastic neutron scattering results discussed below.

We now turn to the analysis of the INS data. Fig. 7(c) shows the
scattering intensity with an energy transfer up to 8 meV as a
function of temperature. In this region no phonon contribution is
expected, therefore the observed fluctuations are attributed to
magnetic scattering. Four temperature regimes can be identified:

i. T > Tm (purple line (in the web version)) where the magnetic
correlations have collapsed.

ii. Tb < T < Tm (blue line) where due to the collinear arrange-
ment of the moments the magnetic response becomes a
broad inelastic contribution at 2 meVwith a full width at half
maximum of about 1 meV.

iii. Ta < T < Tb (red line) where a significant broadening of the
inelastic magnetic scattering intensities occurs, while the
quasi-elastic signal, u ¼ 0, seems to be unchanged. This
behaviour is characteristic of a canted spin system, where
due to the distribution of the magnetic moments among the
different sites some type of a dynamical spin-frustration ef-
fect can be observed [30].

iv. T < Ta (black line) where the inelastic intensity of
(Ni0.20Mn0.80)tet[Ni0.84Mn1.16]octO4 again reveals features of
collective magnetic excitations around 3 meV. This response
is similar to the excitation observed in (ii). This observation,
together with the increase in intensity at energy equal to
zero, seems to corroborate the idea that a new re-
arrangement of the spins occurs below Ta.
4. Conclusion

The NieMn specimen obtained by a modified polymeric pre-
cursor method brings new insights into its magnetic properties,
observed via magnetization, XPD, NPD and INS measurements. It is
interesting to note that the data in Table 1 and other results ob-
tained in this paper, when compared with the literature [7,8] sup-
port the conclusion that the MPP method yields monophased



Fig. 7. (a) Peak intensities around u ¼ 0, extracted from the TOFTOF data at 4 K, together with the identification of the diffraction peaks. (b) Temperature dependence of the
integrated intensity of selected diffraction peaks observed in the E9 and TOFTOF data. (c) Dynamic structure factor of (Ni0.20Mn0.80)tet[Ni0.84Mn1.16]octO4 at various temperatures.
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samples. The high-temperature treatment causes an increase in
crystallite size [8], as well as the formation of monophased mate-
rial, which are essential to avoid contamination of the magnetic
data.

Structural refinement using the Rietveld method showed that
the specimen obtained is a bulk-like monophased material with a
partially inverted spinel-type structure. The XPD data collected at
two distinct wavelengths allowed the site occupancies of the
structure to be refined, showing that it had an inversion
parameter n ¼ 0.80 and hence a nominal formula
(Ni0.20Mn0.80)tet[Ni0.84Mn1.16]octO4. ZFC and FC measurements
showed typical behaviour for a ferrimagnetic material. The
ensemble of ZFCeFC curves obtained at lower fields indicates a
clear competition between two sublattices, AFM and FM, with a
Tc and Tm close to 100 K. NPD data showed magnetic peaks
appearing below 100 K, and the Rietveld refinement was
consistent with the star-like magnetic structure reported by
Boucher et al. [12], arising from the coexistence of Ni and Mn
atoms in the B sites of the spinel structure. Of most interest was
the observation of a collective magnetic excitation at very low
temperatures which seems to be related to the observation of a
small magnetostriction of the lattice.
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Abstract
Goethite (α-FeOOH) is a common nanocrystalline antiferromagnetic mineral. However, it is
typically difficult to study the properties of isolated single-crystalline goethite nanoparticles,
because goethite has a strong tendency to form particles of aggregated nanograins often with
low-angle grain boundaries. This nanocrystallinity leads to complex magnetic properties that
are dominated by magnetic fluctuations in interacting grains. Here we present a study of the
magnetic properties of 5.7 nm particles of goethite by use of magnetization measurements,
inelastic neutron scattering and Mössbauer spectroscopy. The ‘ultra-small’ size of these
particles (i.e. that the particles consist of one or only a few grains) allows for more direct
elucidation of the particles’ intrinsic magnetic properties. We find from ac and dc magnetization
measurements a significant upturn of the magnetization at very low temperatures most likely
due to freezing of spins in canted spin structures. From hysteresis curves we estimate the
saturation magnetization from uncompensated magnetic moments to be σs = 0.044 A m2 kg−1

at room temperature. Inelastic neutron scattering measurements show a strong signal from
excitations of the uniform mode (q = 0 spin waves) at temperatures of 100–250 K and
Mössbauer spectroscopy studies show that the magnetic fluctuations are dominated by
‘classical’ superparamagnetic relaxation at temperatures above ∼170 K. From the temperature
dependence of the hyperfine fields and the excitation energy of the uniform mode we estimate a
magnetic anisotropy constant of around 1.0 × 105 J m−3.

Keywords: magnetic dynamics, nanoparticles of antiferromagnetic materials, nano-crystallinity

(Some figures may appear in colour only in the online journal)

1. Introduction

Goethite (α-FeOOH) is a common mineral on Earth [1] and it
has also recently been found on Mars [2]. The crystal structure
of goethite is orthorhombic with space group Pnma. It is

8 Author to whom any correspondence should be addressed.

antiferromagnetic with antiferromagnetic modulation along
the orthorhombic a-axis and a Néel temperature around 400 K
[3, 4]. Goethite usually forms rod-shaped nanoparticles, which
often lack long-range crystalline order, because the particles
consist of many grains, typically around 3–7 nm in size, with
low-angle grain boundaries [5–7], both when found in nature
and when laboratory synthesized. The complex influence of

0022-3727/14/365003+13$33.00 1 © 2014 IOP Publishing Ltd Printed in the UK
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the nanocrystallinity on the magnetic properties of goethite
is apparent in Mössbauer spectroscopy studies [5] and the
magnetic properties have been the subject of many such studies
[4, 5, 8–13].

The magnetic properties of nanoparticles have been
studied extensively by use of several experimental techniques,
and the understanding of the magnetic properties of
nanoparticles is of great importance for their many
applications in, for example, magnetic data storage, ferrofluids,
bioseparation and medicine [14, 15]. In many studies,
collective magnetic properties of interacting grains and
interacting particles seem to play an important role [16–18]. In
case of antiferromagnetic goethite, dipolar interactions may be
negligible, and inter-grain and inter-particle interactions may
be predominantly due to exchange interactions.

Usually, Mössbauer spectra of non-interacting magnetic
nanoparticles show a superposition of a doublet due to
particles with fast superparamagnetic relaxation and a sextet
due to particles with slow relaxation. The relative areas
of the two components depend on temperature because
of the temperature dependence of the superparamagnetic
relaxation time. However, inter-particle interactions can
have a significant influence on the magnetic dynamics
and result in magnetically split Mössbauer spectra with
asymmetrically broadened lines at temperatures where non-
interacting particles show a quadrupole doublet because of fast
superparamagnetic relaxation [14, 15].

Using a mean field model for exchange interacting
particles, the magnetic energy, Ep, of a nanoparticle p may
be written as a sum of a uniaxial anisotropy term Ea

p and an
exchange interaction term, Eint

p [14–17]

Ep = Ea
p + Eint

p = KVpsin2θp − J
p
eff

�Mp · 〈 �Mp〉 (1)

where Vp is the particle volume, K is the magnetic anisotropy
constant, θp is the angle between the sublattice magnetization
vector and the easy magnetization direction, �Mp is the
sublattice magnetization, 〈 �Mp〉 is the average value of the
sublattice magnetizations of neighbouring particles and J

p
eff is

the effective inter-particle exchange coupling constant (with
dimensions J m2A−2). J

p
eff〈 �Mp〉 can be considered as an

effective interaction field acting on �Mp.
Almost all Mössbauer studies of goethite particles have

shown spectra, which consist of sextets with asymmetrically
broadened lines, typical for interacting nanoparticles that are
influenced by relaxation effects. This is the case even for
quite large goethite particles (e.g., rods which are around
100 nm wide and 1000 nm long) [10]. The magnetic anisotropy
constant is relatively large (K ≈ 5 × 104 J m−3) [5] and
therefore one might expect that relaxation effects should
be negligible at room temperature for particles of this size.
However, within the rod-shaped nanoparticles there are usually
many defects such as low-angle grain boundaries, dislocations
and interstitial water and/or OH− [5–8, 19, 20] that may lead to
a reduced magnetic coupling between the grains [5]. Because
of the many defects, the magnetic dynamics is dominated by
fluctuations of the sublattice magnetization directions in small
interacting grains within the particles. In a mean field model,

the magnetic energy, Eg of such a grain g may be written
as a sum of a uniaxial anisotropy term, Ea

g, and an exchange
interaction term, Eint

g ,

Eg = Ea
g + Eint

g = KVgsin2θg − J
g
eff

−→
Mg · 〈−→Mg〉, (2)

where Vg is the grain volume, θg is the angle between the
sublattice magnetization vector and the easy magnetization
direction,

−→
Mg represents the sublattice magnetization vector

of the grain, 〈−→Mg〉 is the average sublattice magnetization
of neighbouring grains and J

g
eff is an effective exchange

coupling constant representing the exchange interactions with
neighbouring grains such that J

g
eff〈 �Mg〉 can be considered as

an effective interaction field acting on �Mg . This grain model
can explain the asymmetric line broadening in the Mössbauer
spectra of larger goethite particles [5].

There is usually a large tendency for oriented attachment
or nearly oriented attachment of particles and grains in goethite
samples [5–7, 19, 20]. Therefore, the interaction field can
be considered approximately parallel to the easy direction of
magnetization. Equations (1) and (2) may therefore be written
in the form [5]

E (θ) ≈ KV sin2 θ − JeffM
2
0 (T )b(T ) cos θ, (3)

where M0(T ) is the sublattice magnetization and

b(T ) = |〈 �M(T )〉|
M0(T )

(4)

is the order parameter at temperature T . In thermal
equilibrium, the order parameter can be calculated by the use
of Boltzmann statistics:

b(T ) =

∫ π

0
exp

(
−E(θ)

kBT

)
sin θ cos θdθ

∫ π

0
exp

(
−E(θ)

kBT

)
sin θdθ

. (5)

Equations (3) and (5) are a set of coupled equations, which
can be numerically solved self-consistently to find the order
parameter b(T ) [5, 17].

For interacting nanoparticles or grains the relative size
of the two terms in equations (1) or (2) is important. If
the interaction energy is predominant, there will only be one
energy minimum, and the relaxation will then take place
between states in this energy well and is expected to be fast [5].
The magnetic hyperfine splitting can therefore be considered to
be proportional to |〈 �M(T )〉| = M0(T )b(T ). If the anisotropy
energy is predominant or comparable to the interaction energy,
there will be two (non-equivalent) energy minima, which are
separated by an energy barrier. In the absence of interactions,
there are two equivalent minima and the magnetic dynamics is
dominated by ‘classical’ superparamagnetic relaxation with a
relaxation time given by [21, 22]

τ = τ0exp

(
KV

kBT

)
, (6)

where τ0 is on the order of 10−9−10−13 s.
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Classical superparamagnetic behaviour, i.e. reversals
of the sublattice magnetization directions of a particle
as a whole, is rarely observed in studies of goethite,
because magnetic fluctuations within the exchange-coupled
grains are predominant [5]. However, if the particles
are sufficiently small and separated such that inter-particle
interactions are negligible (Eint

p � Ea
p), the magnetic

dynamics may be dominated by superparamagnetic relaxation
of individual particles, and it may then be possible to
estimate, for example, the magnetic anisotropy energy by
use of Mössbauer spectroscopy and neutron scattering as
it has been done in earlier studies of hematite (α-Fe2O3)

nanoparticles [16, 23–25]. No previously published studies
of goethite particles have included inelastic neutron scattering
but recently, Pankhurst et al suggested investigations by
this technique to help understand the magnetic properties of
goethite [26].

In this paper we present studies of a commercial sample
of ultra-small goethite particles before and after low-energy
ball-milling together with rock salt (NaCl) nanoparticles.
The goethite nanoparticles have an average diameter of
around 5.7 nm, but each particle is made of up to a few
smaller interacting grains (or clusters). We therefore have
two types of magnetic interactions in the samples, namely
interactions between particles and interactions between grains.
The interactions between most of the particles are weak,
especially in the ball-milled sample, and because the particles
are very small the Mössbauer spectra are dominated by
classical superparamagnetic relaxation at temperatures above
∼170 K in contrast to larger goethite particles in which
the magnetic dynamics was dominated by fluctuations in
interacting grains. Due to the small particle size and
weak inter-particle interaction, we have been able to study
more directly the intrinsic magnetic properties of goethite
particles by use of Mössbauer spectroscopy, magnetization
measurements and inelastic neutron scattering.

2. Experimental details

A goethite powder sample was obtained from the company
NanoChemonics Inc. The sample was sold as F-2506 (Blend
07PSL-204). In the following this sample is named G1. Part
of G1 was ball-milled with NaCl nanoparticles (weight ratio
1 : 3) at low intensity (40 rpm) for 48 h in an agate mill in
order to reduce inter-particle interactions. NaCl nanoparticles,
here termed ‘nano’-salt, were prepared by high-intensity
(200 rpm) ball-milling in a tungsten carbide (WC) ball-mill
for 24 h. This sample of goethite ball-milled with ‘nano’-salt
is named GBM and used as prepared for the neutron scattering,
Mössbauer spectroscopy and magnetization measurements,
but with the salt washed out for the x-ray diffraction (XRD)
and transmission electron microscopy (TEM) measurements.

XRD over an angular range of 15◦–90◦ was performed
at room temperature, using a Bruker D8 Advance powder
diffractometer with a Co anode (λ = 1.79 Å). Rietveld
refinement of the orthorhombic Pnma structure of goethite
was performed using the WINPOW program, a modified
version of the LHMP1 program [27]. The G1 sample was

measured for 8 h on a plexiglas sample holder whereas the
washed GBM sample was dried on a single crystal Si disc
and measured for 18 h. The least squares refinements were
performed with Voigtian peak profiles and the background was
modelled with Chebyshew polynomials. Initial structural and
atomic parameters were taken from [28].

TEM bright and dark-field images of the samples were
taken using an FEI Technai T20 G2 microscope with
a thermionic LaB6 filament and an accelerating voltage
of 200 kV.

57Fe Mössbauer spectroscopy was carried out using
conventional constant acceleration spectrometers with sources
of 57Co in rhodium and calibration was carried out using a
12.5 µm foil of α-Fe at room temperature. Spectra obtained
at temperatures down to 20 K were recorded in a closed
cycle helium refrigerator from APD Cryogenics. A spectrum
obtained with an applied magnetic field of 6 T was recorded in
a liquid helium cryostat with a superconducting coil.

Inelastic neutron scattering measurements were per-
formed at the time-of-flight spectrometer TOFTOF at FRMII,
Munich [29]. A neutron wavelength of 7.0 Å was used, with
a chopper speed of 12 000 rpm, giving an energy resolution
of the elastic line of 10 µeV. Data were taken in a tempera-
ture range of 10–300 K using the two samples G1 and GBM.
Both samples had a mass of about 2 g and were filled in hollow
cylinder Al cans. The typical exposure time was 5 h (8 h) for
the G1 (GBM) sample.

AC and DC magnetization measurements were performed
with a quantum design MPMS-XL magnetometer using a
SQUID detector. The sample for the dc magnetization
measurements was comprised of 33.06 mg of GBM mixed
with 28.65 mg of eicosane. The mixture was heated to
approximately 40 ◦C where eicosane is a liquid. When the
sample is cooled the eicosane becomes a solid wax, ensuring
that the particles in the sample maintain the original (random)
orientation. The sample was loaded in a capsule of gelatine.
A sample with a larger amount of goethite (139.4 mg GBM)
was prepared in a similar way for the ac measurements.
Zero field cooled (ZFC) magnetization measurements were
performed in a temperature range from 4.2 to 300 K in
applied fields µ0H = 2.0 mT and 4.8 T. After each ZFC
measurement the sample was cooled to 4.2 K and a field
cooled (FC) magnetization measurement was performed in
the same way as the ZFC. To isolate the contribution to the
magnetization coming from the goethite particles we have
subtracted the diamagnetic contributions from NaCl, eicosane
(wax) and gelatine (capsule) in the ZFC/FC and hysteresis
measurements, using the corresponding mass susceptibilities
(in 10−9 m3 kg−1) of −6.4, −10.8 and −6.3, respectively. AC
magnetization measurements were performed over the same
temperature range with a driving field amplitude of 0.38 mT,
at frequencies ranging from 1.0 to 1000 Hz. The magnetization
as a function of applied field (hysteresis loops) was measured
in fields over the range between −5 and + 5 T at temperatures
of 4.2 and 300 K.
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Figure 1. XRD patterns of samples G1 and GBM. The refined
model, the background and the difference between model and
experiment are displayed. The most prominent reflections up to the
scattering vector length q = 4 Å−1 have been indexed.

3. Results

3.1. Structural characterization

The XRD patterns of sample G1 and sample GBM (after the
‘nano’-salt has been washed away) are shown in figure 1,
together with the refined models. For the G1 sample there are
no signs of other phases in the sample than the Pnma goethite
represented by the model. For GBM, there is, in addition to
Pnma goethite, minor impurity peaks at the scattering vector
length q = 2.2 and 3.3 Å−1. The peak at 2.2 Å−1 can
be ascribed to the (2 0 0) reflection of NaCl (Fm3m) (from
residual salt after washing). The peak at 3.3 Å−1 is from an
unidentified impurity. The unit cell parameters, a Lorentzian
profile broadening parameter, an overall temperature factor,
and background parameters were refined. The instrumental
broadening was assumed to be Gaussian and was known
from measurement of a corundum (Al2O3) standard, while the
sample broadening was assumed to be Lorentzian. The refined
lattice parameters are a = 9.986(3) Å, b = 3.0273(8) Å,
and c = 4.630(2) Å, and the weighted-profile-residual (RWP)

and Bragg-R-value (RB) are 0.95 and 0.30 respectively for
sample G1. The refined lattice parameters for GBM are similar

(a = 9.987(6) Å, b = 3.022(2) Å, and c = 4.627(4) Å), and
the R-values are RWP = 1.61 and RB = 0.31. Assuming
the line broadening is only due to the finite particle size the
refinements result in average particle diameters of 6.7 ± 1 nm
for sample G1 and 4.9 ± 1 nm for GBM. While the positions
of the diffraction peaks confirm that both samples consist of
goethite with limited impurities the agreement between the
data and the refined model is not ideal. This is likely due to
an anisotropic peak broadening from non-spherical particles,
and for the GBM data a large non-uniform background. The
particle sizes determined from the diffraction patterns are
therefore only estimates of the true average particle size.

TEM bright field images show that the G1 sample consists
of micrometer-sized aggregates of pseudo-spherical goethite
nanograins with dimensions around 3–5 nm as determined
from the morphology of particles at the rim of the aggregates
(figure 2(a)). From the lattice fringes (figure 2(a)) we infer that
neighbouring grains have some crystalline alignment, but this
is not extending over more than a few grains. This crystalline
alignment is confirmed by dark-field images (figure 2(b)).
From dark-field images of the G1 sample, we have measured
the size of 57 particles (figure 2(c)), and calculated a volume-
weighted average particle size to 5.4 ± 1.7 nm. This particle
size is in agreement (within uncertainty) with that determined
from the XRD data. TEM dark-field images of the ball-milled
sample, GBM, after the ‘nano’-salt has been washed away,
show that the low-energy ball-milling has not significantly
altered size and morphology of the goethite nanoparticles
(figure 2(d)). Thus XRD and TEM data show that the volume
weighted particle size is around 5.7 nm. Assuming spherical
particle shape, this corresponds to a particle volume close
to 100 nm3.

3.2. Magnetization measurements

Nanoparticles of antiferromagnetic materials usually have
small uncompensated magnetic moments due to, for example,
uncompensated spins at the surface or defects in the interior
of the particles. Magnetization data can have predominant
contributions from the uncompensated magnetic moments.
The magnetic dynamics of the uncompensated spins may be
different from the relaxation of the sublattice magnetization
vectors of the particles as a whole. Therefore, magnetization
data may not be directly comparable to Mössbauer and inelastic
neutron scattering data, which are sensitive to all parts of the
particles.

3.2.1. ZFC/FC measurements Figure 3 shows the
ZFC/FC measurements for GBM. In the low applied field
of µ0H = 2.0 mT the magnetization curves in the
temperature range from about 30 to 300 K look as expected
for nanoparticles undergoing superparamagnetic relaxation.
The peak temperature in the ZFC curve is Tp = 130 K.
This value depends on the distribution of superparamagnetic
blocking temperatures in the sample, and in turn on the
particle size distribution as well as the degree of inter-particle
interactions [15]. Above a temperature of around 250 K the
ZFC and FC curves coincide, indicating that all particles have
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Figure 2. TEM images. (a) High-resolution image from the rim of a G1 aggregate. (b) Dark-field image from a G1 aggregate. (c) Particle
sizes measured from a dark-field image of the G1 sample. (d) Dark-field image of sample GBM, after the ‘nano’-salt has been washed away.

reached their blocking temperature. An interesting feature in
the measurements is the sharp increase of the magnetization
below 30 K in both the ZFC and the FC measurements. The
magnetization in the FC measurement increases by 3.3 ×
10−3 A m2 per kg goethite from 30 to 4.2 K. The increase
in the ZFC magnetization has nearly the same magnitude
(3.0 × 10−3 A m2 kg−1). A similar anomalous temperature
dependence of the low-temperature magnetization has been
observed in several studies of ferrite nanoparticles [30] and
may be explained by freezing of spins in canted spin structures
with very low energy barriers [30]. For the measurements in a
strong applied field of µ0H = 4.8 T there is no peak in the ZFC
curve and the ZFC and FC curves nearly coincide in the whole
temperature range. There is an increase in the magnetization
below 30 K qualitatively similar to the observations in the
2.0 mT measurements of around 5.4 A m2 kg−1 both in the
ZFC and FC curves. Similar results were obtained for
sample G1.

3.2.2. AC magnetization measurements. The in-phase ac
susceptibility (χ ′) data for GBM are shown in figure 4.

From the frequency dependence of the peak positions it was
attempted to determine τ0 and KV by plotting ln(ω) versus the
reciprocal peak temperature (ω is the angular frequency) and
fitting a straight line. This method has been demonstrated, for
example, in [31]. However, the fit resulted in an unreasonable
value of τ0 (on the order of 10−24 s), indicating that the
temperature dependence of the relaxation time is not in
accordance with equation (6), presumably because of inter-
particle and/or inter-grain interactions. Similar observations
have been made in several other ac magnetization studies
of interacting nanoparticles, e.g. [32–34]. The increase
in magnetization at low temperatures seen in the ZFC/FC
measurements is also seen in the in-phase ac susceptibility
and is largely independent on the frequency of the driving
field. A similar increase in the ac magnetization of goethite
nanoparticles at low temperatures has recently been observed
by Pankhurst et al [26]. This anomaly can be explained by
freezing of spin structures, which at higher temperatures are
influenced by magnetic fluctuations across very low energy
barriers [26, 30]. We also measured the out-of-phase signal
(χ ′′), but the signal was very weak. There was no increase in
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Figure 3. ZFC/FC magnetization curves for the sample GBM
obtained in an applied field of (top) 4.8 T and (bottom) 2.0 mT. The
magnetization is given per kg of goethite in the sample.
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χ ′′ at low temperatures. AC magnetization measurements on
sample G1 gave results similar to those for GBM. Thus the
reduction of inter-particle interactions after ball-milling has
only little influence on the ac and dc magnetization data. This
may be explained by a large contribution to the magnetization
from the uncompensated magnetic moment, which is only
slightly influenced by inter-particle interactions.
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Figure 5. Hysteresis loop of the GBM sample at 300 K. The
magnetization is given per kg of goethite in the sample. The upper
inset shows the average of the positive and negative magnetization
curves after subtraction of a linear function resulting from a fit to the
high-field parts of the curves. The step in the curve corresponds to a
moment of 0.044 A m2 kg−1. The lower inset shows the hysteresis
loop of the GBM sample at 4.2 K. The units on the insets are the
same as on the main figure.

3.2.3. Hysteresis measurements. Hysteresis loops in fields
up to µ0H = 5 T were measured for the GBM sample at 4.2
and 300 K. The 300 K hysteresis loop is shown in figure 5. At
300 K there is no hysteresis within the experimental uncertainty
(i.e. the remanence is less than about 0.003 A m2 kg−1 and the
coercive field is less than a few mT). The hysteresis loop at
4.2 K is shown in the lower inset in figure 5. There is only
a very weak hysteresis, with a remanence of approximately
0.015 A m2 kg−1 and a coercive field of about 5 mT. For the
300 K data the branches of the hysteresis loop were well
approximated by a straight line at fields higher than about
2 T. A straight line was fitted to the points at higher fields and
subtracted from the hysteresis curve in order to see the response
of the uncompensated magnetic moment as demonstrated in
[26] and [35]. This is shown in the upper inset in figure 5,
where the step in the magnetization corresponds to a saturation
specific magnetization of σs = 0.044 A m2 kg−1 of goethite in
the sample. The magnetization saturates in an applied field
of approximately 0.2 T. For the 4.2 K hysteresis measurement
(lower inset in figure 5) the points at higher fields could not
be fitted well with a straight line, indicating that there is some
unsaturated moment. This is presumably related to the rise in
magnetization at low temperatures seen in the ZFC/FC curves.

3.3. Neutron scattering

Inelastic neutron scattering data for G1 and GBM at 10–300 K
are shown in figure 6 as intensity maps of the neutron
momentum transfer, q, versus the neutron energy transfer, ε.
The colour scale is chosen to enhance the inelastic features. At
the lowest temperature, 10 K, both samples show only elastic
scattering (the broad red line at ε = 0 in all data), while
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Figure 6. Inelastic neutron scattering data for samples G1 and GBM shown as intensity maps of neutron momentum transfer q and neutron
energy transfer ε at the indicated temperatures.

inelastic features show up at elevated temperatures of 100–
300 K. In the G1 sample at 100 K, a singular inelastic signal
appears at q = 1.258 Å−1 and ε ∼ 1.5 meV, with a weaker
counterpart at q = 1.502 Å−1. These two inelastic signals
gradually broaden and decrease in energy with increasing
temperature, to almost merge with the (quasi-)elastic scattering
at 300 K. The GBM sample shows many of the same features
as G1, only with a much weaker signal due to the lower amount
of goethite in the GBM sample. Again, the most prominent
feature is the singular peak at q = 1.258 Å−1 and ε ∼ 1–

1.5 meV, showing most clearly at 150 K, but hints of a similar
signal at q = 1.502 Å−1 is also visible in this sample. The
high-energy background seen at 250 and 300 K in the G1
sample is also present in the GBM sample, but is more difficult
to see in the latter due to the generally smaller signal.

q-values of 1.258 and 1.502 Å−1 correspond to the (2 0 0)
and (1 0 1) diffraction peaks. There are both structural and
magnetic contributions to the (2 0 0) and (1 0 1) diffraction
peaks [3]. The inelastic signal is, however, most likely of
magnetic origin because there is an energy gap between the
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elastic line and the excitation at temperatures up to about 200 K
where after it collapses into the elastic line at a temperature
of about 300 K. If the signal was originating from lattice
dynamics, i.e. phonons, it might also be gapped because of
the finite particle size, but the gap would then be expected
to remain at temperatures up to the melting point of the
sample. The broadening around ε = 0 is expected to be
due to superparamagnetic relaxation and the strong satellite
peak around an energy transfer of 1.0–1.5 meV a signature
of excitations of the uniform mode (q = 0 spin waves) as
seen in previous studies of antiferromagnetic (e.g., hematite)
nanoparticles [16, 24]. Although the signals from the two
magnetic reflections partially overlap, we performed a separate
treatment of the intense q = 1.258 Å−1 signal assuming that
all inelastic signal has a magnetic origin.

Figure 7 shows the energy transfer at q = 1.258 Å−1 at
100–300 K for samples G1 and GBM. The data for GBM have
a low signal to noise ratio because the sample was diluted
with NaCl. If all particles were identical, non-interacting,
and without a grain structure, the energy dependence of
the magnetic signal would consist of one quasi-elastic peak
centered at ε = 0 and two side peaks at energy ±ε0. The quasi-
elastic peak would have a width and shape determined by the
instrumental resolution and the superparamagnetic relaxation
time, while the side peaks have an intrinsic broadening due to
its damped harmonic oscillator (dho) nature [24]. However,
in practice there will be additional broadening due to a
distribution of uncompensated spins [36] and inter-particle
and inter-grain interactions [16] leading to a distribution of
excitation energies. In the data for samples G1 and GBM the
side peaks are asymmetrically broadened and can be described
as relatively sharp peaks at ±ε0 and broader peaks extending to
higher energies. We suggest that a large fraction of the particles
have limited interactions, giving rise to the satellite peak at ε0.
The broader peaks at higher energies can be attributed to more
strongly interacting grains and/or interacting particles, because
magnetic interactions result in an increase of the excitation
energies [16]. The data are therefore fitted with one Voigtian
profile to take account of the (quasi-)-elastic line at ε = 0 plus
two dho modes to fit the main peak at ε0 and the scattering
at higher energies, respectively. The fits are shown together
with the data in figure 7. Even though the assumption of only
two dho modes to fit the inelastic signal is quite simple, the
fit reproduces the observed features reasonably well, including
the clear asymmetry with tails extending towards higher energy
values. We have used this method consistently in our data
analysis for all data from the G1 and GBM samples taken at
temperatures between 100 and 300 K. The inelastic signal is
too small in the 10 K data to extract any reliable information.
Figure 8 shows the temperature dependence of ε0, i.e. the
energy positions of the sharp peaks, which we attribute to
uniform magnetic excitations of non-interacting particles. We
found that for sample G1 ε0 decreases from around 1.38 meV
at 100 K to 1.06 meV at 250 K. Correspondingly, for the GBM
sample ε0 decreases from about 1.48 meV at 100 K to 1.03 (3)
meV at 250 K. The solid lines in figure 8 are fits of the data at
temperatures below 300 K to the theoretical model developed
by Würger [37] in which the temperature dependence of the
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Figure 7. Neutron energy transfer data integrated over a narrow
q-range at q = 1.258 Å−1 of samples G1 and GBM at the indicated
temperatures. Each data set is fitted with one Voigtian profile
(Voigt) and two damped harmonic oscillator modes (dho1 and dho2)
as described in the text.

excitation energy is given by

ε0 = ε0 (T = 0)

√
1 − kBT

KV
(kBT < KV ) . (7)

The model represents the data well and yields the parameters
ε0 (T = 0) ≈ 1.55 meV and KV/kB ≈ 467 K for G1,
and ε0 (T = 0) ≈ 1.68 meV and KV/kB ≈ 417 K for
GBM. With a particle volume of 100 nm3 this corresponds
to a magnetic anisotropy constant of K ≈ 0.6 × 105 J m−3

for both samples. (In the calculations we have neglected
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Figure 8. The ε0-values as a function of temperature obtained from
fitting neutron data of samples G1 and GBM.

the possible temperature dependence of K). The distinct
ε0-peak has almost disappeared at 300 K (sample G1, figure 7),
indicating that there is a transition from coherent precession of
the sublattice magnetization around an easy axis to incoherent
motion, as expected when the thermal energy becomes
comparable to the energy barrier [37].

For an isolated nanoparticle of a simple uniaxial
antiferromagnetic material, the position of the satellite peak
is given by [16, 38]

ε0 = gµB




√
B2

A + BABE (2 + δ) +
B2

Eδ2

4
− BEδ

2




≈ gµB

[√
2BABE − BEδ

2

]
, (8)

where BA = K/M0 is the anisotropy field, K is the magnetic
anisotropy constant, M0 is the sublattice magnetization and
BE is the exchange field. In goethite BE ≈ 390 T and
M0 = 5.25 × 105 J T−1 m−3 [39]. δ is a measure of the
uncompensated magnetic moment and is defined as �M/M0

where �MV is the difference between the magnetic moments
of the two sublattices. For an antiferromagnetic nanoparticle
with Nmagnetic ions the uncompensated magnetic moment is
expected to be on the order of N1/3 if the interior of the particle
is free of defects, but surface sites are randomly occupied
[15, 40, 41]. Using the saturation magnetization estimated
from the magnetization measurements shown in figure 5 we
find that δ is about 3.6 × 10−4. The neutron data show
that ε0 ≈ 1.6 meV at very low temperatures. Inserting
ε0 = 1.6 meV and δ = 3.6 × 10−4 in equation (7) we find
K ≈ 1.3 × 105 J m−3. This is same order of magnitude as the
values estimated in earlier studies (K = 6 × 104 J m−3 [26],
K ≈ 3×105 J m−3 [42, 43] and K > 6×104 J m−3) [44]. The
particles in GBM are much smaller than those used for earlier
estimates of the magnetic anisotropy constant, and therefore
the surface contribution to the magnetic anisotropy is expected
to be larger [15, 45].

Figure 9. Mössbauer spectra of G1 (a) and GBM (b) obtained at
the indicated temperatures in zero applied field.

3.4. Mössbauer spectroscopy

Mössbauer spectra of the samples G1 and GBM, obtained
at the indicated temperatures, are shown in figures 9(a)
and (b), respectively. At the lowest temperatures the
spectra are magnetically split with a magnetic hyperfine
field of 49.5 T, an isomer shift of 0.49 mms−1 and a
quadrupole shift of −0.13 mms−1, which is in accordance
with previous Mössbauer studies of goethite particles [4, 42].
There is no indication of impurity phases. Thus the ball-
milling of GBM has not affected the chemical state of
iron. At higher temperatures, the spectra of G1 and GBM
show an asymmetric line broadening, indicating that the
magnetic properties are influenced by magnetic fluctuations
in interacting grains, as typically seen in goethite. However,
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Figure 10. Mössbauer spectra of G1 obtained at 260 K with and
without an applied field of 6 T.

already at temperatures of ∼220 and ∼170 K the spectra
of G1 and GBM collapse to doublets suggesting that the
particles exhibit fast superparamagnetic relaxation. It has
previously been suggested [12] that such a collapse of the
magnetic splitting in Mössbauer spectra of goethite is not due
to the onset of fast superparamagnetic relaxation, but a low
Néel temperature. We have investigated this possibility by
applying a magnetic field to G1 of 6 T at 260 K, i.e. above the
temperature where the magnetic splitting has collapsed to a
doublet. If the goethite was paramagnetic at this temperature,
the spectrum should only show a slight line broadening
compared to the zero-field spectrum. However, the spectrum in
figure 10 shows a substantial line broadening, corresponding
to magnetic hyperfine fields up to around 40 T. This clearly
shows that the collapse of the magnetic splitting is not due
to a low Néel temperature, but due to fast superparamagnetic
relaxation.

The distribution of anisotropy energies and interaction
energies in a sample will result in a distribution of
magnetic hyperfine fields at finite temperatures. In the
superferromagnetism model [4, 17, 46], the values of the
anisotropy energy, KV and the interaction energy parameter
T 0

p are free parameters for each quantile, where the quantile,
f , is defined as

f =
∫ Bf (T )

0
p

(
Bhf (T )

)
dBhf . (9)

T 0
p is defined as the ordering temperature for a sample with

zero anisotropy (KV = 0) and is given by the expression
[4, 5, 17]

T 0
p = JeffM0(T

0
p )2

3kB
. (10)

Figure 11. Magnetic anisotropy energy (top) and interaction energy
(bottom) for sample G1 in units of Kelvin as a function of the
quantile.

It has been found that the temperature dependence of quantiles
in the hyperfine field distribution p(Bhf (T )) in hematite
nanoparticles gave values of the magnetic anisotropy energies,
which were in accordance with those found for the non-
interacting particles [17]. This strongly supports the validity of
the model. The interaction energy, Ei(T ) = JeffM0(T )2b(T )

depends on temperature, because both b(T ) and M2
0 (T )

are temperature dependent. As an approximate measure
of the interaction energy well below Tp we use the value
Eint = 3kBT 0

p .
In an earlier Mössbauer study of goethite with particle size

on the order of 1800 nm3 the anisotropy energy KV/kB was
found to increase from around 400 K for the 40% quantile to
around 1400 K for the 80% quantile [5]. The interaction energy
Eint/kB was on the order of 800 K for all quantiles in the same
range. Thus, the interaction energy and the anisotropy energy
were on the same order of magnitude in this sample. For a
particle with volume of 1800 nm3 and a magnetic anisotropy
constant K �5 × 104 J m−3 and τ0 ≈ 10−11 s the relaxation
time at 300 K should be on the order of 0.03 s or longer, i.e.
much longer than the time scale of Mössbauer spectroscopy.
Therefore, the line shape in the Mössbauer spectra could not
be explained by fluctuations of the sublattice magnetization in
the particle as a whole, but by magnetic fluctuations in small
grains within the particles.

For our sample G1, the analysis of hyperfine field
distributions was only performed at temperatures below
200 K, because the doublet becomes predominant at higher
temperatures. The estimated values of KV and T 0

p for
sample G1, obtained from the superferromagnetism model,
are shown in figure 11. Presumably, the magnetic hyperfine

10
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Figure 12. Magnetic hyperfine field of samples G1 (open circles)
and GBM (solid squares) as a function of temperature. The lines
represent linear fits (equation (11)).

field distribution is influenced by both inter-grain interactions
and inter-particle interactions. The total interaction 3T 0

p varies
between ∼400 and 600 K for all quantiles shown in figure 11,
but a quantification of the two interaction energy contributions
is not feasible by the superferromagnetism model. The
anisotropy energy, KV, varies from around 200 K to around
1600 K with a value around 500 K for the 50% quantile,
and the interaction energy was on the order of 450 K. If
we assume that the volume V is the average volume of the
particles (∼100 nm3) we find an anisotropy constant K ≈
0.7 × 105 J m−3 which is close to that estimated by other
methods.

In our sample GBM the magnetic hyperfine splitting has
almost completely collapsed at a much lower temperature
(around 170 K) than in sample G1, indicating that inter-particle
interactions have been reduced by the milling. An analysis
based on the superferromagnetism model was not made for
sample GBM because the doublet is predominant at quite low
temperatures. Instead we plotted the average hyperfine field
as a function of temperature, see figure 12. In non-interacting
magnetic nanoparticles at low temperatures this temperature
dependence is given by [14, 15]

Bhf (T ) ≈ Bhf (0)

[
1 − kBT

2KV

]
. (11)

A fit of the data to a straight line gave the value K =
0.9 × 105 J m−3 for V = 100 nm3. However, if inter-
particle interactions and magnetic fluctuations in grains
are not negligible, this value may be overestimated [16].
For comparison (see figure 12), sample G1 shows a
smaller decrease of Bhf with temperature presumably due to
interparticle interactions.

4. Discussion

Magnetic relaxation in non-interacting nanoparticles of
most magnetic materials, such as, for example, α-Fe2O3,
γ -Fe2O3, NiO and α-Fe, is usually dominated by ‘classical’

superparamagnetic relaxation with a relaxation time given
by equation (6) [15]. Mössbauer spectra then show a
superposition of a sextet due to particles with relatively slow
relaxation and a doublet due to particles with fast relaxation.
The area ratio of the two components depends on temperature
because of the temperature dependence of the relaxation
time. However, Mössbauer spectra of goethite nanoparticles
commonly show an unusual behaviour because the magnetic
relaxation is dominated by fluctuations of the sublattice
magnetization directions in strongly interacting grains within
the particles, and this results in Mössbauer spectra consisting
of sextets with asymmetrically broadened lines in a broad range
of temperatures without the presence of a doublet [5].

Mössbauer spectra of magnetic nanoparticles showing
asymmetrically broadened lines have in several papers been
analysed by using the multi-level model originally proposed
by Jones and Srivastava [47]. In this model one considers not
only jumps of the magnetization direction between the two
minima of the magnetic energy of non-interacting particles,
but also transitions between states within the two energy
wells. Using this model it is in fact possible to reproduce
the asymmetric line broadening in the Mössbauer spectra.
However, in order to simulate the spectra one has to assume
a relatively slow relaxation. For example, van Lierop and
Ryan [48] found a pre-exponential factor τ0 on the order
of 10 ns in fits of spectra of γ -Fe2O3 nanoparticles. In
other papers on simulations and fits of Mössbauer spectra of
magnetic nanoparticles [49, 50] it was found that the spectra
were magnetically split with asymmetrically broadened lines
for KV/kBT � 1, indicating that τ0 is considerably larger
than 1 ns. This is in contradiction to numerous published
Mössbauer and magnetization studies. Therefore, another
model is needed to explain the spectra. In several papers we
have demonstrated that magnetic nanoparticles, which show
superpositions of doublets and sextets when non-interacting,
show sextets with asymmetrically broadened lines, when
the particles are in close proximity. Even well above the
temperature where non-interacting particles show doublet
spectra, interacting particles from the same batch can show
magnetically split spectra with asymmetrically broadened lines
[16–18, 51–53]. In accordance with this we believe that our
model for the magnetic dynamics of interacting nanoparticles
is the most realistic approach to interpret our data for goethite
nanoparticles.

The reason for the unusual behaviour of goethite
nanoparticles is that goethite usually is poorly crystalline
and contains defects like dislocations and low-angle grain
boundaries. The particles can therefore be described as
consisting of grains that interact due to exchange coupling
[5]. The present studies of ultra-small goethite particles
have clearly shown that particles with dimensions below
a critical size and weak inter-particle interactions show
a magnetic relaxation that is dominated by ‘classical’
superparamagnetic relaxation. Our studies also show that
inter-particle interactions can be reduced by ball-milling
together with nanosized NaCl particles. This reduction of
the inter-particle interactions can be clearly seen from the
temperature dependence of the Mössbauer spectra.
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Inelastic neutron scattering has earlier revealed that
uniform excitations are the predominant spin-wave excitations
in α-Fe2O3 [16, 24] and NiO [54] below the superparamagnetic
blocking temperature. The present neutron study shows that
this is also the case for goethite. In the inelastic neutron
data for both G1 and GBM, a relatively sharp peak at around
1.0–1.5 meV was attributed to particles with negligible inter-
particle interactions, whereas a broader component with higher
energy was attributed to magnetic fluctuations in interacting
particles and interacting grains. This can explain why the
position of the sharp peak is not much affected by the ball
milling. This interpretation is in accordance with earlier
studies of α-Fe2O3 [16] and NiO [54] with varying inter-
particle interactions. We have previously performed inelastic
neutron scattering studies of larger goethite particles in which
the magnetic fluctuations are dominated by fluctuations of the
sublattice magnetization of interacting grains (unpublished).
In these studies no sharp satellite peaks were observed. Instead
the data showed very broad features, similar to the broad
satellite peaks in figure 7. In inelastic neutron studies of
8 nm hematite particles [16] and disc shaped NiO nanoparticles
[54] it was also found that inter-particle interactions result
in broadening of the satellite peaks and a shift towards
higher energies. This supports the interpretation of the broad
components in the inelastic neutron scattering data for G1 and
GBM.

The magnetic anisotropy of goethite has been the subject
of much controversy. In early Mössbauer studies it was noticed
that the magnetically split spectra had strongly asymmetric
lines and the magnetic hyperfine splitting in relatively large
goethite particles collapsed well below the Néel temperature
[55, 56]. It was therefore concluded that the magnetic
anisotropy constant was much smaller than that of α-Fe2O3

and was on the order of only 103 J m−3 [56]. Later, Mössbauer
studies of a single crystal of goethite in large applied magnetic
fields indicated a much larger value, K > 6 × 104 J m−3

[44], whereas Mössbauer studies of the line shape of a
polycrystalline sample in large applied fields indicated a value
of 3 × 105 J m−3 [42]. Magnetization measurements at 4.2 K
revealed a spin flop transition at an applied field of 20 T,
corresponding to a magnetic anisotropy constant of around
6 × 104 J m−3 [39]. The present estimates of the magnetic
anisotropy constant from inelastic neutron scattering data and
Mössbauer data are on the order of 105 J m−3. In a recent
study of hysteresis loops of natural goethite samples a much
smaller value of only 210 J m−3 at 5 K was estimated from the
values of the coercivity [35]. The samples are substituted by
Al and Mn, and it is likely that this results in uncompensated
magnetic moments. Indeed, the saturation magnetization is
relatively large (∼0.3 A m2 kg−1). Irrespective of the origin
of the uncompensated moment, the field dependence of the
magnetization of the uncompensated spins may not be directly
related to the reversal of the sublattice magnetization vectors
of the particles as a whole. Therefore, the analysis of
magnetization data may give incorrect values for the anisotropy
constant.

In antiferromagnetic nanoparticles, it has been predicted
that the initial susceptibility at low temperature and the

magnetization should increase with temperature because of
thermoinduced magnetization [57]. This has been observed
in a study of akaganeite (β-FeOOH) nanoparticles [58]. In
goethite nanoparticles, the magnetization at low temperatures
is dominated by a large upturn of both the ac and dc
magnetization with decreasing temperature, as one can see
in figures 3 and 4. This was also observed in an earlier
ac magnetization study of goethite particles [26]. We
interpret this as a result of freezing of the magnetization of
uncompensated spins and canted spin structures around defects
and at the surface of the particles [30].

The ZFC magnetization curve of GBM (figure 3) shows a
maximum at around 130 K. Such a peak may be explained
as a result of blocking of superparamagnetic particles.
However, the blocking temperature estimated from Mössbauer
spectroscopy with a time scale on the order of 5 × 10−9 s is
around 160 K, and for the ZFC measurement with a time scale
of around 100 s one should therefore expect a much lower
blocking temperature (around 30 K). Therefore, the peak at
130 K cannot be explained by superparamagnetic blocking.
Pankhurst et al [26] found a similar peak in ZFC magnetization
studies of goethite particles. They suggested that it is related
to ‘cluster ordering’ of magnetically interacting clusters or
particles. Our estimates of the interaction energy from the
Mössbauer data indicate values on the order of 150 K, i.e. close
to the peak temperature in the ZFC measurement of GBM. This
supports the interpretation in terms of ‘cluster ordering’.

5. Conclusions

The present Mössbauer studies have shown that in ultra-
small goethite particles the magnetic relaxation is dominated
by ‘classical’ superparamagnetic relaxation at temperatures
above ∼170 K, in contrast to larger goethite particles in
which the relaxation commonly is dominated by magnetic
fluctuations in interacting grains. We have estimated
the value of the uncompensated magnetic moment from
magnetization measurements. The temperature dependence
of the magnetization shows a large anomalous upturn at very
low temperatures. This can be explained by freezing of canted
spin structures at the surface and around defects. Inelastic
neutron scattering and Mössbauer spectroscopy both show
that the value of the magnetic anisotropy constant is close to
105 J m−3. Previously, the value of the magnetic anisotropy
constant for goethite has been much debated. The difficulty
in determining K relies partly on difficulties in separating
the magnetic anisotropy energy from the interaction energy
in samples of interacting grains. In the present study of small
particles with limited inter-grain and inter-particle interactions
this problem has been reduced. The inelastic neutron scattering
data show that for small particles not dominated by interaction
effects, this technique can be very useful in determining K as
the measurements single out (with a sharp inelastic signal) the
excitation energy of the q = 0 modes at low temperatures.
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Abstract. The CAMEA ESS neutron spectrometer is designed to achieve a high detection efficiency in the
horizontal scattering plane, and to maximize the use of the long pulse European Spallation Source. It is an
indirect geometry time-of-flight spectrometer that uses crystal analysers to determine the final energy of neu-
trons scattered from the sample. Unlike other indirect geometry spectrometers CAMEA will use ten concentric
arcs of analysers to analyse scattered neutrons at ten different final energies, which can be increased to 30 final
energies by use of prismatic analysis. In this report we will outline the CAMEA instrument concept, the large
performance gain, and the potential scientific advancements that can be made with this instrument.

1 Introduction

For measuring excitations such as phonons and magnons
in materials there are two dominant types of inelastic
neutron spectrometers presently in use, i) direct geome-
try time-of-flight (ToF) spectrometers and ii) triple-axis
spectrometers (TAS). Direct ToF instruments compensate
a low incident neutron flux from using monochromatic
pulses, by detecting the scattered neutrons of all energies
over a large solid angle in position sensitive detectors. In
contrast TAS focus a continuous high flux monochromatic
beam of neutrons on a sample but have a low detection
coverage of counting neutrons at one final neutron energy
at one position, or tens of angles in the case of multiplexed
TAS[1–3].

The European Spallatioon Source (ESS) will be a
5 MW long pulse spallation neutron source, and will have
the world’s highest peak brightness for cold neutrons[4].
The time averaged cold neutron flux of the ESS will also
be greater than that of world leading continuous sources
such as the Insitut Laue-Langevin high flux reactor. The
instrument design phase for the ESS is an ideal opportu-
nity to consider new possibilities for instrument concepts.

Researchers of magnetism are the largest user commu-
nity of single crystal spectrometers. This community often
use applied magnetic fields to tune the magnetic properties
of materials across phase transitions in to new phases of
matter, where inelastic neutron scattering uniquely deter-
mines the nature of the magnetic phase. Cryomagnets used

ae-mail: paul.freeman@epfl.ch
be-mail: henrik.ronnow@epfl.ch

in these experiments however restrict the access for neu-
trons. For example, currently the highest vertical field cry-
omagnetic for neutron spectroscopy is the 16 T ‘Fat Sam’
produced by Bruker, for the Spallation Neutron Source
(SNS) as a collaborative project between the Swiss Neu-
tron Scattering Society (SGN/SSDN) and the Oak Ridge
National Laboratory[5]. This magnet has a vertical open-
ing angle of ±4◦. When used on the direct geometry
ToF Cold Chopper Neutron Spectrometer (CNCS) at SNS,
75% of CNCS’s detectors out of the horizontal plane are
blocked, reducing the instruments efficiency. TAS spec-
trometers operate in the horizontal plane and are therefore
less restricted by the neutron access of split-pair cryomag-
nets. A similar situation holds for using anvil cells for ex-
treme pressure to tune magnetic properties of materials[6].
TAS spectrometers are the instrument of choice for these
types of experiments, however a TAS would not take ad-
vantage of the pulsed nature of the ESS. This provides
an initial motivation to examine optimizing a spallation
source instrument that maximizes the neutron count rate
within the horizontal plane.

2 Concept

We directed our attention to indirect geometry ToF spec-
trometry where the final energy of the neutron is deter-
mined by a crystal analyser. Present indirect spectrome-
ters analyse neutrons scattered from a sample at one fi-
nal fixed energy, from knowing the final energy and the
time-of-flight the scattering process is determined. Present
indirect ToF spectrometers are inefficient as the scattered
neutron energy is only analysed once, any neutron that
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Figure 1. Left:A simplified overview of the CAMEA spectrometer from the end of the neutron guide, not to scale. The sample is
surrounded on one side by the analyser-detector chamber that covers a large angle within the horizontal plane. Centre: A cross section
to scale of one 9◦ multi-analyser-detector module is shown on the right. There is large 90 cm diameter space for sample environment,
and a removable cooled Be high energy filter placed in front of the entry to the secondary spectrometer. We show how 10 analysers sat
behind each other working at different final neutron energies can geometrically be spaced with neutron shielding between the analyser
to detector channels. After the last analyser the neutrons are directed into a get lost tube into a beamstop. Right: A simplified three-
dimensional sketch of the analyser and detector setup in a module of the secondary spectrometer for the first four of ten analysers,
omitting all flight-path definition elements for the purpose of clarity.

does not have the correct final energy only increases the
background signal. We note that the indirect spectrome-
ters such as PRISMA (ISIS)[8] and CQS (Los Alamos)[9]
did work with variable final neutron energies, but only
analysed a scattered neutron’s energy a single time. The
majority of spallation source indirect ToF spectrometers
are ultra high resolution backscattering spectrometers, or
vibrational spectrometers that measure phonon density of
states. Neither of these two instrument classes are ideally
suited for mapping phonon or magnon dispersion curves
in single crystals, however the back scattering spectrome-
ter Osiris at the ISIS facility is successfully used to study
magnetic excitations in single crystals[7].

The essential evolution in neutron instrumentation of
CAMEA is the secondary spectrometer:

1) Vertically scattering analysers that allows for increased
coverage of in plane scattering.
2) Multiple concentric arcs of analysers sat behind each
other to perform multiple final energy analysis.
3) Use of Position Sensitive Detectors (PSDs) for quasi-
continuous angular coverage.
4) Prismatic analysis from a distance collimated analyser
allowing multi-energy analysis from a single analyser.
5) An order sorting chopper that enables use of first and
second order reflections off the analysers.

Neutrons have large penetration depths, for analyser
crystals of pyrolytic graphite (PG) of 1 mm thickness
mounted on 1 mm Si wafers, the transmission rate we have
experimentally determined as > 98 %. Typically 2 mm PG
analyser crystals are used, but reducing to 1 mm halves the
cost, increases transmission, for only a small cost in reflec-
tivity. We propose an instrument with 10 concentric arcs

of analysers that direct analysed neutrons vertically into
detectors, if a neutron scattered from the sample is not at
the energy of the first analyser the neutron is transmitted to
be analysed by up to nine further analysers working at dif-
ferent final energies. Scattering vertically has been shown
not to reduce energy resolution when studying samples of
small vertical height (<1 cm)[3]. The increased efficiency
of this Multi-Energy Analysis for 10 energies gives a gain
factor > 9.1, considering transmission rates. In figure 1(a)
we sketch an overview of the secondary spectrometer, and
in Fig.1(b) we outline how ten analysers placed behind
each other can be positioned.

Continuous Angular coverage is obtained by using
PSDs that are arranged tangentially, as shown in the right
panel of figure 1. The position along the PSD that the neu-
tron is detected determines the angle at which the neutron
was scattered from the sample, and knowing the sample
orientation the wavevector of the scattered neutrons is de-
termined. To map out excitations in (h, k, ω) of a single
crystal a sample rotation scan is performed, in the same
way as a scan of a reciprocal plane is produced on a multi-
plexed spectrometer such as MACS or Flatcone [2, 3]. In
figure 2 we show how the magnetic dispersion from a one
dimensional spin system can be measured without the need
for a sample rotation scan. For Continuous Angular cov-
erage we need to resolve the issue of dead angles between
segment wedges of the secondary spectrometer. Contin-
uous Angular coverage can be achieved in two ways, 1)
re-position the secondary spectrometer so that the dead
angles and active angles swap positions, 2) in a sample
rotation scan we can use the detected neutrons observed
by different analysers to create a continuous map of the
excitations measured with different final neutron energies.
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Figure 2. A diagram to represent the measuring capabilities of CAMEA measuring the magnon spin excitation spectrum of a one
dimensional spin system, in a single point scan. The main figure shows the surfaces in reciprocal space mapped by CAMEA, and
the red surface represents the magnon dispersion. Below the main figure shows the projected excitation spectrums measured by the
ten different analysers of CAMEA. No spinon continuum excitation is included, and dead angles between the analyser sections have
been omitted (equivalent to measuring two points, the second being where the dead angles and active analyser angles of the secondary
spectrometer swap position).

3 Design

The specifics of the secondary spectrometer of CAMEA-
ESS are shown in figure 1(a) Each segment of the sec-
ondary spectrometer consists of fifteen wedges of 9 ◦ width
covering a horizontal scattering angle of 3-135 ◦. Each
wedge consists of 10 PG analysers sat behind each other,
with each analyser working at a different final neutron en-
ergy, and three linear PSDs for each analyser. In this way
we have ten concentric arcs of analysers working at ten
final neutron energies.

Analysers will be constructed of PG crystals mounted
on Si wafers, five or more blades will be used in a vertical
focusing Rowland geometry covering ∼ ±1.4 ◦ vertically,
to focus the analysed neutrons into three PSD tubes ar-
ranged to be parallel to the analysers. An analyser wedge
of 9◦ width will consist of 6◦ active analyser, and 3◦ of
dead angle for support structures, etc.. As the energy reso-
lution of the secondary spectrometer is limited by distance
collimation, the three PSD tubes are at a different scatter-
ing angle from a single analyser arc, so each PSD detects
a different final neutron energy. This prismatic analysis al-
lows for 30 final energies to be examined by CAMEA at a
higher energy resolution[10].

For the primary spectrometer, CAMEA will be placed
on cold neutron moderator. The neutron guide was opti-
mised by simulations using the McStas package and the
optimizer package GuideBot[11, 12]. A wide range of
guide shapes were examined, and the best guide shape
identified[13]. From the neutron moderator there is a
guide feeder to a virtual source at 6.5 m[14], where a pulse

shaping chopper is placed at the closest possible distance
to the moderator. To be able to use the full length of the
2.86 ms neutron pulse of the 14 Hz ESS, filling the count-
ing window, a pulse shaping chopper at 6.3 m gives a nat-
ural length of 165 m[15]. The neutron guide is then two
ellipses separated by a small angular kink in the guide to
remove line-of-sight from the neutron source. Elliptical
guides reduce neutron losses by reducing the number of
reflections required along the guide’s length, and the pinch
point between the ellipses provide background reduction.
A bandwidth chopper will be placed in the kink section of
the guide, and the instrument requires three frame overlap
choppers, that can be positioned in the first ellipse.

A prototype of the secondary spectrometer of CAMEA
has been built, and tested on the MARS spectrometer at
the SINQ neutron source, Paul Scherrer Institut, Switzer-
land. The results of this testing validates the CAMEA de-
sign and will be reported in detail elsewhere[18]. In addi-
tion to this, analytical calculations of CAMEA have been
performed[19].

For any spectrometer background reduction is critical,
and requires a clear strategy to achieve. A set of beam
definition jaws at the end of the guide section will define
the beam divergence that reaches the sample position, as
has been implemented on WISH at the ISIS facility[20].
The divergence jaws are followed by diaphragm to define
the beam size at the sample position. Any neutrons that
pass straight through the sample will be directed along a
get lost tube to the beam stop. The secondary spectrome-
ter will either be in an Ar atmosphere or under vacuum to
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Table 1. Specifications for the CAMEA instrument at the ESS.

Primary Spectrometer
Moderator Cold
Wavelength Range (Energy Range) 1 Å to 8 Å (81.8 meV to 1.3 meV)
Bandwidth 1.7 Å
Neutron Guide 165 m - Parabolic feeder to double elliptical guide
Line-of-Sight Removal Kink between elliptical guide sections
Number of Choppers 7, operating from 840 rpm to 12600 rpm
Beam Divergence 2.0◦ vertical, 1.5◦ horizontal
Divergence Control 5 divergence jaws intergrated into the end of the guide
Incoming Energy Resolution Adjustable from 0.1 % to 3 % at 5 meV
Polarizer Removeable polarizing supermirror s-bender
Sample

Maximum Flux on Sample Position 1.8×1010 n/s/cm2/1.7 Å
Wavector Range at Elastic Position PG(002) reflections: 0.058 Å−1 to 3.6 Å−1

(Including PG(004) reflections) PG(004) reflections: 0.12 Å −1 to 7.26 Å−1

Background Count Rate < 5×10−5 comparted to the elastic signal of vanadium
(result obtained from prototype testing)

Beam Size at Sample position 1.5 cm × 1.5 cm
Beam Size Resolution Optimization 0.1 cm × 0.1 cm – 1.0 cm × 1.0 cm
Sample Environment Space 90 cm diameter with possible side access
Secondary Spectrometer
Collimation Radial collimation after Sample

Cross-talk collimation in secondary spectrometer
Filter Removable cooled Be-filter before analyzers
Analyser crystals 2 m2 cooled Pyrolytic Graphite (PG)

60" mosaic using (002) and (004) reflections
Detectors 2.5 m2 position sensitive 3He at 7 bar
Number of Analyzer Arcs 10
Number of Analyzer-Detector Segments 15 (9.0 ◦ per segment, 6.0◦ active)
Sample to Analyzer Distances 1.00 m to 1.79 m
Analyzer to detector Distances 0.8 m to 1.45 m
Horizontal Angular Coverage 3◦ to 135◦
Horizontal Angular Resolution 0.79◦ to 0.46◦
Vertical Angular Coverage ± 1.4◦
Final Neutron Energy PG(002) 2.5, 2.8, 3.1, 3.5, 4.0, 4.5, 5.0, 5.5, 6.5, 8.0 meV
Final Neutron Energy Range PG(002) and PG(004) 2.5 meV to 32 meV
Secondary Energy Resolution 0.77 % to 1.3 %
Polycrystal Elastic Wavevector Resolution 1.1 % for E f = 5.0 meV
Time Resolution 20μs
Neutron Polarization Polarizing supermirrors

remove background from air scattering of neutrons. Line-
of-sight between the PSDs and the sample position will be
shielded by neutron absorbing materials. Radial collima-
tion between the sample and analysers, and cross talk col-
limation inside the secondary spectrometer are foreseen.
A removable Be-filter can be placed in the scattered neu-
tron beam to remove high energy neutrons, although this
restricts CAMEA to working with the first seven analysers.
The effectiveness of our background reduction strategy
has been confirmed in our prototype testing of CAMEA,
where a the background count rate is 5×10−5 times that
from the incoherent scattering from a vanadium sample.

The energy range can be expanded to measure ex-
citations of thermal energies on CAMEA using the or-
der sorting chopper. If thermal neutrons are scattered

off the sample, the scattered neutrons can be analysed
by the PG(002) or PG(004) analyser reflections with
E f (PG(004)) = 4×E f (PG(002)), and we cannot directly
differentiate between them. In figure 3 we show a time-
distance plot for the order sorting chopper. The order sort-
ing chopper for CAMEA consists of two counter rotating
disc choppers that run at 180 Hz with two symmetric open-
ings, effectively 360 Hz a non-integer multiple of the the
source’s repetition rate. The time distance plot of Fig. 3
for the E f (PG(002)) = 5 meV shows that neutrons that
arrive at the detector at a given time are uniquely deter-
mined from the PG(002) or PG(004) analyser reflection.
Using the order sorting chopper CAMEA has analysers
working from E f = 2.5 meV to 32 meV. The order sort-
ing chopper however reduces the incident neutron inten-
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Figure 3. Time-of-flight diagram of the order sorting chopper
and the 7th PG(002) Ef = 5 meV analyser. At 162 m the chopper
divides the pulse into ∼ 26 pulses per source pulse, at 3 m from
the detector the neutrons hit the sample and scatters. The time
distance diagram clearly shows how the neutrons that scatter of
the analyser at 166.5 m by the first and second order reflections
are detected over unique time windows at the detector. The time
gaps between the signals at the detector are necessary due to a
small time broadening of the signals that is mainly due to the
choppers open and closing time.

sity by 59 % when placed 3 m from the sample position.
The greater the distance for the order sorting chopper to
the sample position, the greater the reduction in incident
neutrons, 3 m represents a safe distance from stray fields
from future >20 T cryomagnet possibilities.

4 Performance

In table one we outline specifications of the CAMEA spec-
trometer. Ten analysers represents a compromise on cov-
erage, the cost increase of the analyser for increasing sam-
ple to analyser distance, and the reduced performance due
to transmission losses. The CAMEA analyser resolution
is limited by distance collimation, not mosaic quality, so
60’ mosaic PG crystals can be used to improve count
rates without reducing the energy resolution. When the
primary and secondary resolutions are matched, CAMEA
will achieve a higher energy resolution than than triple-
axis spectrometers, whose energy resolution is limited by
mosaic quality.

If the full ESS pulse width is used the primary spec-
trometer energy resolution is 4 %, with 1.8×1010 neutrons
s−1 cm−2 for a 1.7 Å bandwidth centred at 3 Å[13]. We
consider the simulated performance of ThALES the up-
graded IN14 at the ILL, which to the best of our knowl-
edge will be the highest flux cold TAS in the world with
a monochromatic flux maximum of 3.5×10 8[16], a fac-
tor of 50 lower than the maximum polychromatic flux of
CAMEA. The energy resolution of the primary spectrom-
eter of CAMEA can be improved to 0.8% to match the
secondary spectrometer, with the primary resolution be-
ing directly proportional to the pulse width from the pulse
shaping chopper. For example the flux for 2% total energy

resolution on CAMEA is 0.9×1010. Due to the high flux
of CAMEA special care must be taken with regards to ac-
tivation. A simple mechanical interlock device has been
designed for removing active samples from the instrument
to an active sample store on the instrument zone, removing
the need to directly handle samples[21]. Indirect handling
of active samples can be avoided by use of a robotic arm
for sample removal. Design of instrument components and
sample environment also requires attention to the choice of
materials placed in the neutron beam.

Within ±1.4◦ vertical range of CAMEA, and taking
into account transmission rates, we estimate the solid an-
gle gain of CAMEA over Flatcone to be 36[3], or 23 over
MACS at NIST[2]. Comparing CAMEA’s flux gain for
2% energy resolution, and the increased solid angle cover-
age gives a gain factor of ∼ 900 compared to ThALES us-
ing Flatcone, provided all detected signal is of use in both
cases. With this gain factor CAMEA will enable inelastic
neutron scattering on samples of 1 mm3 and smaller as a
routine measurement. Neutron simulations were also used
to compare CAMEA to a 150 m long cold direct ToF spec-
trometer that uses Repetition Rate Multiplication, with a
large vertical coverage of ±30◦, at the ESS. These simula-
tions indicated within the horizontal plane CAMEA has a
22 times higher count rate than the direct ToF[17]. If we
consider the total counts of the direct ToF ESS spectrom-
eter including a large vertical angular coverage, CAMEA
has a slightly higher count rate.

Polarized inelastic neutron scattering will be avail-
able for CAMEA from the beginning. The incident neu-
tron beam will be polarized by a polarizing supermirror
S-bender, inserted near the end of the guide by a guide
changer, a setup successfully used on instruments such as
FLEXX[22]. Polarization analysis of the scattered beam
will be performed by a wide angle polarized supermirror
analyser replacing the Be filter, which is equivalent to the
setup used on the D7 instrument[23]. We chose a polarized
supermirror analyser over a wide angle He-3 polarization
cell, to enable the use of cryomagnets which produce stray
fields, and to keep a large sample environment space avail-
able with the polarized option.

5 Scientific Demand for Extreme
Conditions

The CAMEA geometry is especially suitable for inelastic
neutron scattering in applied magnetic fields, and under
extreme pressure. In table two we outline the results of a
survey into the use of extreme environments on cold in-
elastic neutron spectrometers in Europe. Typically there
are overload factors of 2.5 for these instruments, with
∼ 33% requesting the use of a cryomagnet. The lack of de-
mand for use of high pressure for neutron spectroscopy is
likely due to the highly restrictive sample volume of pres-
sures cells, and the present need for large single crystals
for inelastic studies. In September 2012 attendees of an
ESS Science Symposium on Strongly Correlated Electron
Systems were asked to name three instruments you would
like to have at the ESS, and a spectrometer for extreme
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Table 2. Demand for several European based cold TAS and indirect geometry spectrometers that measure magnetic excitations in
single crystals, and the demand for extreme environments conditions on these instruments. The overload of an instrument is defined as

the number of days applied for experiments divided by the total number of days available to perform experiments.

Instrument Overload Magnetic Fields Pressure ≤ 1, K Polarized neutrons
(Instute/Neutron Source) (% of proposals ) (%) (%) (%)
RITA-II, TASP (PSI) 2.5 34 4 19 N/a
PANDA (FRM-II) 2.7 30 5 20 N/a
IN14 (ILL) 2.5 30-40 < 5 60 20-25
IN12 (JCNS@ILL) 2.6 24 0 28 10
Osiris (ISIS) 2 40 0 40 Planned
FLEX (HZB) 1.5 56 0 20 Commissioning

conditions was one of the three instruments[24]. There
is a significant scientific demand for spectroscopy under
extreme conditions in Europe, which the ESS can accom-
modate through CAMEA.

6 Scientific Capabilities of CAMEA

The massive gain factor of CAMEA ESS has the potential
to enable scientific discoveries in several fields of research,
a few of which are discussed below.

The present user community for using extreme envi-
ronments in inelastic neutron scattering is based in the
magnetic scattering community, which includes magnetic
materials, strongly correlated electron systems, supercon-
ductors, quantum magnets, etc. CAMEA offers this com-
munity high counting rates to study weak excitations to
a level of accuracy that present instrumentation cannot
reach, bridging the gap between the accuracy theoretical
calculations can reach and present inelastic neutron scat-
tering. Alternatively rapid mapping of excitations will be
enabled for parametric studies of dynamics across criti-
cal transitions, providing a unique tool to study wavevec-
tor and energy evolution across transitions. The large gain
factor of the instrument and the low background count rate
will unlock the ability to study magnet materials under ex-
treme pressure.

At present the sample size required for inelastic neu-
tron scattering is prohibitive, limiting the technique to
crystals grown by techniques such as floating zone mir-
ror light furnaces. The ability to study samples of less
than 1 mm3 opens up the possibility for sample growth
for neutron scattering in both material discovery and soft
matter. For example it will be possible to study materials
grown by high-pressure synthesis (which is how the high-
est Tc iron-based superconductors were first crystalized)
and hydrothermal synthesis (which is how the best known
realization of a kagome quantum magnet is synthesized)
CAMEA will enable neutron scattering to be be part of the
iterative process to discover new materials classes. This
will lead to input from inelastic neutron scattering imme-
diately after materials are discovered, or directly lead to
discovery of materials. At present a large amount of ex-
perimental and theoretical work is wasted due to incorrect
assumptions made about the spin and lattice interactions in
materials, inelastic neutron scattering unambiguously re-
solves these issues.

CAMEA has the potential to open up the application
of neutron spectroscopy in new fields of reasearch includ-
ing biophysical studies of collective dynamics in mem-
branes. In membranes collective dynamics are believed
to drive transport of molecules, pore opening, membrane
fusions and protein-protein interactions[29], which can be
determined by inelastic neutron scattering. At present
studies of collective dynamics in membranes by neutrons
is restricted to model systems which can be prepared in
large multi-layer stackes, the small sample capability of
CAMEA will enable studies of the actual membranes of
interest.

There exist a great hitherto unaccommodated inter-
est to study lattice dynamics in simple materials under
extreme pressure, and for geo- and planetary science re-
lated studies such as hydrogen diffusion in materials of
the Earth’s upper mantle. CAMEA is ideally suited for
both of these purposes. Despite the fact that water is vi-
tal for life on Earth we have little knowledge on the ex-
tent of the water cycle in the Earth’s mantle. Estimates
on the water in the mantle wildly vary from ten percent
to two and a half times the water on the Earth’s surface
[25]. The uptake of water into the material of the Earth’s
mantle greatly influences the properties of the materials,
which has consequences for flow of material and sound
velocities in the mantle, studying these materials has the
potential to provide great insight into plate-tectonics and
seismic activity[25, 26]. To study the effects of hydrogen
on the different phases of the material of the Earth’s man-
tle requires performing neutron scattering at pressure up to
30 GPa for temperatures of the order of 2000 K. The exper-
imental conditions imply a pressure cell with a sample vol-
ume < 5 mm3[27], and an instrument resolution of a cold
TAS is required, well within CAMEA’s capability[28].

In table 3 we outline some of the desirable sample en-
vironment for CAMEA to perform these experiments.

For time dependent studies the time resolution of
CAMEA is only from the secondary spectrometer, and
of the order of 20μs. An analyser arc of CAMEA mea-
sures one excitation energy for a time of the order of the
2.86 ms source pulse width with 20μs resolution, that is
the time dependence of excitations at ten different en-
ergies are simultaneously measured. This capability of
CAMEA opens up experimental possibilities in inelastic
neutron scattering for example in soft matter stimulated
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Table 3. Desirable sample environments for CAMEA, within
predicted technical developments.

Sample Environment Performance
Low Temperatue Dilution to <100 mK
Magnetic fields Vertical >20 T
Pressure 30 GPa with 5 mm3 sample,

T = 3 – 2000 K
10 GPa with 50 mm3 sample,
T = 0.1 – 1800 K

Magnetic Field >10 T with upto 10 GPa
and Pressure T = 0.1 – 350 K

out of equilibrium by pump-probe techniques, or studying
excitations in pulsed high magnetic fields beyond 30 T.

7 Conclusion

CAMEA provides an evolution in cold neutron indirect
spectroscopy by performing analysis of the energy of the
scattered neutrons at 10 final energies, that can be in-
creased to 30 energies by prismatic analysis. This instru-
ment has been designed through simulations, with vali-
dation of the simulations of the secondary spectrometer
achieved by prototype testing on the MARS spectrome-
ter at the SINQ neutron source of the Paul Scherrer Insi-
tut. Compared to present cold multiplexed TAS CAMEA
has three orders of magnitude gain. At the ESS the in
plane count rate of CAMEA is over an order of magni-
tude higher than cold direct geometry ToF spectrometers,
and is equivalent to the total count rate of a cold direct ToF
spectrometer. CAMEA therefore enables inelastic neutron
scattering on samples of less than 1 mm3 as a routine mea-
surement, enabling experiments in fields of research such
material discovery , soft matter, and extreme pressure stud-
ies in magnetism, and geoscience. Finally we note that the
secondary spectrometer of CAMEA can be implemented
as a multiplexing option for a TAS instrument, that could
perform within a factor of 100 of CAMEA at the ESS. A
CAMEA TAS is being built for the the RITA-II spectrom-
eter at SINQ neutron source, P.S.I., Switzerland.

The work presented here is part of the European Spal-
lation Source Design Update Programs of Switzerland and
Denmark.
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