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Preface

The work presented in this thesis is the result of my work at the Niels Bohr Institute at the
University of Copenhagen and the European Spallation Source from July 2017 to December
2021. The project has been a collaboration between 3 different PhD students. We have
all had different backgrounds and focus, but we have worked closely together on all parts
of the projects. Ingrid Marie Bakke Fj ;allvég has worked at the University of Oslo with
sample preparation and characterization as her main focus. The single crystals were made
in a mirror furnace at the University of Lund, and I have been very involved in that process.
Richard Edberg has been based at KTH in Stockholm, and he has mainly focused on Monte
Carlo simulations of the magnetic systems based on the neutron scattering measurements
and magnetization measurements that have been performed within the project. I did not
take part in the simulation code, but we met (online or physically) several times a week
to discuss assumptions, expectations and results, except during the months where I was
on parental leave.

As such, this has been a truly collaborative project which is also reflected in the list of
publications which contain publications/manuscripts within sample preparation, theoreti-
cal simulation as well as experimental neutron scattering and pressure cell, which has been
my main focus.

This thesis assumes prior knowledge within the field of physics taught at B.Sc. level
including quantum mechanics and electrodynamics.
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Abstract

This thesis has two main topics, it describes the development, testing and calibration of
a uniaxial pressure cell and it describes a neutron scattering and magnetic susceptibility
study of the magnetically frustrated compound YbsGasO12 at ambient pressure.

We have designed, constructed and tested a uniaxial pressure cell which is able to apply
a uniaxial pressure up to 2 GPa to a polished cylindrical crystalline sample. The pressure
cell targets the study of magnetically frustrated compounds which have weak and diffuse
scattering features. The cell therefore provides a highly uniform and low background signal
to enable extraction of these weak signals. Furthermore, it accommodates polarisation
analysis which allows separation of the weak magnetic scattering signal from the nuclear
contribution to the scattering signal.

We have shown that the pressure cell is indeed able to apply a uniaxial pressure to the
magnetically frustrated spin ice compound HosTioO7 and we have detected the pressure
induced changes in the diffuse scattering patterns at two different neutron scattering ex-
periments. In addition, these changes match well the theoretically predicted changes based
on Monte Carlo simulations.

The spin-spin interactions in YbsGasO15 are very weak, and crystal field considerations,
neglecting magnetic exchange, are able to correctly describe magnetic susceptibility mea-
surements except at the lowest temperatures. Crystal field calculations also correctly pre-
dict the crystal field excitations which we have measured with thermal neutron scattering.
Cold neutron scattering studies at temperatures near 100 mK at two different neutron
scattering instruments revealed distinct diffuse scattering pattern with 6-fold symmetry
following the crystal symmetry. Reverse Monte Carlo simulations showed that spins corre-
late antiferromagnetically across the 10-ion loops while nearest neighbour spins correlate
ferromagnetically. All spins have an easy axis connecting the centres of the triangles which
lead us to propose a 1.5-in-1.5-out ground state manifold in analogy with the 2-in-2-out
ground state manifold for spin ice compounds. In contrast to the spin ice ground state, the
1.5-in-1.5-out state allows for spin fluctuations within a single triangle, and it is thereby
related to the magnetic monopoles which describe the dynamics of spin ice compounds.

Cold inelastic neutron scattering of Yb3zGasO12 shows three dispersionless soft mode ex-
citations which are not single ion effects. We do not yet have a physical interpretation of
these excitations, but they are magnetic in origin The isostructural compound GdsGasO12
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also has three dispersionless soft mode excitations which are linked to the dynamics on
the 10-ion loops. Although the ground state of YbsGasOig is very different to that of
Gd3Gas0q9, it is likely that the dynamics of YbgGazOq2 is also linked to the collective
behaviour of all spins on a triangle or a 10-ion loops.



Sammenfatning

Der er to hovedemner i denne afhandling: den beskriver udvikling, test og kalibrering af en
uniaksiel trykcelle, og sa beskriver den studiet af materialet Yb3GasO2, der er magnetisk
frustreret.

Vi har designet, konstrueret og testet en uniaksiel trykcelle, der kan pafgre et uniaksielt
tryk op til 2 GPa til en poleret, cylinderformet enkeltkrystalsprgve. Trykcellen har en
ensartet neutronspredningsbaggrund, hvilket ggr det muligt at studere magnetisk frustr-
erede prgver, der giver anledning til diffuse spredning. Ydermere understgtter den brugen
af polarisationsanalyse, hvilket ggr det muligt at adskille det magnetisk of nukleare spred-
ningssignal.

Vi har vist, at cellen kan pafgre et uniaxielt tryk til det magnetisk frustrerede materi-
ale HooTi2O7, og vi har veeret i stand til at male de trykforarsagede sendringer i det
diffuse spredningssignal ved to forskellige eksperimenter. De malte sendringer stemmer
endvidere godt overens med de teoretisk forudsagte sendringer, der er baseret pa Monte
Carlo simulationer.

Spin-spin-vekselvirkningerne i Yb3GasO12 er meget svage, og det er muligt at beskrive
malingerne af magnetisk suscpetibilitet med krystalfeltsbetragtninger, hvor vi helt neg-
ligerer exchange, panger ved de allerlaveste temperaturer. Krystalfeltsberegningerne er
ogsa i stand til at forudsige placeringen af krystalfeltseksitationerne, som vi har malt med
termisk neutronspredning. Neutronspredningsstudier omkring 100 mK ved to forskellige
neutronspredningsinstrumenter indeholder tydelig diffus spredning med 6-foldssymmetri,
der fglger krystalsymmetrien. Revers Monte Carlo simulationer har vist, at spinene kor-
relerer antiferromagnetisk pa tveers af 10-spin-ringene og ferromagnetisk mellem naermeste
nabo spin. Alle spin har en let akse, der forbinder centrene af trekanterne, hvilket ggr, at
vi foreslar en 1.5-ind-1.5-ud grundtilstand med en steerk analogi til den 2-ind-2-ud tilstand,
der beskriver spinis. Modsat spinisgrundtilstanden, er der spinfluktuationer i 1.5-in-1.5-
ud tilstanden i hver enkelt trekant, og dermed er der ogsa analogier til de magnetiske
monopoler, der bruges til at beskrive dynamikken i spinismaterialer.

Uelastisk neutronspredning med kolde neutroner af Yb3GasO1o viser tre dispersionslgse
soft mode eksitationer, der ikke er enkeltionseffekter. Vi har endnu ikke en fysisk for-
tolkning af disse eksitationer, men det isostrukturelle materiale GdsGasO12 har ogsa tre
dispersionslgse soft-mode eksitationer, der er styret af dynamikken af spinnene pa en 10-
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vil

ions-ring. Selvom grundtilstanden af YbgGasO12 er meget forskellig fra grundtilstanden
af GdsGasO19, er det sandsynligt, at dynamikken i YbszGasO19 ogsa indebaerer alle spins
i en trekant eller en 10-ions-ring.



Populaservidenskabelig
sammenfatning

Denne afhandling har to dele. Den ene del beskriver studiet af den magnetisk frustrerede
krystal YbsGasO1s. Figur 1 beskriver ideen bag magnetisk frustration. Systemet med tre
spin (markeret med pile) pa hvert hjgrne af en trekant har lavest energi, hvis alle spin peger
i modsat retning af deres nabo. Spinnene kan kun pege enten op eller ned, sa det kan kun
lade sig ggre for 2 af spinnene at pege modsat deres nabo. Det sidst spin vil pege samme
vej som et af nabospinnene uanset hvilken vej, det peger. En elektrons spin er et lille mag-
netfelt, og det er en af de fundamentale egenskaber ved en elektron, ligesom dens ladning er
det. En enkelt trekant som den i figur 1 har 6 mulige spinkonfiguration med samme energi,
og for en segte krystal, der indeholder 1023 spin (det er 100.000.000.000.000.000.000.000
spin), vil der i praksis veere uendeligt mange muligheder. Derfor vil systemet ikke ordne
i en af de mange grundtilstande, men fluktuere mellem dem, og man siger, at systemet
er magnetisk frustreret. Det magnetiske signal fra et frustreret system, som vi kan male
med neutronspredning, giver anledning til nogle brede, diffuse signaler, der minder om
det, man maler strukturelt fra en vaeske, og man kalder derfor ogsa disse systemer for
spinvaesker. I denne afthandling har vi undersggt de diffuse neutronspredningssignaler fra
Yb3GasO12, hvor trekanterne er sat sammen i ringe med 10 spins i hver ring. Det viser
sig, at spinnene i Yb3GasO1o korrelerer pa tveers af bade trekanterne og ringene hvilket
giver anledning til nogle tydelige diffuse neutronspredningssignaler.

Figure 1: En trekant med et spin pa hvert hjgrne. Spinnene er markeret med pile,
der kun kan pege op eller ned. Systemet har lavest energi, hvis alle spin peger modsat
af deres nabospin, men dette kan kun lade sig gore for 2 ud af 3 spins. Det sidste spin
vil ngdvendigvis pege samme vej som det ene nabospin og modsat vej af det andet
nabospin.
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X

Den anden halvdel af afhandlingen beskriver udviklingen af en trykcelle, der kan pafgre
uniaxielt tryk til magnetisk frustrerede materialer. Fordi krystalgeometrien er sa vigtig i
disse materialer, er det forventningen, at man kan sendre bade struktur og dynamik ganske
betragteligt ved at pafgre et uniaksielt tryk, hvor man sendrer krystalsymmetrien. Vores
trykcelle kan pafgre 2.5 tonnes, eller hvad der svarer til vaegten af 2 Citroén Berlingo, til
et areal pa fa mm?. Trykcellen opfylder en raekke krav, for eksempel mé der ikke veere
skarpe signaturer i baggrundssignalet fra cellen, hvis vi skal kunne studere sendringerne i de
svage, diffuse neutronspredningssignaler. Derudover ma der ikke vaere noget magnetisk i
trykcellen, fordi dette gdelaegger polariseringen af neutronerne, som vi bruger til at adskille
det magnetiske neutronspredningssignal. Til sidst, er fysikken af magnetisk frustrerede
materialer oftest mest interessant ved meget lave temperaturer langt under 1 K (-272°),
og materialerne i trykcellen skal derfor have rigtigt god termisk ledeevne, sa vi kan kgle
cellen inden for en rimelig tidsramme. Vi har lavet flere forsgg, hvor vi har kunne male
trykinducerede @endringer i det magnetisk frustrerede materiale HooTioO7, hvilket viser,
at cellen opfylder alle disse krav.
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Chapter 1

Introduction

Magnetically frustrated compounds have shown to display novel and emergent behaviour
due to the correlated, but disordered, ground state manifold which is macroscopically de-
generate. In 3 dimensional systems with rare earth ions, the interplay between spin-spin
interactions and anisotropy has been shown to govern the physics in classical spin ice
compounds such as HosTisO7 and Dy9TiasO7, where the rare earth ion occupy the tetra-
hedra in the pyrochlore lattice. The excitations from the spin ice ground state manifold
is described by an emergent gauge field and is modelled as magnetic monopole excitations
[15, 23, 28]. More recently, the study of Gd3GasO12 revealed a hidden long range order of
the collective spin of each 10-ion loop of Gd?* spins, called the director, despite absence
of long range correlations between the individual Gd** spins [56]. Here, we have stud-
ied YbgGas0O12, which is isostructural to GdsGasO12, but has an effective spin S = 1/2
with a highly isolated Kramer’s doublet ground state due to a strong crystal field thereby
enabling quantum effects.

The crystal structure is highly important in magnetic frustration, and hydrostatic pressure
is a standard external pertubation at many neutron scattering facilities. Unlike hydro-
static pressure, uniaxial pressure breaks the crystal symmetry and it is thereby possible
to directly tune the strength of competing spin-spin interactions along different crystallo-
graphic directions. This could lead to novel phases of matter and a better understanding
of the nature of the spin interactions in the materials which is especially relevant for mag-
netically frustrated compounds. However, until now, uniaxial pressure cells have not been
widely used in neutron scattering, particularly for the case of neutron diffuse magnetic
scattering, primarily as a result of the many technical challenges when applying uniaxial
pressure. We have developed a uniaxial pressure cell which has overcome the previous
challenges and it is now ready to be used at many different neutron scattering instru-
ments. The physics of the classical spin ice compound HosTisO7 at ambient pressure has
been well studied during the last two decades, and we have therefore used this compound
to test the effect of the pressure whereby we have shown clear pressure induced changes
in the diffuse scattering signals measured with polarisation analysis.



Chapter 2

Magnetism

This chapter describes the basic concepts in magnetism and magnetic interactions in ad-
dition to a brief introduction to the field of frustrated magnetism. The most frequently
studied systems in magnetism involve transition metals where 3d orbitals carry the mag-
netic moment and rare earth ions where the more localised 4f orbitals carry the magnetic
moment. This project has focused on rare earth ion compounds with Yb?* and Ho?** and
this chapter therefore focuses on the magnetism in rare earth ions and magnetic frustration
in these compounds.

2.1 Basic Concepts in Magnetism

The description of the basic concepts in magnetism in this section is largely based on
ref. [9]. Magnetism as used in this thesis describes the properties and interactions of the
electron magnetic moment

= pup(grL + gs9), (2.1)

where L and S are the orbital and spin angular momenta of the electron respectively while
gr, ~ 1 and gg &~ 2 are the g-factors of the orbital and spin angular momentum respectively
and pp is the Bohr magneton. Rare earth ions generally have a strong spin-orbit coupling,
and as a result L and S are not separately conserved, but the total angular momentum,
J =L+ S is conserved. A better description of the magnetic moment is therefore often

= MBgJJ7 (22)
where gy is the projection of L + 2S onto J, termed the Landé g-factor,

3 S(S+1)—L(L+1)

97=35+ 2J(J +1)

2
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Hund’s Rules

The ground state spin configuration of a partially filled orbital is described empirically by
Hund’s rules:

1. Maximize the total spin angular moment, S.
2. Maximise the total orbital angular moment, L,

3. The total magnetic moment, J, is found as J = |L+ 5], if the shell is more than half
full and J = |L — S| if the shell is less than half full.

Hund’s first and second rule both minimize the Coulomb interaction between the electrons.
The first rule separates the electrons in space because identical fermions cannot occupy
the same quantum state according to the Pauli exclusion principle, and electrons with
equal spin states therefore cannot occupy the same spatial state. The second rule is
more subtle, and it is here described with a classical analogy. When L is maximised, the
electrons rotate the same way around the nucleus, and the average distance between the
electrons is therefore minimized resulting in a reduced Coulomb interaction. The third
rule minimises the spin-orbit interaction. Hund’s rules only apply to systems where the
spin-orbit interaction is a small pertubation to the electrostatic repulsion between the
electrons. This is not generally true for rare earth ion compounds, but Hund’s rules often
provide a good estimate of the ground state spin configuration despite a strong spin-orbit
coupling.

The ground state spin configuration obtained from Hund’s rules is typically denoted with
the term symbol, 2°t1 L ;, where S and .J are written as numerical values while L is denoted
by the corresponding letter, S, P, D, F' for L = 0,1, 2, 3 respectively. As an example, table
2.1 shows the ground state configuration of Yb3t based on Hund’s rule. Yb?* has an
outer shell 4f'® meaning that there are 13 electrons in the 4f orbital. The table shows
that the ground state configuration of Yb?* is 2F; /2 where S = 1/2, L = 3 and since the
orbital is more than half filled, J = |L + S| = 7/2.

ny | T
3 X X
2 X X
1 X X
0 X X
-1 | x x
2 | x X
-3 | X

Table 2.1: Ground state configuration of Yb3* which has outer shell 4f'3 based on
Hund’s rules. Crosses mark occupied states.
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Paramagnetism

The spins in a true paramagnetic system are uncorrelated and do not interact and they
will therefore align perfectly with an external magnetic field according to the Zeeman
interaction described in section 2.2.4. In most real systems, the interactions are not zero,
and the paramagnetic regime of a system is used to describe the high temperature limit
where thermal fluctuations are much stronger than the spin-spin interactions.

For low magnetic fields, the magnetic susceptibility of a paramagnet follows the Curie
law,

 oligy
3kpT ’

(2.4)

where n is the amount of magnetic moments per unit volume, pg is the vacuum perme-
ability and kp is the Boltzmann’s constant. peg is the effective magnetic moment defined
by

peft = gspaN J(J +1). (2.5)

The susceptiblity of paramagnetic ions offer a method to test the validity of the Hund’s
rules as an estimate of the ground state configuration based on a comparison of the mea-
sured peg and the calculated peg based on the obtained values from .S, L and J. For most
rare earth ions including Yb3* and Ho3*t which are studied in this thesis, the ground state
spin configuration obtained from Hund’s rules provide a good estimate of the experimen-
tally determined peg and thereby the actual ground state spin configuration [9)].

2.2 Magnetic Interactions

There are four contributions to the energy of magnetic systems described in this thesis:
the exchange interaction, Hex, the dipole interaction, Hgip, the Zeeman interaction, Hyee
and the crystal field interaction, Hc¢, resulting in a total Hamiltonian,

H = Hex + Hd]p + Hcf + Hzee~ (26)

The exchange interaction and the dipole interaction couple the magnetic states of different
sites, and they are therefore referred to as spin-spin interactions. The crystal field and
Zeeman interactions are single ion effects where each ion responds to an effective field.
This section contains a description of each of the four terms in equation 2.6.

2.2.1 Exchange interaction

Exchange interaction provides an indirect description of the Coulomb interaction between
electrons and the Pauli exclusion principle which states that two fermions cannot occupy
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the same quantum state. This is the dominant contributions to the magnetic structure
in most materials and it is therefore described here despite its weakness in HosTisO7 and
YbsGas0O12 which are studied in this thesis.

Exchange interaction can be derived from the symmetrization requirement stating that
the total wave function must be symmetric under exchange of bosons with integer spins
and anti-symmetric under exchange of fermions with half integer spins [30].

In the following, we will derive the exchange interaction between two electrons with L = 0
for simplicity so J =S based on the symmetrization requirement. In this section, the
symbol S is used to avoid confusion with the exchange integral, J.

The spin state of two electrons can combine into three symmetric triplet states,

_ 114 + [41)

which have total spin S = 1, and an anti-symmetric singlet state,

o= =W (2.8)

V2

which has total spin S = 0. The spatial states 1,(r1) and ¥, (rz2) respectively for the two
electrons at positions r; and rp respectively can combine into a symmetric or antisym-
metric state because identical fermions cannot be in the same place,

Wy = \}5[%(1“1)%(1‘2) & 4P (r2)n(r1)], (2.9)

resulting in the total asymmetric wave functions

U=V, xs (2.10)
\I/T = \IJ_XT. (211)

The singlet and triplet spin states are eigenstates to the Hamiltonian
Hex = —2JS1 - Sa, (2.12)

where J is the exchange integral which can be positive or negative. The eigenvalues are
found by rewriting Hex into

Hex == —J[StotQ - 812 - 822]. (213)

The eigenvalue of S is S(S+1), and

Er = —%, (2.14)
3J
Eg =+, (2.15)
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Equations 2.14 and 2.15 show that systems with J > 0 have triplet ground states and
systems with J < 0 have singlet ground states. From the difference between the two
equations,

 Es—Ep

J 5

(2.16)
and the exchange integral thereby represents the difference in electrostatic energy between
the symmetric and anti-symmetric spatial states which reflects the orbital overlap of the
two sites.

The spin Hamiltonian in equation 2.12 is generalized to,

Hex = — Y _ Ji;Si-Sj, (2.17)
]

which is termed the Heisenberg Hamiltonian. The summation is performed over all ion
sites in the sytem, and the factor of 2 in equation 2.12 is therefore omitted because each
spin pair is summed twice in equation 2.17. J;; is the exchange integral between spins
i and j. In equation 2.17, all spins are Heisenberg spins which are free to point in all
directions.

Direct Exchange

The exchange integral, J, represents the overlap of the spatial wave functions of the two
interacting electrons and exchange interaction as derived above only occurs in systems
with direct orbital overlap, direct exchange. Direct exchange can describe formation of
diatomic molecules such as Hy where two hydrogen atoms form a bonding symmetric total
spatial wave function. This reduces the kinetic energy of the electrons compared to an
anti-bonding anti-symmetric total spatial wave function where the electrons cannot occupy
the space between the atoms. Consequently, two hydrogen atoms will form the molecule
Hs with a triplet spin state.

In rare earth compounds the magnetic moment is carried by the 4f electrons which are
highly localised, and the orbital overlap between neighbouring sites is therefore very small.
The 3d orbitals in transition metal compounds are less localized than 4f electrons, but
even in transition metal compounds, the exchange interaction is often mediated by other
electrons in indirect exchange.

Indirect Exchange

Superexchange is the most important type of indirect exchange for ionic solids with tran-
sition metals. In superexchange, the magnetic interaction between two magnetic ions is
mediated by a non-magnetic ion, typically oxygen. Here, the electrons are delocalized
across the non-magnetic and magnetic ions, which lowers the kinetic energy similarly to
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the singlet state in a diatomic molecule. Superexchange therefore generally favours an
antiferromagnetic (AFM) ground state where spins on the magnetic ions anti-align, but it
can also result in a ferromagnetic (FM) ground state, where the spins align depending on
the crystal symmetry and on the orbitals of the interacting electrons. Rare earth ions are
too localized to interact directly with neighbouring oxygen atoms, but they can interact
with the 5bs, 5p and 5d electrons and which extent further in space and can mediate the
indirect exchange between the rare earth ions. Despite variations in the physical inter-
pretation, indirect exchange is typically well described by the Heisenberg Hamiltonian in
equation 2.17.

Another type of indirect exchange interaction is the itenerant exchange or Ruderman-
Kittel-Kasuya-Yosida (RKKY interaction) where the exchange interaction is mediated
by conduction electrons. In the RKKY interaction, the exchange integral oscillates in
space between FM and AFM interactions and the periodicity depends only on the Fermi
wavevector, kp,

cos(2kpr
JRKKY (r3 £7) (2.18)

The oscillations are a result of the sharpness of the density of state distribution which
results in ripples when Fourier transformed to real space. The interaction is long range
because the conduction electrons which mediate the RKKY interaction are non-localised,
but the interaction decays with r as a result of a finite mean free path of the conduction
electrons. No metals are studied in this thesis, and the RKKY interaction is thus unable
to describe the magnetic interactions in these systems.

Anisotropic Exchange

The anisotropic exchange or Dzyaloshinsky-Moriya (DM interaction) is a relativistic effect
caused by the spin-orbit coupling. It leads to a term in the Hamiltonian,

HDM =D- Sl X Sg, (2.19)

when acting between the two spins S; and Sq, and it therefore typically results in a canting
of the spins or to the formation of magnetic skyrmions [72]. Furthermore, it is important
to describe the magnetism in the quantum spin liquid candidate, NayIr3Og [64], where
Ir** occupy a hyperkagome lattice as described in chapter 6.

D is either parallel or perpendicular to the line connecting the spins S; and Sg depending
on the crystal symmetry, unless the crystal field has inversion symmetry with respect to
the centre of the two spins in which case D = 0.
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2.2.2 Dipole-Dipole Interaction

A magnetic moment creates a long-range dipole field, and two magnetic moments, gy and
2 separated by a distance, r, has the internal dipolar interaction energy

Haip = ol - iz = 3 - 7) (2 - 7). (2:20)
wr

The energy of the dipolar interaction is on the order 10-100 peV which is less than 1 K,
and exchange interactions, which are typically on of the order eV, will therefore typically
completely dominate the magnetic structure and dynamics. However, in systems with very
weak exchange interaction such as HosTioO7 and Yb3GasOi12 which are studied in this
thesis, dipolar interactions are very important and it is the dominant spin-spin interaction
at least in the case of HoyTisO7

2.2.3 Crystal field effects in rare earth crystals

This section contains a description of the crystal field interactions which is largely based on
chapter 1.4 of ref. [39]. Crystal field interactions describe the interactions between a single
ion and the electric field which is a result of the charge distribution of the surrounding ions.
It is thereby a single ion effect that is independent of the magnetic state of neighbouring
ions, and the resulting Hamiltonian is the sum of the crystal field contribution to the
Hamiltonian of a single ion:

Her = Y Her(i). (2.21)

This is different from exchange interactions and dipole interactions that couple the mag-
netic states of two different sites.

The crystal field is typically described by the Racah operators, Olm(J ), which transform like
spherical harmonics or Stevens Operators, O;*(J), which transform like tesseral harmonics,
according to:

1/2

Hor =) > A (r)ay <214:1> Oy (J) (2.22)

i Im

=> Y Broy(J). (2.23)
i Im

Because the crystal field must be symmetric in the spatial coordinates x, y and z, it can
only depend on even [. Ay, is the effective charge distribution of the surrounding ions
projected into the Y;™-basis, and B]" are the Stevens parameters. q is the Stevens factor
describing the form of the electronic charge cloud of the single ion and its sign describes
planar or Ising anisotropy. The Stevens factors of Dy3*, Ho? and Yb3* are presented in
table 2.2. The Stevens factors of Yb?* are 1-2 orders of magnitude larger than the Stevens
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Ton3t  a9-102 ay-10* ag-10°
Dy -0.6349 -0.5920 1.035
Ho -0.2222  -0.3330 -1.294
Yb 3.175 - 17.32 148.0

Table 2.2: Stevens factors of rare earth ions which are most relevant to this project
from ref. [39]. A complete list is found in chapter 1.4 of ref. [39].

factors for Ho® and Dyt showing the importance of crystal field effects in compounds with
Yb3t.

In equations 2.22 and 2.23, the electrons are assumed to be sufficiently localized that
there is no orbital overlap between the 4f orbitals and orbitals of other ions, which is
typically a good approximation for rare earth ions. The crystal field is described with
Stevens operators as defined in equation 2.23 in the rest of the thesis due to its compact
formulation.

The challenge in crystal field calculations is to determine the Stevens parameters, B;",
because the complete charge distribution of all electrons and nuclei surrounding the ion is
rarely known. One approach is to use the point-charge model, where an adjustable point
charge is placed on each site or the parameters are fitted to experimental data. Very often,
the result is obtained from a combined method where an initial suggestion is calculated
which is adjusted based on a fit to experimental data.

The crystal field will often result in a spin anisotropy which creates easy axes or easy planes
where the spins have reduced energy. Systems with very strong easy axes are referred to
as Ising systems, where spins are restricted to point along a single quantization axis. In
some systems, the crystal field results in a global easy axis where a single axis is defined
for the entire crystal. However, in many systems, including those studied in this thesis, a
local easy axis is defined based on the local crystal environment. This is further discussed
in chapters 6 and 5.

2.2.4 Zeeman Interaction

The Zeeman Interaction, H,ee, describes the interaction between a magnetic moment p
and an externally applied magnetic field, B,

Moo =— > pi-B. (2.24)

The Zeeman interaction gives rise to a splitting of the states based on their m quantum
number which is the projection of the angular momentum onto the quantization axis along
the applied field. For the triplet and singlet states which were described previously in the
section, the triplet state is split into three states with mg = -1, 0 and 1 respectively, and
the non-degenerate singlet state is not affected by the external field because S = 0.
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2.2.5 Curie-Weiss Temperature

In a system with interacting spins, the low field susceptibility does not follow the Curie
law like a paramagnet, but the Curie- Weiss law,

1

where the Curie-Weiss temperature, Ocw, represents the total magnetic interactions.
Equation 2.25 shows that Ocw can be found from a linear fit to the inverse susceptibility.
The magnitude of fcw describes the strength of the interactions, and non-frustrated sys-
tems will therefore have long-range magnetic order at temperatures 7" < Ocw as further
discussed in the next section. The sign of Ocw describes the type of interaction, where
fcw < 0K indicating FM interactions and fcw > 0K indicate AFM interactions.

In most systems, NN interactions are much stronger than interactions between ions which
are further apart, and fcw is therefore often assigned to directly to represent the NN
interactions. However, in systems with very weak NN interactions such as Yb3GasOqo, it
does not necessarily represent directly the NN interactions as is it discussed in chapter 6.

2.3 Frustrated Magnetism

Generally, systems order when the temperature is decreased below an energy which cor-
responds to the interactions in the system, but in a frustrated system a macroscopically
large amount of degenerate ground states form a ground state manifold and thereby pre-
vents order at this temperature. Instead, the system enters a phase of correlated disorder
where the system is correlated on short length scales, but disordered on long length scales
[40].

This thesis involves frustration within the field of magnetism, but frustrated systems are
found within scientific fields as different as stellar nuclear matter [58], social dynamics
[2] and protein folding [1]. Magnetic systems are often used as model systems because
the interactions are easily tuned with external parameters such as temperature, field and
pressure or even chemically by replacing the magnetic ions in the system and it is therefore
more accessible experimentally and theoretically compared to other fields of frustration.
Despite decades of research in frustrated magnetism, the field continues to surprise with the
discoveries of emergent states of matter [56], topological order [15] and quantum entangled
states [62].

Following the convention in ref. [40], frustrated compounds are divided into two categories:
they are either overconstrained or underconstrained. In an overconstrained frustrated sys-
tem, the system is unable to simultaneously satisfy competing interactions whilst obeying
the anisotropy and lattice geometry. A generic example is AFM coupled collinear Ising
spins on a triangle as shown in figure 2.1. It is not possible for these spins to form a Néel
state where all spins are anti-parallel to its nearest neighbour (NN) spins and in this way
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minimise the AFM spin-spin-interactions whilst respecting the Ising anisotropy and the
triangular lattice geometry. These systems are also called geometrically frustrated systems
to underline the importance of the lattice geometry. A single triangle of AFM coupled
Ising spins has a 6-fold degenerate ground state and the ground state of a real triangular
lattice with 1023 spins is thus macroscopically degenerate.

Figure 2.1: AFM coupled collinear Ising spins on a triangle. It is not possible to
obtain a Néel state where all spins are anti-parallel to its nearest neighbour spins.
The blue spins are anti-aligned, but the third spin (red) is parallel to one spin and
anti-parallel to the other spin regardless of its orientation.

Spin ice is an example of an underconstrained frustrated system where a macroscopic
amount of ground states all minimize the interaction energy whilst obeying the lattice
geometry and anisotropy and as a result, there is no unique ordering pattern. The field
has been heavily studied and is well presented in several reviews including refs. [15, 23,
28] and the classical spin ice compound HoyTisO7 is described in chapter 5.

2.3.1 Experimental Signatures

The most obvious experimental feature in frustrated compounds is the absence of long-
range magnetic order for temperatures T' < fcw when the temperature is lower than the
energy scale of the interactions in the system. The amount of frustration in a system is
often described by the frustration index, f, which describes the ratio between the ordering
temperature, T and Ocw,

Oow

f= To | (2.26)

[45]. f thereby defines the temperature range of the correlated disordered phase, T, <
T < Ocw.

An experimental signature in the correlated disordered phase is diffuse scattering where
the system is characterized by broad, diffuse features in reciprocal space similarly to those
found in a liquid. The similarity in scattering profile motivates the term spin liquid for a
magnetically correlated disordered phase.

Spin liquids are generally divided into classical spin liquids, sometimes referred to as coor-
porative paramagnets, which order at a finite temperature, T, and quantum spin liquids.
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In a quantum spin liquid, quantum fluctuations will prevent long range magnetic ordering
and spontaneous symmetry breaking of the system even at T = 0 K. It is a truly quantum
mechanical state where long range entanglement of the spins ensure that the total wave
function is not a product of the wavefunctions of the individual spins thereby enabling
non-local and fractional excitations [62, 11, 8]. The field of quantum spin liquids is cur-
rently developing rapidly both theoretically and especially experimentally searching for a
realisation of a quantum spin liquid. The experimental signature of fractionalized excita-
tions are diffuse continua in reciprocal space, but there is no experimental technique which
directly measures quantum entanglement which is the main reason why a quantum spin
liquid has not yet been found experimentally despite a large number of quantum spin liquid
candidates such as NayIrsOg [64], YboTiaO7 [29, 41], ThyTiaO7 [51] and Herbertsmithite,
ZnCus(OH)eCly [33].



Chapter 3

Neutron Scattering

Neutron scattering is a widely used technique to charactize the structure and dynamics of
a vast range of materials. The following is largely based on the desriptions in ref. [46].

3.1 Motivation

Neutron scattering is a complimentary technique to other types of diffraction and spec-
troscopy especially using X-rays. X-ray sources are many orders of magnitude more intense
than neutron sources, and X-rays interact more strongly with materials than neutrons and
measurements with X-rays are therefore typically fast and have high counting statistics
compared to neutron scattering experiments. However, neutron scattering has a number
of advantages compared to X-ray scattering.

One advantage is exactly the weak neutron interaction with matter. This allows the neu-
trons to measure the sample bulk while surface effects are relatively weak. Bulk behaviour
is typically easier to simulate theoretically and quantitative simulations of neutron scat-
tering experiments is therefore often possible. In addition, the weak neutron interaction
with matter allows the usage of bulky sample environment such as cryostats, magnets and
pressure cells. Finally, it enables measurements at temperatures T < 1 K, which is not
possible to reach in X-ray experiments to the knowledge of the author, due to radiation
heating of the sample.

Neutrons interact with the nuclei in the sample with the strong nuclear force and with
electrons in a sample with the electromagnetic force. This enable direct measurements of
both the nuclear and magnetic structure of the sample, especially with the application of
polarisation analysis which is further described in section 3.2.4.

Neutron scattering experiments are typically performed with cold or thermal neutrons
which have wavelengths 0.6-40 A in compliance with typical interatomic distances in most
solids. The wavelengths correspond to energies in the range 0.05-200 meV where most

13
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structural and magnetic excitations occur which enables measurements of both structure
and dynamics with the same experimental setup.

One final advantage of neutron scattering is its dependence on atomic elements and iso-
topes. The scattering probability, the cross section, of X-rays increases almost linearly
with atomic number and X-rays therefore mostly scatter from heavy elements while light
elements such as hydrogen are difficult to probe with X-rays. In contrast, the cross sec-
tion of neutrons does not vary systematically with atomic number or even isotope. For
instance, hydrogen, 'H, has a coherent neutron scattering cross section of 1.7 barns, while
deuterium, 2H, has a coherent neutron scattering cross section of 5.6 barns. Chemical re-
placement of hydrogen with deuterium therefore allows studies of selected parts a molecule
which is commonly used in soft matter science.

3.2 Principles in Neutron Scattering

Neutron scattering describes the event where an incoming neutron beam with initial wave
vector k; scatter from a sample volume as illustrated in figure 3.1. The neutrons scatter
into all 47 directions, but only the neutrons which scatter into the area dA covering the
solid angle d? with wave vector k; are detected.

dA
lnCidemneUtFOn % | do
i Yy
Sample I

X

Figure 3.1: Schematic description of a scattering event where an incident (incoming)
neutron beam scatter from a sample to a scattered (final) neutron beam into solid
angle dQ). Figure from [46].

In elastic scattering, where |k;| = |k¢| = k, interference between scattering from different
nuclei and spins in the sample reveal nuclear and magnetic structure of the sample. In-
elastic scattering, where an energy hw is transferred to the sample, probes the dynamics
of the sample where the most commonly studied excitations are phonons and magnons.
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The measured intensity in a neutron scattering experiment, the structure factor, S(Q,w)

is defined by the scattering cross section, g—g except for a factor of ky/k; which is unity

in the case of the elastic scattering. Derivations of the expressions for the scattering cross
section are long and only the results are stated here. The derivations are found in [65, 46].

3.2.1 Scattering Vector

Figure 3.2 describes an elastic scattering event where neutrons of wave vector k;j scatter
an angle, 260, into the wave vector kg, however the defintion of Q is not limited to the
elastic range. The scattering vector, Q = k; — k¢, yielding the relation,

Q = ki — k} — 2k;ky cos(26), (3.1)
and in elastic scattering, this simplifies to
Q = 2ksin(0). (3.2)

When the neutrons scatter from crystalline materials, which is the case for all materials
in this thesis, the Bragg condition further implies

2w

where d is the lattice spacing orthogonal to Q. As a result, equation 3.3 and 3.2 relates
the scattering angle with the crystalline structure, and they are thereby some of the basic
equations in neutron scattering.

k; ke

o 0

Figure 3.2: Schematic description of an elastic scattering event. Incoming neutrons
of wave vector k; interact with a sample and is scattered an angle, 26, and is described
by the wave vector kg. The scattering vector, Q is also defined.

3.2.2 Static Structure Factor

In a neutron scattering experiment, the detector covers a certain angle, df2, and the
relevant quantity is therefore the probability of scattering neutrons with incoming flux ¥
into this solid angle. For elastic scattering, this gives the differential cross section,

do 1 Wisga

00 do 5(Q), (3.4)
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where S(Q) is the static structure factor. The probability, W, of scattering from initial
state, |1;), to final state, |¢¢), through the interaction potential, V" into a solid angle d,
is described by Fermi’s Golden Rule,
kym,, N 9
Wi fao = m! (il V [y} [7de2, (3.5)
where m,, = 1.675- 10727 kg is the neutron mass. This gives an expression for the differ-
ential cross section,

aQ ki

where the factor k/k; = 1 in the case of elastic scattering.

do  k N2 .
o =L (o) 1wl Vv P, (3.6)

Nuclear Static Structure Factor

In nuclear scattering, the neutrons interact with the atomic nuclei through the strong
nuclear force which is very short ranged, and the interaction potential is therefore well
approximated by a delta function potential known as the Fermi pseudo-potential,

Vi) = 2S5 - my) (3.7)
J

where R is the position of the j’th nucleus. The nuclear scattering length, b; depends on

both atomic number and isotope and describes the probablity of coherent scattering on a

specific nuclei. In the event of coherent scattering from a single nucleus indexed j,

N
do

dQ

coh

= |b;]*. (3.8)

Coherent scattering from a system of nuclei depends on Q and describes correlations
in the material. Nuclear incoherent scattering describes the stochastic deviation from
the average scattering length, b; and it is a result of element and isotope disorder and
temporal variations in the nuclear spin. Nuclear incoherent scattering gives a constant
contribution in all directions which in most cases acts as a background. However, we have
used the strong incoherent scattering from a vanadium sample, to calibrate the detector
efficiencies before experiments at the neutron scattering instruments D7 and CNCS which
are described in sections 3.3 and 3.4 respectively. Furthermore, incoherent scattering is
only elastic, and it thereby shows the elastic energy resolution of the instrument.

The differential scattering cross section for nuclear elastic scattering from a crystalline
material is found by inserting the Fermi pseudo-potential in equation 3.7 into equation
3.6. The derivation is performed in [46], and gives the result
do|" _ (n%)
o m
—| =Nl 2N T 5(Q -7, 3.9
- e I @F 8@ -7 (39)

coh
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Where N is the amount of unit cells in the system and (27)2/Vp is the volume of the
Brillouin zone. Thermal fluctuations in the nuclear positions are described by the Debye-
Waller factor, exp{—2W} = exp{(Q . u)z}, where p is the mean displacement from the
average nuclear position. The reciprocal lattice vector, 7, describes the atomic positions
and is generally described by the Miller indices, h,k and [, and the primitive vectors of
the reciprocal lattice, a*, b* and c*, according to 7 = ha* + kb* +Ic*. Finally, the nuclear
structure factor, F(Q), is given by

Fn(Q) =) bjexp(iQ-Ry), (3.10)
J
where R; is the position of the jth nucleus within the unit cell.

Magnetic Static Structure Factor

The neutron has a magnetic moment,

B =YuNT, (3.11)

where v = —1.9130 is the neutron magnetogyric ratio, uy = eh/2m, = 5.0508 - 10727 J/T
is the nuclear magneton and o consists of the three Pauli spin matrices. The neutron
magnetic moment interacts directly with the magnetic field created by unpaired electrons,
which enables magnetic neutron scattering.

The interaction potential for magnetic scattering, which is inserted in equation 3.6 in
order to derive the differential cross section, describes the Zeeman interaction between the
magnetic moment of the neutron, u, and the magnetic dipole field created by an unpaired
electron of spin s;j at position rj,

~ S; X (I — T3
Viag = > 0-Bj = guprun Y oV x <J(")> : (3.12)
j ;

Ar Ir — ;)3

where rog = eQMO /Amme = 2.8179 fm, is the classical electron radius and g = 2.0023 is
the electronic magneticogyric ratio also known as the g-factor and pup = eh/(2m.) =
9.2741-1072* J/T is the Bohr magneton.

The differential scattering cross section for magnetic elastic scattering from a crystalline
material is found by inserting this potential into equation 3.6. The derivation is performed
in [46], and gives the result

do | (272

o ™
—|  =N"Te?"F Y 5(Q-T7- Q). 3.13
70 e M IE(QP ) _dQ-T-Q) (3.13)
coh T

In many systems, the magnetic unit cell differs in size compared to the structural unit
cell which motivates the definition of the magnetic ordering vector, Q’. The magnetic
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structure factor, Fis(Q), is given by

Fa(Q) = 3 bar exp(iQ - Ry), (3:14)

where the summation is performed over the magnetic unit cell. There is strong similarity
between the expressions for nuclear and magnetic scattering in equations 3.9 and 3.13,
but the complex form of the interaction potential is reflected in the magnetic scattering
length, by ;, which is described by,

by, = ’yT’oF(Q)%O’ - 84,1 (3.15)
Equation 3.15 shows that magnetic scattering only depends on the electron spin compo-
nents perpendicular to Q, s, = Q X (s x Q) In magnetic scattering, the neutrons scatter
from electrons which are much less localised than nuclei. The scattering probability there-
fore depends on the Fourier transformed charge distribution, p, of the unpaired electrons,
known as the magnetic form factor, F'(Q),

F(Q) = [ exp(iQ-np(r)dr. (3.16)

which decays homogeneously with |Q|. Generally, the magnitude of the magnetic and
nuclear scattering lengths is similar which enables simultaneous measurements of both
nuclear and magnetic scattering. However, as a result of the form factor decay, magnetic
neutron scattering has highest intensity for low |Q| while nuclear neutron scattering has
similar intensity for all |Q|. The total coherent scattering probability is described by the
sum of the nuclear and magnetic scattering lengths,

2
do

- (3.17)

= | > (bj + bjm) exp(iQ - 15)

J

coh

In the case of unpolarised neutrons, the cross terms involving both nuclear and magnetic
scattering lengths cancel, and

mag

do
dQ

_do
dQ

coh

,do
ds2

coh

(3.18)

coh

However, they do not cancel when polarised neutrons are used and the expressions there-
fore become more complex. The separation of the magnetic and nuclear contribution to
the scattering with the use of polarisation analysis is described in section 3.2.4.

3.2.3 Dynamic Structure Factor

This thesis mostly focuses on elastic scattering, but we have also performed one inelastic
neutron scattering experiment. In inelastic scattering, the neutrons scatter from an initial
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) 2
Uk)* i1to the final state [9y) with energy Ey = Gen through

state, |1;) with energy E; = S T
the interaction potential V. The neutron energy transfer is defined as hw = E; — Ey.
The double differential cross section for inelastic neutron scattering strongly resembles
the elastic expression in equation 3.6, but a delta function is included to ensure energy

conservation and the prefactor ky/k; # 1, yielding

o ky ( m,

dQdE; ~ k; \27h?

2 .
) Bl Vi) ol + B~ Bp) = L s5(Quu). (319)
(2
where S(Q,w) is the dynamic structure factor. In the calculations, the interaction po-
tentials are identical to the potentials used for the static structure factors, the pseudo
Fermi potential in equation 3.7 and the Zeeman term in equation 3.12 for nuclear and
magnetic scattering respectively. In the derivations, the nuclei are allowed to move and
as a result, the expressions are more complex. The derivations and results of both nuclear
and magnetic dynamic structure factor are shown in [46].

3.2.4 Polarisation Analysis

Polarisation analysis enables separation of the magnetic, nuclear and spin incoherent con-
tributions to the total scattering. In a neutron scattering experiment which uses longitudi-
nal polarisation analysis, also known as XYZ polarisation analysis, the initial neutrons are
polarised, along either x, y or z as defined in figure 3.3. The polarisation of the scattered
neutrons is also measured, and spins which have flipped polarisation are result in spin flip
(indexed SF) scattering, while spins which have retained their initial polarisation result in
non-spin flip (indexed NSF) scattering.

ki

- o Q

Figure 3.3: Scattering geometry used in polarisation analysis. Figure from [69]. The
polarised neutron beam enters the instrument from the neutron guide. The neutron
polarisation is then rotated into either the x, y or z direction before the neutrons
scatter from the sample. When the scattering plane is spanned by the xy-plane, the
angle, «, is used to separate the nuclear, magnetic and spin-incoherent scattering
contributions.
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The nuclear contribution (indexed N), which includes both coherent and isotope incoherent
scattering, only appears in non-spin flip scattering. Oppositely, the nuclear-spin-incoherent
(indexed si) and magnetic coherent (indexed mag) scattering appears in both the spin flip
and non-spin flip scattering.

When the scattering plane equals the xy-plane in figure 3.3, it is possible to separate the
three contributions to the total scattering based on the angle, o, between Q and the x-axis
according to

do\NF 1 9 do 1 (do do

= = i R — = — 2
(@), =avelm),,slm) (), o

do\F 1 9 do 2 (do

— =_ | == - | = 21
(), =aeeen (i), 3 (). 621

do \ ™" 1 9 do 1 (do do

— = _ — - | == — 22
<dQ>y QCOS Oé<dQ>1’nag_‘_3 <dQ>51+ <dQ>N’ (3 )

do\" 1 9 do 2 (do

— = —(si )| —= - | == 2
(), =260 (i), 75 (@), 029

do\™F 1 (do 1 (do do

= = - = B — 24
(). =2(m).., 73 (), (&), a2

do\*" 1 (do 2 (do
<d>z - 5 <dQ>mag i g <dQ>si. (325)

(3.26)

This allows for two different expressions for the magnetic scattering which can be derived
either from the spin flip or the non-spin flip scattering:

do do\ 5 do\ 5 do\ 5
— =2 — 21 — -4 — 3.27
<ﬂ»m% Qm>z+ <ﬂ)y <aﬁz’ (3:27)

di . di NSF L dﬁ NSF L di NSF (3 28)
Q) ey \dQ), ), ), - '

The nuclear and nuclear-spin-incoherent scattering contributions are derived from the total
spin flip (TSF) and total non-spin flip (TNSF) cross sections according to

() a2 (%), - ()] -

do 1 /do do
<dﬂ>si =3 (dn)m - (m)@ (3:50)

In samples without magnetic scattering, the nuclear and nuclear-spin-incoherent scattering
contributions can be extracted from the spin-flip and non-spin flip scattering measurements
along a single axis, which is known as Z-polarisation analysis.
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Experiments where polarisation analysis is applied are especially sensitive to multiple
scattering events, where a single neutron scatters several times in the sample. This is seen
from the event where a neutron spin is flipped twice, in which case it is detected as non-
spin-flip scattering in stead of spin-flip scattering. Multiple Bragg scattering is less likely
when cold neutrons are used, which is the case at D7, but it is also important to consider
the size and shape of the sample. Another limitation of XYZ polarisation analysis is the
study of FM medium-range or long-range correlated materials since FM domains within
the sample will depolarise the neutron beam.

3.3 D7

The D7 instrument at the Institute Laue-Langevin is a diffuse scattering instrument with
polarisation analysis. We have used XYZ polarisation analysis for all 3 experiments per-
formed at the instrument in this work. Figure 3.4 shows an overview of the D7 instrument.
Key parts of the instrument are described here, while a more complete overview of the
instrument is given in [69].

The incoming beam is polarised using a focusing supermirror polariser, which reflects
one spin state and transmit the other, followed by a Mezei spin flipper. The Mezei spin
flipper applies a field perpendicular to the initial neutron polarization and a field which is
perpendicular to the initial neutron polarization which enables a 180 degrees spin flip of
the neutron and a reversal of the neutron polarisation. The spin flipper is followed by a
set of orthogonal coils which rotate the incoming neutron beam polarisation adiabatically
into the x, y or z directions in order to polarise the neutron beam along three orthogonal
directions.

A magnetic guide field of 1-2 mT inside the instrument ensures that the neutron polari-
sation is maintained through the instrument. The polarisation of the scattered neutrons
is selected with polarisation analyser supermirrors in front of the detectors which cover
-10° to +155° within the scattering plane (horizontal scattering) and £10° outside the
scattering plane (vertical scattering). It is possible to use the instrument as an inelastic
time-of-flight spectrometer, like the CNCS instrument, but for the experiments presented
in this work, the instrument was used as a diffuse scattering diffractometer with the Fermi
chopper before the sample removed. As a result, the measured quantity is the energy
integrated structure factor, S(Q), which is not identical to the true static structure fac-
tor described in section 3.2.2; since it contains an unresolved dynamic contribution from
S(Q,w). However, the dynamic contribution is generally several orders of magnitude
smaller the static contribution to the neutron scattering, and the energy integrated S(Q)
is often interpreted as the elastic, static signal.

Before all three experiments at D7, we have performed a quartz measurement. Quartz is an
amorphous silica which only has nuclear scattering and therefore no spin-flip scattering. A
quartz measurement is therefore used to measure the polarisation error which origins from
the polariser, the flipper and the analyser. The quartz measurement results in a flipping
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ratio for each detector, which is used to correct the measured spin-flip and non-spin-flip
scattering.

Sample

Neutron Guide | Double focusing Fermi chopper| | Guide fields
monchromator

Mezei Hipper
Polarizer
Monitor 1

Collimator| ~ Be filter

A.Filhol 2010

Figure 3.4: Overview of the D7 instrument. Figure from [69].

3.4 CNCS

The cold neutron chopper spectrometer (CNCS) at the Spallation Neutron Source is a
Time-of-flight instrument with a direct geometry. A time-of-flight instrument uses the
neutron flight time to select its energy as opposed to the energy associated with a scattering
angle from the mirror monochromator at scattering instruments such as D7. At a time-of-
flight instrument, the choppers which create short pulses of well defined energy therefore
determines the flux and energy resolution of the instrument. At the CNCS, it is possible
to tune the energy resolution from 1.2-10 % of the incident neutron energy.

Figure 3.5 shows an overview of the instrument. Key parts of the instrument are described
here, while a more complete overview of the instrument is given in [21]. The neutron guide
is curved in order to remove any background from high energy and thermal neutrons. The
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figure shows four choppers before the sample. First, a Fermi chopper shapes the incoming
neutron beam. Then, two bandwidth choppers ensures that there is no overlap between
the fastest and slowest neutrons in two adjacent pulses. Finally, a double disk chopper with
two counter-rotating disks selects the incoming neutron energy from the phase difference
between the double disk chopper and the Fermi chopper.

The scattered neutrons are detected in a scattering range -50° to +135° horizontal scat-
tering and £16° vertical scattering. The detection time of the neutrons within each pulse
shows the energy transfer to the sample, and the measured quantity in a neutron scat-
tering experiment is therefore the dynamic structure factor S(Q, w) described in section
3.2.3.

CNCS

300 Hz
Double Disk
Chopper

60 Hz
Bandwidth
Chopper

Neutron
Guide

60 Hz
Bandwidth
Chopper

300 Hz
Fermi
Chopper

Source — Sample
Distance: 36.2 m

Figure 3.5: Overview of the CNCS instrument. Figure from [21].



Chapter 4

Uniaxial Pressure Cell

4.1 Introduction

Application of an external pressure offers an opportunity to perturb the balance between
distance dependent interactions such as magnetic exchange interactions, dipolar interac-
tion and crystal field anisotropy. This can drive materials, in general, into highly un-
conventional states of matter and is the case, in particular, for strongly correlated and
frustrated systems. Indeed, Biesner et al. recently suggested that pressure offers a conve-
nient way of tuning compounds in order to find quantum spin liquids and tuned quantum
phase transitions [8]. In addition, external pressure simulates chemical pressure in a con-
trolled and tunable way. Indeed, hydrostatic pressure has been used to study the quantum
spin liquid candidates TheTisO7 [51] and YbyTieO7 [41] and clarify the strong impact of
even small levels of impurities on the ground state and dynamics of the compounds.

Hydrostatic pressure changes all bond lengths equally for cubic systems, but uniaxial pres-
sure allows for an asymmetric distortion of the lattice thereby enabling direct tuning of
certain bond lengths. This was recently described by Umeo et al. [71] who were able to
increase or decrease the ordering temperature of the geometrically frustrated compound
YbCuGe through the application of uniaxial pressure along different crystallographic di-
rections. In contrast, the application of hydrostatic pressure did not affect the ordering
temperature. The compound was studied with magnetisation measurements and specific
heat measurements.

Similarly, Mirebeau et al. saw no pressure induced order when applying 6 GPa hydrostatic
pressure to the classical spin ice compound HooTiaO7 (HTO) [50]. However, even low
uniaxial pressures around 0.35 GPa do induce changes in HTO [19, 20] as described in
this chapter.

Hydrostatic pressure has become a standard part of the sample environment in many neu-
tron facilities. Most commonly are liquid/gas pressure cells, where the pressures typically
below 1 GPa is applied from an external compressor typically with helium as the medium

24
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since its freezing pressure is higher than any other gas/fluid [44], and it is therefore pos-
sible to vary the pressure in-situ and measure the pressure from the external compressor.
However, helium is able to penetrate most compounds including many samples. In addi-
tion, this unfortunate property of helium increases the effect of even small leaks especially
at low temperatures.

Clamped McWhan pressure cells are most commonly used for neutron scattering pressure
experiments for hydrostatic pressures in the range 1-3 GPa. Here, a sample is loaded into
a capsule, most frequently a thin-walled Al cylinder, together with a pressure transmitting
medium, typically Fluorinert liquid. The force is applied to the capsule with an external
press through a piston in a cylinder and the force is locked mechanically. The design is
thereby simple and compact, but it is not possible to change the pressure in-situ. Often,
the pressure is estimated from the applied pressure at room temperature, but in order
to obtain an accurate value for the pressure, a pressure marker with known equation of
state such as NaCl or Pb can be applied. Diamond anvil cells (DAC) such as the wide
angle DAC at the SNS [32], are used when even higher hydrostatic pressures up to 20 GPa
for sample volumes ~ 0.5 mm? are required. The design resembles the McWhan clamp
pressure cell, but the pressure is applied to the sample with two opposing diamond anvils
which enables larger pressures, but also smaller sample volumes. The optical transparency
of the diamond anvils enables a determination of the pressure from the shift in fluorescent
lines of ruby (Cr-doped Al;O3) under pressure [44].

A uniaxial pressure cell, which is aimed at susceptibility and heat capacity studies, was
reacently developed by Umeo et al. [71] for sample disks of 2 mm in diameter and 0.5
mm height. In this cell, the pressure is measured with an indium (In) disk by using
the pressure dependence of the superconducting transition temperature of In metal. The
superconducting transition was measured from the diamagnetic signal of ac magnetic
susceptibility. However, In also yields a neutron scattering signal and the method is
therefore not ideal for our setup.

Hicks et al. has developed a uniaxial pressure cell which is aimed for studies with X-ray
and pSR [34], where the force is applied to needle shaped samples of 0.3 mm in diameter, 3
mm length with a piezo-electric strain gauge which allows for in-situ changes of the applied
force. The force is measured from variations in the capacitance between two plates. This
design is very promising, but it is not possible to easily increase the applied force and
thus the sample volume which makes neutron scattering experiments with the cell highly
challenging. Additionally, the non-uniform cell background and the sample volume is likely
to be a challenge for neutron scattering studies of magnetically frustrated compounds.

We here describe a setup to apply uniaxial pressure to crystals in neutron scattering
experiments. Such a device requires the following experimental aims to be met:

E1 Apply highest possible uniaxial pressure to single crystal samples.
E2 Reach lowest possible temperatures at the sample position (T < 50 mK)

E3 Enable diffuse neutron diffraction from the pressurized sample.
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E4 Enable inelastic neutron scattering from the pressurized sample.

E5 Ensure that the incident neutron spin is not depolarised to enable neutron polarisa-
tion analysis studies.

Experimental aim E1 is motivated by the scientific interest to drive the magnetic systems
into unconventional states of matter through the application of uniaxial pressure. This
aim is ultimately limited by the strenghs of the crystal bonds in the sample, and in reality
the sample preparation where two planar and parallel surfaces of the crystal sample have
to be polished.

Experimental aim E2: Typically, the frustrated systems only enter the correlated phases
at extremely low temperatures when thermal fluctuations are low.

Experimental aim E3: The correlated and disordered phases that we target result in weak
diffuse magnetic scattering, [56], [61]. In order to study these systems, we therefore need
large opening angles both within and outside the scattering plane. Additionally, large
samples are needed due to the weakness of the diffuse scattering profiles combined with
the low interaction between neutrons and matter. The unconventional states of matter
described above are typically studied with diffuse neutron scattering instruments and with
cold inelastic neutron spectrometers, and instruments such as D7[69], CNCS[21], IN5[54],
LET|7], DNS[3] and CAMEA[31] are kept in mind. A sketched illustration of a scattering
experiment is presented in figure 4.1. Here, a divergent incoming neutron beam scatters
from the cell and sample. The angular coverage of the detectors of D7 is used as an
example, which shows the importance of a broad scattering range of the cell.

Experimental aim E4: Uniaxial pressure is expected to induce structural changes as well as
changes in the dynamics of the systems, which are studied with inelastic neutron scattering.
The intensity of inelastic neutron scattering is orders of magnitude smaller than the elastic
signal, which again motivates large samples and a low and uniform background from the
pressure cell.

Experimental aim E5: it is possible to separate magnetic and nuclear scattering through
the use of polarisation analysis (PA) as described in chapter 3 and thereby resolve small
pressure induced changes in the magnetic spin-spin correlations. However, any net ferro-
magnetic contribution in the sample environment will depolarise the neutron beam ren-
dering PA impossible to use [24].

These experimental aims result in system requirements that are described in the next
section. The pressure cells that are described later in this chapter are all discussed based
on the requirements.
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Side view

Top view

=== [ncoming neutrons
Scattered neutrons
- D7 detector

Figure 4.1: Sketched scattering on the cell D (section 4.7) for an incoming divergent
neutron beam. Side view: the cell allows + 20 degrees vertical scattering. This
is compared to the vertical detector coverage of the D7 instrument at the ILL (&
10 degrees vertical scattering). Top view: the cell allows + 180 degrees horizontal
scattering. This is compared to the vertical detector coverage of D7 (-10 degrees,
+155 degrees horizontal scattering). The sample-to-detector distances are not drawn
to scale.
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4.2 Cell Design

In order to meet the experimental aims defined in the previous section, we have defined
the following system requirements:

S1 Keep 2 GPa uniaxial pressure constant within 5 % at the sample position during 24
hours. (experimental aim E1, E3, E4)

S2 Allow a broad scattering range of at least 180 degrees horizontal and + 20 degrees
vertical scattering. (experimental aim E3)

S3 Measure the applied force at cryogenic temperatures with less than 10 % error.
(experimental aim E1, E2).

S4 Obtain uniform and low background from the cell (experimental aim E3, E4).

S5 Use materials that are thermally conducting even at cryogenic temperatures in order
to cool the cell to cryogenic temperatures in less than 24 h. (experimental aims E3,
E4 and E5).

S6 Use only materials that are non-magnetic (experimental aim E5).
S7 Accommodate several mm-size samples (experimental aim E3, E4).

S8 Obtain a cell with a maximum diameter of 45 mm so it fits into cryostats of common
neutron scattering instruments (E4, E5).

S9 Use only materials that have low neutron activation (experimental aims E3, E4).

The cell design is based on the principles in a diamond anvil cell, but without any gaskets
around the sample in order to obtain a uniaxial pressure. It is clear that leaving the
crystal unconstrained, perpendicular to the application of pressure, will result in a Poisson
expansion [44]. We have decided to accept such expansion since constraints on the crystal
will limit the neutron scattering possibilities.

The development of the uniaxial pressure has been an iterative process where four cells
(cells A-D) have been designed, constructed and tested. Cell A has large windows and
the force is applied externally with a force press before the force is locked mechanically
with the top screws. In cell B, the windows are removed and in stead the cell walls are
thinned around the sample position in order to obtain a uniform cell background. Cells B
and C have different force transducers with the aim to measure in-situ the applied force
at low temperatures. In cell C, the force is applied mechanically with the top screws and
not with an external force press in order to minimize the pressure loss. In cell D, the force
is applied to the sample with cemented tungsten carbide anvils in cobber berrylium seats
in order to obtain pressures above 350 MPa, the limit for the steel seats in cell A-C. In
cell E, which has not yet been constructed and tested, the force is applied with a single
top screw in order to obtain a true uniaxial pressure during force application to reduce
tension in the sample.
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Figure 4.2: Illustration of the 5 iterations of the cell which are described in the this
chapter where the cells are termed cell A to cell E. Cells A-D have been designed,
calibrated and tested. Cell E is a suggested upgrade for the cell and it has not yet
been constructed.

The following sections describe the materials of the cells and the design and tests of each
cell are described and analysed. Finally, the results from all four cells are discussed. This
section contains a description of each of the cells (cell A-D) along with a description of
the changes in each iteration. Finally, the section contains a description of an improved
design, cell E, which has not yet been constructed or tested.

4.2.1 Terms, Units and Basic Concepts

This section contains a description of the basic concepts and terminology which is used in
the rest of the chapter. The notation and description is strongly based on ref. [44]. Figure
4.3(left) shows a generic example where a force F' is applied to a material of length, L,
resulting in an elongation (AL; > 0) or compression (ALy < 0) of the material depending
on the sign of the force. The force is generally converted to stress, o defined as the applied
force, F', per area and is given in units of GPa. The response of the material, the strain,
is generally defined as a dimensionless quantity, ¢ = AL/L. The stress-strain-curves of
two different materials is shown in figure 4.3(right). At low applied stress, in the linear
regime, there is no plastic deformation of the material, and

o = FEe, (4.1)

where E is the Young’s Modulus which is usually given in units of GPa. The stress which
results in 0.2 % plastic deformation of the material is termed the Yield Strength. The
tensile strength, oT, is the maximum stress that can be applied to a material and the
rupture length, eg is the maximum strain of a material before it breaks. The two material
curves in figure 4.3 are example of typical behaviour of the materials of similar yield
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strength, tensile strength and rupture strain. While the strain response of the orange
curve varies smoothly for applied stress, oy, < 0 < o while it has a dip in the blue curve
due to work hardening.

f02 %
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Figure 4.3: Left: A positive or negative force is applied to a rod (green) which
results in ALy > 0 and AL, < 0 resulting in positive and negative strain respectively.
Right: stress-strain curve modified from [44]. A stress, o is applied to two different
materials (orange and blue curves respectively). The two materials have identical
yield strength, ov, tensile strength, o, and rupture strain, eg. The dip in the blue
curve is a result of work hardening which is not seen in the orange curve. Stress-strain
curves are generally measured for positive strain.

Materials are often described by their ductility which depends on the magnitude of E.
Ductile materials can accommodate large deformations before fracturing while deforma-
tions of brittle materials are small. The strength of ductile materials is typically described
by the yield strength, but the yield strength is difficult to determine experimentally for
brittle materials and in addition it is often unreliable since there are large variations be-
tween specimen. In stead, brittle materials are charactized by their transverse rupture
strength, related to the rupture length, and hardness. The exact definition of hardness
varies, but it generally describes the indentation of a material when a large force is applied
with a sharp object to a flat surface for a certain amount of time. Here, we use the Vicker’s
hardness, (HV), where a pyramid shaped diamond indenter whose sides have a 136° angle
is used to apply a load for 10 or 15 seconds. The applied force, F', and the diagonal (in
mm) of the indentation is used to define the hardness of the material according to,

 0.189F

Hv —E

(4.2)

as described in ref. [44]. The hardness is generally given in units of HV, although the
formal unit is Pa. Another useful quantity in order to charactirize the strength of a
mateiral is the fracture toughness, which measures the ability of a material to withstand
the propagation of cracks under load.



4.3. MATERIALS 31

4.3 Materials

All materials in the cell need high pressure capabilities, except the horizontal screws, in
order to meet system requirements S1 and S7. Additionally, system requirements S5, S6
and S9 strongly limit the choice of materials.

Most parts of the cell are made from copper beryllium C17200 (CuBe), which consist of
1.8-2 % Be, 0.2-0.6 % Co+Ni, while the remaining part is Cu. It has a yield strength
of 1240 MPa after heat treatment [42] when it is heat treated according to ref. [6].
The requirement for the CuBe yield strength is derived from the diameter of a typical
cylindrical neutron scattering sample to be studied which is 4 mm, in which case 25 kN
is required in order to obtain 2 GPa at the sample position. The highest possible sample
diameter accommodated by the cells is 6 mm for which a force of 57 kN will provide a
pressure of 2 GPa. The remaining parts of the cell have a larger cross section area and are
therefore exposed to a lower pressure than the sample and the anvils which apply the force
to the sample. For instance, the 2 mm thick cell wall in cells B-D at the sample position
is exposed to a pressure of 208 MPa at an applied force of 57 kN, which is well below
the yield strength of CuBe thus fulfillling scientific requirement S1. CuBe is non-magnetic
and has a thermal conductivity of 108 W/mK at 300 K and 1.40 W/mK at 3 K, [63],
which makes it possible to cool to cryogenic temperatures in compliance with scientific
requirement S5. However, the thermal conductivity of CuBe is significantly lower than Cu
with a factor of 3 at room temperature and at least a factor of 20 at 3 K which has to be
considered during a neutron scattering experiment.

The exact amount of Co in CuBe is important with regards to neutron activation (system
requirement S9), because the lifetime of Co-59 is 5.3 years and any neutron activation
beyond the safety limit of a material which contains Co is therefore difficult to retrieve
within a reasonable time frame. The data sheet of CuBe only states that the total amount
of Co and Ni is within the interval 0.2 % to 0.6 % and the neutron activation will therefore
have to be tested.

Screws and seats in the cells are made from steel 316 which is non-magnetic, has a yield
strength of 200 MPa and a hardness of 225 HV. Steel 316 does not contain any Co, in
contrast to most steels, providing an advantage in terms of activation (system requirement
S9), and it has a room temperature thermal conductivity of 15 W/mK, see datasheet in
appendix.

The anvils are in direct contact with the samples and apply the force to the sample. The
anvils are therefore the cell components that experience the largest pressure identical to
the sample pressure. The anvils are made from cemented tungsten carbide MT10MG
(WC10) consisting of 10 % Co, 45 % W and 45 % C which is one of the hardest materials
known to man. It has typical yield strengths between 3347 and 6833 MPa [49] and it
will therefore not indent within scientific requirement S1. However, it is very brittle, and
may therefore crack as a result of tension upon the application of large forces. WC10
has a hardness, of 1610 HV, a large transverse rupture strength of 4 GPa and a fracture
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toughness kj. of 11.0, see data sheet in appendix.

Most types of tungsten carbide uses Co as a binder between W and C. WC10 contains
10 % Co which is an issue in regards to system requirement S9 due to neutron activation
of Co. Cell parts which are made from WC10 must be covered completely in Cd or Gd
in order to limit exposure since Cd and Gd are effective absorbers of cold neutrons. This
will allow the users to retrieve the parts after an experiment. The room temperature
conductivity of tungsten carbides like WC10 is approximately 50 W/mK, [37], which is
better than many metals including steel 316. We can thus expect good thermal contact
with the sample in compliance with system requirement S5.

4.4 Cell A

The force is applied externally to cell A with a force press. Once the external force is
applied, a small additional force is applied with the top screws in order to maintain the
force when the external press is released. The force readout from the external press is
used as an indication of the force on the sample during the measurements and there is no
pressure gauge in the cell. This section contains a description of the cell design along with
a presentation and analysis of neutron scattering results.

Figure 4.4 shows the drawings of cell A in exploded view in addition to transparent and
solid sideviews. The cryostat mounting screws (part 1) are used to attach the cryostat
mounting (part 2) to the lid (part 4). The cryostat mounting contains an M6 screw hole
which is used to attach the cell to the sample stick. The cryostat mounting screws only
hold the weight of the cell and they are thereby not exposed to large forces. Part 3: the
M5 top screws are tightened through the lid (part 4) and press down on the piston (part 5)
in order to maintain the force once the external press is released. Part 4: the lid is screwed
onto the cell cage (part 9) and the top screws are screwed through the lid. The force is
applied to the piston (part 5) through a hole in the lid. There is a tight fit between the
piston (part 5) and the cell cage (part 9) in order to obtain a uniaxial force on the sample.
The fit is sufficiently tight that the piston does not fall out of the cell cage with the help
of gravity if the cell is turned upside down. Part 6: the upper seat screws are used to hold
the upper seat (part 7) in place. The seat screws (parts 6 and 10) therefore experience
no large forces. There are two identical seats in the cell, the upper and lower seat, and
the sample is placed between the seats at position 8. Part 9: the cell cage has two large
windows with an opening angle of 70 degrees each. The windows were constructed as large
as possible while keeping the pressure in the cell walls below the yield strength of CuBe.
Part 10: There is not a tight fit between the lower seat and the cell cage, and the lower
seat screws are used to align the lower seat and fix it when no force is applied.
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: cryostat mounting (CuBe:C17200)

: top screws (steel 316)
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: upper seat screws (Ti)

: upper seat (steel 316)
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: lower seat screws (T1i)
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Figure 4.4: Drawings of cell A. Upper left corner: transparent views of the cell.
The outer dimensions and the cell mounting-to-sample distance are marked. Center:
exploded view of all parts of the cell which are numbered. Lower right corner: The
cell parts are named and the materials are listed in parenthesis in the table.

4.4.1 Neutron Scattering Measurements

We have measured the neutron scattering profile of cell A at the diffuse scattering in-
strument D7 with neutrons of wavelength A = 4.9(1) A, see section 3.3 for a description
of the instrument. The experiment was performed on the spin ice compound HosTisOr
(HTO), further details in chapter 2.3. HTO was chosen because of its well-known diffuse
scattering profile and correlated disordered phase at ambient pressure.

Neutron scattering measurements were performed at 50 K, where HTO is in its param-
agnetic phase and at 1.5 K in the correlated phase of HTO. In the paramagnetic phase,
the sample scattering profile is a form factor decay, which is uniform under sample rota-
tion and decreases in intensity with Q. In the correlated phase of HTO, the sample signal
includes diffuse features and pinch points that follow the cubic crystalline symmetry.



34 CHAPTER 4. UNIAXIAL PRESSURE CELL

Figure 4.5: Photo of cell A prior to the neutron scattering experiment at D7. The
cell cage is covered with Cd outside the beam position and the seats are covered in
Cd except at the sample position. A cylindrical HTO crystal of 1.5 mm in diameter is
placed between the steel 316 seats with its cylindrical axis along the crystallographic
c-axis.

Figure 4.5 shows a photo of the cell prior to the experiment. The seats are covered in Cd
except at the sample position, and the cage is covered in Cd outside the beam position
in order to reduce the cell background signal and to reduce neutron activation of the
cell. A cylindrical HTO crystal of 1.5 mm in diameter was polished and placed between
the seats with the pressure applied along the crystallographic c-axis. Neutron scattering
measurements were performed at ambient pressure, with 2 kN and with 4 kN applied
with the press which yields pressures of 1.1 GPa and 2.2 GPa respectively. The force
was measured with the calibrated external press, but the actual force during the neutron
scattering experiment is expected to be significantly lower, but was not determined.

Figure 4.6 shows the measured neutron scattering signal at 50 K and at 1.5 K. At 50 K,
the signal is not uniform with sample rotation (azimuthal rotation in the figure). Instead,
there is a distinct background pattern especially at low @Q, where a low intensity region is
marked by the line L; and a high intensity region is marked by the line L. The ellipses
mark an asymmetry in the intensity even at higher Q which is less pronounced than the
low Q features. At high Q, the intensity in the ellipse in the upper quadrant is higher
compared to the intensity in the ellipse in the lower quadrant.

The measurements at 1.5 K have diffuse scattering and pinch points showing that HTO is
indeed in its correlated phase. However, the profile is not symmetric in all four quadrants
as expected from the cubic crystalline symmetry of HT'O. In stead, the cell background
marked by the lines L,; and Lo and the ellipses dominates. The pressure induced changes
are predicted to be a few percent of the diffuse signal which is significantly weaker than
the cell background and it is therefore difficult to retrieve the pressure induced signal. The
noise level in the paramagnetic measurement is much larger than the diffuse features at
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Figure 4.6: Pressurized spin flip neutron scattering measurements of cell A at D7
with a HTO cylindrical sample. Left: Measurement at 50 K in the paramagnetic
phase of HTO. The profile is not uniform under sample rotation. For low Q, there
is a region of low intensity along the line L; and high intensity along the line Lo.
At high Q, the situation is reversed and the intensity is lower in the upper quadrant
compared to the lower quadrant as marked by the ellipses. Right: Measurement at
1.5 K. Diffuse features and pinch points show that HTO is in its correlated phase.
However, the background features observed in the paramagnetic signal also occur in
the 1.5 K as marked by the same lines L;, Ly and the ellipses, and they are more
intense than the diffuse features from HTO. The expected pressure induced changes
are a few percent of the diffuse signal.

1.5 K due to low counting statistics. As a result, it is not possible to use the paramagnetic
measurements directly as a background subtraction.

We have made a simulation of the cell attenuation in order to understand the origin of the
cell background which was observed in figure 4.6 and to obtain a background subtraction.
Figure 4.7 illustrates the principle of the attenuation simulation where a non-divergent
neutron beam scatter from a point scatterer sample. The sample rotation determines if
the beam is attenuated twice, once or zero times depending on the number of windows it
passes. The neutron beam is attenuated exponentially when it passes through cell walls
according to

I
I_ = exp (_MCuBed) 9 (43)
0

where d = 3 mm is the thickness of the cell walls. The neutron linear attenuation factor of
CuBe, pcuBe = 0.086 mm ™!, is determined from the online resource provided by NIST [67]
and includes both neutron incoherent scattering and neutron absorption. The intensity of
the neutron beam is thus reduced by 40 % if it passes two cell walls.
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Figure 4.7: Sketch of the principle in the simulation of the cell background where a
non-divergent neutron beam scatters from a point scatterer sample and is attenuated
through the cell walls. The cell walls are coloured dark grey and the cell windows
are light grey. The colour of the neutron beam represents its intensity. Left and
right figures correspond to two different sample rotations. Left: the incident neutron
beam pass through a cell window and is not attenuated before it scatters from the
sample. The detected neutrons are scattered once or zero times. Right: the incident
neutron beam pass a cell wall and is attenuated before it scatters from the sample.
The detected neutrons are scattered twice or once.
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Figure 4.8: Attenuation simulation of the cell background based on the principles
in figure 4.7. The cell attenuation results in a distinct pattern regions of three levels
of intensity. These correspond to the neutron beam transmitting none, one or two
windows when passing through the cell. A form factor decay of HTO has been included
in the simulation in order to better compare the figure with the paramagnetic signal
in figure 4.6. The two lines L; and Ly and the two ovals are at similar positions to
the lines in figure 4.6.
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Figure 4.8 shows the neutron scattering profile of the attenuation simulation of the cell
background. A form factor decay of HTO is included in the simulation in order to better
compare with the paramagnetic signal in figure 4.6. There are three levels of intensity
depending on the amount of cell walls that attenuate the neutron beam. The two lines L
and Lo and the ovals that mark the cell background in figure 4.6 are also drawn in figure
4.8. The agreement is remarkable considering the simplicity of the model.

We have used this simple cell simulation without the form factor decay of HTO to renor-
malise the neutron scattering data in figure 4.6. Figure 4.9 shows the corrected para-
magnetic profile. While the profile is more uniform under sample rotation compared to
the uncorrected paramagnetic signal especially at high Q, the attenuation effects remains
distinct in the low Q region.

Figure 4.9: Paramagnetic spin flip neutron scattering data from figure 4.6 corrected
with the cell simulation scattering profile in figure 4.8, dgy = 3.2 mm. The signal
is more uniform under sample rotation compared to the uncorrected data, but the
profile of the neutron attenuation in the cell is still strong at low Q.

In the attenuation simulation, the thickness of the cell walls is assumed to be unaffected by
the applied pressure. This is not realistic and a horizontal Poisson expansion is expected.
The thickness of the cell wall, dcye in equation 4.3 was allowed to vary with the aim
of improving the background model. dg; was determined as the distance which yielded
the lowest x? between the 2D scattering profile of the simulation and the paramagnetic
scattering in figure 4.6. This yielded a wall thickness of dgz = 3.2 mm. A horizontal
expansion of 6.7 % at these low forces seems like a very large increase. It is possible that
the variations in the wall thickness catch other features in the cell background that are
not contained in the simple model. This is used as a motivation to perform a background
subtraction with the cell simulation with a wall thickness described by dgy.

Figure 4.10 shows the corrected spin flip neutron scattering data with pressure applied to
the sample. Features of the cell attenuation are still observed especially at the edges of
the window regimes, but the profile follows the cubic crystal symmetry much closer than
the uncorrected data.
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Figure 4.10: Pressurized spin flip neutron scattering data from figure 4.6 at 1.5 K
corrected with the cell simulation scattering profile with a cell wall thickness of dgt
= 3.2 mm.

Figure 4.11 shows the relative difference in the data profiles at 1.5 K for ambient and
pressurized corrected spin flip data along with a Monte Carlo (MC) simulation of the
expected theoretical signal at 1.5 GPa. The relative difference data is defined as

AS(Q) _ Sp>0—Sp=o
5(Q) Sp=o

A qualitative agreement between data and simulation is marked by back circles at high
Q. Oppositely, the low Q data is almost uniform unlike the theoretical prediction. This is
possibly a result of the strong the cell attenuation effects for low Q. This underlines the
necessity of reducing the cell background and the non-uniform attenuation.

(4.4)

4.4.2 Discussion

The most important result of the neutron scattering measurements of cell A was the un-
expectedly large attenuation effects which were introduced by the difference between the
attenuation in the cell walls and windows. This would not prevent studies of Bragg reflec-
tions or dispersion curves, but it makes it impossible to resolve the weak, diffuse scattering
profiles that we target. The background is most pronounced for low Q which is especially
unfortunate since the interesting magnetic correlations of the frustrated materials that we
aim to study typically appear in the low Q region. Additionally, the form factor decay of
magnetic neutron scattering will weaken the high Q signal. For this reason, many of the
neutron scattering instruments that we target have detectors at both positive and nega-
tive scattering angles at low Q in order to obtain better statistics. It is therefore essential
that the non-uniform cell background is minimum in this region, so we have removed the
windows in later iterations of the cell.

The extracted pressure-induced changes in figure 4.11 are weaker than the simulation
result. This is expected to be partly caused by smearing of the diffuse signal during the
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Figure 4.11: Comparison between Monte Carlo (MC) simulation (left) and neutron
data (right) of the relative difference signal of pressurized HTO. Data has been cor-
rected with the cell simulation scattering profile with dgy = 3.2 mm. Black circles
mark regions with agreement between data and simulation. Low Q data is almost
uniform. Figure from [19].

background subtraction. The MC simulation is made for a pressure of 1.5 GPa, but the
actual pressure during the measurements is unknown. We have used the force readout
from the external press, but additional force was applied with the top screws before the
press was released. It is also expected that the force decreases when the external press
is released. Furthermore, the piston had jammed after the experiment, possibly due to
uneven force application with the top screws, and the friction between the piston and cell
cage would reduce the force on the sample compared to the force readout from the external
press. Finally, the temperature dependence of the force is unknown, and the experiment
was performed at 1.5 K while the known force was applied at room temperature. All of
the above arguments convinced us that an in-situ force measurement is necessary.

4.5 Cell B

The cell upgrade from cell A to cell B consists of:

e removal of windows in the cell cage in an attempt to obtain a uniform neutron
scattering profile from the cell.

e introduction of the commercially available load gauge, KMR40 from HBM in order
to measure the applied force below the sample and after release of the external force
press.

This section contains a description of cell B with an emphasis on the KMR40 load gauge.

Figure 4.12 shows the drawings of cell B in exploded view as well as transparent and solid
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Figure 4.12: Drawings of cell B. Upper left corner: transparent views of the cell.
The outer dimensions and the cell mounting-to-sample distance are marked. Center:
exploded view of all parts of the cell which are numbered. Lower right corner: The
cell parts are named and the materials are listed in parenthesis in the table.

sideviews. Parts 1-8 are identical to the corresponding parts in cell A except for a groove
in the lid (part 4) which allows the load gauge wire to exit the cryostat. Part 9: KMR40
load gauge from HBM which has been inserted below the lower seat. Part 10: the cell
cage which contains the remaining parts in the cell. The windows in the cell cage are
removed in the upgrade from cell A to cell B, which increases the cross section area of the
cell cage. This enables a thinning of the cell cage walls from 3 mm to 2 mm around the
sample position while still maintaining the pressure in the walls significantly below the
yield strength of CuBe. Finally, the cell cage extends further below the sample compared
to the cell cage in cell A in order to accommodate the load gauge. Part 11 is the lower
seat screws which are used to align the lower seat and fix the seats and load gauge in the
cell when no force is applied.
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4.5.1 KMR40 Load Gauge

The KMRA40 load gauge has been developed and tested by HBM for forces up to 40 kN.
It contains a large number of strain gauges, the principle of which is illustrated in figure
4.13. A strain gauge is a resistor that changes resistance when a force is applied along
the specified axis while there is negligible change in resistance when a force is applied
perpendicular to the axis. The change in resistance is positive or negative depending on
the sign of the strain (compression or elongation). The strain is the material deformation
that is caused by a mechanical stress. The field of strain gauge measurements is described

in [36]
T

Strain

|

V

Figure 4.13: Schematics of a strain gauge. A strain which is applied along the
specified axis changes the resistance in a strain gauge. Strains perpendicular to the
axis will not induce any resistance changes.

Strain gauges are often connected in a Wheatstone bridge as illustrated in figure 4.14 in
order to remove the effect of wire resistance, increase the temperature stability, reduce
the sensitivity to non-vertical force components and increase the signal. In a Wheatstone
bridge, an excitation voltage, V¢, is applied between the points B and C in the bridge, and
an output voltage, Vj, is measured between points A and D in the bridge. If the bridge
is balanced and 2 strain gauges are stretched and 2 strain gauges are compressed, the 4
strain gauge resistors fulfil the requirement

Ry Rs

= 4.5
R R (4.5)
with the surface relaxed, and the output voltage is zero in that case. Any small deviation
from the equilibrium state will induce a change in the output voltage, reflecting the surface
strain caused by the applied force.

The KMRA40 load gauge is not connected in a single Wheatstone bridge, but has a com-
plicated electronic circuit with many strain gauges in order to better compensate for
non-vertical force components and ensure a strong temperature stability. The drawings of
the electronic circuit of the strain gauges have not been provided since KMR40 is commer-
cially available. However, the KMR40 readout is given as a differential voltage similarly
to the readout in a Wheatstone bridge. This differential voltage is then converted into a
force with a linear calibration curve. Variations in temperature introduces a shift of the
calibration curve while the slope is almost unaffected. The load gauge is only specified
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down to 263 K which is far from cryogenic temperatures, specified in system requirement
S3. It is considered feasible to calibrate the KMR40 load gauge for cryogenic temperatures.

B

Ri Ru

R: Rg

C

Vo

Figure 4.14: Schematics of the Wheatstone bridge circuit, which consists of 4 vari-
able resistors (R; to Ry4). The output is typically given as the ratio between the
excitation voltage, V,, applied between the points C and B in the bridge, and the
output voltage, V|, measured between the points A and D.

In addition to absolute force measurements, the load gauge is able to reveal friction between
various parts of the cell, most importantly the piston and cell cage, from a discrepancy
between externally applied force and measured force below the sample. We find that there
is no significant discrepancy between the externally applied force and the KMRA40 force
readout at room temperature, leading to the conclusion, that the friction between the
piston and cell cage is negligible in cell B.

In contrast, there is a large discrepancy between the measured force before and after
removal of the external press. Despite application of additional force with all four top
screws, the force is reduced by a factor of 8-10 when the external press is removed. In
order to accommodate system requirement S1, application of 2 GPa pressure at the sample,
we would need to apply much greater forces using the press prior to the experiment, and
the crystal will often break under these conditions. Cell C addresses this.

In order to calibrate the load gauge at temperatures below 263 K, it was cooled to 75 K with
different known forces applied with a gas membrane. These calibration measurements were
primarily performed by Morten Haubro and his report on the measurements is included
in appendix B.

The main effect of cooling was indeed a shift in the calibration curve which remained
linear down to 75 K. However, there were many discrete spikes and jumps in the elec-
tronic signal during cooling which could indicate the appearance of cracks in the glue
that is used to attach the strain gauges. Additionally, the signal became very noisy and
unstable near liquid nitrogen temperatures with fluctuations orders of magnitude above
the expected readout signal, making the KMR40 impossible to use at this temperature.
One explanation to this behaviour is that air is trapped inside the cage of the load gauge.
Condensation of the nitrogen in the air would introduce disturbances in the load gauge
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readout. Alternatively, a phase transition of a material in the load gauge could also dras-
tically change the signal and possibly result in the appearance of cracks in the glue. It was
not possible to obtain technical information on the glue and materials in the KMR40 load
gauge since it is commercially available. The exact reason for the instability in the load
gauge therefore remains unsolved. The load gauge did no longer respond to an applied
force upon heating back to room temperature. We have cooled 2 different KMRA40 force
transducers and they both broke upon cooling to temperatures near liquid nitrogen.

~ @

/
— '

Figure 4.15: Picture of KMR40 force transducer from HBM. Picture from the
manual.

4.5.2 Discussion of cell B

The KMRA40 force transducer worked well at room temperature, and we were therefore
able to conclude that most of the force which was applied with the external press was
lost once it was released despite application of additional force with the top screws. We
therefore decide to apply the force directly with the top screws in later iterations of the
cell in order to reduce the risk of breaking the crystal samples by applying a force which
is many times larger than the force required during the experiment.

The KMRA40 readout is linear and its main response to temperature variations is a shift in
the calibration curve for temperatures down to 80 K. However, an issue occurs when the
load gauge reaches 75-80 K which results in large fluctuations and eventually breaks the
load gauge. Since we were unable to retrieve the technical specifications of the KMR40
load gauge, we have constructed our own load gauge in the upgrade to cell C in order to
better adjust it to our purpose.

4.6 Cell C

The upgrade from cell B to cell C consists of:

e Introduction of a load gauge that can operate at cryogenic temperatures which allows
to study the change in pressure upon cooling in a neutron scattering experiment.

e Pressure is applied directly with the top screws instead of an external press in order
to reduce the pressure loss.

This section contains a description of the design, test and calibration of the load gauge
along with stability tests of cell C at several temperatures. Additionally, the neutron
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scattering profile of cell C is presented and compared to the neutron scattering profile of
cell A.

91.0 mm

: cryostat mounting screws (steel 316)
: eryostat mounting (CuBe:C17200)
: top screws (steel 316)

: lid (CuBe: C17200)

: piston (CuBe: C17200)

: upper seat screws (Ti)

: upper seat (steel 316)

: sample position

9 : load gauge cage (CuBe: C17200)
10 : spacer (steel 316)

11 : lower seat screws (Ti)

12 : cell cage (CuBe: C17200)
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Figure 4.16: Drawings of cell C. Upper left corner: transparent views of the cell.
The outer dimensions and the cell mounting-to-sample distance are marked. Center:
exploded view of all parts of the cell which are numbered. Lower right corner: The
cell parts are named and the materials are listed in parenthesis in the table.

Figure 4.16 shows the drawings of cell C in exploded view in addition to transparent and
solid sideviews. Parts 1-8 are identical to the parts in cell B, but in cell C, we now use the
M5 top screws (part 3) directly to apply the force due to the large loss in force that was
observed in cell B upon relaxation of the external press. For the load gauge calibrations
the force is still applied with a calibrated external press through the hole in the lid in order
to apply a known force and the top screws are thereby not used for these calibrations.
Part 9, is the CuBe load gauge, and part 10 is a spacer which aligns the CuBe load gauge
with respect to the cell cage (part 12). The groove in the spacer allows the wires to exit
the cell cage.
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4.6.1 Load Gauge Design

The KMRA40 load gauge that was used in cell B accurately measured the force and seemed
resistant to temperature changes except at liquid nitrogen temperatures. However, the
challenges at this specific temperature is believed to be caused either by condensation of air
in the load gauge cage, or a phase transition in the load gauge materials which causes the
glue to crack. With better technical knowledge of the load gauge, it is possible to overcome
these challenges which motivated a continued use of strain gauges when developing a load
gauge for cell C.

lF == Strain gauges

10 mm

Figure 4.17: Schematics of the load gauge used in cell C. The load gauge cage is
a cylinder with a slightly conical lid, that is here seen from the side. Four cryogenic
strain gauges are glued onto the back of the lid in a Wheatstone bridge circuit (figure
4.14). When a force is applied, the load gauge lid deforms, which induces an electronic
signal in the strain gauges. More details on the load gauge is found in figure 4.18.

Figure 4.17 illustrates the principle of the load gauge for cell C. The cage of the load gauge
is made from CuBe and it is designed as a cylinder with a conical lid. When a force is
applied vertically, the lid deforms which induces an electronic signal in four strain gauges
that are glued onto the lid of the load gauge and connected in a Wheatstone bridge. Figure
4.18 shows a photo of the load gauge lid with four CFLA-1-350 strain gauges attached
with adhesive type C-1 from Tokyo Measuring Instruments Lab. The strain gauges are
calibrated for relative strain up to 0.1 % and for temperatures down to 4 K. We expect that
there are no challenges in accomodating mK temperatures once 4 K has been reached. The
photo in figure 4.18 also shows a PT100 thermometer which is used during the calibration
of the load gauge. It is specified down to 74 K and it is therefore not intended to be used
during neutron scattering measurements.

The positioning of the strain gauges is based on a finite element analysis (FEA) of the
strain in the load gauge cage at 25 kN which corresponds to 2 GPa pressure on a cylindrical
4 mm diameter sample. Typical samples are expected to be 3-4 mm in diameter and
the load gauge is therefore designed and tested with this in mind. FEA uses numerical
finite element methods to calculate structural behaviour such as the stress and strain
of a material under a given load as described in [26]. Figure 4.18 presents the relative
strain of the load gauge lid based on the FEA along with the strain active areas of the
strain gauges. The simulation shows that the lid only experience positive strain and it is
therefore not possible to expose two strain gauges to positive strain and two strain gauges
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to negative strain and take full advantage of the Wheatstone bridge. Instead, two strain
gauges are placed near the edge of the lid where the strain is close to zero. These two
strain gauges thereby mostly contributes to temperature stabilisation, they adjust for non-
vertical components of the applied force, and they adjust for differences in the resistances
in the wires. The two remaining strain gauges are placed near the center of the lid where
they experience a large strain which slightly exceeds the 0.1 % limit for relative strain.

2.00 %o
1.60 %o

1.21 %o

0.81 %o [

0.02 %o \

10 mm

Figure 4.18: Left: Finite element analysis of the load gauge lid with 25 kN load
applied. The colour scale describes the relative strain of the lid. The strain active
areas of the strain gauges are marked by dark grey squares. Right: Photo of the
load gauge lid with four strain gauges and a PT100 thermometer. Photo taken before
wires were soldered.

Reliability is shown after numerous load applications during calibrations and tests of
the cell and load gauge and no systematic changes are observed upon pressurization.
We therefore conclude that the adhesive and strain gauges are not damaged by force
applications of this magnitude. If larger forces are required at a later point, it is possible
to increase the thickness of the lid in order to reduce the strain of the lid, but this will
also reduce the signal in the strain gauges and the current lid thickness is thereby ideal
for the forces which we target.

4.6.2 Room Temperature Force Calibration of CuBe Load Gauge

The CuBe load gauge has been calibrated at 300 K, at 195 K (cooled with dry ice), at
125 K (cooled with liquid nitrogen) and at 80 K (cooled with liquid nitrogen). This
section contains a description and analysis of the room temperature calibrations, while
calibrations for temperatures below room temperature is described in section 4.6.3.

The CuBe load gauge is calibrated with an external force press. Initially, the load gauge
was placed directly in the press, but we obtained significantly different calibration curves
depending on the exact position of the load gauge with respect to the press. In order to
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reduce the horizontal force components and simulate the experimental situation during a
neutron scattering experiment, the load gauge was placed in cell C during the calibrations
and the force was applied with an external press through the hole in the lid of cell C.

The load gauge is highly sensitive, and even small forces of less than 1 N applied with a
finger is clearly seen in the differential voltage readout. Similarly, there are spikes in the
signal if someone walks by the experimental setup. The load gauge sensitivity to horizontal
force components is surprising since the Wheatstone bridge should compensate for it. It
is believed to be a result of a slight tilt of one of the strain gauges as seen in figure 4.18.

Load Gauge: LC929

I Steel Spacer Rod

Load gauge in cell C

Figure 4.19: Photo of the experimental setup which was used to calibrate the load
gauge at room temperature with an external press (in green). The red square frames
the reference load gauge LC929 which was used to measure the applied force. The
green square frames the steel spacer rod which was used to thermally disconnect the
reference load gauge from the cell (important for calibrations at temperatures below
-10 °C). The blue square circles cell C which contains the CuBe load gauge.

Figure 4.19 shows the experimental setup that was used for the room temperature calibra-
tion of the load gauge. The external press is calibrated with a reference load gauge 1.C929
which is specified down to 263 K. Consequently, it is necessary to thermally disconnect
the cell and press during calibration below this temperature. In order to create similar
experimental conditions for all calibrations, the force was applied from the press to the cell
piston through a steel rod, as shown in the photo, even at room temperature. The zoom
on the cell shows that the top screws were not used during the load gauge calibration, but
all other parts of cell C except for the cryostat mounting was contained in the cell cage as
specified in figure 4.16.

The reference load gauge LC929 is specified up to 22 kN, and this was therefore the upper
limit for the calibration. We expect to be able to extrapolate the force up to 25 kN as
specified in system requirement S1 for a 4 mm diameter sample. The room temperature
calibration was repeated 6 times where the force was increased from 0 kN to 22 kN and
returned to 0 kN 3 times, which we term one data set. The cell was disassembled between
each data set.
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Figure 4.20 shows an example of the differential voltage readout of a single data set
(data set 1). There are three distinct increases in signal when the force is applied with the
external press. The force is applied manually by pumping with a handle and it is apparent
that it is not applied with the same rate for each of the three force increases. The force
increase is slower than the force decrease where the press is released by opening a valve.
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Figure 4.20: Left: induced response in differential voltage when the externally
applied force is increased to approximately 22 kN 3 times (data set 1). The red and
blue lines mark the data which is used as increasing and decreasing force respectively
based on the gradient of the signal (right). The marked cut values of the gradient are
used to separate the signal into increasing and decreasing force.

Figure 4.20 also shows the gradient of the differential voltage signal, which is used to
separate the signal into increasing and decreasing force when the gradient crosses the
marked cut values. While there is a sharp negative peak in the gradient when the force is
released with the valve, there is only a small positive peak at the start of the increasing
force curve. There is also no clear gradient signal at the top of the force curve, and the
plateau at the top of the force curve is therefore included in the increasing force curve
despite a slight decrease in force due to a drift of the hydraulic press.

Figure 4.21 shows the calibration curve of data set 1 where the calibration curve has
been separated into increasing and decreasing force as described in figure 4.20. There
is hysteresis in the system between increasing and decreasing force and the two sets of
calibration curves have therefore been separated and treated independently. The curves
presented here are the increasing force curves, since these are the curves that are relevant
when force is applied to the cell prior to an experiment.

Figure 4.22 shows six room temperature calibration data sets, data sets 1-6. The zoom
inset in figure 4.22 shows that variations between each dataset is larger than variations
within each dataset indicating that the cell assembly method is crucial in order to reduce
the systematic errors on the calibration curve. Data sets are taken both before and after
temperature calibrations of the load gauge as described in section 4.6.3. Data sets 1-3 are
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Figure 4.21: Dataset 1 where the force has been increased from 0 kN to 22 kN
and decreased back to 0 kN three times. There is hysteresis between increasing and
decreasing force, and increasing force calibration curves are therefore used in this
thesis unless otherwise stated.

taken prior to calibrations at low temperatures, data sets 4-5 are taken between cooling
with dry ice and liquid nitrogen and data set 6 is taken after cooling with liquid nitrogen.
There is no systematic change in the calibration curves upon cooling and stress testing the
load gauge which shows its robustness and stability and we therefore combine the data
from all 6 data sets into a single room temperature calibration curve.

Figure 4.23 presents the data from all six data sets in addition to a third degree polynomial
fit which that be used as a room temperature calibration curve. The inset figure shows
the relative residual difference between data and fit defined as

Fﬁt - Fdata

dFrel = Fd
ata

, (4.6)
which is interpreted as the error on the calibration curve termed the calibration error. The
calibration error is less than 5 % for forces above 15 kN, corresponding to 2 GPa pressure
on a 3.1 mm diameter sample, but it is substantial when low forces are applied since the
strain gauge signal is smaller in this range. If there is a need to use the cell for low applied
forces, it is possible to design a load gauge which is very similar to the current load gauge
and which fits into the cell, but has a thinner lid and thereby a larger strain.
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Figure 4.22: Room temperature calibration curves for increasing force of each cell
assembly termed dataset. The force was increased to 22 kN 3 times within each
dataset. There is no systematic change in the calibration curves. The descrepancy
between each dataset is larger than the discrepancy within each dataset.
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Figure 4.23: Data from all 6 datasets along with a 3rd degree polynomial fit which
will be used as the room temperature calibration curve. Fit parameters are presented
in table 4.1. The inset figure shows the relative residual difference between data and
fit along with 5 % and 10 % lines. The relative residual difference is less than 5 % for
forces above 15 kN.
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4.6.3 Low Temperature Force Calibration of CuBe Load Gauge

This section contains a description of the load gauge calibrations that were performed at
temperatures below room temperature. Figure 4.24 shows the experimental setup that was
used for these calibrations. The setup strongly resembles the room temperature calibration
setup that was presented in figure 4.19, but the cell is placed in a container which is filled
with either dry ice or liquid nitrogen. The force is applied through a steel rod in order
to thermally disconnect the reference load gauge and the cell. A PT100 thermometer on
the reference load gauge showed that the temperature was above 278 K degrees at all
times and thereby well above 263 K which is the lower temperature limit specified for the
reference load gauge. The force was only applied once the system had reached thermal
equilibrium.

It took approximately 1 hour to reach thermal equilibrium both when cooling from 300
K to 77 K with liquid nitrogen and when cooling from 300 K to 195 K with dry ice. This
is much faster than in a typical cryostat and it thereby provides a stress test of the load
gauge. While the signal fluctuated a lot during temperature variations it recovered well
once it had reached thermal equilibrium. Fluctuations are expected due to temperature
gradients in the load gauge during cooling.

Figure 4.24: Experimental setup during the temperature dependent force calibra-
tions of the load gauge in a sketch format (left) and a photo where the container is
empty (right). The load gauge is inside the cell which is placed in an container. The
container is filled with liquid nitrogen or dry ice during the force calibrations. Once
the system has reached thermal equilibium, the force is applied externally with a force
press through a stainless steel spacer rod which thermally disconnects the cell from
the calibrated reference load gauge LC929 (green square in the sketch).
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Figure 4.25: Force calibrations of the load gauge at temperatures: 300 K, 195 K,
125 K, 80 K. Each calibration curve has been fitted to a third degree polynimial
fit. Fit parameters are presented in table 4.1. The temperature dependence is most
pronounced for large forces and is smaller than the calibration error when no force
is applied. The 300 K calibration curve consists of 6 datasets while the remaining
curves consists of 1 dataset each. The calibration curves at 125 K and 80 K coincide.

Figure 4.25 shows the calibration curves obtained at low temperatures in addition to
the room temperature calibration curve that was presented in section 4.6.2. The room
temperature calibration curve consists of 6 data sets while the calibration curves at the
other temperatures consists of a single data set each. This explains the larger spread of the
room temperature curve compared to the other calibration curves where a similar spread
is anticipated if more data sets are produced.

A temperature reduction primarily changes the slope of the calibration curve and tem-
perature variations between the calibration curves is therefore most pronounced for large
forces while it is less than the calibration error when no force is applied. This is opposite
to the observation of the KMRA40 load gauge that was used in cell B where temperature
variations predominately induced a shift in the calibration curves.

Figure 4.25 also shows that the calibration curves at 125 K and 80 K almost coincide,

a b c d
300 K | -1.214(73) | 6.29(27) | 2.98(30) | -1.261(95)
195 K | -0.399(3) | 3.887(11) | 5.739(11) (3)
125 K | -1.795(10) | 7.976(32) | 4.221(31) | -1.308(9)
80 K | -1.005(11) | 5.213(35) | 6.772(34) (10

Table 4.1: Fit parameters of third degree polynomial fit (az3 + bx? + cx +d) to load
gauge calibration data presented in figures 4.25 and 4.23.
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indicating that the material properties of CuBe, especially the elastic modulus, do not
change significantly below this temperature. We will therefore use the 80 K calibration
curve to estimate the applied force at helium temperatures. Table 4.1 shows the fit pa-
rameters of third degree polynomials which have been fitted to all four calibration curves.
The purpose of the calibration curves is to describe the data and there is no direct physical
interpretation of the parameters with this model. These fitted curves will be used to con-
vert the differential voltage readout to force and the error will be given by the calibration
error of the corresponding force based on the room temperature calibrations.
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Figure 4.26: Thermal expansion of CuBe C17200, data from [16], fit from [68]. The
thermal expansion is very small below 77 K.

The pressure will change upon cooling from room temperature to cryogenic temperatures
due to differences in the thermal contraction of the cell materials, primarily steel 316,
CuBe and the sample. The thermal contraction of many common materials such as steel
is very small below liquid nitrogen temperatures [18] and figure 4.26 shows that this also
applies to CuBe. It is therefore sufficient to determine the temperature induced force
change down to liquid nitrogen temperatures.

In order to investigate the load gauge response at even lower temperatures, it was cooled
in a closed cycle refrigerator (CCR) without any applied load. Figure 4.27 shows the load
gauge readout as a function of time. The temperature is reduced in steps and allowed to
stabilise before it is reduced further. The temperature and differential voltage readouts in
figure 4.28 are found as the average of the marked data in each plateau in figure 4.27.
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Figure 4.27: Change in differential voltage (left axis) and temperature (right axis)
upon cooling the unloaded load gauge and cell from 300 K to 26 K. The marked
constant temperature data is used to generate the data of the first cooling in figure
4.28.
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Figure 4.28: The temperature induced change in load gauge response without any
applied force. The load gauge has been placed inside the cell and cooled from 300 K
to 26 K and heated back to 300 K twice. The plotted room temperature calibration
errors are larger than the induced variations.
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Figure 4.28 shows the differential voltage readout as a function of temperature for two
temperature decreases and two temperature increases. The calibration error is larger than
the temperature induced change in the differential voltage readout and the small hystere-
sis between increasing and decreasing temperature is difficult to resolve. The change in
differential voltage is close to linear even at the lowest temperatures, but the temperature
dependence is very weak compared to the calibration curves in figure 4.25. The signal
changes by approximately 0.07 mV/V in the entire temperature range, which is approxi-
mately 30 times less than the differential voltage readout at 22 kN and the change below
100 K is only 0.002 meV which is orders of magnitude less than the calibration error and
therefore insignificant in comparison. This shows that the temperature induced changes
without applied force are minimal and can be neglected below the 100 K.
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Figure 4.29: Three different forces have been applied to cell C at room temperature.
This figure shows the force response when the cell is cooled from 300 K to 21-24 K
and heated back to 300 K in the CCR for all three forces. There is a very low level
of hysteresis between heating and cooling, the curves coincide except for the room
temperature point of cooling 3 where there is a small discrepancy. The differential
voltage readout is converted to force with the calibration curve which is closest in
temperature in figure 4.25.

The loaded cell was cooled without sample in a CCR in order to simulate the force response
to temperature in a neutron scattering experiment. Figure 4.29 shows the temperature
induced force change when the cell is cooled from 300 K to 21-24 K and back to 300 K
without sample for three different applied forces. The curves are separated into increasing
temperature (dark colour) and decreasing temperature (light colour) and are converted
from differential voltage readout to force with the calibration curve in figure 4.25 which
is nearest in temperature. Below 150 K, the force is almost stable in compliance with the
expectation that the thermal contraction of the cell materials is small below 100 K.

The system shows very small hysteresis between increasing and decreasing temperature
and only the room temperature data, upon cooling 3, differ by approximately 1 errorbar,
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while the remaining data points coincide. The shapes of the curves are similar, and it
reflects the relative thermal coefficients of the materials in the cell: steel 316 and CuBe.
During a neutron scattering experiment, the dominant contribution to the change in force
is the relative ratio between the contractions of CuBe, steel 316 and the sample, and it is
therefore not possible to create a sample independent estimate of the shape of the curve,
except for the expectation that it is likely to stabilise for temperatures below approximately
100 K. This is why the in-situ force measurement is essential to the experiment.

Figure 4.30 shows the temperature and differential voltage readout as a function of time
during the first cooling in figure 4.29. The average of the marked data in each plateau
was used to generate the data in figure 4.29. The cell is cooled from 300 K to 21 K in
less than 30 hours with 12 intermediate steps where the temperature has been allowed to
stabilise. This shows that it is indeed possible to cool the cell to cryogenic temperatures
in less than 24 hours in compliance with system requirement S5.

Figure 4.30 shows large increases in force readout while the temperature changes most
rapidly. This was not observed in figure 4.27 when cooling the unloaded cell, and it is
therefore thought to reflect an actual force increase of approximately 1-2 kN caused by the
temperature gradient within the cell. This dramatic response to cooling is important to
keep in mind during a neutron scattering experiment where the system should be allowed
to cool slowly in order to limit any additional force on the sample which might break it.
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Figure 4.30: Change in differential voltage (left axis) and temperature (right axis)
during cooling of the loaded cell in a CCR. The cell is cooled from 300 K to 21 K
in less than 30 hours with 12 intermediate steps where the temperature is allowed to
stabilise. The marked data is used to generate measurement 1 in figure 4.29. The
differential voltage readout increases dramatically during cooling corresponding to a
rapid force change of 1-2 kN when there is a temperature gradient in the cell and then
stabilises at a lower level.
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4.6.4 Stability Test of cell C

Stability tests have been performed for temperatures between 300 K and 250 K in order
to check if the cell meets system requirement S1. Figure 4.31 shows a stability test at
room temperature with 8.3 kN applied initially. The force drops by 2.5 % during 30 hours
which is half the accepted drift.
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Figure 4.31: Stability test of cell C at room temperature which shows force as a
function of time. The force decreased by 0.21 kN during 30 hours which corresponds to
2.5 % of the initially applied force. This is less than the room temperature calibration
error.

Figure 4.32 shows the drift of cell C at temperatures from 300 K to 250 K in 10 K steps. All
six differential voltage readout curves are converted to force with the room temperature
calibration curve in figure 4.23. The force reduction is linear and the slope decreases
when the temperature is reduced. All six curves are fitted with linear fits and the slopes
are plotted as a function of temperature in figure 4.32(right). The temperature induced
change in slope is well described by a fitted exponential,

slope = Aexp <T> , (4.7)
To

where Tp = 9 K +£ 1 K and A = (-7 &£ 20 ) -107'® kN/min showing that the effect

is thermally activated. The error on A is larger than its value, but the lifetime, Ty

seems reasonable and describes well that the cell keeps the force very stable when the

temperatures is decreased below 260-270 K.
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Figure 4.32: Stability test of cell C at temperatures from 300 K to 250 K in 10 K
steps. Left: force curves as function of time at the different temperatures. The room
temperature calibration error is approximately 0.18 kN for the applied forces and it
is therefore not included in the plot to enhance graphical clarity. Right: The slope
of linear fits to the force curves in the left figure along with an exponential fit to the
slope according to equation 4.7 with Tp = 9 K + 1 K.

4.6.5 Neutron Scattering Measurements at Room Temperature

We have measured the neutron scattering profile of cell C at the diffuse scattering instru-
ment D7 at the ILL. The experimental conditions are very similar to the measurements
that were performed on cell A described in section 4.4 including the sample, which was
again HTO. This section contains a description of the room temperature background mea-
surements of cell C, while measurements at 1.5 K are described in the next section.

Figure 4.33 shows a photo of cell C where the cell cage and seats are covered with Cd
outside the neutron beam position as it was described for cell A in section 4.4. The
HTO sample is hidden inside the cell. The load gauge was placed in the cell during the
measurements, but it is not present in the photo.

Figure 4.34 shows the neutron scattering background of cell C, which was measured with
an Al nut at room temperature. The figure contains both the spin flip measurements,
which contain information on spin incoherent and magnetic scattering profiles, and the
non spin flip measurements, which additionally contains information on the nuclear neu-
tron scattering. Both measurements are uniform under sample rotation and thereby fulfil
system requirement S4. The rings reflect small variations in detector efficiencies.
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Figure 4.33: Photo of cell C. The cell cage is covered with Cd except around the
sample and the seats are covered in Cd except at the sample position (hidden inside
the cell). A cylindrical HTO crystal is placed between the steel 316 seats (hidden
inside the cell). The photo also shows a hole in the cell cage and a groove in the lid
which allows the load gauge wires to exit the cell. The load gauge is not present in

the cell on the photo.
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Figure 4.34: Spin flip (left) and non spin flip (right) neutron scattering background
measurement of cell C with an Al nut at room temperature. The intensity is plotted
on a colour scale as a function of the two components of Q in the scattering plane. The
cell signal is very uniform with sample rotation (azimuthal rotation in the figures).
The rings reflect variations in detector efficiencies. The high intensity for very low
scattering angle is caused by the direct beam of unscattered neutrons.
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4.6.6 Neutron Scattering Measurements at Cryogenic Temperatures

This section contains a description of the neutron scattering measurements of HTO which
were performed at 1.5 K. The measurements were performed at ambient pressure and with
350 MPa applied uniaxially to the sample with cell C.

Figure 4.35 shows the resulting spin flip scattering pattern at ambient pressure (left) and
with 350 MPa pressure applied to the sample (right). Unfortunately, we were unable to
obtain similar counting statistics for the two setups which is apparant from a larger noise
level in the ambient pressure data. The azimuthally averaged SF background signal in
figure 4.34 has been subtracted from both data sets in figure 4.35. The diffuse scattering
patterns and pinch points which are seen in the figure reveal that HTO is indeed in its
correlated phase as expected at 1.5 K. Comparison of the two figures also show that the
pressure induced changes are very small.
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Figure 4.35: 2D spin flip neutron scattering profile of HT'O in its correlated phase at
1.5 K at ambient pressure (left) and with 350 MPa pressure applied (right). Both data
sets have been symmetrized. The diffuse features and pinch points is well resolved in
both figures despite less counting statistics for the ambient pressure data compared
to the pressurized data.

Figure 4.36 shows an MC simulation of the scattering profile from pressurized HTO. The
simulation has been made by Richard Edberg, and it is described in ref. [20]. The data
in figure 4.35 is in arbitrary units, and in order to compare with the simulation, the data
has been normalised to the averaged intensity across the high Q diffuse peak. Figure
4.36 shows the 2D difference between the scattering profiles of pressurized, Sp(Q), and
non-pressurized data, So(Q), defined as

AS(Q) = Sp(Q) — So(Q)- (4.8)

For Q < 1 A~ there is qualitative agreement with increased intensity horizontally where
Qy=0 A~1 and reduced intensity outside this region where Qy#0 A=l ForQ>1A"1,
the situation is reversed with suppressed intensity at low angles from the horizontal line
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and high intensity outside this region. The absolute value of the intensity difference is
larger for high @ compared to low Q, and it is more noisy.
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Figure 4.36: Left: MC simulation of the pressurized and non-pressurized S(Q) plot-
ted on a colour scale. Right: simulated (left) and measured (right) AS(Q) obtained
from the data in figure 4.35.

Figure 4.37 (left) shows the signal of the data in figure 4.35 integrated across all Q as
a function of angle (zero degrees is horizontal). The left figure shows the integrated
intensity for the pressurized and non-pressurized data in figure 4.35. The pressure induces
a narrowing of the peaks centered at 35 degrees with a possible shift to lower angles. The
pressure induces a reduction of the signal at low angles and at Q, = 0 A1 (zero degrees),
there are large fluctuations in both pressurized and non-pressurized data.

Figure 4.37 (right) shows the difference signal between both the data in the left figure
and the corresponding Q-integrated MC simulations. The agreement between data and
simulation is remarkable and the data is well described by the simulation in all directions.
This is especially evident in the region 0-30°. The shift of the 35° peak that was observed in
4.37 (left) is not reproduced by the simulation, and a small discrepancy between difference
data and simulation is therefore seen from 30-50°.

Figure 4.38 shows the Q integrated scattering profile when integration is performed for Q
< 0.6 A~! as marked in the left figure. The right figure shows a pressure induced reduction
of the signal at high angles, while it slightly increases at low angles.

Figure 4.39 shows the difference curves of both data and MC simulation which have been
integrated across low Q (Q < 0.6 A‘l). There is good qualitative agreement between data
and simulation in all directions and AS(Q) is positive for low angles and negative for large
angles for both data and simulation. However, there is a constant offset between data and
simulation, ans data is consistently 0.08 below the difference simulation. This could be an
effect of a difference in the cell background in pressurized and non-pressurized data. Due
to the Poisson effect, the thickness of the cell walls will increase in the pressurized cell
compared to the non-pressurized data increasing the neutron absorption in the cell. In
addition, the idealized nature of the simulation along with boundary effects might result in
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Figure 4.37: Left: angular dependent S(Q) pressurized and non-pressurized data
obtained from integration of S(Q) in figure 4.35 over all Q. Right: AS(Q) differ-
ence data between pressurized and non-pressurized S(Q) in the left figure. AS(Q) is
compared the a simulated AS(Q) integrated for the same region in Q.

a small offset in the simulation which becomes important at these small pressure induced
signals.

There is a dip in the difference data at 30-40° which is not described by the simulation.
This may be an effect of poor resolution in the simulation, which is ultimately limited by

the size of the simulated system [20]. However, it could also be a result of a true difference
between the simulation and data, possibly due to the simulation limitations described

above.
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Figure 4.38: Left: S(Q) has been integrated for the marked low Q region (Q < 0.6
A1), Right: angular dependent pressurized and non-pressurized S(Q) integrated for

marked low Q region (Q < 0.6 A=1).
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Figure 4.39: Angular dependent difference signal, AS(Q) between the pressurized
and non-pressurized S(Q) in figure 4.38 where integration has been performed for Q
< 0.6 A1, AS(Q) is compared to the the simulated S(Q) integrated for the same

region in Q.
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4.6.7 Discussion of cell C

Cell C has a uniform neutron scattering background and thus fulfils system requirement
S4. The yield strength of steel 316 is 200 MPa, but we were able to apply up to 350 MPa
pressure to a cylindrical HTO sample. However, the seats were heavily deformed after the
experiment and we will therefore design new seats which resemble the seats and anvils in
diamond anvil cells.

We also experienced indentation issues at the tips of the top screws that were used to
apply the force. The thread of the screws did not deform, suggesting that the pressure
is only slightly above the yield strength. We will therefore increase the screw diameter
without changing the material of the top screws in the upgrade to cell D.

Despite indentation issues of the cell, the HTO experiment was highly successful, and we
were able to show clear evidence of pressure induced effects through the application of a
uniaxial pressure of 350 MPa, whilst no changes were observed when hydrostatic pressure
up to 6 GPa was applied [50].

The applied force of cell C decreased by approximately 2.5 % in 30 hours which is below the
specifications in system requirement S1. The reduction in force is thought to be caused
by small movements of the screws. The difference in thermal contraction between the
CuBe lid and the steel screws will increase the friction upon cooling which would increase
the stability of the force as it was seen in figure 4.32. The force is almost constant for
temperatures below 260-270 K showing that the pressure will be very stable during a
neutron scattering experiment at cryogenic temperatures.

4.7 Cell D

The upgrade from cell C to cell D consists of:

e Replacement of the M5 top screws with M8 pinol top screws in order to avoid
indentation whilst fulfilling system requirements S1 and S8.

e Replacement of the steel 316 seats with CuBe seats and WC10 anvils in order to
fulfill system requirement S1.

This section contains a description of cell D with a special emphasis on the seats and
anvils. Additionally, a stability test of the cell is presented along with neutron scattering
results measured at the Thales instrument at the ILL, though with steel anvils.

Figure 4.40 shows all parts of the cell D in exploded view in addition to transparent and
solid sideviews. Part 1: MS8 top screws are used to apply the force. The screw heads do
not fit within the size specifications in system requirement S8 and the screws are therefore
pinol screws. Part 2: The lid is screwed onto to the cell cage (part 9) and the top screws
are screwed through the lid in order to apply the force to the lid and piston (part 3). The
cell is mounted on the cryostat by screwing the lid onto an M6 screw. Part 3: The piston



4.7. CELL D 65

transfers the force from the top screws to the upper seat. Part 4: upper seat screws fix the
upper seat to the piston. Part 5: there are two identical seats in the cell, the upper and
the lower seat. The seats transfer the force to the anvils and reduce the horizontal stress
in the anvils as described later in this section. Part 6: sample position. Part 7: the anvils
transfer the force to the sample. The highest pressure in the cell for a given applied force
is obtained between the anvils and the sample. The remaining parts 8-11 are identical to
the similar parts in cell C.

91.0 mm

: top screws (steel 316)

: lid (CuBe: C17200)

: piston (CuBe: C17200)

: upper seat screws (T1)

: upper seat (CuBe: C17200)
: sample position

: anvil (WC: MT10MG)

: load gauge cage (CuBe: C17200)
: spacer (steel 316)

: lower seat screw (Ti)

: cell cage (CuBe: C17200)

10
11

O © 0o~ Ul W~

—_ =

Figure 4.40: Drawings of cell D. Upper left corner: transparent views of the cell.
The outer dimensions and the cell mounting-to-sample distance are marked. Center:
exploded view of all parts of the cell which are numbered. Lower right corner: The
cell parts are named and the materials are listed in parenthesis in the table.

4.7.1 Anvils

An important part of the upgrade from cell C to cell D is the introduction of anvils in
the seats in order to reach pressures up to 2 GPa as specified in system requirement S1.
The design of seats and anvils are strongly based on the design in a DAC, and the naming
convention of DAC anvils that are specified in figure 4.41 are used in the section. Figure
4.41 shows the principle of the seats and anvils. The anvils are made from WC10 that
was described in section 4.3, which is very hard, but also brittle. It will not indent in the
specified pressure range, but it needs support from the side in order to reduce the horizontal
stress in the anvils. This is insured by the design of the CuBe seats which support the
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anvils around the girdle and lower pavillion. Furthermore, the area is increased by at least
a factor of 2 from the culet to the cross section area of the side of the lower pavillion
thereby reducing the pressure correspondingly and avoiding indentation of the seats.

_ Culet _— Upper pavillion

: Girdle

\
by

l N\ 4—;— Lower pavillion

FE i
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|

Back !

. L

L A
| |

Figure 4.41: Sketch of the principle of the anvils and seats. Left: a vertical force
is applied to the culet of the anvil. The force is transferred to the seat through the
lower pavillion. The anvil is confined within the seats which reduces the horizontal
stress in the anvil. Right: definition of the naming of the different parts of the anvil.

4.7.2 Stability Test of cell D

A stability test displayed in figure 4.42 shows that cell D is able to maintain the applied
force within 1 % of the initially applied 12.60 kN in almost 60 hours at room temperature.
The cell thereby exceeds the aim in system requirement S1 by a factor of 5. There is a
gap in data starting after 19.4 hours because the data files were overwritten in this time
period.
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Figure 4.42: Stability test of cell D with full force range (left) and zoom on force
axis in order to see the force change. During almost 60 hours the force decreases from
12.60 kN to 12.46 kN which is approximately 1 % of the initially applied force. After
19.4 hours, the data files were overwritten and not logged properly. This error was
only corrected 21.6 hours later which is the reason for the missing data points in that
time interval.

4.7.3 Neutron Measurement

A neutron scattering experiment was performed with cell D at Thales at the ILL in October
2021 on pressurized Lag_,;Ba,CuO4 (LBCO), x = 0.115. At 25 MPa a gradual structural
transition measured with uSR shifts the superconducting transition temperature, T [4].
The physics of LBCO is both rich and highly unusual, especially around the doping x =
1/8 as described in i.e. ref [70], [48] and [4], but it is outside the scope of this thesis and
the analysis on the pressure induced effects on T has not been a part of the work of this
thesis. Thales is a triple axis spectrometer with a higher spatial resolution than the diffuse
scattering spectrometer D7. This enables a direct measurement of the compression of the
pressurized LBCO crystal which is the focus of this section.

In the neutron scattering measurements, 30 MPa pressure was applied along the (110)
tetragonal direction of a cylindrical crystal of LBCO with x = 0.115. The crystal had a
diameter of 5 mm, a height of 3.9 mm and weight of 0.76 g. The pressure was applied
with the steel seats of cell A-C in the neutron scattering experiment, but tests prior to
the experiment were performed with the WC10 anvils.

Figure 4.43 shows the (002)7 and (110)p Bragg peaks at 2 K with and without applied
pressure. Unfortunately, the peaks at ambient pressure were measured without collima-
tors, while the beam was collimated at the 30 MPa measurements and the ambient mea-
surements at ambient pressure are therefore significantly broader. Additionally, different
counting statistics were obtained, and all peaks in the figure are therefore normalised. The
amplitude has been fixed to 1 for all four Gaussian fits while the remaining fit parameters
are presented in table 4.2.
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Evidently, both Bragg peaks shift when pressure is applied which is a result of a change
in lattice parameters a, b, and ¢, where lattice parameters of the non-pressurized crystal
are indexed 0 and lattice parameters of the pressurized crystal are indexed P:

ap = by = 3.7679(5)A, ¢y = 13.2764(6)A
ap =bp = 3.7802(2)A, cp = 13.1287(6) A

The lattice parameters thereby increase by 0.3 % in the ab-plane and decrease by 1.1 %
along the c-axis. That the (110) parameters increase seems unexpected, but it is caused
by the tetragonal coordinate system. Pressure along (110)7 introduces an orthorombic
splitting and will thereby reduce (100)p and increase (010)p and (001)p). The diagonal
1100 (i.e. the 1007) will increase which is consistent with the observation.

002 peak 110 peak
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Figure 4.43: Gaussian fits of Bragg peaks (0 0 2) (left) and (1 1 0) (right) at ambient
pressure and with 30 MPa pressure applied to a LBCO sample. Fit parameters are
presented in table 4.2. All measurements are taken at 2 K at the Thales intrument.
The shift in peak positions show that the lattice parameter has increased by 0.3 % in
the ab-plane and 1.2 % along the c-axis as a result of the applied force. Figure made
by Machteld Kamminga.

Parameter Name | Ambient Pressure Fit | Pressurized Fit

1002 35.556 + 0.007 35.964 + 0.001

7002 1.194 + 0.004 0.2784 + 0.0007
Booz (0.54+0.3) - 1073 (0.27 £ 0.04) - 1073
H110 99.057 + 0.006 98.6223 + 0.001
o110 1.097 + 0.003 0.4564 + 0.0008
Bi1o (0.5 +0.1) -1073 (0.6 £ 0.1) -1073

Table 4.2: Fit parameters of Gaussian fits (S(Q) = exp (M> + B) to data

o2

presented in figure 4.43.
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4.7.4 Discussion of cell D

We have applied 32 kN to the cell without indentation or crack formation of any parts
of cell D. The force was applied without any sample substitute, but it corresponds to 2
GPa pressure applied to a 4.5 diameter sample in compliance with system requirement
S1. We have also applied up to 800 MPa pressure to a polished cylindrical LBCO crystal
of 5 mm in diameter with cell D during testing prior to the experiment. However, the
LBCO crystals cracked explosively when force was applied as illustrated in figure 4.44.
Other polished cylindrical LBCO crystals exploded at significantly lower pressures down
to 50 MPa whereas the polished cylindrical crystal used in the Thales experiment with
steel seats was unharmed. In studies of HTO with previous iterations of the cell, vertical
cracks have appeared, but the crystal pieces have remained between the anvils, and we
have been able to continue the neutron scattering experimen,t since the pieces remain
essentially aligned. This is not possible when the crystal cracks like LBCO in figure 4.44
since the crystal pieces are no longer aligned and all pressure on the sample is lost. There
are several possible explanations to the discrepancy between the observations with HTO
and LBCO. It could be a property of LBCO that it is more brittle compared to HTO.

Figure 4.44: Cell with cracked LBCO crystal after pressurization with 800 MPa
viewed from the top of the cell. The crystals cracked dramatically and almost turned
into powder upon application of pressure.

Finally, the WC10 anvils are very hard and rigid compared to the steel 316 seats that
were used for studies of HT'O and they deform very little elastically. Steel 316 can deform
elastically and even indent slightly and in this way compensate for any non-parallelism of
the sample or cell. It is highly challenging to obtain two planar and parallel surfaces of the
sample, and it seems likely that this is even more critical when the WC10 anvils are used
instead of the steel 316 seats of cell A-C. It is possible that the applied force is not entirely
uniaxial whilst it is applied since it is applied with four screws that are not tightened
simultaneously. This will also introduce a small tilt of the piston, seat and anvil, and this
will increase the tension in the sample when the WC10 anvils are used compared to the
steel seats. The steel seats fit in cell D, and it is therefore advantageous to use these seats
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if pressures below 300 MPa are desired in order to accommodate small non-parallelisms
in the sample or cell. Eventually, this motivated us to use the steel seats for the LBCO
Thales experiment after unsuccessful tests had been performed with the WC10 anvils.

4.8 Discussion

We have designed, constructed and tested 4 uniaxial pressure cells, cell A-D that are
discussed in this section based on the system requirements. The system requirements of
the cells that were specified previously in this chapter are here repeated :

S1 Keep 2 GPa uniaxial pressure constant within 5 % at the sample position during 24
hours.

S2 Allow broad scattering range of at least 180 degrees horizontal and + 20 degrees
vertical scattering.

S3 Measure the applied force at cryogenic temperatures with less than 10 % error.
S4 Obtain uniform and low background from the cell.

S5 Use materials that are thermally conducting even at cryogenic temperatures in order
to cool the cell to cryogenic temperatures in less than 24 h.

S6 Use only materials that are non-magnetic.
S7 Accommodate mm-size samples.

S8 Obtain a cell with a maximum diameter of 45 mm so it fits into cryostats of common
neutron scattering instruments.

S9 Use only materials that have low neutron activation.

System requirement S1

We have applied 32 kN force to cell D without any cracks or indentation of the cell. Cell
C kept 8.30 kN initially applied force constant within 2.5 % during 30 hours, while cell D
kept an initially applied force of 12.60 kN constant within 1 % during almost 60 hours. We
therefore conclude that cells C and D fulfil system requirement S1 in terms of magnitude
and stability of the applied force. However, the force is not completely uniaxial during
application, since it is applied with 4 screws. The screws are cross tightened with a torque
wrench in small steps and the non-uniaxial component is thereby reduced and close to zero
when all four screws are tightened. The piston in cell A had a very tight fit with the cell
cage in order to ensure uniaxial pressure on the sample, but the fit was made less tight in
later cell iterations to avoid jamming issues that were observed in cell A. This introduces
a risk of small horizontal force components which increases the stress in the sample and
might break it. The LBCO samples in cell D broke very explosively which might be a
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result of small non-uniaxial components to the force that are not accomodated by the cell
due to the hardness of the WC10 anvils. However, it could also be a result of the sample
preparation or internal properties of LBCO.

System requirement S2

All four iterations of the cell allows 4+ 20 degrees vertical scattering and +180 degrees
horizontal scattering and they thereby fulfill system requirement S2.

System requirement S3

Cells B-D contain a load gauge and is thereby able to measure the applied force in-situ.
Cell B contains a commercial load gauge KMR40, which is able to accurately measure the
applied force at room temperature, but it breaks whenever it is cooled below 75 K - 80
K. This is most likely caused by condensation of air in the load gauge cage or a phase
transition of some of the solid materials in the load gauge which causes the strain gauge
glue to crack or losen. However, we were not able to obtain a detailed technical description
of the load gauge since it is commercially available. Instead, we designed, constructed,
tested and calibrated a load gauge which works well at cryogenic temperatures and was
used in cells C and D. The load gauge is highly sensitive and can register relative changes in
force below 1 N when applied with a finger. However, non-uniaxial components introduced
by small variations in the cell assembly cause slightly different calibration curves which
results in a larger calibration error. The load gauge determines the force most accurately
for forces in the range 15 kN to 25 kN where it has a relative uncertainty below 5 %. 15 kN
corresponds to 2 GPa pressure to a sample of 3.1 mm in diameter while 25 kN corresponds
to 2 GPa pressure on a 4 mm diameter sample and typical samples are expected to have
dimensions in this range. The load gauge fulfils system requirement S3 for forces above 5
kN where it has relative uncertainty below 10 %.

System requirement S4

Cell A was designed with large windows with an aim to reduce the background signal.
However, this resulted in a very distinct and non-uniform background caused by atten-
uation effects in the cell. These effects were more significant than the diffuse profiles of
HTO, and the windows were therefore removed in later iterations of the cell. In cells B-D,
the cell wall is thinned from 3 mm to 2 mm around the sample position which reduces the
absorption from approximately 40 % in cell A to 30 % in cell B-D. The neutron scattering
background of cell C measured at D7 was very uniform with sample rotation and it was
possible to clearly resolve the diffuse features of HTO in its correlated phase, and also
extract pressure induced changes in the diffuse features. With the increased flux that will
soon be accessible in new neutron sources such as the European Spallation Source, a uni-
form background is valued above absorption. The neutron scattering background of cells
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B and D are expected to be highly similar to cell C, since they have identical cell cages
and the remaining part of the cells are shielded by Cd. Cells B-D thereby fulfil system
requirement S4.

System requirement S5

We were able to cool cell C from room temperature to 21 K in approximately 30 hours
with many intermediate steps in order to allow the system to reach thermal equilibrium
before measuring the load gauge readout. The room temperature thermal conductivity
of WC10 is more than 3 times larger than steel 316 which was used in cell C, and we
therefore expect that all four cells comply with system requirement S5.

System requirement S6

All materials that are used in the cells are non magnetic, with a magnetic permeability
less than 1.01, and can be used in conjunction with polarisation analysis. This was shown
by the two successful experiments at the D7 at the ILL, where polarisation analysis was
applied.

System requirement S7

All four cells can accommodate samples that are up to 8 mm high and 6 mm in diameter
thereby fulfilling system requirement S7.

System requirement S8

All four cells have an outer diameter of 45 mm and thereby fit into the most commonly
used cryostats. Furthermore, the distance from sample position to the top of the cell where
it is attached to the sample stick is 60 mm which is also in compliance with commonly
accepted distances. Specifically, successful neutron scattering experiments were performed
at the D7 and Thales instruments at the ILL.

System requirement S9

The amount of Co in CuBe is informed by the manufacture to be in the range 0-0.6 %, but
the exact amount of Co is important with regards to neutron activation due to the large
amount of CuBe. If the cell is active, one cannot remove it from the facility and transport
it elsewhere. Considering a Co content of 0.6 % would give rise to a very high activation
rate, upon 5 days of beamtime on D7, such that it would take 38 years before the cell
had less than 5-10~%uCi. We covered the cell in Cd and therefore protected the cell from
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activation such that we were able to retrieve cell C within weeks after a 5 day experiment
at D7 in October 2019 and it is therefore not a problem in regards to system requirement
S9. However, the anvils contain 10 % Co. It is not possible to cover the culets of the
anvils with Cd and we will therefore construct several pairs of seats and anvils which are
stored at the facilities since they are expected to be difficult to retrieve due decay time of
Co which is 5.3 years.

4.8.1 Outlook: Cell E

It is very important to ensure that the applied force is as uniaxial as possible when using
the WC10 anvils. We therefore suggest a new design, cell E, where the force is applied
with a single top screw. Cell E has currently only been designed, and this section therefore
contains a description of the design and the ideas behind the design as well as a discussion
on possible challenges with this design.

84.5 mm
60.0 mm

: lid screws (steel 316)

: upper lid (CuBe: C17200)

: piston screw (steel 316)

: piston screw washer (CuBe: C17200)

: force screw (gilted CuBe: C17200)

: rotation plate (Phosphor Bronze: C52400)
: upper seat (gilted CuBe: C17200)

: cell cage (CuBe: C17200)

9 : sample position
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anvil (WC: MT10MG)

load gauge cage (CuBe: C17200)
lower lid (CuBe: C17200)

lid screws (steel 316)

Figure 4.45: Drawings of cell E. Upper left corner: transparent views of the cell.
The outer dimensions and the cell mounting-to-sample distance are marked. Center:
exploded view of all parts of the cell which are numbered. Lower right corner: The
cell parts are named and the materials are listed in parenthesis in the table.

Figure 4.45 shows cell E in an exploded view as well as transparent and solid sideviews.
Part 1: the lid screws are used to connect the lid (part 2) and cell cage (part 8). The
force on the lid screws origin from the cell gravity and they are thereby not exposed to
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large forces. Part 2: the cell is mounted on a sample stick with the M6 screw hole in the
upper cell lid. Part 3: the piston screw connects the force screw (part 5) and the upper
seat (part 7). It does not need high pressure cababilities. Part 4: piston screw washer.
Part 5: the force is applied with the force screw. There is a thread on the outside of part
5 which matches the thread on the inside of the cell cage (part 8). The force screw is
gilted in order to prevent cold welding of the force screw and cell cage due to the large
friction between them. Part 6: the rotation plate allows the force screw to rotate when
force is applied without transferring a large torque to the upper seat (part 7) in order
to prevent rotation of the upper seat and anvil with respect to the sample. Part 7: The
upper seat transfers the vertical force from the rotation plate to the anvil. The oval shape
of the upper seat and inside of the cell cage (part 8) absorbs the torque that is transferred
from the force screw to the upper seat through the rotation plate. Any small rotation of
the upper seat will occur at very low forces when the initial force is applied and the seat
rotates slightly with respect to the cell cage. The upper seat is gilted in order to prevent
cold welding of the upper seat and cell cage due to the large friction between them. Part
8: the cell cage. The cross section of the inside of the cell cage is circular at the top and
bottom of the cage where the force screw (part 5) and load gauge (part 11) are contained
respectively. The cross section of the inside of the central part of the cell cage is oval in
order to increase the friction between the seats and cell cage in order to minimize any
torque on the sample. The sample is placed at position 9. Part 10: the anvils are similar
to the anvils in cell D. Part 11: the load gauge is similar to the load gauge in cell C and
D. Part 12: the introduction of a lower lid makes it easier to insert the load gauge since
the load gauge wires can exit a groove in the cell cage in stead of a hole. This allows
for a tighter fit between the load gauge and the inside of the cell cage which reduces the
calibration error of the load gauge. Part 13: The lower lid screws attach the lower lid to
the cell cage.

Application of the force with a single screw removes the risk of horizontal components to
the force, but it introduces a risk of applying a torque to the sample from the upper anvil.
Figure 4.46 shows a top view of the cell with the seat in orange and the inner part of the
cage in blue. The oval fit creates a large rotational friction between the two parts which
prevents rotation of the seat. Any small rotation will occur when the force is initially
applied, and the torque on the sample is therefore expected to be minimal.

75 Nm is needed to apply 22 kN which is close to the limit when force is applied by hand
even if the wrench has a long arm. If larger forces are required, gearing is needed, but
this will further complicate the design - especially due to the size specifications of system
requirement S8. Gearing is therefore not suggested for cell E.
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Figure 4.46: Top view of cell E which shows the oval shape of the inner side of
the blue cell cage (part 8 in figure 4.45) and the yellow upper seat (part 7 in figure
4.45). The oval fit is designed to prevent rotation of the upper seat with respect to
the sample.

4.9 Conclusion

We have managed to create a uniaxial pressure cell which is suited for the study of strongly
correlated and frustrated magnetic materials by neutron scattering techniques. The cell
has a highly uniform neutron scattering background which enables detection of pressure
induced changes that are just a few percent of the weak diffuse scattering profile of HTO.
We are able to apply 32 kN with the cell, corresponding to 2 GPa on a 4.5 mm sample
without any indentation of crack formation of any parts of the cell. The most up to
date pressure cell, cell D, has been used to study magnetic variations in LCBO upon the
application of 800 MPa uniaxial pressure. Suggestions are made to optimise the uniaxial
nature of the pressure cell with cell E. For pressures up to 350 MPa, the cell is able to
meet all system requirements and can be used directly for neutron scattering experiments,
both elastic and inelastic, and with the application of polarisation analysis.



Chapter 5

Spin Ice Under Uniaxial Pressure

This chapter is a short introduction to the physics in classical spin ice compounds and
the effects of applying uniaxial pressure to HoyTi2O7 (HTO) and Dy, TisO7 (DTO) with
an emphasis on HTO, This work resulted in the publications [19, 20]. Additional two
manuscripts, [60] and [27] will be submitted shortly.

5.1 Spin Ice

Spin ice is an example of an underconstrained system where a macroscopic amount of
ground states all minimize the interaction energy whilst obeying the lattice geometry and
anisotropy. The field has been heavily studied and is well presented in several reviews
including refs. [15, 23, 28]. The following is a short summary of the results in the field.

Structure

In spin ice compounds, magnetic ions occupy the pyrochlore lattice consisting of corner-
sharing tetrahedra as illustrated in figure 5.1(left). The crystal field creates a strong easy
axis which connects the centres of adjacent tetrahedra (defined as the local (111)-axis),
and the spins are therefore well approximated by Ising spins. AFM NN interactions is
at the origin of the frustration in many frustrated compounds, for instance AFM coupled
collinear Ising spins on a triangle as it was described in chapter 2.3. However, in spin ice
compounds, AFM NN interactions result in a non-frustrated all-in-all-out state, where all
spins on a tetrahedron point either in towards the centre or the out, away from the centre.
In contrast, FM NN interactions result in a highly frustrated ground state manifold which
follows the ice rules. The rules dictate that for each tetrahedron, two spin must point in
towards the centre and two spins must point out away from the center in a two-in-two-out
state.

76
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There is a macroscopic amount of states which fullfill the ice rules on the pyrochlore lattice,
and fluctuations between the states suppress long range order. One state which obeys the
ice rules is illustrated in figure 5.1(left) for the pyrochlore lattice. In order to enhance
graphical clarity, a 2D projection of the pyrochlore lattice is presented in figure 5.1 where
each cross represents the centre of a tetrahedron and spins are restricted to point along
the lines of the square lattice.

Figure 5.1: Left: The pyrochlore lattice which consists of cornersharing tetrahedra.
Arrows mark spins in a two-in-two-out state of a single tetrahedron and the spin
orientations of the remaining spins are marked by black or white colours of the spin
sites. Figure from [10]. Right: 2D square spin ice where the pyrochlore lattice has been
projected onto a 2D square lattice. Crosses in the lattice represent the centres of each
tetrahedron and spins are restricted to point along the lines. One spin configuration
from the ground state manifold is sketched which follow the ice rules, two-in-two-out
configuration.

Famous examples of classical spin ice compounds are HoaTisO7 (HTO) and DysTisO7
(DTO) where the magnetic rare earth ions Ho®* with J = 8 and Dyt with J = 15/2
respectively occupy the pyrochlore lattice. Interestingly, both HTO and DTO have AFM
NN exchange interactions, but these are very weak, and dipole interactions therefore ensure
effective FM NN interactions in these systems resulting in a frustrated spin ice state. HTO
and DTO are therefore also referred to as dipole spin ice compounds.

Excitations

One of the main reasons for the intense interest in spin ice compounds are the excitations
which are well described as magnetic monopoles and an emergent gauge field [38, 15].
Figure 5.2 shows the principle described with an excitation from the 2D square spin ice
state illustrated in figure 5.1(right). Initially, the circled spin is flipped which creates a
3-in-1-out state and 1-in-3-out state of the two adjacent tetrahedra which are mapped as
a positively and negatively charged magnetic monopole respectively. Without adding any
additional energy to the system, the spins of these two tetrahedra can now flip resulting
in a translation of the magnetic monopoles.
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Figure 5.2: Illustration of the fractional excitations which are described as magnetic
monopoles. Left: the marked spin is flipped which causes the two adjacent tetrahedra
to have states tre-in-one-out (red) and one-in-three-out (blue) which are described as
a magnetic positive and negative monopole respectively. Flipping spins within the
monopole tetrahedra will move the monopoles to other tetrahedra as shown in the
center and right figure without increasing the energy of the system. The two fractional
monopole excitations are thereby delocalized.

5.2 Spin Ice Under Uniaxial Pressure

As discussed in chapter 4, uniaxial pressure changes the crystal symmetry in contrast to
hydrostatic pressure, and even low uniaxial pressures can therefore strongly pertube the
balance between competing interactions in a magnetically frustrated compound. HTO
and DTO have been heavily studied during the past 15 years, and as a result they are
very well characterized and understood at ambient pressure. This is an excellent starting
point when the balance between the interactions are changed upon application of uniaxial
pressure which motivated the choice of HTO and DTO for these studies. Figure 5.3 shows
a single tetrahedron in the pyrochlore lattice which is exposed to pressure from 3 different
directions.

Figure 5.3: Sketch of the effect of application of uniaxial pressure to a single tetrahe-
dron with pressure applied along the specified crystallographic directions. Blue bonds
are orthogonal to the pressure directions and do not change in the simulations. Red
and green bonds both have parallel components to the applied pressure and interac-
tions across these bonds vary with pressure in the simulations. Spins are restricted to
point towards the centre of the tetrahedra defined by the pressure dependent angle
6. Figure by Richard Edberg from [20].

In the MC simulations, which were performed by our collaborators, the system is assumed
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to have zero Poisson ratio, as described in chapter 4, meaning that only bonds which
have spatial components along the direction of the applied pressure will change. The
optimised Hamiltonian include nearest neighbour exchange interactions and long-range
dipolar interactions described in chapter 2. In the simulation, Ising spins are restricted to
point towards the centre of the tetrahedra, thereby altering the local (111) direction by a
pressure dependent angle, 0, as defined in figure 5.3.

5.2.1 Magnetisation Measurements

MC simulations of DTO have been compared to magnetisation measurements performed
by Mito et al. [52]. The local anisotropy angle, 8, changes the magnetic moments parallel
to the applied magnetic field and thereby the magnetic saturation at high fields which can
be used to determine the crystallographic compression in the simulation.

Figure 5.4 shows that the simulations are able to reproduce the magnetisation measure-
ments of DTO when pressure is applied along the (001) and (111) directions. When
pressure is applied along the (110) direction, there is good agreement for low applied mag-
netic fields (B < 1.5 T), but the measured change in magnetization is not saturated even
at the highest applied fields, while this is the case for the simulated result.

As discussed in [20], alignment of the crystal, pressure and the magnetic field is especially
important along the (110) direction, because half the spins have a local (111) direction
perpendicular to the magnetic field at ambient pressure. In fact, very small misalignments
of less than 1° results in a significant change in the saturation field as discussed for the
HTO results later in the section.
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Figure 5.4: Magnetisation measurements from ref. [52] and MC simulations of DTO
under uniaxial pressure along three different crystallographic directions. Figure by
Richard Edberg from [19].

We have performed magnetization measurements on polished cylindrical HTO crystals of
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height 3.0(5) mm and diameter 2.0(5) mm at a superconducting quantum interference de-
vice (SQUID) magnetometer (Quantum Design MPMS-XL) using a piston-cylinder type
of pressure cell (CR-PSC-KYO05-1, Kyowa-Seisakusho Co., Ltd.) [20] with the same ex-
perimental setup that was used by Mito et al. to make the magnetization measurements
of DTO presented in figure 5.4.

We have grown the crystals using the floating zone technique with 3 mm/h growth speed.
The high quality of the HTO single crystals, indicated by visual inspection as seen in
figure 5.5(left), were confirmed by diffraction measurements at the D9 instrument at the
ILL as described in [27]. The crystals were polished into cylindrical samples as shown in
figures 5.5(center) and 5.5(right).

0

L

Figure 5.5: Left: As-grown HTO rod using the floating zone technique. The central
part of the rod (from 2 mm to 13 mm on the scale) is a single crystal while the top
and bottom part is polycrystalline. Center: polished, cylindrical HTO single crystal
shows the high quality of the crystal polishing. The sample has diameter 2.0(5) mm
and height 3.0(5) mm (used for magnetisation measurements). Right: cylindrical
polished HTO crystal placed on the seats and piston of cell C (used for neutron
scattering measurements). The sample has a diameter of 3.0(5) mm and a height of
3.0(5) mm.

Figure 5.6 shows the measured and simulated relative change in magnetization when pres-
sure is applied along the crystallographic directions (001) and (110). Figure 5.6(left)
shows that the MC simulations capture well the measured pressure induced changes along
the (001) direction. Figure 5.6(right) shows that there is qualitative agreement between
simulations and data when pressure is applied along the (110) direction, but again the
simulations show saturated magnetizations while this is not observed in data.

Figure 5.6(right) contains two different simulations, one where the alignment between
magnetic field and crystal is assumed perfect, and one where there is a small angle, d¢,
between them. Even very small angles less than 1° has a large effect on the magnetization
curves along the (110) direction, while similar effects are not seen along the (001) and (111)
directions where all spins have components parallel to the applied field. The alignment
uncertainty in the experimental setup is approximately 5°, and the discrepancy between
data and simulations along the (110) direction for both DTO and HTO is therefore assigned
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to a small misalignments during the experiment within the uncertainty. However, despite
the inclusion of misalignment effects in the simulations, they do not capture all features
in data along the (110) direction.

A comparison between the high field magnetization curves in figures 5.4 and 5.6(left) when
pressure is applied along the (001) direction shows that DTO and HTO have different
saturation magnetizations (1.34 % and 0.8 % for DTO and HTO respectively) indicating
that the compounds have different compressibility. The magnetization curve in figure 5.4
shows an increase of the effective magnetic moment of Dy3* along the (001) with AM/M
= 4 % when 1.05 GPa pressure is applied along the crystallographic (001) direction.
When pressure is applied along the (001) direction, the MC simulations show that the
ground state manifold is split into two different manifolds with spin chains parallel and
perpendicular to the applied field respectively. The increased magnetization for DTO
shows that the parallel spin chain states have lower energy thereby reducing the amount of
degeneracy in the system. Interestingly, figure 5.6(left) shows that the magnetic moment
along (001) decreases for HTO by approximately 2 % when 1 GPa pressure is applied
along the same crystallographic. This difference is assigned to the ratio between exchange
and dipolar interactions in HTO and DTO, where exchange interactions are stronger in
DTO than in HTO compared to the dipolar interactions and different ground states in
the ground state manifold are thereby selected for HT'O compared to DTO.
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Figure 5.6: Magnetization measurements of HTO with uniaxial pressure applied.
Left: Change in magnetization when uniaxial pressures of 1.0 GPa and 1.5 GPa
applied along (001). Right: Change in magnetization when uniaxial pressures of 0.5
GPa, 1.0 GPa and 1.5 GPa applied along (110). MC simulations of pressure applied
along (110) have been performed with perfect alignment between crystal and magnetic
field and where an angle, d¢, between the field and crystal orientation is a varied. The
exchange parameters in the right figure are J = 1.2 K and x = 1 %. Figures by
Richard Edberg from [20].
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5.2.2 Neutron Scattering Measurements of HTO

Two different neutron scattering experiments have been performed at the D7 instrument at
the ILL with uniaxial pressure applied to HTO single crystals. In both neutron scattering
experiments, pressure was applied to polished, cylindrical HTO samples of height 3.0(5)
mm and diameter 3.0(5) mm as discussed in detail in sections 4.4 and 4.6.

Natural Dy3* is a very strong neutron absorber (994 barn for 2200 m/s neutrons [22])
and isotopically enriched Dy3* such as '92Dy3* with a much lower neutron absorption is
highly expensive. Many crystal samples crack upon pressure application rendering neutron
scattering experiments with uniaxial pressure applied to enriched DTO unrealistic at this
moment in time. Fortunately, Ho?>* is not a strong neutron absorber (65 barn for 2200
m/s neutrons [66]) enabling neutron scattering experiments with HTO samples which are
isostructural to DTO and displays much of the same physics as DTO.

In the first neutron scattering experiment in 2018, pressure was applied along the (001)
direction (figure 5.3.a) with pressure cell A and resulted in the publication [19]. The neu-
tron scattering experiments and the publication was made prior to the HT'O magnetization
measurements and the MC simulations were therefore based on the results of DTO. HTO
and DTO are isostructural and are both classical spin ice compounds and they were there-
fore assumed to have equal compressibility. This enabled a direct application of the results
of the MC simulations of DTO to simulate the expected neutron scattering response of
HTO to uniaxial pressure. In the MC simulations of HT'O, only the exchange interaction,
parametrized by Jj| defined in figure 5.3, was varied. The extensive efforts to perform a
background subtraction was discussed in section 4.4 and qualitative agreement between
data and MC simulations was obtained at high Q while background effects dominated the
low Q region.

The crystal alignment with pressure applied along the (001) direction was chosen based on
the large response in magnetization measurement of DTO compared to pressure applied
along (110) and (111). However, the magnetization measurements of HTO presented
in figure 5.6 show that the difference in relative strength of the dipolar and exchange
interaction reduce the energy in different spin ice states from the ground state manifold.
As a result, application of pressure along the (110) direction induces the strongest response
in magnetization measurements and pressure was applied along this direction in the second
neutron scattering experiment, which was performed at D7 in October 2019.

A reduction of the degeneracy in the ground state manifold will primarily result in a
narrowing of the observed neutron scattering diffuse features. There is a directional de-
pendence of magnetic neutron scattering, which is only sensitive to spins in the scattering
plane perpendicular to Q. However, all spins have spin components perpendicular to the
(110) direction, and neutron scattering measurements are therefore less sensitive to the
alignment issues presented in the magnetization measurements for pressures along (110).

In the second neutron scattering experiment, 0.35 GPa pressure was applied along the
(110) (figure 5.3.c) direction with the optimised pressure cell C as described in section
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4.6. This resulted in publication [20], but additional unpublished results were presented
in section 4.6 which will be published in [60]. These results show distinct pressure induced
changes which are well described by the MC simulations.

5.3 Conclusion

Neutron scattering measurements of HTO under uniaxial pressure show distinct pressure
induced features. These have been MC simulated by our collaborators based on magne-
tization measurements of HTO and DTO showing that the ground state manifold of spin
ice states is split and the degeneracy is reduced upon application of uniaxial pressure.



Chapter 6

Ytterbium Gallium Garnet

6.1 Introduction

Three dimensional (3D) geometrically frustrated compounds with rare earth ions have been
shown to display novel and emergent behaviour in recent years as a result of the interplay
between the spin-spin interactions and the anisotropy. One example is the classical spin
ice compound HooTi2O7 (HTO), described in chapter 5, where the rare earth ions occupy
the pyrochlore lattice formed by cornersharing tetrahedra. In HTI, it is possible to model
the excitations as magnetic monopole excitations.

Another 3D lattice which often results in frustration is the garnet lattice, which consists of
two interpenetrating hyperkagome lattices illustrated in figure 6.1. In Gd3Gas; 012 (GGG),
where Gd3* ions occupy the two hyperkagome lattices, a long range hidden order has been
found where the collective spin of each 10-ion loop, called the director, shows long range
correlations despite absence of any long range correlations of the individual spins [56]. The
director, L, of position rc is defined as,

L(rc) = % S cos(nm)Sn(r), (6.1)

where S,,(r) is the n’th normalised spin on the 10-ion loop centered in rc¢ marked by the
orange ion in figure 6.1. The long range correlations of the director state in GGG governs
both magnetic structure [56] and dynamics [5]. NN spins in GGG couple antiferromag-
netically (AFM) and have an easy plane anisotropy in the local XY plane defined in figure
6.1.

Yb3GasOi2 is isostructural to GGG. It has a unit cell of dimensions a = 12.204(4) A.
There are two characteristic distances across 10-ion loop in figure 6.1, 8 of the ions are
separated by 11.210 A while there is 12.204 A between one pair of ions in each loop. A
strong spin orbit coupling in the ground state level 2F; /2 of the Yb3+ ions could result in a
strong anisotropy. Furthermore, the ground state Kramers doublet, which has an effective
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Figure 6.1: Left: 24 Yb?* ions of the YbGG unit cell. The colour represent two dif-
ferent interpenetrating hyperkagome lattices. Triangle surfaces between neighbouring
Yb3 ions are coloured. The two nearest neighbours are within the same hyperkagome
lattice, while third nearest neighbours belong to opposite hyperkagome lattices. Cen-
ter: Definition of the local coordinate system of the central orange Yb3*t ion which is
a part of the red hyperkagome lattice. Right: Photo of the single crystal YbGG which
was used for the neutron scattering measurements described later in the chapter.

spin S = 1/2, is well isolated from the first excited Kramer’s doublet predicted to be found
63.5 meV (736 K) [59] above the ground state, enabling strong quantum effects in YbGG.
Quantum effects are widely expected to generate novel states of matter including quantum
spin liquid states and topological order [11].

Figure 6.2 shows the temperature dependence of the heat capacity measurements by Filippi
et al [25]. It resembles the temperature dependence of the heat capacity of HTO, DTO
and GGG, in particular the broad peak centred at 180 mK and extending up to 600 mK
which represents the correlated spin ice phase of HTO and DTO[28] and the correlated
director state in GGG [56]. Below the broad peak in figure 6.2, the heat capacity has a
lambda transition at 54 mK which was originally assigned to a magnetic ordering [25], but
later attempts to confirm the magnetic order with muon spin resonance and Md&ssbauer
spectroscopy showed a disordered magnetic moment down to 36 mK [17, 35].

Figure 6.1 shows a photo of a large single crystal YbGG grown using the floating zone
method in an Ar + Og gas atmosphere with a growth rate of 10 mm/h [43]. The quality
and size of the crystal has enabled us to study YbGG with cold elastic and inelastic
neutron scattering.

In this section we show the results of a reinvestigation of the crystal field levels of YbGG
with thermal inelastic neutron scattering and susceptibility measurements along with re-
sults and analyses of cold elastic and inelastic neutron scattering measurements. These
results lead to the publication ref. [61].
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Figure 6.2: Heat capacity measurement of YbGG by Filippi et al Figure reproduced
from ref. [25]. Above the lambda transition at 54 mK, there is a broad feature marked
in blue which resembles the broad feature in the spin ice compounds HTO and DTO
where it represents a short range correlated state. Both axes are logarithmic.

6.2 Crystal Field Interactions

This section contains a description of the crystal field interactions in YbGG which are
able to predict the three lowest crystal field excitations measured with thermal inelastic
neutron scattering and the magnetic susceptibility except at the very lowest temperatures.

Pearson et al. calculated the Stevens parameters where they neglect all spin-spin interac-
tions including exchange [59]. The calculations were been optimized to infrared absorption
spectroscopy measurements by Buchanan et al. [13]. This yields a predicted splitting of
63.5 meV (736 K) between the first crystal field excitation and the ground state doublet,
and the ground state Kramers doublet, 2F /2 1s thereby well isolated from a series of ex-
cited Kramers doublet states. The Kramers theorem states that for a system with an odd
number of fermions, all energy levels are at least two-fold degenerate in the absence of a
magnetic field. Because these two energy levels are time reversed versions of each other,
it is possible to split lift the degeneracy of a Kramers doublet with a magnetic field, but
not an electric field [9]. There are 13 electrons the in 4f orbital of Yb3" and it therefore
qualifies as a Kramers ion. The effective spin S = 1/2 of the ground state doublet presents
the possibility of quantum effects at low temperatures.

6.2.1 Thermal Inelastic Neutron Scattering

We have used thermal inelastic neutron scattering measurements at the time-of-flight
instrument, IN4 at the ILL, to probe the three lowest lying crystal field excitations. Mea-
surements were performed with incoming energy, E; = 113 meV at a temperature of 1.5
K in three different orientations showing no directional variations. The datasets from all
three orientations are therefore combined into a single dataset which is presented in this
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Figure 6.3: 2D Scattering profile S(Q,w) of crystal field excitations in YbGG mea-
sured with the IN4 instrument, ILL. The colour represents neutron scattering inten-
sity. The excitations are well separated from the ground state doublet.

Figure 6.3 shows the 2D scattering profile of YbGG. The ground state is well separated
from the crystal field excitations which are predicted to be at 63.5 meV, 72.7 meV, 79.4
meV respectively [13]. The two upper crystal field excitations, E; and Eg are not resolved
in the colour plot in figure 6.3. The excitations decay homogeneously with Q as it is
expected for a single ion effect which has a form factor dependence on Q reflecting the
spatial distribution of the 4f electrons of Yb3+.

Figure 6.4 shows the integrated data for 4 < Q < 5 A~! as a function of energy along
with Gaussian fits used to extract the energy and intensity of the excitations. The @
region represents the lowest region in () where all three excitations are accessible with E;
= 113 meV. Excitation E; is well separated from the remaining two excitions, FEs and Es,
and it is fitted with a Gaussian lineshape yielding E; = 63.8 £ 0.2 meV. The positions
of the excitations Eo and Ej3 are resolved with a double Gaussian lineshape where the
widths of both Gaussian contributions are fixed to the energy resolution obtained from
the Gaussian fit of E;, FWHM; = 4.2 4+ 0.5 meV. Figure 6.4 contains an energy diagram
with the position of all three excitations.

The energy levels of the three excitations are within 2 error bars identical to the first three
crystal field excitations calculated by Pearson et al. [59] based on the calculated Stevens
parameters. In addition to the form factor like Q-dependence of the excitations in figure
6.3, this shows that the ground state is indeed a well separated Kramers state doublet of

spin S = 1/2 and the Steven parameters calculated by Pearson et al. describe the crystal
field well.
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Figure 6.4: Left: Integrated data for 4 < Q < 5 A~! as a function of energy transfer
shows three crystal field excitations. The first excitation, E; is well separated from
Es and E5 and is fitted with a single Gaussian. The upper excitations E; and E, are
resolved using a double Gaussian lineshape. Right: Energy diagram obtained from
the Gaussian fits in the left figure. The energy axis is not linear.
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Figure 6.5: Intensity of E; and E; obtained from the integrated intensity of the
Gaussian fits to each position in Q. While the result is noisy, there is qualitative
agreement with the plotted form factor decay of Yb3T indicating that the excitation
is a single ion effect.
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The Q dependence of the intensity of the excitations is analysed by fitting the three
energy levels with Gaussians at each position in Q. The amplitude and background of the
Gaussians are fitted while the position of the three Gaussians are fixed to the positions
obtained in figure 6.4 and the widths are fixed to the energy resolution as obtained from
the width of E;. Figure 6.5 shows the integrated intensity of the Gaussian fits of E1 and
E, as a function of Q along with the form factor decay of Yb3*. The intensity has been
normalised to the form factor decay. There is qualitative agreement indicating that the
excitations do represent a single ion effect, but there is a high level of noise. Es which has
much lower intensity than E; and Eo which results in a very noisy intensity when plotted
as a function of Q, and it is therefore not included in figure 6.5.

6.2.2 Susceptibility Mesurements

Susceptibility measurements have been performed for 1.8 K < T < 300 K at the Technical
University of Denmark on a 0.29 g YbGG single crystal using the VSM and AC-MSII
options on a Quantum Design Dynacool PPMS with 0.1 T applied magnetic field. The
crystal was not aligned during the experiment, but susceptiblity measurements were per-
formed with the crystal oriented along 2 orthogonal directions with very similar results
which is expected due to the highly three dimensional structure of the crystal. We here
present only 1 of the measurements.
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Figure 6.6: Magnetic susceptiblity of YbGG. Left: Measured susceptiblity in ad-
dition to the simulated crystal field contribution to the magnetic susceptiblity. The
simulation is based on the Stevens parameters obtained by Pearson et al. [59]. The
figure also contains the susceptiblity measurements by Brunage et al. [12] from 1963,
which coincide with our measurements. Right: Linear fit for T < 5 K yields Ocw=-
0.2(1) K. Errorbars are contained within the plotted linewidth.

Figure 6.6 shows the temperature dependence of the inverse susceptiblity. The left figure
shows the entire measured temperature range along with previous susceptibility measure-
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ments by Brumage et al. [12]. There is excellent agreement between the measurements.
Additionally, the left figure contains the simulated crystal field contribution to the mag-
netic susceptiblity based on the Stevens parameters calculated by Pearson et al. [59].
The crystal field contribution is able to reproduce data very well which shows that the
crystal field is the dominant contribution to the magnetic susceptibility except at very
low temperatures. This justifies the exclusion of exchange interactions in the crystal field
calculations performed by Pearson et al.

Figure 6.6(right) shows a linear fit to the inverse susceptibility for temperatures T < 5 K.
The data is well represented by the linear fit which shows that exchange interactions govern
the magnetic susceptibility at these temperatures. The Curie Weiss temperature, Ocw,
obtained from the fit is - 0.2(1) K, indicating weak AFM interactions. This contradicts
the results by Filippi et al who obtained a positive Ocw =45 + 5 mK indicating weak FM
interactions [25]. Recently, I’'Hotel et al. reported a positive Ocw = 97 mK [47]. These
results are thereby inconsistent, but they all show very weak spin-spin interactions in the
mK regime which is approximately three orders of magnitude less than the crystal field
excitations.

6.3 Cold Neutron Scattering Measurements

The energy scale of the magnetic correlations in YbGG are in the mK range and we have
therefore studied them using cold neutron scattering. The experiments were performed
on a 1.9 g single crystal YbGG at the CNCS and D7 instruments described in sections
3.4 and 3.3 respectively. Figure 6.7 shows a photo of the mounted crystal prior to the
measurements at the CNCS. Both experiments were performed with Q, = (L, L, 2L) and
Q, = (2H, -2H, 0) spanning the scattering plane. The temperature during the measure-
ments were stable and experimentally measured to be 50 mK. However, the actual sample
temperature is expected to be higher, most likely in the range 0.07 K < T < 0.6 K due
to the low thermal conductivity of rare earth garnet compounds, particularly at low tem-
peratures and a limited thermal contact between sample and thermal bath. We therefore
expect to be in the temperature range where heat capacity measurements show short range
correlations. The long range order expected for temperatures below the lambda transition
at 54 mK in heat capacity measurements in figure 6.2 was not observed in the neutron
scattering data.

This sections describes extraction of the elastic and inelastic magnetic scattering profiles,
S(Q, E) of YbGG from the CNCS data sets. The data obtained from measurements at D7
is described, and differences between the D7 and CNCS data are discussed. Finally, the
magnetic elastic data from the CNCS measurements and the magnetic energy integrated
data from the D7 measurements are analysed with a reversed Monte Carlo technique
(RMC), and these results are discussed.
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Figure 6.7: Photo of the mounted YbGG single crystal prior to neutron scattering
measurements with the CNCS instrument.

6.3.1 Neutron Scattering Measurements with the CNCS Instrument

We have performed neutron scattering measurements with the CNCS instrument using
2 different incoming neutron energies, E; = 1.55 meV and E; = 3.32 meV, which we
term data set 1 and data set 2 respectively. The energy of the incoming neutrons is
lower for data set 1 compared to data set 2, and it therefore probes a smaller region of
reciprocal space and energy transfer, but with a better resolution compared to data set
2. The elastic energy resolutions obtained from the incoherent scattering of a vanadium
scatterer are 0E = 0.037(5) meV and JE = 0.109(2) meV for data sets 1 and 2 respectively.
The energy resolution of a time-of-flight instrument like the CNCS generally increases as
(ki/ks)? for inelastic scattering compared to the elastic line [53]. Neutron scattering
measurements were performed at 50 mK, where magnetic correlations are expected, and
at 13 K in the paramagnetic regime of YbGG. The high temperature profile is used to
perform a background subtraction in order to extract the correlated magnetic scattering
profile which we term S(Q,E). Subscripts 1 and 2 refer to data sets 1 and 2 respectively.
The total scattering (nuclear, paramagnetic and correlated magnetic scattering) is termed
S13K(Q,E) and S°° ™K (Q,E) for measurements at 13 K and 50 mK respectively.

Extracting Data

Figure 6.8 shows S2(Q,E) in order to illustrate the data format of the CNCS data. S(Q,E)
is three dimensional with the axes defined by the two components of Q spanning the
scattering plane along with the energy transfer. Figure 6.8 contains two 2D slices of the
3D data set, a horizontal and a vertical slice. The horizontal slice has constant energy
transfer and shows the elastic line. The intensity of the elastic line is saturated despite
a logarithmic colour scale. The vertical slice has constant Q, = (L, L, 2L) and shows a
gapped, dispersionless soft mode excitation, INS3, which is further described later in the
section. The detectors at the CNCS allow neutron scattering measurements of reciprocal
space +16° outside the scattering plane, but technical data reduction challenges at the
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SNS made this information unavailable for these data sets.
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Figure 6.8: Illustration of the data format of the CNCS data with So(Q,E). The
data is three dimensional and contains information along the energy transfer and two
components of Q which span the scattering plane, Q, = (L, L, 2L) and Q, = (-2H
2H 0). The intensity is plotted on a logarithmic colour scale. The figure contains
two 2D slices, a horizontal slice showing the elastic line with constant, zero energy
transfer and a vertical slice where Q,, = (L, L, 2L), L = -0.23. The intensity of the
elastic line is saturated.

Figure 6.9 shows the energy transfer dependent Q integrated scattering profiles Si* X (E)
and S0 mK(E). S{0 mK(E) contains three peaks marked by vertical dashed lines which are
absent in S}3 K(E) showing that these are magnetic excitations. The excitations, named
INS1-INS3, are found at energy transfers Eing: = 0.062(5) meV, Einge = 0.13(3) meV and
Eings = 0.69(5) meV respectively. The inset of figure 6.9 is a vertical 2D slice of data set
2 with constant Q, showing directly the dispersionless nature of INS3. INS1 and INS2 are
also dispersionless as discussed later in the section. The scattering profiles S;(Q, 0), S(Q,
Eins1) and S(Q, Ens2) are extracted from data set 1 while So(Q, 0) and S(Q, Eings) are
extracted from data set 2.

Three Gaussians are fitted to energy cuts in S3° mK('Q, E) for each bin in Q as illustrated in
figure 6.10. The widths of the elastic line and INS1 are fixed to the elastic energy resolution
to reduce the number of fit parameters. This is justified by the proximity of INS1 to the
elastic line and the energy resolution of INS1 does therefore not vary significantly from
the elastic energy resolution. A single Gaussian is fitted to SI* ¥(Q, E) to energy cuts
for each bin in Q to extract the elastic nuclear and paramagnetic contribution. S;(Q, 0)
is found from the difference between the integrated intensities of the Gaussian fits to the
elastic lines in each Q bin in S{° ™K(Q, E) and SI¥ ¥(Q,E). S(Q, Ens1) and S(Q, Eins2)
are determined as the integrated intensity of the corresponding Gaussian fits to each point
in Q in S} "K(Q, E).

The dispersionless natures of both INS1 and INS2 are seen from the small variations in
the fitted peak position compared to the elastic energy resolution. Eingi and Einge are
determined from the average peak position across all Q, and the errors are determined form
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Figure 6.9: Energy dependent Q integrated S3° ™K(E) (blue) and S13 ¥(E) (red).
Three excitations, INS1-3 at Eing: = 0.062(5) meV, Einge = 0.13(3) meV and Enss
= 0.69(5) meV respectively marked by vertical dashed lines are observed at 50 mK,
but are absent at 13 K. The inset figure shows a vertical 2D slice of data set 2 with
constant Q, = (L, L, 2L), L = 0.23. This shows the dispersionless nature of INS3.

Figure from [61].

the spread in fitted peak position. The total fit plotted in figure 6.10 has systematically
lower intensity than data for energy transfers near 0.2 meV indicating the possible existence
of an additional excitation. The intensity of such a possible excitation is an order of
magnitude lower than the intensity of INS2, and it is therefore not included in the model.

S(Q, Eings) is determined from the difference between the energy integrated data from
0.5 meV to 0.9 meV to each bin in Q in S} ™¥( Q,E) and S1?¥( Q,E). Einss is found
from the peak position of a skewed Gaussian fit in the range 0.5 meV < E < 0.9 meV to
the intensity of the Q integrated data, S3° ™X(E).
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Figure 6.10: Intensity as a function of energy transfer in an energy cut of S3° ™K (E)
for a single Q bin. Three Gaussians are fitted to data thus resolving the elastic line,
INS1 and INS2 respectively. The intensity is plotted on a logarithmic scale.
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Elastic Data

Figures 6.11 and 6.12 show S;(Q,0) and S2(Q,0), respectively. Both figures show distinct
diffuse 6-fold symmetric features following the crystal symmetry. The short range nature
of the diffuse features is consistent with the broad feature in the heat capacity in figure
6.2 for 54 mK < T < 600 mK.

Figure 6.11(left) shows S1(Q,0) which contains a hexagon marked A for |Q| < 0.63 A~
Figure 6.11(right) shows a linecut with Q, = (-2H, 2H, 0), H = 0. The figure contains
a dominant single peak which is the feature A. A Gaussian fit yields a peak position
at |Q| = 0.30(3) A~! corresponding to a lattice distance, d = 27/Q = 20(2) A. This is
approximately twice the short distance across a 10-ion loop, which is 11.210 A at room
temperature. Both figures 6.11(left) and (right) show that the scattering intensity of
the hexagon decreases for Q — 0 A~! indicating that these correlations are AFM. The
correlation length, determined from the FWHM of the fitted Gaussian, is 12(2) A and the
correlations are thereby very short range. Figure 6.11(left) contains weak circular features
extending from the sides of the hexagon marked by B — C. S}* ™K(Q,E) is discussed in
section 6.3.4 where it is related to an RMC simulation.
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Figure 6.11: Left: S;(Q,0) (E; = 1.55 meV). A low Q hexagon is marked by A. The
intensity of the hexagon is reduced for Q — 0 A~'. Weak ring-like diffuse features
extend from the edges of the hexagon for B — C. Right: linecut of the 2D data
where Q, = (-2H, 2H, 0), H = 0. Fit parameters are listed in table 6.1.

Figure 6.12(left) shows S2(Q,0). The data extends further into |Q| compared to S1(Q,0)
because E; is higher. The low Q hexagon marked A is visible in the figure, but the
decreased intensity for Q@ — 0 A~1 is not clearly resolved. Diffuse peaks appear between
the three marked Bragg peaks B: (-2, 1, -1), C: (-3, 2, -1), D: (-1, -2, -3) and symmetry
equivalent reflections.

Figure 6.12(right) shows a linecut with Q, = (-2H, 2H, 0), H = 0, and Q, = (L, L, 2L),
L < 0. The low Q feature A and the high Q diffuse peaks between B, C and D are
seen in the linecut. A Gausian fit to the linecut of the high Q diffuse peak yield a peak
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position at 1.86(9) A~! corresponding to a lattice spacing, d = 27/Q = 3.4(2) A~1. This
is close to the NN distance which is 3.737 A at room temperature. The correlation length
is obtained from the FWHM to be 11(5) A consistent with the short and long distance
across the 10-ion loop which is 11.210 A and 12.204 A respectively. The ring-features that
were observed to extend from the sides of the feature A in S1(Q,0) in figure 6.11 are not
resolved in S3(Q,0) in figure 6.12.

The signal-to-noise in data set 2 is lower than in data set 1, which is seen in the linecut
in figure 6.12(right) where errorbars are plotted. However, the errorbars seem very large
compared to the variations in signal. It is possible that they were not correctly scaled in
the data reduction that was performed at the SNS since the errors in the inelastic channels
of data set 2 are also very large compared to the variations in signal as discussed later in
this section.
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Figure 6.12: Left: S3(Q,0) (E; = 3.32 meV). A low Q hexagon, marked A, is
observed. Diffuse peaks are seen between the three Bragg peaks marked by B, C,
D, corresponding to the reflections B: (-2, 1, -1), C: (-3, 2, -1), D: (-1, -2, -3). and
symmetry equivalent positions in the scattering range. Right: line cut where Q, =
(-2H, 2H, 0), H =0 and Q, = (L, L, 2L), L < 0. A Gaussian is fitted to the high
Q diffuse peak which extends between B, C and D in the left figure. Selected fit
parameters are listed in table 6.1.
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Data set 1 (E; = 1.55 meV)

Gaussian Peak Position 0.30 =+ 0.03 A1
Distance (from peak pos) 20 +2A
FWHM 0.52 +0.09 A°!

Correlation Length (from FWHM) | 12 +2A

Data set 2 (E; = 3.32 meV)

Gaussian Peak Position 1.86 +0.09 AT
Distance (from peak pos) 34 +02A
FWHM 0.55 =+ 0.25 A1

Correlation Length (from FWHM) | 11.5 + 5.2 A

Data set 3 (E; = 8.11 meV)

Gaussian Peak Position 1.95 +0.08 AT
Distance (from peak pos) 32 +£01A
FWHM 1.6 +02A°!

Correlation Length (from FWHM) | 4.0 + 0.6 A

Table 6.1: Selected fit parameters of the Gaussian fits in figures 6.11, 6.12 and 6.15.
Data set 3 is obtained from neutron scattering measurements at D7 described in
section 6.3.2. Parameters have been converted from dimensionless recoprocal lattice
vectors to units of A=' and A in order to relate to dimensions in the crystal.

Inelastic Data

We have measured three dispersionless, gapped, soft mode exciations, INS1-INS3 as de-
scribed previously in the section. A softmode excitation is here used to describe a disper-
sionless excitation which is not a single ion effect. This section contains a description of
S(Q) for each excitation.

Figure 6.13(left) shows S(Q, Eingi). INSI has reduced intensity as Q — 0 A~! and a
diffuse hexagon which peaks at 0.90(2) A~!. Diffuse peaks extend from the corners of
the hexagon and has peak positions at A, B and C corresponding to the three symmetry
equivalent Bragg reflections (-2, 1, -1), (-1, -1, -2) and (1, -2, -1) respectively in the elastic
line.

Figure 6.13(right) shows S(Q, Eins2) which is azimuthally symmetric, but its intensity
increases with increasing Q oppositely to a form factor decay and it is therefore not a
single ion effect. In order to study INS2 more carefully, an experiment with a similar Q
resolution, but larger neutron incoming energy should be performed in order to access
higher Q-regions.

Figure 6.14(left) shows S(Q, Erns3). The intensity is low for Q — 0 A~! marked A, and
increases in a diffuse hexagon marked B before it decreases beyond the hexagon. Figure
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Figure 6.13: S(Q, Eins1) (left) and S(Q, Eingz) (right) obtained from Gaussian fits
to energy transfer dependent linecuts for each bin in Q in S3° ™K(Q, E). S(Q, Eixs1)
contains a diffuse high intensity hexagon and low intensity for Q — 0 A~!. Three
diffuse peaks extend from the corners of the hexagon and are centered at the positions
A, B and C which correspond to the symmetry equivalent nuclear Bragg reflections
(-2, 1, -1), (-1, -1, -2) and (1, -2, -1) in the elastic line respectively. S(Q, Einsz2) is
uniform in all directions of Q in the scattering plane, but its intensity increases with
Q oppositely to a form factor dependence.

6.14 shows the Q integrated signal across the feature B as a function of azimuthal angle.
The errors are very large compared to the variations in signal similarly to the elastic signal
of data set 2. The integrated data follow a 6-fold symmetry associated with a hexagonal
pattern. This is confirmed by a fitted sine function with a constant background which
yields a fitted periodicity of 57(2) degrees, see figure 6.14(right).

Inelastic neutron scattering measurements of YbGG were recently published by 1'Hotel
et al. [47]. These measurements describe the inelastic spectrum along two different Q
directions and they obtain very similar results with three dispersionless excitations at
0.032(5) meV, 0.100(6) meV and 0.70(5) meV respectively giving confidence in the results
presented in this section.
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Figure 6.14: Left: S(Q, Einss) has low intensity for Q — 0 A~ marked A, while a
diffuse hexagon follows at higher Q marked B. The intensity of S(Q, Einss decreases
beyond the feature B. Right: Angle dependent integrated intensity along Q across
the feature B. A sine function with a constant background has been fitted to data
in the range with a solid line. While there is no clear hexagonal symmetry in the 2D
data, the integrated data shows a 6-fold symmetry with a fitted periodicity of 57(2)
degrees.

6.3.2 Neutron Scattering Measurements with the D7 Instrument

We have performed neutron scattering measurements with polarisation analysis (PA) at
the D7 diffuse scattering diffractometer instrument with incoming energy 8.11 meV thus
probing a larger Q region compared to data sets 1 and 2. The experiment was performed
with the same 1.9 g single crystal that was used for the CNCS experiment at 50 mK, and
a similar crystal alignment. This section contains a description of the results from this
experiment, which we term data set 3.

PA enables extraction of the energy integrated 2D total magnetic scattering profile, S3(Q)
which is shown on figure 6.15(left). The figure shows a low Q hexagon, marked A con-
sistent with the feature A in S1(Q,0) and S2(Q,0) in figures 6.11 and 6.12 respectively.
Figure 6.15(left) shows slightly increased intensity beyond the feature A consistent with
the ring-like features marked B — C in figure 6.11, but it is not fully resolved in S3(Q).
Figure 6.15(left) also shows three symmetry equivalent diffuse peaks marked B, and at
the highest Q weak ring-like features extend from the diffuse peaks B towards C.

Figure 6.15(right) shows a linecut where Q, = (-2H, 2H, 0), H = 0. The feature A is seen
in the linecut which also shows a reduced intensity for @ — 0 A~! in compliance with the
observations in S1(Q,0) and S2(Q,0) and the three data sets are thereby consistent in the
Q-region they all probe. A Gaussian lineshape has been fitted to the feature B which shows
a peak position at 1.95(8) A~1. This corresponds to a lattice spacing, d = 27/Q = 3.2(1)
A which is less than the nearest neighbour distance of 3.737 A at room temperature. The
correlation length as determined from FWHM of the Gaussian is 4.0(6) A.
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Figure 6.15: Left: S3(Q) (energy integrated). There are three symmetry equivalent
diffuse peaks marked A and a low Q hexagon marked B. Weak ring features extend
from A — C. Right: A linecut where Q, = (-2H, 2H, 0), H = 0. A Gaussian
lineshape has been fitted to data, fit parameters in table 6.1.

Figure 6.16 shows the spin incoherent 2D scattering profile, Ss1(Q) which is homogeneous
if the PA is perfect. There are diffuse features in Sgr(Q), especially at the positions of the
diffuse peaks marked B in figure 6.15 where the intensity is low, and between the diffuse
peaks, where the intensity is high. Additionally, the ring-like features that extended from
B — C are reproduced in figure 6.16 as lines of low intensity and high intensity inside the
rings. The intensity variations in the features of Sgr(Q) is a factor of 2-3 lower than the
intensity variations in S3(Q).

The non-homogeneous spin incoherent scattering profile shows that the PA is not per-
fect, which is typically a result of a net FM contribution or preferential alignment of AF
moments depolarising the neutron beam. No FM materials were used in the sample envi-
ronment, and the imperfect PA is therefore most likely caused by a FM contribution from
the sample. This is surprising, since we the system only has short range correlations are
observed in figure 6.15 and no depolarisation of the scattered beam was observed during
the experiment which would also typically indicate a successful PA.

All features in Sgr(Q) in figure 6.16 are at the same positions in Q as the features in
S3(Q) in figure 6.15, and only the relative intensities of the observed magnetic features
are therefore affected, not the positions of the features. This will affect the results of
the RMC simulations presented in section 6.3.4, but the distances between the correlated
spins will reflect the true distances. This is further discussed in section 6.3.4.
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Figure 6.16: Spin incoherent scattering profile of data set 3, Sgr(Q). There are
features at the diffuse peaks marked B in S3(Q) in figure 6.15. Sg1(Q) is reversed
compared to S3(Q) with reduced intensity at the features B and increased intensity
between the them. Additionally, the ring-like features that extend from B — C in
figure 6.15 are retrieved with high intensity inside the rings and reduced intensity
along the edge of the rings. The colour scale of this figure is identical to the colour
scale of the total magnetic scatting in figure 6.15(left). There are many white bins
with zero counts.

6.3.3 Comparison of D7 and CNCS data

Upon first considering data set 1 and 3 it is difficult to reconcile the two data sets until
one places them on an absolute Q scale, figure 6.17 which shows S;(Q, 0) and S3(Q).The
figure shows that the two data sets probe different regions in Q and they are thereby
sensitive to correlations at different length scales in the sample. Data set 1 has 0.13 < L.
< 1.2,0.1 < H < 0.95 and data set 3 has 0.2 < L < 3.1 and 0.3 < H < 2.8.

Another difference between the data sets is the measurement method. S;1(Q, 0) and S2(Q,
0) are extracted from the scattering within the instrumental energy resolution and it is
therefore considered static. S3(Q) is the magnetic contribution to the energy integrated
scattering and it thereby contains a dynamic contribution whose intensity is 1-3 orders of
magnitude lower than the elastic contribution for INS1-INS3 based on the Q integrated
S1(E) in figure 6.9.

Finally, a large paramagnetic contribution has been subtracted from the base temperature
scattering profiles of data sets 1 and 2, while data set 3 represents the full magnetic scat-
tering profile. The difference between the magnetic scattering profile, Sg,p(Q), obtained
from subtraction of a high temperature signal where all spins are uncorrelated, and the full
magnetic scattering profile, S(Q), is a constant term which represents the self-correlations,

Suun(@) = 5(Q) = 3C (ke f(Q)) (62

where the proportionality constant C' = 0.07265 barns, peg is the effective magnetic mo-
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Figure 6.17: S1(Q, 0) (left) and S3(Q) (right) showing the difference in the probed
Q-range. The two scattering profiles are plotted on different colour scales as used in
figures 6.11 and 6.15 for S1(Q, 0) and S3(Q) respectively.

ment and f(Q) is the form factor decay [57]. As a result of this difference, S1(Q, 0) and
S2(Q, 0) can contain negative intensities which is not physically reasonable for S3(Q).
This difference in type of magnetic scattering data is included in the RMC simulations
presented in section 6.3.4.

6.3.4 Reverse Monte Carlo

We have performed reversed Monte Carlo (RMC) simulations on S1(Q, 0), S2(Q, 0) and
S1(Q) using the Spinvert refinement algorithm [55]. The algorithm minimizes the residual
difference between the measured and simulated structure factor S(Q) unlike a conventional
Monte Carlo simulation (MC) where the energy of the system is minimized and the spin-
spin interactions are therefore not provided by an RMC simulation. A strength of RMC
compared to other simulation methods is that no symmetry is enforced on the system
apart from the crystallographic structure and periodic boundary conditions. We have
simulated 8x8x8 unit cells corresponding to 24 - 83 = 12288 spins, thus obtaining the real
space spin-spin correlations from the neutron scattering data.

Minimising directly the residual difference between 2D S(Q) in an RMC simulation leaves
all points in Q outside the scattering plane unconstrained leading to unphysical results
which are discontinuous and do not respect the crystal symmetry. In order to avoid
this, we have created an isotropic scattering distribution S(Q) by integrating S(Q) across
identical |@| thereby constraining the out-of-plane points in Q to the scattering profile of
the scattering plane. We shall term S(Q) the powder averaged data.

In order to reduce the risk of erroneous minimizations, we have used the average of 400
RMC simulations to describe a single data set, and we perform simulations of S;(Q, 0),
S2(Q, 0) and S3(Q) where different regions in Q are probed and where different neutron
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scattering instruments are used and compare the results of the different RMC simulations.
Based on the simulations of the powder averaged signals, we have recalculated S(Q) and
compared it the original data. All of these efforts combined gives great confidence in the
RMC simulation results.

Simulation Results

Figure 6.18 shows the results of the RMC simulation of data set 1. Figure 6.18(left) shows
the powder averaged input data, S1(Q) in addition to the simulated S§™(Q). The two
curves coincide throughout the Q-range except at the very lowest Q where the errors on
data are large, reflecting the proximity of the direct neutron beam.

The spin structure which is obtained from the RMC refinement of S1(Q) is used to calculate
the 2D scattering profile, S§¢(Q,0). Figure 6.18(right) shows S{*¢(Q,0) along with the
measured S1(Q, 0). The agreement is remarkable both at low Q where the position of the
hexagon is well described, and at higher Q where the weak features extending from the
sides of the hexagon are well reproduced by the simulation. The ability of the obtained
spin structure to describe S1(Q, 0) based on the simulation of S;(Q) gives great confidence
in the RMC spin structure which has been simulated for data set 1.
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Figure 6.18: RMC simulation results of data set 1. Left: powder averaged in-
put data, S;(Q) and RMC simulated S§™(Q). The simulation coincides with data
throughout the available Q range. Right: S$*¢(Q, 0) (right) along with the measured

S1(Q, 0) (left).

Figure 6.19 shows the results of the RMC simulation of data set 2. Figure 6.19(left) shows
the powder averaged input data, S2(Q) in addition to the RMC simulated S§™(Q). While
there is qualitative agreement between S2(Q) and S§™(Q) in terms of the shape of the two
S(Q) curves, there are also distinct discrepancies, particularly for |Q| > 0.8 A~!, where
there is a constant offset between data and simulation that is not seen at low Q. The offset
remains constant except near the upper limit of the Q range at 2 A~! where data and
simulation again coincide.
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Figure 6.19(right) compares S$¢(Q,0) along with the measured So(Q, 0). The figure
shows clear similarity especially at low Q, where the measured diffuse hexagon is well
reproduced. The high Q diffuse peaks have a triangular lineshape in the simulation which
is not resolved in data. The ring-like features which were observed to extend from the sides
of the hexagon in S;(Q,0) are reproduced by S$¢(Q,0) despite the inability to visually
resolve these features in S9(Q,0). This shows the robustness of the RMC simulation and
gives confidence in the results.
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Figure 6.19: RMC simulation of data set 2. Left: powder averaged input data, S2(Q)
and RMC simulated S§™(Q). There is qualitative agreement between the shape of the
powder averaged data and simulation, but there is an offset in intensity of approx 0.01
for Q > 0.8 A=, Right: Scaic2(Q,0)(right) along with the measured S2(Q, 0)(left).
There is good agreement between data and simulation, particularly at low Q where
the diffuse hexagon is well reproduced. The high Q diffuse peaks are also produced
by the simulation with a triangular lineshape. Circular features extend from the sides
of the hexagon in the simulation. This feature is not resolved in data, but it was seen

in S1(Q, 0) (figure 6.18).

Figure 6.20 shows the results of the RMC simulation of S3(Q). Figure 6.20(left) shows
the powder averaged input data, S3(Q) in addition to the simulated S§™(Q). There is
good agreement between data and RMC simulation for |Q] < 1 A=! and |Q| > 2.5 A~L.
In the intermediate  range, there is an offset and a small shift in |@Q| of the diffuse
features indicating that all correlations in the simulation do not represent the measured
correlations. The is supported by a comparison between S$¢(Q,0) and S3(Q) in figure
6.20(right) which shows qualitative agreement, but S§¥°(Q,0) contains peaks extending
from the corners of the low Q hexagon which are not observed in S3(Q).
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Figure 6.20: RMC simulation of data set 3. Left: powder averaged input data, S3(Q)
and RMC simulated S3sim(Q). There is good agreement between data and simulation
for Q <1 A1 and for Q > 2.5 A1, but there is a vertical offset and a shift in Q
between data and simulation in the intermediate region. Right: Scaic3(Q,0)(left)
along with the measured S3(Q)(right).

Correlation Functions and Local Anisotropy

This section studies the correlations and anisotropy derived from the averaged spin con-
figurations that have been obtained in the RMC simulations. Figure 6.21 shows the
histograms of the correlations between spins as a function of distance for alle three data
sets. Positive values of the correlation are interpreted as FM spin correlations and neg-
ative values of the correlation are interpreted as AFM spin correlations. All three data
sets obtain FM correlations between NN spins where the average angle is approximately
73° in the simulation of data set 1 and 3 while it is 53° in the simulations of data set
2. Additionally, all three simulations observe AFM correlations between spins separated
by 8-12 A corresponding to the distance across the 10-ion loop (11.210-12.204 A at room
temperature). The correlation length is longer in data set 2 and 3 compared to data set
1 which is seen as a non-zero average angle between spins that are 15-25 A apart. The
simulation of data set 3 shows a strong AFM correlation at 6.1 A which is not seen in the
simulations of data set 1 and 2. For data set 1 the same distance has FM correlations,
while it is AFM in data set 2, but the correlations at 6.1 A are much weaker in both data
set 1 and 2 compared to data set 3.

The rest of the section focuses on data set 1, since the spin configurations of the RMC
simulation of data set 1 are able to completely reproduce data while there are discrepancies
for data sets 2 and 3. However, the spin anisotropy and director state obtained from data
sets 2 and 3 are equivalent to the results presented in the following [61].

Figure 6.22 shows the spin probability distribution of the spin configurations obtained in
the RMC simulation of data set 1, plotted in local coordinates. The local coordinates were
defined in figure 6.1 and is shown again in figure 6.22. The spin probability distribution
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Figure 6.21: Spin correlations obtained from the RMC simulation of data set 1
(left), data set 2 (center) and data set 3 (right). Positive scalars are orange, negative
scalars are green. NN correlations are positve (FM) in all three simulations although
the value of the correlation is much larger for data set 2 compared to data sets 1 and
3. There are negative (AFM) correlations across the 10-ion loop (10-12 A). In data set
3, there is a strong AFM correlation at 6.1 A. The same distance has positive (FM)
correlations in the simulation of data set 1 and slightly negative (AFM) correlations
for data set 2.

shows an easy axis along the local z-direction connecting the centres of two adjacent
triangles. The spin configuration of the RMC simulations of data set 2 and 3 also has an
easy axis along the local z-direction, which is stronger in data set 2 compared to data set
1.

Figure 6.23 shows the averaged correlations and anisotropy of the total spin of each 10-ion
loop, termed the director, L. The correlation function, g;, = 2(|L(0) - L(r)|) — 1 describes
the relative orientation of the directors which are collinear if g; = 1 and orthogonal if
gr, = -1. g is positive for all distances indicating a collinear director state within the
first unit cell, 12.204 A, while g7 ~ 0 outside the first unit cell showing that the director
correlations are short ranged.

Figure 6.23(right) shows the probability distribution of the directors, which is very similar
to the distribution of the spins in figure 6.22, with an easy axis along local z, but the easy
axis is weaker for the directors compared to the spins as seen from the limits on the colour
scales in figures 6.22 and 6.23. The director correlations and anisotropy obtained from the
RMC simulations of data sets 2 and 3 are equivalent to those presented in figure 6.23.

Figure 6.24 illustrates the results of the RMC simulations. Ising spins are restricted to
point along the local z-axis and NN spins couple FM. This results in a large amount of
degenerate ground states, one of these is presented in the figure. The figure also shows a
director state in red which is restricted to point along the local z-direction of the centre
of the 10-ion loop marked marked by a single ion from the opposite hyperkagome lattice.
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Figure 6.22: Left: Spin probability distribution of the RMC simulation of data set
1 plotted in the local coordinate system (right) on a log colour scale. This shows
an easy axis along local the z-direction which connects the centres of two adjacent
triangles.

-0.2

1
OA
~
34
o()

05 05 S -0.3

0
Local X

Figure 6.23: Left: Director correlations as a function of distance. Positive scalars
(collinear director state) are plotted orange, negative scalars (orthogonal director
state) are green. Directors form a collinear state and the correlation length is less
than the distance across a 10-ion loop (11.210 A). Right: Probrability distribution
of the directors in local coordinates defined in figures 6.1 and 6.22. The intensity
is plotted on a logarithmic colour scale. Directors have an easy axis along local
z-directions which is out-of-plane of the 10-ion-loop.
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Figure 6.24: Example of a spin configuration on a single 10-ion loop in the hy-
perkagome lattice (in blue) where NN Ising spins along the local z direction couple
FM (grey spins). The red ion from the opposite hyperkagome lattice at the centre of
the 10-ion-loop mark the position of the director which also points along the local z
direction.
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6.4 Discussion

We have obtained 3 different data sets by probing YbGG with cold neutron scattering at
two different instruments. While there are variations in the exact RMC simulation results,
the simulations of all three data sets agree that spins have an easy axis along the local z
axis connecting the centres of two corner-sharing triangles, and NN correlations are FM
while there are AFM correlations across the 10-ion loops. Figure 6.24 shows an example
of a spin configuration which follows this.

As such there are strong analogies to the spin ice compounds, described in section 5.1
which have a strong easy axis anisotropy connecting the centres of the tetrahedra and are
well approximated by an Ising system with FM NN interactions. In spin ice compounds,
this results in a correlated state which obeys the ice rules with two spins pointing in
towards the centre of the tetrahedron and two spins pointing out of the tetrahedron [14],
the two-in-two-out state. It is not possible to obtain a similar state in triangles since there
is an odd number of spins, but we suggest the ground state presented in figure 6.24 where
on average across all triangles in the system, 1.5 spins point in towards the centre of the
triangles and 1.5 spins point out of the triangles. We term this the 1.5-in-1.5-out state.

Figure 6.25: Left: 1.5-in-1.5-out state on a kagome lattice. 8 red triangles have
2-in-1-out spins and 8 blue triangles have 1-in-2-out spin configurations. 7 marked
spins can flip without adding energy to the system. Right: E1.5-in-1.5-out state on
a single 10-ion loop in YbGG. One spin in each triangle is marked red because it can
flip without any energy cost (excluding edge-spins).

Figure 6.25(left) shows an example of a 1.5-in-1.5-out state on a 2D kagome lattice to
enhance graphical clarity compared to the 3D hyperkagome lattice. Figure 6.25(left)
contains 8 blue triangles with 1-in-2-out spin configurations and 8 red triangles with a
2-in-1-out spin configurations. Using the same terminology as for the excitations in spin
ice compounds, the blue triangles are referred to as negative magnetic monopoles and red
triangles are referred to as positive magnetic monopoles. The 7 marked spins in the figure
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can flip without adding energy to the system since this will simply translate the monopoles
in the system which remains in a 1.5-in-1.5-out state thereby enabling substantial ground
state fluctuations.

The same princriple apply to YbGG as illustrated in figure 6.25(right) where spins on a
single 10-ion-loop of the hyperkagome lattice form a 1.5-in-1.5-out state. All red spins in
the figure can flip without any energy cost.

Figure 6.26 shows that it is possible to extend the analogy to spin ice further with prop-
agation of magnetic monopoles. By flipping a series of 4 adjacent spins, two marked
magnetic monopoles are separated in the kagome lattice very similarly to the propagation
of magnetic monopoles in spin ice compounds described in section 5.1.

59558

Figure 6.26: All four configurations above are ground state configurations, 1.5-in-
1.5-out, where 8 triangles have spin configuration 2-in-1-out (red triangles) and 8 tri-
angles have a 1-in-2-out spin configuration (blue triangles). Propagation of magnetic
monopoles in the ground state on the kagome lattice are very similar to propagation
of magnetic monopoles in the excitated state of spin ice (figure 5.2).
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However, the anisotropy in YbGG is much weaker than in the classical spin ice compounds
HTO and DTO, and the Ising model which is presented in figure 6.25 is therefore too
simple. Indeed, classical Monte Carlo simulation of an Ising system is unable to reproduce
all features observed in data sets 1-3 showing that a more complex Hamiltonian and
possibly quantum effects are neeeded to describe YbGG.

Figure 6.27 shows the averaged probability distribution of the spins drawn on each site
of a 10-ion loop, which is interpreted as the spin anisotropy. Figure 6.27(a) presents the
anisotropy of GGG [56] which has been calculated based on the spin structure obtained
by Paddison et al. from an RMC simulation of 6x6x6 unit cells. Figures 6.27(b)-(d)
presents the anisotropy for YbGG in data sets 1-3. The anisotropy results which have
been obtained with RMC simulations of YbGG are opposite to the results of GGG which
a planar anisotropy in the local XY-plane while YbGG has an easy axis along the local
7 direction. The physical origin of the observed anisotropy in YbGG is not currently
understood. The diagonal elements of the crystal g-factor has been calculated by Pearson
et al. as g = (2.84, 3.59, -3.72) in local coordinates [59] which would indicate a slight
preference along the local z direction, but according to these calculations, the system is
better approximated by an isotropic spin distribution. It should be noted that the Spinvert
algorithm generally underestimates magnetic anisotropy [57], and the consistent easy axis
along the local z direction for all three data sets therefore gives confidence in the easy
axis. However, the crystal field calculations are able to describe well the susceptibility
measurements and the crystal field energy levels, and it therefore seems highly interesting
to explore this isotropic model further.

L L

X X

Figure 6.27: Probability distributions of the spin configurations obtained by RMC
simulations. (a) shows the probability distribution of GGG which has been calculated
based on the spin configuration obtained by Paddison et al. [56]. (b)-(c) shows the
probability distributions obtained from RMC simulations of datasets 1-3 respectively.

Similarly, the correlations which have been obtained from the RMC simulations of YbGG
and GGG are also distinctly different. The spin configuration obtained by Paddison et
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al. has been used to calculate S&,(Q) in the scattering plane that we used for the

cold neutron scattering measurements of YbGG. Figure 6.28 compares S&s (Q) with the
YbGG data S1(Q, 0). The diffuse scattering features has no overlap which shows that
the spin configuration obtained for GGG is not able to describe the neutron scattering
measurements of YbGG. Additionally, the director state in GGG correlate long range
despite the absence of long range spin correlations [56] which is not observed in YbGG.

0.01
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(-2H, 2H, 0)

0.004
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Figure 6.28: Comparison of S1(Q, 0) for YbGG (left) and the calculated SE5(Q)
based on the RMC simulation of GGG (right). There is no overlap between data for
YbGG and simulations for GGG showing that the simulated spin configuration for
GGG is unable to describe the observed features in YbGG.

Despite the differences in the structure of GGG and YbGG, the excitations seem remark-
ably similar. GGG has three dispersionless excitations at 0.04 meV, 0.12 meV and 0.58
meV respectively, where at least the second excitation has been assigned to the director
dynamics [5]. It is therefore possible that a way to better understand the excitations in
YbGG is to compare it to the excitations in GGG.

However, the elastic results show that the physics in these two isostructural systems is fun-
damentally different showing the importance of even small changes in the interatomic dis-
tances which alters the balance between different spin-spin interactions and the anisotropy.

6.5 Conclusion

We have measured the three lowest crystal field excitations in YbGG with thermal in-
elastic neutron scattering thereby confirming the crystal field calculations performed by
Pearson et al. in 1967 [59]. We have used these calculations to determine the crystal
field contribution to the magnetic susceptibility showing that a Hamiltonian without any
exchange interactions is able to accurately reproduce the measured susceptiblity except
at the very lowest temperatures, T < 5 K. A Curie-Weiss fit in this region yield Ocw =
-0.2(1) K showing AFM correlations.
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We have probed the structure and dynamics of YbGG in its correlated, unordered phase for
0.1 K < T < 0.6 K with two different cold neutron scattering instruments. The three data
sets probe different regions in Q and energy and have correspondingly different resolutions.
With RMC simulations, we were able to reproduce all features in S;(Q, 0) of data set 1,
while we obtained qualitative agreement with S3(Q, 0) and S3(Q). RMC simulation of all
three data sets yield equivalent results on the averaged spin orientation showing an easy
axis anisotropy along the local z direction connecting two adjacent triangles, and they also
all obtain FM NN correlations and AFM correlations across the 10-ion loops. Finally, all
three simulations find a short range collinear director state within the first unit cell. The
correspondence between the results of RMC simulations of these three neutron scattering
experiments which probe different regions in Q and use different methods to extract the
magnetic contribution to S(Q) motivates the credibility of these results.



Chapter 7

Summary

In this thesis, we have presented a neutron scattering and magnetic susceptibility study of
the magnetically frustrated compound YbGG. We have measured the three lowest crystal
field exciations with thermal neutron scattering, which allowed us to confirm the crystal
field calculations that were performed by Pearson et al. in 1967 [59]. The results of
these calculations, where exchange is neglected, were also able to correctly reproduce the
measured magnetic susceptibility, which shows that the spin-spin interactions in YbGG
are very weak compared to the crystal field interactions. We found fcw = -0.2(1) K
showing AFM correlations.

We have also probed the magnetic structure of YbGG with polarised diffuse magnetic scat-
tering and cold inelastic neutron scattering for the temperature regime 0.1 K < T < 0.6
K in the correlated, disordered phase of YbGG. RMC simulations of the data sets yielded
equivalent results with antiferromagnetic couplings across the 10-ion loops and ferromag-
netic couplings between nearest neighbour spins. All data and subsequent simulations
also revealed an easy spin axis along the local z-axis connecting the centres of adjacent
triangles. The total spin of each 10-ion loop, the director, displays short range collinear
correlations within the first unit cell, unlike the director state in the isostructural com-
pound GGG, which correlated long range despite the absence of long range correlations of
the individual spins. The consistency of the YbGG RMC simulations shows the robusness
of the results which are based on neutron scattering measurements with fundamentally
different instruments and with different regions of reciprocal space probed.

The second part of the thesis involves the design, testing and calibration of a uniaxial
pressure cell aimed at the study of magnetically frustrated compounds with diffuse neutron
scattering. We have performed three different neutron scattering experiments at two
different instruments with the cell. We here detected pressure induced changes which
were only a few percent of the weak, diffuse neutron scattering signals at ambient pressure,
showing that the cell background is sufficiently low and uniform to study correlated, but
disordered materials. We were also able to perform neutron polarisation analysis and apply
32 kN with the cell, corresponding to 2 GPa on a 4.5 mm cylindrical sample. However, we

113
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have not been able to apply pressures above 800 MPa to any crystal samples, possibly due
to the combination of the very hard WC10 anvils and a small uniaxial components when
applying the pressure with the most up to date cell, cell D. We have therefore proposed
cell E, where a more optimised application of pressure that is truly uniaxial should reduce
the tension in the crystals during the force application. For pressures up to 350 MPa, it
is possible to use the steel 316 seats in cell D, which absorbs some of the tension during
force application. The cell is now ready to be directly used at many different instruments
for elastic and inelastic neutron scattering and with polarisation analysis.
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Appendix A

Publications and Manuscripts

A.1 Publication 1: Dipolar spin ice under uniaxial pressure

My contribution to the publication involves primarily the neutron scattering measurements
with the pressure cell A. I designed, tested and calibrated the pressure cell for the neutron
scattering beamtime at D7 at the Utgard facility at the European Spallation Source. In
collaboration with Ingrid Marie Bakke Fjéllvag, I participated in the sample preparation,
where HTO single crystals were made using the optical mirror furnace at the University of
Lund as well as the crystal cutting and polishing. Finally, I performed the data analysis of
the neutron scattering data, including the background simulations of the pressure cell, in
collaboration with Morten Haubro, who did his master’s thesis in the project.
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The magnetically frustrated spin ice family of materials is host to numerous exotic phenomena such as
magnetic monopole excitations and macroscopic residual entropy extending to low temperature. A finite-
temperature ordering transition in the absence of applied fields has not been experimentally observed in the
classical spin ice materials Dy, Ti,O; and Ho,Ti,O;. Such a transition could be induced by the application of
pressure, and in this work we consider the effects of uniaxial pressure on classical spin ice systems. Theoretically,
we find that the pressure-induced ordering transition in Dy, Ti, O is strongly affected by the dipolar interaction.
We also report measurements of the neutron structure factor of Ho,Ti,O; under pressure and compare the
experimental results to the predictions of our theoretical model.

DOI: 10.1103/PhysRevB.100.144436

I. INTRODUCTION

In a frustrated magnet a unique ground state can be difficult
to reach since the primary interactions are obstructed by
competition between interactions of similar strength or a spe-
cial geometry of the lattice, leading to a strong ground-state
degeneracy in the unperturbed case [1]. Therefore, an eventual
low-temperature ordering transition and resolution of the third
law of thermodynamics are often driven by weak, perturbative
interactions whose effects are typically hidden in nonfrus-
trated systems. In recent years, the geometrically frustrated
spin ice compounds have revealed many unusual phenomena
such as magnetic monopole excitations [2], fractionalization
of the magnetic moment [3], and a low-temperature Coulomb
phase [4]. However, a low-temperature ordering transition
below the Coulomb phase in the absence of applied fields
has not been experimentally observed in the classical spin
ice compounds Dy, Ti,O; (DTO) and Ho,Ti,O; (HTO) [5,6].
Theoretically, there are predictions for a dipolar-driven low-
temperature transition in the 0.2 K temperature range [7],
but experimentally, the measurements are challenging due to
extremely slow relaxation effects [5], and the nature of such a
transition is not known.

One way to increase the possible transition temperature
into a more experimentally accessible range is to apply a suit-
able perturbation, such as pressure, to the system. Previous ex-
perimental studies detected a clear uniaxial pressure-induced
signature in the susceptibility of DTO [8], while hydrostatic
pressure has no noticeable effect on HTO [9]. A previous
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theoretical study predicted that uniaxial pressure should give
rise to an unusual infinite order phase transition in DTO,
with features of both continuous and discontinuous transi-
tions, to a ferromagnetic state [10]. In this study, we include
the long-range dipolar interaction in the theoretical model
and find that it does not favor the ferromagnetic state. We
also perform spin-polarized neutron scattering experiments
on HTO under uniaxial pressure and compare the results
to our theoretical predictions. While our model captures the
qualitative features of the experiment, further measurements
are needed in order to fully understand the effects of pressure
on the low-temperature spin ice state in DTO and HTO.

II. MODEL, SIMULATION, AND
EXPERIMENTAL METHODS

A. Model

Existing literature presents a large number of spin ice
models, ranging from effective monopole models [2] and
electrolyte theories [11] to microscopic models incorporating,
for example, dipolar, exchange, and even hyperfine interac-
tions [6,12,13]. Different models emphasize different aspects
of the physical properties of spin ices. We aim to select
the simplest model that captures the most relevant aspects
of the pressure dependence of the system. In the previous
theoretical study on the effects of pressure in the classical
spin ice materials, a nearest-neighbor model was used [10].
Due to a self-screening of the long-range part of the dipolar

©2019 American Physical Society



R. EDBERG et al.

PHYSICAL REVIEW B 100, 144436 (2019)

interaction, this relatively simple model gives a surprisingly
good description of classical spin ice behavior [12,14]. It can
be analyzed analytically using a Husimi tree solution [15],
and the low-temperature properties are similar to those of the
monopole model [2]. However, to capture the experimental
low-temperature behavior of DTO and HTO, dipolar inter-
actions have proven to be important [12], and we therefore
consider the dipolar spin ice model.

The Hamiltonian for normalized spins S; residing on the
sites r; of the pyrochlore lattice with nearest-neighbor distance
a is given by a nearest-neighbor antiferromagnetic exchange
interaction J and a long-range dipolar interaction D,

H=> JGj)S: 8,

(i,J)

+Da’ )" <Si 536G, 'r"")>. (1)

|ri; |3 |ri; 13

<j
Here, the angle brackets denote summation over nearest
neighbors, and r;; = r; —r;. The antiferromagnetic interac-
tion J is caused by oxygen-mediated superexchange between
adjacent magnetic ions. Due to the strong crystal field, the
spins are oriented along the local [111] axis connecting the
center points of adjacent tetrahedra. To capture the detailed
behavior of a number of physical properties for DTO, ex-
change interactions up to third-nearest neighbors have been
determined [13]. For simplicity, we do not investigate the
effects of pressure on weaker further neighbor interactions
and truncate the exchange (but not the dipolar) interaction
at the first-nearest neighbor. We therefore use as our starting
point the so-called standard dipolar spin-ice model (s-DSM)
with / =3.72 K, D = 1.41 K [7] for DTO and J = 1.56 K,
D = 1.41 K for HTO [16].

We model compression of the crystal with zero Poisson
ratio, as suggested by experiment [8]. When atoms move
closer, the wave function overlap and corresponding exchange
parameters are expected to change. We make the assumption
that J(i, j) = J1. = Jp—o if the neighbors i and j are in a
lattice plane perpendicular to the direction of applied pressure
and J(i, j) = Jy if they are not. Jp_ is the ambient pressure
value of the s-DSM model. k labels the six different direc-
tions of nearest-neighbor bonds, and we make no a priori
assumptions on the magnitude of Ji. The dipolar interactions
become stronger along the direction of compression, growing
as |r;; |73, when distances decrease. Furthermore, we make the
assumption that the spins continue to point towards the centers
of the tetrahedra as the crystal deforms, altering the local [111]
axis. This change in spin directions leads to a change in both
exchange and dipolar interactions due to the dot products in
Eq. (1).

Motivated by experiments [8], we model pressure applied
along the [001], [111], and [110] directions. By symmetry,
for the first two directions, it suffices to model the nearest-
neighbor interactions with two parameters, J; and Jj. For the
[110] direction, however, the lower symmetry of the lattice
requires us to use three different exchange parameters, J,
Jij» and J. We illustrate these different exchange interactions
for a single tetrahedron in Fig. 1 for the three respective
directions of pressure. (Ji) need not be the same for the
different directions of pressure.)

FIG. 1. Model of uniaxial pressure applied in the (a) [001],
(b) [111], and (c) [110] directions. J, remains fixed, while J, vary
with pressure. Colors indicate the different exchange interactions.
The angle 6 between the Ising axis and the side of the tetrahedron is
altered to 6%', 9'!! and #''° when the crystal lattice is compressed
in the respective direction.

Demagnetizing effects in susceptibility measurements can,
under ambient pressure, be minimized by using needle-shaped
samples. However, such samples are likely to break under
pressure, and less elongated samples are used in practice. It
is therefore important to consider the demagnetizing transfor-
mation

Bext = Bint + NMa (2)

which gives the relationship between the internal field By,
the external field By, the magnetization M, and the demag-
netizing factor of the sample N. Note that N depends on the
shape of the sample and therefore changes upon compression.
We find that this effect cannot be ignored in an accurate de-
scription of the experiments [8]. Hence, the uniaxial pressure
directly alters both microscopic properties, such as spin direc-
tions and interaction parameters, and macroscopic properties,
such as the magnetization and shape of the sample.

In previous magnetization measurements, it was found
that the signatures of pressure are largest when pressure is
applied along the [001] direction [8]. Earlier theoretical work
predicted a low-temperature transition into an ordered phase
carrying net magnetization along this axis [10]. This motivates
us to make an extended study of the zero-temperature phases
for our model in the [001] direction to investigate the system
at low temperature.

B. Simulation method and demagnetization corrections

Monte Carlo simulations using single spin flip and loop
updates are used to investigate a number of different sys-
tem sizes with periodic boundary conditions according to
the Metropolis-Hastings algorithm. We use the 16-particle
standard cubic unit cell [7]. All supercells used are cubic
of size L3, L € [1,...,8]. Ewald summation is used to ef-
fectively account for the long-range conditionally convergent
dipolar contributions [17]. The geometrical compression is
introduced by an appropriate linear coordinate transformation
depending on the direction of applied pressure. In particular,
the Ewald summation is done using sheared lattice vectors for
the reciprocal space contribution.

In order to account for the macroscopic boundary effects,
demagnetization transformations are made by modeling the
sample as a prolate ellipsoid. The major axes of the ellipsoid
are given by the dimensions of the samples used in the
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experiment. For the DTO experiment [8], only the shape of the
[001] and [110] crystals could be recovered: 1.77 x 1.80 x
1.61 mm? ([001] pressure along the side of length 1.61 mm)
and 1.28 x 0.96 x 1.63 mm> ([110] pressure along the side
of length 1.63 mm) [18]. These dimensions give Nyy; = 0.319
and Njjp = 0.426, respectively, in the high-temperature limit
[19], and we have not taken the temperature dependence of
the demagnetization factor into account [20]. The sample
dimensions are deformed in accordance with the microscopic
compression of the lattice along the direction of pressure. The
dimensions for the sample measured in the [111] direction
were unavailable, and we assume the shape to be a perfect
sphere with Ny;; = 1/3 under ambient pressure.

C. Experimental methods

Magnetic neutron diffraction experiments were performed
at the Institut Laue-Langevin using the polarized diffuse scat-
tering instrument, D7 [21,22]. Elastic neutron diffraction pro-
files with uniaxial polarization analysis (neutron polarization
along the vertical axis) were measured for HTO under uniaxial
pressure with an incident wavelength A = 4.86 A. Polarization
analysis on D7 measures spin-flip and non-spin-flip contribu-
tions. In the limit of negligible background and nuclear spin
incoherent scattering, the spin-flip scattering will have only
the magnetic scattering given by Eq. (4). The data have been
corrected for detector and polarization analyzer efficiencies
using standard samples of vanadium and amorphous silica,
respectively [21].

Uniaxial pressure was applied to HTO crystals using a
Cu-Be anvil-type pressure cell optimized for uniaxial pressure
(details of the cell will be published elsewhere [23]). Temper-
ature control was achieved using a liquid-helium cryostat. The
samples were cylindrical-shaped single crystals, V = 10 mm?,
cut from the larger image-furnace-grown crystals, with a
surface alignment better than 0.1°. The pressure applied was
determined via force gauge calibrations considering low-
temperature changes to the cell with a maximum pressure of
2.2(0.5) GPa.

The crystals were synthesized using an image furnace
located at the University of Lund with ambient oxygen condi-
tions. Structural neutron diffraction measurements on ZEBRA
of the Paul Scherrer Institute, Switzerland, showed an absence
of structural diffuse scattering, which would have indicated
oxygen defect clusters [24].

III. THEORETICAL AND EXPERIMENTAL RESULTS

A. Magnetization

The magnetization of DTO single crystals under applied
uniaxial pressure and magnetic field was previously measured
at T = 1.7 K [8]. The magnetic field ranged up to 3 T and was
parallel to the axis of pressure. Measurements were performed
with pressure along the [001], [111], and [110] directions
with an alignment uncertainty [18] of less than 5°. We adjust
the parameters of the proposed model, Eq. (1), to match the
experimental data. The best match between experiment and
model is shown in Fig. 2, and next, we describe the details of
the modeling procedure.

= Experiment, Py = 1.05 GPa
3t —MC, JP" = 391K, £ = 1.34%
= Experiment, Pj; = 1.30 GPa
—MC, Jj' = 431K, &' = 3.3%
n = Experiment, Pyg = 1.20 GPa
—MC, JH0 = 329K, J3[® = 3.35K, x10 = 1% | |

AM/M [%)]

B ext [T}

FIG. 2. Relative increase in the sample magnetization AM/M =
(Mp~o — Mp_o)/Mp—o when field and pressure are both applied in the
[001], [111], and [110] directions at 1.7 K. The experimental result
[8] (squares) and our fit by MC simulation for a system of 8192 spins
(solid lines) are shown.

We assume that the magnetic moments retain their Ising
symmetry under pressure and that a sufficiently strong field
aligns the moments. For such a field, changes in the de-
magnetization factor or in the interaction energies will have
no effect on the magnetization. The difference in saturation
magnetization observed when applying pressure in different
directions is purely due to lattice compression, which changes
the angle of the local [111] axis. The components of the
magnetic moments parallel to the direction of the applied field
decrease, which reduces the saturation magnetization along
the relevant direction. From the value of the saturation mag-
netization we can therefore determine the compression . We
find that the crystals deform by %1 = 1.34%, k' = 3.3%,
and «'1% = 1.0% for the [001], [111], and [110] directions,
respectively. This gives the demagnetization factors Ny, =
0.322, Nf;, = 0.433, and N{; = 0.341 under compression for
the respective directions.

The data for the [001] direction appear saturated already
at about 1 T, while we assume that the data for the [111]
direction have saturated at 3 T. For the [110] direction the
experimental data have not saturated at high field. We find
this result peculiar since the configuration that minimizes the
Zeeman energy can be reached without leaving the spin ice
manifold for fields along [110] and [001], while that is not so
for the [111] direction. We would expect that a stronger field
is needed to create the necessary monopole excitations for full
[111] saturation, but that is not reflected by the experiment.
Due to this anomaly in the high-field behavior we take the
value at 1.5 T, which would firmly saturate the crystal in
the [001] direction, to be the saturation value for the [110]
direction, resulting in a compression of 1%.

The difference in magnetization at low fields arise due
to changes in the interactions between the moments. For
example, with pressure in the [001] direction, an increased
ferromagnetic interaction along the J; bond leads to a lower
energy for spin ice configurations with field-aligned spins.
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FIG. 3. Simulated values of magnetization plotted against tem-
perature for 1024 spins. Ambient pressure (black) together with
uniaxial pressure along [110] (1.20 GPa, green), [001] (1.05 GPa,
red) and [111] (1.30 GPa, blue).

This explains the relative increase in M at zero field. For
the other directions, the decreasing magnetization can be
explained by similar arguments.

With the compression and demagnetization factor fixed,
the J; exchange parameter is adjusted in order to give the best
fit for the measured magnetization as a function of external
field; these data are shown as solid lines in Fig. 2. It was
found that for both the [001] and [111] directions, the J|
coupling increases from the original value of J; =3.72 K.
Our best estimate gives J‘?m =391 Kand JH111 =4.31 K. For
the [110] direction, the parameters decrease, and it is the
difference J|® — J,/® that determines the zero-field limit in
magnetization change. Our best fit gives J{* = 3.29 K and
leum = 3.35 K. Assuming that the exchange parameters are
independent of temperature we find that, for all directions, the
ground state of our model is a dipolar spin chain state with
zero net magnetization, which is also the expected ground
state of the dipolar spin ice model under ambient pressure
[6,7,25-27].

This is illustrated in Fig. 3, which shows how the finite-size
absolute magnetization drops to zero in a first-order transition.
The transition temperature increases with pressure, especially
when pressure is applied in the [001] and [110] directions.
The 12-fold degeneracy of the ground state is lifted due
to the change in symmetry in the deformed unit cell. With
pressure along [001], the ground-state manifold is split into
two submanifolds, one with chains perpendicular to the [001]
direction, M , and one with chains having a component along
[001], M| (see Fig. 4). Our fit to magnetic susceptibility data
for DTO finds that the M| state has the lowest energy of the
two possible states.

B. Ground states for pressure along [001]

In Fig. 5, we illustrate schematically the ground states
for our spin ice model, Eq. (1), when varying J; and lattice
compression for pressure applied in the [001] direction. We

W\
ML

FIG. 4. The degeneracy is lifted under application of pressure.
For the [001] direction, two submanifolds of ground states exist:
(a) M, and (b) M;. Red and blue bonds correspond to J; and J,
respectively. Only up tetrahedrons are drawn for clarity. Gray lines
indicate the directions of the spin chains.

find that there are four possible ground states: the all-in, all-
out state [antiferromagnetic (AFM), Fig. 5(a)], the spin chain
states [M |, M, Figs. 5(b) and 5(c)], and the previously pro-
posed ferromagnetic state [FM, Fig. 5(d)]. We introduce the
critical values J.1, Je2, Je3 and JY, J%,, J&, denoting the phase
boundaries without and with compression, respectively. For
DTO without compression, the state boundaries are at J,; =
9.02K, J» =3.72K, Ji3 = 3.33 K. For DTO at 1.05 GPa,
inducing %! = 1.34% compression, we have J5 = 9.21 K,
J5 =4.02K,J5 =3.64 K.

In previous work [10], spin ice was modeled for pressure
in the [001] direction with effective nearest-neighbor interac-
tions, H = — Z i) Jetes J)Si - S; but without dipolar inter-
actions and no lattice compression in the Hamiltonian. It was
found by fitting to the experimental data that Jieff > Joff
and that this results in a ferromagnetic phase transition at low
temperatures.

In this work, we find that with the inclusion of dipolar
interactions the picture is more complicated since the M|
state will compete with the FM state. The outcome of this is
that a larger difference between JH eff and J | o is needed for
the ferromagnetic transition to occur. At the nearest-neighbor
distance the interaction in the s-DSM model is Jog = 5D — J,
and we note that in order for Jofr to increase, J must decrease.
We find that the ground state of the system is FM only when
J||eff >5D—-Js3>5D—J, =J Leff> instead of immediately
when J, leff > J | eff- Furthermore, with the inclusion of lattice
compression and the associated change in the local [111] axis,
we find, when fitting to the magnetization measurements, that
J) increases as a function of pressure, rather than decreases.
This change seemingly moves away from, rather than towards,
the FM boundary, as illustrated in the left-hand side of Fig. 5.
However, a further complication is that the critical value of
the phase boundary J; also increases with lattice compression
(right-hand side of Fig. 5). So it may still be possible for the
system to display the ferromagnetic transition, but this would
require much higher pressure than what has been applied
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FIG. 5. Ground states of the model schematically plotted with
varying J; in the [001] direction. The values J.,J.,J3 and
J, J5, JS denote the phase boundaries without and with compres-
sion, respectively. We plot instances of the ground states in the
leftmost column for the 16-particle unit cell. Red and blue bonds
correspond to J; and J , respectively. Only up tetrahedrons are drawn
for clarity.

in the current measurements. By linear extrapolation, J; for
DTO would cross the zone boundary at 3.4GPa, and the FM
transition would occur at low temperatures.

In Fig. 6 we show the general ground-state phase diagram
as a function of normalized J, and J interactions. Figure 6(a)
depicts the ground states of the system with no lattice com-
pression. In this case Jj = J, defines the boundary between
the M, and M| phases. When adding compression, the phase
boundaries are shifted, which is illustrated as we plot the
phase diagram for the experimentally relevant compression
in Fig. 6(b). In particular, the M region moves, breaking the
M — M, degeneracy for Jj = J, in favor of the M) states.
The overall behavior is the same, with an AFM ground state
for large J; and a FM ground state for small Jj.

C. Prediction of neutron diffraction results for DTO

Neutron scattering is an ideal and unique tool to extract the
spin-spin correlations in materials [28]. This enables a close
comparison of experimental measurements and theoretically
calculated correlations, a combination which often plays a
crucial role in the understanding of magnetic materials at a
microscopic level.

Using parameter values relevant for DTO, we sample the
thermal average of the simulated spin-spin correlations and

Il I
Pl -DTO, P=0 GPa ~ ”L ~DTO, P=1.05 GPa
~HTO, P=0 GPa
8t — st
AFM + AFM
61 JH:J%; 671 JH:J%,'
4 ' 4
o FM 7 FM
2 M 2 M,
0 4 + + 0. + + + + +
0 2 4 J, 0 P 4 J,
D D

(a) P [001], k°°* =0 (b) P || [001], %' = 1.34%

FIG. 6. Ground-state phase diagram for pressure along [001] in
terms of normalized interactions J/D. Results are shown for both
zero and 1.34% compression, the value suggested by the DTO
magnetization data. Blue, light red, and gray regions represent the
M, AFM, and FM states, respectively. The M region is very narrow
and shown in orange close to the J, = J| line. The phase boundaries
shift with compression, and J; increases with pressure. We include
also the ambient pressure value for HTO.

calculate the magnetic structure factor for neutron diffraction
Smag according to

2
Smag(Q) = w Z(Sll . Sj)e’Q'”/, (3)
ij
where Q is the scattering wave vector, N is the number of
spins in the simulation cell, f(]Q]) is the magnetic form
factor, and the spin perpendicular component is given by
S =S; —S;-Q/|Q|. We calculate also the structure factor
for magnetic spin-flip scattering, relevant for experiments
with neutron polarization analysis Sqp according to

[f(QDT?
N

SSR(Q) = Y (S5 -S7 = (Si- P)(S; - P,

ij
4

where P is the normalized polarization direction of the in-
cident neutron beam and P 1L Q [29]. In our experiment,
the neutron polarization direction is parallel to the direction
of applied pressure, and we calculate the neutron scattering
profiles for the plane in reciprocal space perpendicular to the
direction of the applied pressure.

Based on the model parameters determined from the mag-
netization measurements in the previous section, our pre-
dictions for the relative increases in S(Q), AS(q)/S(q) =
(Sp=0(q) — Sp=0(q))/Sp=0(q) at T =1.7K and pressures
Pyo1 = 1.05 GPa, P19 = 1.20 GPa, P;;; = 1.30 GPa relevant
for DTO are shown in Fig. 7. We find significant variations in
the relative scattering intensities for the different scattering

144436-5



R. EDBERG et al.

PHYSICAL REVIEW B 100, 144436 (2019)

=
<0
<
2 -
LA _
4 2 0 2 4 4 2 0 2 4
(h,0,0) (h,0,0)
(a) [001] Magnetic.
- - 4
:t\-‘*"l.‘ L5 '.J“ 4
§ 2
2L B K S S
= i 1ol 25 =< Gl
S oM ‘ '; B2 < 0%
= el 1o G NG
o 0« eq
2t Beit B 4 4
1
g,_,.u*,-l l-‘_fha -4
4= & “ 2 .
4 2 0 2 4 4 2 0 2 4
(h, =1, 0) (h, —h,0)
(c) [110] Magnetic. (d) [110] SF.
2
3
2x 15
12 = =
z o
o5 °z
13 4
-2 -1
"4 2 0 2 a4 T4 2 0 2 4

(h, h, —2h)
(e) [111] Magnetic.

(h, h,—2h)
(f) [111] SF.

FIG. 7. Predictions for the relative difference in the total mag-
netic scattering and the spin-flip scattering by MC simulation on
8192 spins. Exchange parameters and lattice compression are taken
from the fit to magnetization measurements on DTO (Fig. 2). In all
cases, the reciprocal plane is perpendicular to the direction of pres-
sure, and polarization is parallel to the direction of pressure. (a) and
(b) pressure along [001] (1.05 GPa), (c) and (d) pressure along [110]
(1.20 GPa), and (e) and (f) pressure along [111] (1.30 GPa), all at
zero fieldand T = 1.7 K.

planes for both the magnetic and polarized spin-flip cross
sections. The largest variation can be seen for pressure along
the [001] direction with a relative increase of about 8% in
the [001] spin-flip channel of the (4, k, 0) plane, found for
scattering vectors close to (2,0,0) and symmetry-related points
in reciprocal space.

D. Neutron diffraction experiment on HTO

In order to make a close comparison with the theoretical
predictions of Fig. 7 we would ideally like to perform neutron
scattering measurements on DTO crystals. However, the high
neutron absorption cross section of natural dysprosium, the
cost of isotopically enriched samples, and the concurrent high
probability of crystals cracking during the application of uni-
axial pressure make these experiments inordinately expensive
and challenging. Instead, we have chosen to perform neutron
scattering measurements on crystals of HTO, which share
many low-temperature properties with DTO [1].

4
2 r
2
= 'ﬂ.' =
=) =z
— . n
e: OI 0 %
= @
<Ry =
I...
) .
: -4
-2

Q. [(1,0,0)A]

FIG. 8. Relative increases in the [001] spin-flip channel when
pressure is applied along the [001] direction. Left: Estimate based
on MC simulations of the model for 8192 spins (J;, = 1.56 K, J;, =
1.975 K, « = 2.8%). Right: Experimental neutron scattering data
after cell correction. Data are taken at 1.5 K and 2.2 GPa. The circles
mark regions of increased intensity for high O in the experimental
data and are plotted in symmetry-equivalent places for the theoretical
estimate.

Motivated by the theoretical results, uniaxial pressure was
applied along the [001] crystalline axis with [001]-polarized
neutrons used to probe the (&, k,0) plane. The axis per-
pendicular to the applied pressure is left unconstrained and
therefore can give rise to the Poisson effect, in contrast to the
previous magnetization measurements [8]. However, within
the Q resolution of the instrument [30], no indicative change
in the lattice parameters perpendicular to the pressure could
be observed.

We construct a theoretical estimate of the change in scat-
tering intensity. Since we do not know the pressure-dependent
susceptibility or magnetization data for HTO, we are not able
to make a detailed determination of the evolution of J; and «
with pressure in HTO (in contrast to DTO). However, since the
two materials are chemically similar, in order to make a rough
estimate, we assume that the compression is linear in the
applied pressure and that their compressibilities are identical.
Using the fitted value for DTO (k = 1.34% at 1.05 GPa) then
gives a compression of k = 2.8% for HTO at 2.2 GPa. The
magnetic ions in HTO and DTO are significantly different,
and it would be unreasonable to use the similarity argument
also for the exchange interaction. Instead, we adjust the single
parameter J; for HTO to give the best possible match with
experiment.

A comparison between the theoretical prediction and the
experimental results for the relative increase in the magnetic
structure factor under 2.2 GPa pressure is shown in Fig. 8.
A fourfold rotational averaging, consistent with the crys-
talline symmetry, has been performed on the experimental
data. The experimental data have been corrected for a strong
background contribution from the pressure cell [23]. This
background dominates the low angular region of reciprocal
space, leaving this region rather poorly sampled.
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FIG. 9. Evolution of theoretical predictions for the relative in-
creases in the [001] spin-flip channel when pressure is applied along
the [001] direction. Left: MC simulation of the model for 8192 spins
with varying J; and « fixed. Right: Experimental data (constant)
at T =1.5K, P=2.2GPa. We see that the cross/square pattern
is inverted when we increase J; from 1.94 to 2.00 K. The circles
mark regions of increased intensity for high Q in the experimental
data and are plotted in symmetry-equivalent places for the theoretical
estimate.

There is a reasonable correspondence between the mea-
surement and the theoretical prediction in the region corre-

sponding to wave-vector transfers Q > 1.5 Ail, where the
high-intensity regions are marked by circles. Further exper-
imental activity will be required to improve the background
from the pressure cell and reliably access the Q < 1.5 A™
region. In particular it is of interest to gather more statistics
and to improve the construction and geometry of the cell to
get a cleaner signal and better control of the pressure. The
measurement of further crystallographic directions would also
be of great value.

We note that the data from HTO have weaker features than
those predicted for DTO [Fig. 7(b)]. This can be accounted
for by the tuning of the J; parameter. Both changes in « and
changes in J| give rise to a cross/square pattern in the relative
increases in the scattering, which are not prominent in the
experimental data. The J; parameter can be tuned such that
these features are canceled to a large degree. We choose it to

get a profile as similar to the experiment as possible. Figure 9
shows the evolution of the relative increases in the scattering
(left panels) when varying J;, together with the experimental
data (right panels). Note that the intensity in the cross/square
pattern inverts as we increase J; by only 2%, from 1.96 to
2.00 K.

We determine that the closest fit has Jj = 1.975-1.98 K,
about 27% larger than J, in contrast to J; /J; — 1 = 5% seen
for DTO. The fact that the experimental profile does not have
a strong cross/square pattern implies, within our model, that
the ground state of HTO lies close to the border between the
M and M states. This is because the inversion point of the
cross/square pattern is at the border between the M| and M |
phases in the ground-state phase diagram (Fig. 6).

IV. DISCUSSION AND CONCLUSION

Using a dipolar spin ice model, we have accurately mod-
eled the experimental changes in magnetization of DTO under
the application of pressure in multiple crystalline directions.
Using the model parameters derived from the magnetization
measurements, we have calculated the correspondingly ex-
pected changes in neutron scattering cross section for DTO.
Neutron scattering experiments were performed on HTO un-
der applied pressure, and we found the response to be weaker
than what we predicted for DTO. One possible reason for the
difference is that HTO may be located at the boundary be-
tween two different chain states, as discussed in the previous
section. Another is that the compressibility of HTO may be
smaller than that of DTO and that the associated pressure-
induced changes in the exchange parameters are also smaller.
Furthermore, we have not considered changes to exchange
parameters past the nearest neighbors, which certainly could
influence the results [6,13]. In conclusion, we note that in
order to determine which of these scenarios are relevant for
HTO, more experiments are necessary. In particular magneti-
zation measurements of HTO under pressure similar to those
previously performed on DTO would be highly useful.
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132 APPENDIX A. PUBLICATIONS AND MANUSCRIPTS

A.2 Publication 2: Effects of uniaxial pressure on the spin
ice Ho2Ti207

My contribution to the publication involves primarily the neutron scattering measure-
ments with the pressure cell C. I participated in the growth of the HTO single crystals
which were grown in the mirror furnace at the University of Lund in collaboration with
Ingrid Marie Bakke Fjallvag. These crystals were used for both the neutron scattering
measurements and the magnetization measurements. 1 was responsible for the design,
testing and calibration of pressure cell C, including the load gauge, and I performed the
test and analyses in collaboration with Morten Haubro who did his master’s thesis in the
project. I also did the analysis of the neutron scattering data in collaboration with Morten
Haubro.
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The spin ice materials Ho,Ti,O;7 and Dy, Ti, O; are experimental and theoretical exemplars of highly frustrated
magnetic materials. However, the effects of applied uniaxial pressure are not well studied, and here we report
magnetization measurements of Ho,Ti,O; under uniaxial pressure applied in the [001], [111], and [110]
crystalline directions. The basic features are captured by an extension of the dipolar spin ice model. We find a
good match between our model and measurements with pressures applied along two of the three directions, and
we extend the framework to discuss the influence of crystal misalignment for the third direction. The parameters
determined from the magnetization measurements reproduce neutron scattering measurements that we perform
under uniaxial pressure applied along the [110] crystalline direction. In the detailed analysis, we include the
recently verified susceptibility dependence of the demagnetizing factor. Our work demonstrates the application
of a moderate applied pressure to modify the magnetic interaction parameters. The knowledge can be used to
predict critical pressures needed to induce new phases and transitions in frustrated materials, and in the case of
Ho,Ti,O; we expect a transition to a ferromagnetic ground state for uniaxial pressures above 3.3 GPa.

DOLI: 10.1103/PhysRevB.102.184408

I. INTRODUCTION

Highly frustrated magnets display a rich variety of exotic
ground states and excitations [1-4]. A primary reason for
this diversity is that the physical properties of the system
are frequently determined by a delicate balance of weaker
interactions of similar strength. Following Anderson’s origi-
nal classification [5], there are two major classes of frustrated
systems: one in which the lattice plays a dominant role in frus-
trating the system, and another where frustration arises due
to competing interactions. Recently, it was realized that even
in the first case, competing interactions may unexpectedly
refrustrate the system, as was found for the spin ice materials
Ho,Ti;O; (HTO) and Dy, Ti,O; (DTO) [6]. Therefore, it is
of interest to find physical realizations of a wide variety of

Published by the American Physical Society under the terms of the
Creative Commons Attribution 4.0 International license. Further
distribution of this work must maintain attribution to the author(s)
and the published article’s title, journal citation, and DOI. Funded
by Bibsam.
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Hamiltonians, since even small alterations of the interactions
may yield novel physical properties and phases.

To explore the vast parameter space of frustration, there is
a constant drive to synthesize new and promising frustrated
materials [1,7,8], each representing a unique set of interaction
coefficients determined by, for example, crystal fields, ionic
magnetic moments, interion distances, and atomic overlaps.
A different approach to probing frustration is to alter the
interactions of a given material. One way to do so is the
application of external pressure, which alters the position and
thereby also the dipolar interactions and atomic overlaps of
the ions of the material. While there are many observations
of novel states and phenomena induced by pressure [9-11],
progress is hampered by a number of experimental challenges
that are exacerbated when studying phenomena at cryogenic
temperatures. On the theoretical side there are open questions,
since it is not easy to predict the effects of external pressure
on, for example, exchange interaction parameters.

In the present study, we apply uniaxial external pressure
to increase the parameter space that we can explore using the
parent material HTO. The physical properties of the multiaxial
Ising materials HTO and DTO show a strong directional de-
pendence on, for example, an applied magnetic field [12,13].
Therefore, we choose to use uniaxial pressure rather than

Published by the American Physical Society
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isotropic hydrostatic pressure in this study. Our starting point
is relatively straightforward magnetization measurements to
determine the evolution of the exchange parameters under
pressure, and then we validate our results by comparing the
derived model to neutron scattering experiments. In this study,
we demonstrate the feasibility and limitations of describing
the measurements of HTO under pressure using an effective
model with a single pressure-dependent parameter. While
our application of relatively low pressure did not induce any
changes in the order of the material, it shows the feasibil-
ity of exploratory experimental studies using magnetization
measurements. Such measurements can be used to determine
the evolution of the model parameters and enable theoretical
predictions of pressures necessary to alter the delicate balance
of interactions in frustrated materials enough to cross phase
boundaries and induce new phases.

Over the past 15 years, HTO and DTO have become model
compounds for studying classically frustrated systems featur-
ing residual ground-state entropy [14], topological magnetic
monopole excitations [2], and slow low-temperature dynamics
[15,16]. The theoretical description in terms of the dipolar
spin ice model (DSM) [17-19] captures the experimental fea-
tures at a quantitative level, and DTO and HTO are now some
of the best characterized frustrated materials. This makes them
an ideal starting point for a systematic exploration of the
evolution of frustrated systems under pressure. In an earlier
study, measurements of the pressure-induced changes in the
magnetization of DTO were reported [20]. These results were
first modeled theoretically using a nearest-neighbor exchange
interaction model [21]. Recently, the effects of the dipolar in-
teractions were included in the theory, and the measurements
were modeled using a single parameter in the DSM [22]. Since
DTO has a large neutron absorption cross section, neutron
scattering measurements were performed on HTO, rather than
DTO, but the observed changes in scattering intensity were
modeled within the same framework.

One shortcoming of the previous study [22] was that
magnetization measurements of HTO under pressure were
missing, and it was not possible to connect the parameters
determined from the evolution of the magnetization, measured
for DTO, with the changes in the scattering intensity, deter-
mined for HTO [22]. In this study, we remedy the situation
and report magnetization measurements on HTO, which we
can use to independently determine the pressure-dependent
parameter in the theory for HTO. Our main result is that
the independent analysis of both the magnetization and the
neutron scattering measurements lead to very similar values
for the pressure-dependent parameter. We therefore verify the
feasibility of our approach to use more straightforward mag-
netization measurements to determine the explicit evolution of
model parameters to predict possible phase transitions before
performing the more demanding neutron scattering experi-
ments under pressure.

II. EXPERIMENTAL METHOD AND RESULTS

A. Magnetization measurements

High-quality samples are essential in high-pressure studies,
and we synthesized HTO single crystals using the floating

zone technique at the image furnace at Lund University. The
crystals were grown from the bottom up with a growth rate of
3 mm/h. Visual inspection of the as-grown crystals revealed
no color change along the growth direction as seen by others
[23].

We ascertained the high quality of the single crystals using
x-ray and neutron diffraction [24], and we will publish the
details of the growth and resultant crystalline state elsewhere.
To ensure an optimum shape for the application of uniaxial
pressure, the single crystals were cut into cylinders of diam-
eter 2.0 £ 0.05 mm and height 3.0 £ 0.05 mm. The crystals
were cut with the major axis of the cylinders along the crys-
talline [001], [110], and [111] directions. The quality after
cutting was asserted using x-ray diffraction. The crystalline
direction of the major axis was ascertained after cutting the
crystals. For each crystal, we applied uniaxial pressure and
magnetic field along the cylinder major axis. We measured the
magnetic moment at pgy; = p1;; =0, 1.0£0.2, and 1.5 +
0.3 GPa for the [001] and [111] crystalline direction, and at
p11o =0, 0.5+0.1, 1.0+0.2, and 1.5+ 0.3 GPa for the
[110] crystalline direction. We also measured the dc suscep-
tibility at pressures pgo; = p1;1 =0, 0.5£0.1, 1.0+0.2,
and 1.3 £ 0.2 GPa using a probing field of 0.01 T along the
cylinder major axis.

Using an epoxy resin (Stycast 1266, Ablestick Japan Co.,
Ltd.), we placed the crystals into a piston- cylinder type
of pressure cell (CR-PSC-KYO05-1, Kyowa- Seisakusho Co.,
Ltd.), which can be inserted into a superconducting quantum
interference device (SQUID) magnetometer (Quantum De-
sign MPMS-XL). The combination of stycast and the above
uniaxial pressure enables the Poisson effect to be excluded,
and thus the shrinkage ratio in the direction perpendicular to
the load can be ignored [25]. The quoted value of the pressure
is at liquid helium temperature, after considering the thermal
shrinkage. The pressure value at liquid helium temperature
was estimated from the shift of the superconducting transition
temperature of lead under applied pressure [26]. Due to the
symmetric design of the upper and lower parts of the sample
chamber, the magnetic background was negligible for the
large magnetic signal of HTO. The measurements at different
pressure were performed on the same respective crystal for
each direction, and a maximum field of He, = 7 T was used.

B. Neutron scattering

Magnetic neutron diffraction experiments were performed
at the Institut Laue-Langevin (ILL) using the polarized dif-
fuse scattering instrument, D7 [27], with nominal incident
wavelength A = 4.86 0.1 A. We recorded neutron diffrac-
tion profiles for HTO in the (h, —h, I) scattering plane under
uniaxial pressure along the [110] crystalline direction and
with incident neutron polarization along the [110] crystalline
direction. For this experimental study, we cut our synthesized
HTO crystals into cylinders of diameter 3.0 &£ 0.05 mm and
height 2.0 £ 0.05 mm, still with the major axis along [110]
but with a larger diameter and smaller height than the crys-
tals used in the magnetization measurement. Pressure was
applied using a CuBe anvil-type pressure cell with a CuBe
window of minimal thickness of 2.5 mm for the entire scatter-
ing plane. Further details of the pressure cell are provided in
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Appendix C, and a detailed overview of the pressure cell
will be published elsewhere. The force was calibrated prior
to the experiment using an in situ transducer for deviations
experienced at cryogenic temperatures. The pressure was
deduced from the force, allowing for some uncertainty via
friction of the piston. We measured both the neutron spin-
flip and non-spin-flip scattering as a function of the sample
rotation about the major axis of the cylinder ([110] crys-
talline direction). The data were corrected for detector and
polarization analyzer efficiencies using standard samples of
vanadium and amorphous silica, respectively [27]. Back-
ground measurements were performed at 300 K with an Al
sample, closely matched in dimensions to the HTO sample, to
determine scattering from the pressure cell. The background
was entirely symmetric in the sample holder rotation angle,
and the rotation-averaged background at ambient pressure was
subtracted from the measured signal.

C. Experimental results

Figures 1 and 2 show the measured magnetic moment and
susceptibility at different pressures for the indicated direc-
tions. While the physics of spin ice in an applied field is a
fascinating topic, with features such as chain ordered states
[13], kagome ice [28], and Kasteleyn transitions [29], our
aim is to focus on the effects of pressure. We see a change
in the magnetic moment on the order of a few percent un-
der the application of pressure. For the [001] measurement,
Fig. 1(a), the magnetic moment is monotonically reduced for
all fields when pressure is applied. For the [111] measurement,
Fig. 1(b), the magnetic moment is reduced both in the high and
the low field limits, but for an intermediate field around 1-2 T
the magnetic moment increases as pressure is applied. For the
[110] measurement, shown in Fig. 1(c), there is an overall
decrease when pressure is applied, but the decrease is not
monotonic at high fields, as it is for the other directions. There
is also a large jump between the p;;o = 0 measurement and
the p119 > 0 measurements in the high- and low-field regions.
We will discuss the implications of these features further in
Sec. IV A.

Figure 2 shows the susceptibility, x.x;, measured with field
and pressure in the [001] and [111] crystalline directions.
There is a noticeable change in the susceptibility when pres-
sure is applied to the sample, but compared to the magnetic
moments in Fig. 1, the effects are much less clear. For ex-
ample, in our measurements using a small applied field of
0.01 T, the recorded change in the susceptibility is not gen-
erally monotonic with respect to the applied pressure.

Figure 3 shows the spin-flip neutron scattering struc-
ture factor, S(Q), at ambient and at an applied pressure of
0.35GPa at T = 1.5K [30]. The well-established diffuse
scattering map [31] shows some of the defining features of
the spin ice phenomenology including regions of intensity at
(0,0,3),(3/2,3/2,3/2), and equivalent wave vectors, separated
by pinch points at, for example, (0,0,2) [32,33]. In this study,
we focus on the effects of pressure on this scattering pattern.
The noted pressure was applied at 300 K, and the subsequent
pressure change as a result of thermal contraction could not
be determined in situ. However, prior temperature-dependent
calibration measurements of the pressure cell provide an in-
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FIG. 1. Sample magnetic moment per holmium ion as a function
of external magnetic field H.,,, without demagnetization corrections.
Pressure and magnetic field along the (a) [001], (b) [111], and
(c) [110] crystalline direction. The different curves indicate different
pressure applied to the sample, all at sample temperature 1.83 K. The
insets show the changes in magnetic moment at small and moderate
field.

dication that the noted pressure is approximately correct. A
uniaxial pressure cell with in situ pressure determination for
diffuse neutron scattering and polarization analysis is under
development. In Figs. 3(a) and 3(b), the measurements are
taken with two different samples, with equivalent sample
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FIG. 2. Susceptibility per holmium ion as a function of tempera-
ture for field and pressure along the (a) [001] and (b) [111] crystalline
directions. The field strength used to probe the susceptibility was
0.01 T. The insets show the change in susceptibility in the high- and
low-temperature limit.

dimensions, as the first sample broke when pressure was
applied. The samples were cut from the same single crystal.
We note a change in the intensity of the diagonal satellite
peaks (h~ £1.5,] ~ £1.5) when pressure is applied. To
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FIG. 3. [110] Spin-flip neutron scattering profile in the (h, —h, /)
plane at (a) 0 GPa and (b) 0.35 GPa [30]. The pressure is applied
along the [110] crystalline direction, perpendicular to the scattering
plane. The data displayed have been symmetrized according to the
crystal symmetry. Both measurements were conducted at 1.5 K. The
shaded area marks the region that we integrate and analyze further in
Sec. IVB.

FIG. 4. Tllustrations of the DSPM [22]. Pressure is ap-
plied along the (a) [001], (b) [111], and (c) [110] direc-
tion, and the colors indicate the different exchange interactions
Jy (red), Jy (green), Jp (red), J, (blue). The angles of the Ising
moments 6%, 9111 9110 are assumed to change under application
of pressure so that spins keep pointing toward the center of the
compressed tetrahedron.

better demonstrate these subtle changes, we have integrated
the shaded regions over Q, see Fig. 3, and fitted a Gaussian
curve to the integrated data. We find that the intensity of the
diagonal satellite peaks increases by about 4% when pressure
is applied, and we discuss this further in Sec. IV B.

III. THEORETICAL MODELING

A. Model and simulation method

A theoretical model for the evolution of the interactions
in classical spin ice under uniaxial pressure was proposed
in an earlier investigation [22]. We adapt this model to the
current measurements of HTO, and we refer to it as the dipolar
spin ice pressure model (DSPM). The DSPM is an extension
of the standard dipolar spin ice model (s-DSM) [34]. The
Hamiltonian for the DSPM for classical unit Ising spins S;
on the pyrochlore lattice is defined as

H=> TG J)Si8,

(i)

+Da’ )" (Si'sj - 3(5"‘”")(5’””")). (1)

Ir;;13 |r;;13

i<j

The strength of the dipolar interactions is taken to be
D = 1.41 K [17]; a is the nearest-neighbor distance, r; is the
position of spin S;, and r;; =r; —r;. The angled brackets
in the first sum denote summation over nearest neighbors.
The antiferromagnetic nearest-neighbor interaction J(i, j) is
caused by oxygen-mediated superexchange. The value of J at
ambient pressure is set to J,—g = 1.56 K [31]. In the DSPM it
is assumed that J, = J,—o = 1.56 K if the neighbors i and j
are in a lattice plane perpendicular to the direction of applied
pressure and J(i, j) = J if they are not (Jy, J» for pressure
in the [110] direction, as there is less symmetry); see Fig. 4.
The motivation for this assumption is that the distance be-
tween neighboring ions, and hence the exchange integral, will
change when pressure is applied. Compression of the crystal
is modeled with zero Poisson ratio, which is also the case in
the current experimental setup for the measurements of the
magnetic moment [25]. As the lattice is compressed, the local
Ising axis of the spins is modeled to keep pointing toward
the centers of the compressed tetrahedra. The dipolar inter-
action becomes stronger along the direction of compression,
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growing as |r,~j|‘3 with decreasing distance. We define the
lattice compression « as the relative length contraction along
the direction of pressure. At high fields, the saturated magnetic
moment is dependent only on «, due to the change in angles
of the Ising moments. The high field saturated value of the
magnetic moment therefore sets the lattice compression, and
we use the low field data to determine exchange interactions.

At this point, a discussion of the crystal-field effects in
HTO is necessary. The ionic state of the Ho** ion depends on
the local electric fields of the surrounding ion. Shifting their
position by applying pressure could affect the ionic ground
state upon which our present analysis is based. Under ambient
pressure, the electronic >3 ground state of a single Ho®™ is
lifted by the trigonal field of the surrounding oxygen atoms.
Fitting the crystal field parameters to susceptibility and in-
elastic neutron measurements yields an almost pure |J, M;) =
|8, £8) non-Kramers ground-state doublet, with an excitation
gap of more than 200 K, and an almost full magnetic moment
of about 10up [35,36]. These are the two crucial points for
our study. Although the ground-state doublet in HTO is not
protected by Kramers’ theorem, as it is for DTO, it is unlikely
that the small shift in the ionic positions, which we induce by
applying pressure, would significantly affect the nature of the
ground-state doublet leading to our current Ising description.
Considering a perturbation theory approach, it is not unlikely
that the magnetic moment of the holmium ion could shift
slightly due to crystal-field effects, since this is a first-order
effect. However, the changes in the ground state itself are
expected to be very small, since this second-order effect is
suppressed by the very significant energy gap, and by the fact
that the ground state has a very small overlap with states other
than |J, M;) = |8, £8). To completely rule out crystal-field
effects would require a significant experimental and theo-
retical undertaking, but we believe the above perturbative
argument to be strong enough to proceed with our analysis
for HTO. We also note that pressure-induced changes in the
crystal-field parameters in general can be expected to be more
significant. For example, in the related compound Tb,Ti, O,
(TTO), the energy gap is ten times smaller than in HTO, and
the admixture of the ground-state doublet is significant [37].
This also makes TTO an interesting case study for application
of pressure, but the theoretical analysis would require a very
different approach from the one presented here.

Monte Carlo (MC) simulations using the Metropolis-
Hastings algorithm and single spin flip updates are used to
investigate a number of different system sizes with periodic
boundary conditions. Since the lowest temperature used in the
experiment was 1.5 K, monopole excitations are still preva-
lent, and loop flips [38] are not needed. We use the 16-particle
standard cubic unit cell. All supercells are cubic of size L* unit
cells, L € [1, ..., 8]. Ewald summation is used to effectively
account for the long-range conditionally convergent dipolar
contributions [39].

B. Theoretical misalignment effects

The DSPM describes the changes in the magnetic moment
observed in measurements [20] of DTO under uniaxial pres-
sure [22] quite well. When pressure and field are applied along
the [001] or [111] crystalline directions, the model works par-

ticularly well. However, when pressure and field are applied in
the [110] crystalline direction for DTO, anomalous behavior
is observed that cannot be explained by the DSPM [20,22],
since the pressure-induced change in the magnetic moment
does not saturate at high fields [20,22].

In this study, we attempt to explain this previously noted
discrepancy for the measurement in the [110] crystalline di-
rection, and we speculate that it can be an experimental
artefact due to misalignment of the crystal. Next, we outline
a brief discussion of what effects might be expected from
crystal misalignment.

When measuring the magnetic moment of a single crystal
under uniaxial pressure, there are three quantities that need
to be aligned: the crystalline direction, the direction of the
uniaxial pressure, and the direction of the magnetic field.

To investigate the influence of misalignment, we consider
the possibility that the crystalline direction matches the di-
rection of pressure perfectly, and that the magnetic field is
misaligned with respect to the direction of pressure. This
assumption minimizes the number of new parameters intro-
duced to the theoretical model, and we believe that it still
captures the essential effects of misalignment. In the exper-
iment, on the other hand, we may expect the misalignment
between the crystal direction and the applied pressure to be
more significant. Since the crystal is surrounded by more
compressible stycast, it is also possible that this misalignment
may change during a series of compressions. See Appendix A
for further discussion.

Misalignment has particularly strong effects when the mea-
surement is conducted with pressure along the [110] direction
[40]. This is because half of the spins in the material have a
local Ising axis perpendicular to the [110] direction, so that at
high fields, already a small misalignment will strongly affect
the dynamics of these. We therefore adjust the applied field
so that it is misaligned by an angle §¢ with respect to the
[110] direction and remains perpendicular to [001], as this is
the simplest way for the field to couple to the previously un-
affected spins. Figure 5 illustrates the scenario. The magnetic
moment is measured along the direction of the field, and when
the field is misaligned we start to observe the dynamics of the
previously perpendicular spins. This is not the case when we
measure along the [001] and [111] crystalline directions, since
in that case all spins already have a large component along
the field. Hence we expect that the high-field behavior will be
less affected by misalignment for measurements in the [001]
and [111] crystalline directions. Our simulations confirm that
this is indeed the case. The saturation fields for the pressure-
induced changes in magnetic moment in the [001] and [111]
measurements are not affected by misalignment, in contrast to
the [110] direction. The effects of misalignment in the [110]
direction are presented in Sec. IV A, and the key result is then
shown in Fig. 7(c).

C. Demagnetizing corrections

To account for the macroscopic boundary effects, we per-
form a demagnetizing transformation. The samples used were
cylindrical with an aspect ratio of y = % = 1.50 £ 0.05
at ambient pressure. However, as the sample is compressed,

the aspect ratio decreases. By fitting « to the change in
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FIG. 5. View along [001] of a single tetrahedron with pressure
along [110]. (a) Perfect alignment. (b) Field misalignment perpen-
dicular to [001]. We assume that the misalignment angle §¢ can vary
with application of pressure. For a field in this direction there are
two degenerate ground states for perfect alignment [double-headed
arrows in (a)], and only one ground state when the field is misaligned
(b). We denote the misalignment at ambient and applied pressure by
8¢" and 8¢”, respectively.

saturated magnetic moment, we determine y. An important
aspect, often overlooked, is that the demagnetization factor N
is a function of both y and the internal volume susceptibility
X N = N(y, x},), as has been recently calculated and ver-
ified [41,42]. In high-susceptibility materials (¥ > 1), such
as HTO, the susceptibility dependence of N is very significant,
and we include it in the analysis. We perform a demagnetiza-
tion transformation according to

Hexe = Hine + N(y, x)M"
Xi‘;t @
1+ N(V’ Xizt)xi‘;t’

where the intensive quantities M" and x" are the magneti-
zation and volume susceptibility, respectively. It is important
to differentiate these from the external extensive quantities
M =M"V(y(p)) and xexx = x¥V(y(p)), measured in the

Vo _
Xexl -

0.25

0.23+

0.21r

0.19 ‘ ‘ \

FIG. 6. Demagnetizing factor N as a function of T at zero field
for a HTO cylinder of aspect ratio y = 1.5.
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FIG. 7. Relative change in sample magnetic moment, AM/M =
(MP? — M®)/M°, as a function of magnetic field at sample tempera-
ture 1.83 K. The pressure and field are along the (a) [001], (b) [111],
and (c) [110] crystalline direction. MC results are drawn as solid
lines and performed on cubic systems of 8192 particles, L = 8.
For the [110] measurement (c) we show the model prediction for
Jiy = Jo = 1.2 K, k = 1% both for perfect alignment (dashed line)
and for a small misalignment when pressure was applied (solid line).

experiment. The Monte Carlo calculations, performed using
periodic Ewald boundary conditions, yield internal quantities.

Since the susceptibility of classical spin ice is isotropic,
the susceptibility dependence of N calculated in Ref. [41] can
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be used for HTO, as demonstrated in Ref. [42]. Using the
tabulated values of N(y, Xizr)’ we perform an interpolation
using cubic splines [41]. As an example, we show the tem-
perature dependence of N for an HTO cylinder of aspect ratio
y = 1.5 in Fig. 6, where we use the experimentally measured
intrinsic susceptibility for HTO [43] at zero field to determine
the temperature dependence.

D. Calculation of susceptibility

For the susceptibility measurements, we define the rela-
tive change in the susceptibility with respect to the applied
pressure as A Xext/ Xext = ( cht — ngl)xga. We measured the
relative change A xex¢/Xext @S @ function of temperature. This
quantity is highly sensitive to changes in J and «, and in
order to gain some physical insight, we consider the high-
temperature limit, 7 — oo. In this noninteracting limit, the
relative change depends only on «. For the crystalline direc-
tions along which measurements were performed, we find that

fim M _ 90—k 1
T—oo x40 —k)?+32 4 3
i Aged 30 -k)*
TI_)H;O 001 2 (1 _ )2 ’
XCX[ + K

where the superscripts denote the crystalline direction of pres-
sure and field.

From these formulas, we see that in both directions, the
susceptibility at high temperature is reduced under application
of pressure. This is a purely geometrical effect stemming from
the fact that the Ising moments tilt away from the axis of
pressure when the lattice is compressed.

E. Calculation of magnetic structure factor

We calculate theoretical predictions for the spin-flip mag-
netic structure factor according to

LF(QDY
N
x ) (SF -85 = (Si-P)(S; - PO, (@)

ij

SQ) =

where the scattering wave vector is denoted by Q, and the
normalized polarization vector of the incident neutron beam
is given by P L Q. The component of the spin perpendicular
to the wave vector is defined as S+ = S; — S; - Q/|Q*Q. N/
is the number of particles in the supercell, and f(]Q]) is the
magnetic form factor for Ho’*. The angled brackets (---)
denote the thermal average, which is calculated using the MC
method.

IV. ANALYSIS AND DISCUSSION
A. Magnetization and susceptibility

In Fig. 7 we show the relative change in sample magnetic
moment, AM/M = (M? — M°)/M°, as a function of applied
magnetic field. The solid lines show the best theoretical fit for
the different directions of pressure and field. For the [001] and
[111] measurements, shown in Figs. 7(a) and 7(b), « has been

set so that the change in calculated saturation magnetic mo-
ment agrees with that of the experiment. With this constraint,
there is only one free parameter, J;, which we determine from
the best fit for each case. We find that for the [001] and [111]
measurements, J increases monotonically with pressure. The
change in J is similar in both directions, and the model
accommodates the basic features in the experimental data:
the upturn at 1.5 T in the [111] measurement as well as the
drop at 0.5 T in the [001] direction, upon decreasing field.
For the [001] measurement, we have excellent agreement
between theory and experiment. We note that the observed
decrease in the magnetic moment for HTO at low fields is in
contrast with measurements made on DTO, where an increase
of AM/M = 4% was observed [20]. Although J; and « in-
crease similarly for both materials, the ratio J/D is smaller
for HTO, and the effects of the dipolar interactions dominate,
leading to a decrease in the magnetic moment. In the [111]
direction, the experimentally observed minimum centered at
oHexe = 3.5 T is not accounted for in the model, and the
shape of the maximum around 1.8 T differs, but the model
captures the qualitative experimental features. Furthermore, in
all measurements, the change in magnetic moment is strongly
dependent on the field. This is due to a competition between
different effects. At large fields the moment is saturated, and
since spins tilt away from the direction of pressure, it de-
creases. At low fields, the thermal fluctuations determine the
magnetic moment. In the case of HTO, the magnetization
decreases when pressure is applied, while for DTO in the
[001] direction the preference for a ferromagnetic ground state
is indicated by an upturn in the magnetization.

Figure 7(c) shows the change in magnetic moment for
the [110] measurement. We note that the change has hardly
saturated as a function of field. Seemingly, we need a field
of about 7T to saturate the change in the [110] direction,
higher than the 5.5 T needed for the [111] direction. This
feature is not possible to reproduce in the DSPM in which
the field needed for [111] saturation is higher than that
needed for [110] saturation, since the saturated [111] state
requires that we break the two-in two-out ground state of spin
ice [44].

As discussed in Sec. III B, we speculate that the high-
field unsaturated behavior can be due to misalignment of the
crystal, since measurements are particularly sensitive in the
[110] direction. In Fig. 7(c) we illustrate the influence of
misalignment. We first fit a curve with « = 1% as an estimate
of the compression based on the other directions at 1 GPa
(0.8% and 1.5% for [001] and [111], respectively). In the
DSPM, the change in magnetic moment will saturate at about
1T (same order of magnitude as in the [001] case) regard-
less of the parameters used. For simplicity we assume that
Jij = J2y = J), which gives a rough value of J; = 1.2 K when
we fit this single parameter to match the sub 1 T experimental
results. This DSPM fit is shown as the dashed line in Fig. 7(c).
For all fields above 1 T, the DSPM gives a constant saturated
change in magnetic moment dependent only on «. Clearly this
is not what we see in the experiment, where the change keeps
varying up to fields of about 7 T.

If we introduce crystal misalignment according to
Sec. III B, we can partially reproduce the high-field trend
observed in the measurement. Within this framework, we have
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FIG. 8. Relative change in external susceptibility for pressure
and field along (a) [001] and (b) [111], both for probing an exter-
nal field of strength 0.01 T. Solid lines show the theoretical MC
prediction from the parameters fitted from the magnetic moment
measurements at 1.0 GPa. Dashed lines indicate the 7 — oo analyt-
ical limiting value, Eq. (3). MC simulation for 2000 particles, L = 5.

two additional parameters 8¢, $¢? as discussed in Sec. III B
for the misalignment of H with respect to the [110] direction,
at zero (0) and applied pressure (p), respectively. To get a
decrease in magnetic moment when pressure is applied, we
find it necessary that the field couples more strongly to the
perpendicular spins in the reference measurement. Hence, to
keep the model as simple as possible, we set §¢” = 0°. We
then adjust 8¢° in order to fit the experimental curve above
1 T. We find that §¢° = 0.75° gives the best fit. We do not get
the exact same features as those observed, but we do demon-
strate that the decrease in magnetization above 1 T could be
due to misalignment. For further discussion of more elaborate
misalignment models under pressure, we refer to Appendix A.

Finally, we use our obtained values of J; and « to predict
the change in susceptibility as a function of temperature. In
Fig. 8 we show the measured relative change in external
susceptibility plotted against temperature for an applied pres-
sure of 1 GPa. The theoretical predictions are shown for the
values derived from the 1.0 GPa [001] and [111] magnetic
moment fits, Figs. 7(a) and 7(b), respectively. In contrast with
the measurements of the magnetic moment, the susceptibility

measurements are more challenging due to the low field used
and a higher sensitivity to uncertainties in the demagnetizing
factors.

Due to the fluctuations in the [001] measurement, Fig. 8(a),
we include a trend line by fitting rational polynomials to the
susceptibility. The qualitative curve shape is the same for both
theory and experiment, but they differ by an overall shift along
the vertical axis. At the lowest temperature 7 = 1.83 K we ex-
pect that the relative change in susceptibility should coincide
with the Heyy — 0 limit in the relative change in the magnetic
moment, Fig. 7(a), which for 1 GPa is —2%. There is therefore
a discrepancy between the two experimental measurements.
From theory we also expect that the susceptibility should be
reduced at high temperature when pressure is applied; see
Eq. (3). Since the susceptibility measurements in Fig. 2 were
nonmonotonic in pressure, we suspect a systematic error in the
experimental data, and we note that if we shift the susceptibil-
ity measurement performed under pressure by —2%, the data
match the theoretical prediction as well as the magnetization
measurement performed at 7 = 1.83 K.

For the [111] direction there is a more significant mismatch
between theory and experiment. In particular, theory would
predict a maximum in Ay /x near 5 K, which is not present
in the experiment. We would also expect from theory that the
relative change should saturate to a lower value. Indeed, with
the assumption of Ising spins it directly follows from Eq. (3)
that Ay /x must reach a negative value at high temperature.
The discrepancy is most likely due to insufficient accuracy in
the present susceptibility measurements.

B. Neutron scattering

The parameters extrapolated from the measurements of
the magnetic moment can be used to compute the thermal
spin-spin correlation function and hence the magnetic struc-
ture factor, Eq. (4), within the DSPM. For pressure along
the [001] crystalline axis, theoretical and experimental results
match well, see Fig. 7(a), and we use the parameters from this
fit to predict the [001] spin-flip structure factor under pres-
sure. The resulting change in S(Q), AS(Q)/S(Q) = [S(Q), —
S(Q)ol/S(Q)o, is shown in the left half of Fig. 9, simulated
at T =1.5K and p = 1.5 GPa. In the right half we show
the change in the experimental [45] scattering at p = 2.2 GPa
and 7 = 1.5 K measured in previous work [22]. In the outer
region we see eight patches of increased intensity that have
been marked and coincide with the theory prediction. In the
inner region there are two regions of increased intensity not
seen in the experiment, but we note, as mentioned in previous
work, that the experimentally measured signal was poorly
sampled at wave vectors shorter than 1.5 A~ due to windows
in the scattering plane of the previous CuBe pressure cell [22]
used in that neutron scattering experiment.

A key result of this study is therefore that the scattering
profile calculated from the parameters obtained from the fit
to the magnetic moment, Fig. 7(a), matches the best profile
that can be obtained by freely adjusting J; to the experi-
mental neutron data, as was done in the previous study [22].
Furthermore, we use the DSPM to calculate the spin-flip
structure factor in the (h, —h, ) plane with pressure along
[110], shown in Fig. 3. We take the parameters fitted to the
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o
AS(Q)/S(Q)[%]

2 1 0 1 2
Q. [(1,0,0)A]

FIG. 9. Left: Relative change in the [001] spin-flip neutron scat-
tering profile predicted from parameters found in the measurement
of the magnetic moment, Fig. 7, at 1.5 GPa along [001] and 1.5 K
(Jy = 1.80, k = 1.6%). Right: Relative change in experimental [001]
spin-flip neutron scattering data [22,45] for HTO at 2.2 GPa pressure
along [001], 1.5 K. Circles mark regions of increased intensity and
are plotted at symmetry-equivalent regions in the theoretical pre-
diction. In previous investigations [22], the DSPM parameters were
estimated based directly on this experimental scattering profile. The
current measurements of the magnetic moment show consistency
with this estimate.

magnetic moment, Fig. 7(c), and calculate S(Q) from Eq. (4).
To better show the changes in scattering intensity, we integrate
the signal around one of the satellite peaks as shown by the
shaded region in Fig. 3. In Fig. 10 we see Gaussian fits to the
experimental [30] data (solid lines). The theoretical estimate
from the fit to the magnetic moment (J; = 1.2 K, x = 1%) is
shown together with the theoretical prediction at zero pressure
(dashed lines). Although the experimental error bars, set by
the neutron exposure time, are of the same order as the ob-
served increase under applied pressure, we note that the theory
captures the increased peak intensity of about 4%, and we
conclude that the model describes the observed phenomena
both for magnetization and neutron scattering measurements
in several crystalline directions.

C. Evolution of the model parameters

Using the straightforward magnetization measurements,
we can obtain the model parameter dependence on pressure.
In Fig. 11 we depict the pressure dependence of J; and «
in all three direction. We include the current data points at
pressures of 1.0 GPa and p = 1.5 GPa, as well as the result of
the previous neutron study at an applied pressure of 2.2 GPa
[22]. The three data points along [001] show a near-linear
dependence on pressure. Analyzing the phase diagram using
a combination of MC and a direct comparison of the state
energies [22], we find that all three points lie on a curve in the
(J)), K )-space for which the exchange interaction evolves so as
to cancel the changes in the dipolar dynamics originating from

4 : ;
--p = 0.35 GPa

--p =0 GPa
=== Theory, p = 1 GPa ||

=== Theory, p = 0 GPa |,
T

0,0,1)
oo
j

= (h,—h,0) '::,
£ b
= ;
S 5
E) e
g } } o ¥
2 L } }} ‘_‘::: :T.'. 4
E"‘ .__’:‘
Lﬁ' }
.%} . ‘ ‘ ‘ ‘ ‘
0 15 30 45 60 75 90

¢ [Deg]

FIG. 10. [110] spin-flip S(Q) line-cut average over 2.22 < Q <
2.87 (reduced units) for polar angle ¢ = 0° — 90° in the neutron
scattering data (shaded area in Fig. 3) [30]. Gaussian fit to the
experimental data (solid). Theoretical prediction at 0 and 1.0 GPa
uniaxial pressure for the parameters found in the measurements of
the magnetic moment, J; = 1.2 K, x = 1%, Fig. 7(c) (dashed). MC
simulation for 8192 particles L = 8.

lattice compression, and the system is on the border between
two different types of dipolar chain [34] ground states [22].
This suggests that the ground state will remain a dipolar chain
state under application of uniaxial pressure along the [001]
direction. This result contrasts the predictions for DTO, where
at sufficiently high pressure a ferromagnetic ground state is
expected [21,22].

To extrapolate our results to higher pressure, we use lin-
ear extrapolations for the parameters in the [111] and [110]
directions:

By =7+l = I,

Ky = Kk 4 (k” — kP0)p. S

2F 3
.Jl(llm ,Kﬁm
‘J”m el 9
18] 110
1
<16 X
= Previous measurement {0
14|
1.2 | ‘ ‘
0 0.5 1 1.5 2.2
p [GPa]

FIG. 11. Evolution of the model parameter J; and crystal com-
pression k under applied uniaxial pressure along the [001] crystalline

axis.
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TABLE I. Summary of the fitted and estimated DSPM param-
eters found in this work. p. is the critical pressure above which a
linear extrapolation predicts a ferromagnetic [21] ground state. We
estimate the error to be less than 5% of the fitted parameter value.
However, for the [110] direction this might be as much as 20% due
to misalignment having more prominent effects.

p=0GPa p=1GPa p = 1.5GPa
Direction J (K) Ji(K) k(%) Jy(K) k(%) p.(GPa)
[001] 1.56 1.69 0.8 1.80 1.6
[111] 1.56 1.63 1.5 1.75 2.8 >4
[110] 1.56 1.2 1 33

For « this is motivated by Hooke’s law, while the true pressure
dependence on J; may deviate from our linear model, but
we proceed with p* as the highest measured pressure for the
respective direction.

For the [111] direction, we find that the dipolar chain
ground state is stable up to pressures of at least 4 GPa. In the
[110] direction, on the other hand, we find a transition to the
previously mentioned ferromagnetic state at a critical pressure
of 3.3 GPa. In DTO this state is expected when applying pres-
sure in excess of 3.4 GPa in the [001] direction [21,22]. We
therefore conclude that further uniaxial high-pressure studies
should be conducted either on DTO in the [001] direction, or
on HTO in the [110] direction. At such high pressures, the
crystals are likely to break. However, using techniques like
submerging the crystals in epoxy resin, as we did in this study,
or using some other type of support material, we believe that
such experiments can be realized. We summarize the fitted and
estimated parameter values in Table 1.

V. CONCLUSIONS

We have performed measurements of the field-induced
magnetic moment, magnetic susceptibility, and neutron struc-
ture factor of HTO under applied uniaxial pressure. Through
extensive MC calculations we demonstrate that a dipolar spin
ice model, with a pressure-tuned nearest-neighbor interaction,
is able to capture the most essential features of the measure-
ments of HTO. The framework is extended to include effects
of misalignment, and we have found that misalignment can,
to some extent, describe the anomalous effects observed in
the magnetic moment for the [110] direction in both HTO and
DTO.

The T-dependent pressure-induced changes in the suscep-
tibility turn out to be a more sensitive quantity to both measure
and model than the field-induced magnetic moment. The low
field used experimentally results in a weak signal that is easily
overshadowed. Theoretically, the susceptibility of spin ice has
proven to be a sensitive function of the intrinsic competing in-
teractions [46], and the measurements are sensitive to sample
shape [42], with the optimal sample size probably spherical.
To perform susceptibility measurements on a spherical sample
under pressure is highly challenging, and we therefore have to
contend with our present results. Still, the qualitative curve
shape for the susceptibility in the [001] direction is captured
rather well by our model, but there are significant discrepan-
cies in the [111] measurement.

Our main result is that the model parameters derived from
the measurement of the magnetization also capture the most
salient features of the pressure-induced change in the neutron
scattering structure factor. That the same model describes both
bulk properties and spin-spin correlation functions lends cred-
ibility to the theory. Therefore, we hope that using relatively
straightforward magnetization measurements to determine the
pressure dependence of interaction parameters can prove use-
ful also when it comes to other classes of frustrated materials.
Increased theoretical predictive power supporting demanding
neutron experiments under high pressure would benefit many
investigators in the field. With new, and more intense, neutron
sources under construction, we expect this to be a research
topic of increasing importance in the near future.
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APPENDIX A: MISALIGNMENT

The main text discusses the influence of misalignment of
the applied field. Of even greater importance is probably a
misalignment of the crystalline axis with respect to the applied
pressure and field. Our basic analysis for the magnetization
measurements suggests that the [001] and [111] directions are
not sensitive to a slight misalignment. The [110] direction,
on the other hand, is much more sensitive due to the large
subset of spins that are perpendicular to the field under perfect
alignment. We suspect that this result holds also in more elab-
orate models of crystalline axis misalignment. A more general
description than provided in the main text introduces up to six
independent exchange parameters since there are six different
types of nearest-neighbor bonds in a tetrahedron. Figure 12
illustrates the two different kinds of misalignment. The field
misalignment depicted in Fig. 12(a) was discussed in the main
text. In this case, there are only three distinct exchange cou-
plings (J1, Jij, J2;) due to the symmetry of the tetrahedron.
In the case of misalignment of the crystalline axis, the Jy
couplings will no longer be equal. Figure 12(b) illustrates a
case in which all six distances between different corners of the
compressed tetrahedron are different. To reduce the number of
free parameters, we could linearize the distance dependence of
J,J =Jy—0 + K(ry — r), where ry is the unperturbed distance
and K is a free parameter. This would give the same number
of free parameters as in the basic model presented in the main
text. However, J does not necessarily depend on the distance
between the ions in the same way for all nearest-neighbor
bonds. Therefore, we contend with the model of the main
text, and we believe that it demonstrates sufficiently that the
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T10][001]

FIG. 12. Misalignment. (a) Field misalignment, discussed in the
main text. (b) Crystalline axis misalignment. The view is along the
[001] direction in both cases. More symmetries are broken in (b) as
the tetrahedron is compressed along the p axis.

features above 1 T in the [110] relative change in magnetic
moment can be an artefact due to misalignment.

APPENDIX B: CRYSTALS

The crystal quality is particularly important when work-
ing with external pressure. The crystals must withstand high
pressure without cracking, and due to the demagnetizing ef-
fects it is important that the crystals are cut with accuracy.
Figure 13(a) shows a picture of one of the crystals used in
the magnetization experiment. The crystals have been aligned
to the uniaxial pressure axis. However, as the crystals were
submerged in stycast, which is much softer than HTO, a small
shift in the alignment may arise as pressure is applied due to
plastic deformation.

In the neutron scattering experiment for the larger
3-mm-diam crystals, the nuclear Bragg peaks observed on D7
are consistent with the alignment. However, the instrumental

(a) S

FIG. 13. (a) One of the HTO crystals (¢ 2 mm) used for the
magnetization measurement. The picture shows the accuracy of the
cutting procedure. (b) One of the crystals used in the neutron scat-
tering experiment (¢ 3 mm), placed on top of the steel anvil that was
used for applying uniaxial pressure.

AA(1:1)

(©)
| 7

p—

FIG. 14. Engineering drawings and overview of the uniaxial
pressure cell.

parameters of D7—incident beam size, divergence, and detec-
tion resolution—do not provide a very accurate determination
of the absolute alignment. The nature of the neutron scattering
experiment also prevents the use of stycast to mitigate against
the Poisson expansion. To include such expansion of the sam-
ple in the simulation would introduce additional unknown
model parameters, which from these few measurements is
hard to determine. We therefore chose not to include this
effect, and we find that this approximation still provides a
valid prediction for the neutron scattering intensity. However,
we mention that the physics that can be reached by including
this effect can also be reached by allowing J; to vary, and it
will not introduce any new effects, apart from having more
free parameters allowing for an easier fit to data.

APPENDIX C: UNIAXIAL PRESSURE CELL

The neutron scattering uniaxial pressure cell has been de-
veloped to enable neutron scattering experiments in the cold
energy spectra range, 2 < A < 20 A, for diffuse magnetic
scattering profiles, inclusive of weak inelastic scattering fea-
tures, with polarization analysis. The uniaxial pressure cell
should be able to provide pressures up to 2 GPa at cryogenic
temperatures. As such, the requirements include a scatter-
ing window that covers a wide angular range with a very
clean background profile and a nonmagnetic cell that enables
polarization analysis. These requirements place stringent re-
strictions on the materials for the manufacturing of the cell,
and they lead us to focus on the optimization of an anvil-type
cell. An engineering overview of the cell employed during
the D7 experiment is shown in Fig. 14. The main body is
manufactured out of CuBe with nonmagnetic stainless-steel
anvils. Force is applied at room temperature and recalibrated
using a calibration profile developed within our team. Pres-
sure is deduced from the known contact area. The calibration
profiles are not perfect and may lead to some uncertainty in
the exact pressure applied at the lowest temperatures. Com-
plete details of the cell will be published elsewhere, and a
uniaxial pressure cell with in sifu pressure determination is
under development ensuring we maintain the aforementioned
parameters.
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146 APPENDIX A. PUBLICATIONS AND MANUSCRIPTS

A.3 Publication 3: Emergent magnetic behaviour in the
frustrated Yb3Gab5012 garnet.

I played a central role in the two different neutron scattering beamtimes with sample
preparation and alignment, participation in the beamtimes and the initial data analysis.
For the CNCS beamtime, this includes extraction of the diffuse scattering signals in the
elastic line, INS1 and INS2 for the measurements at the CNCS instrument as described
in the thesis. For the D7 experiment, it includes extraction of the magnetic, nuclear and
spin incoherent scattering profiles.

I have taken part in the RMC simulations and prepared the data for the simulations,
but the final RMC simulations that are presented in the publication were performed by
Richard Edberg. The interpretations and analyses of the RMC simulation results with
anisotropy and correlations of the individual spins and director state in local coordinates
were made in a collaboration between Richard Edberg and myself. I have written the first
draft of the manuscript except appendices on the RMC refinement technique and the MC
simulations which were written by Richard Edberg.
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‘We report neutron scattering, magnetic susceptibility and Monte Carlo theoretical analysis to verify the short-
range nature of the magnetic structure and spin-spin correlations in a Yb;GasO,, single crystal. The quantum
spin state of Yb** in YbyGasOy, is verified. The quantum spins organize into a short-ranged emergent director
state for 7' < 0.6 K derived from anisotropy and near-neighbor exchange. We derive the magnitude of the near-
neighbor exchange interactions 0.6 < J; < 0.7 K, J, =0.12 K and the magnitude of the dipolar exchange
interaction, D, in the range 0.18 < D < 0.21 K. Certain aspects of the broad experimental dataset can be modeled
using a J;D model with ferromagnetic near-neighbor spin-spin correlations while other aspects of the data can
be accurately reproduced using a J;J;D model with antiferromagnetic near-neighbor spin-spin correlation. As
such, although we do not quantify all the relevant exchange interactions, we nevertheless provide a strong basis
for the understanding of the complex Hamiltonian required to fully describe the magnetic state of Yb3;GasO;,.

DOI: 10.1103/PhysRevB.104.064425

I. INTRODUCTION

In recent years, emergent behavior has been observed in
three-dimensional (3D) geometrically frustrated compounds,
due to the interplay between spin-spin interactions and
anisotropy. In spin-ice compounds Ho,Ti,O; (HTO) and
Dy,Ti,O; (DTO), with magnetic rare-earth ions placed on
the 3D pyrochlore lattice, a strongly correlated ground state
is observed with remarkable excitations that can be mod-
eled as magnetic monopoles. This new physics is derived
from a combination of ferromagnetic (FM) nearest-neighbor
(NN) spin-spin interactions and a strong local Ising anisotropy
along the central axes of each tetrahedron [1-4].

A second emergent state, which has recently come to
light, is the long-range multipolar director state found in the
3D hyperkagome structure Gd;GasO;, (GGG) [5]. In GGG,
the Gd** ions are positioned on two interpenetrating hyper-
kagome lattices, shown in Fig. 1. Despite the absence of
long-range correlations of the individual spins, an emergent
long-range hidden order known as a director state has been
determined. The director state is derived from the collective
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spins on a 10-ion loop and is defined as
1
L(re) = 1 ;cosmn)sn(r), (1)

where S,,(r) are unit-length spins on the ten-ion loop with the
center in rc. The director state was found to display long-
range correlations in GGG and governs both the magnetic
structure [5] and magnetic dynamics [6] into the high-field
regime. The director state is derived from anisotropy and
near-neighbor exchange. Gd*>* ions display a nominal zero or-
bital angular momentum L = 0 and thus no strong anisotropy
due to spin-orbit coupling. However, the spins in GGG are
highly anisotropic in the local XY -plane, defined in Fig. 1.
This anisotropy could be derived from the dipole exchange
interaction, and, along with antiferromagnetic (AFM) near-
neighbor (NN) interactions, it is essential for the formation of
the director state. Furthermore, as the temperature is reduced
below T < 0.175 K, GGG enters a spin slush state, a coex-
istence of longer-range, solidlike and shorter-range, liquidlike
correlations [7], which has theoretically been shown to require
the inclusion of the very-long-range nature of the dipolar
interactions [8] and interhyperkagome exchange.

The director and spin slush states in GGG can be con-
trasted with the unusual long-range magnetic structures
observed in the isostructural compounds Tb3GdsO;, (TGG)

©2021 American Physical Society
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FIG. 1. Left: 24 Yb>" ions in a unit cell of YbGG. Blue and
red atoms are Yb ions of the two interpenetrating hyperkagome
lattices, respectively. Triangle surfaces between neighboring Yb ions
are colored. Right: Local coordinate system of the central orange ion,
which is located in the center of the blue 10-ion loop.

and Er3Al;0;; (ErAG) [9,10] for T < Ty = 0.25 and 0.8 K,
respectively. Both compounds reveal strong local anisotropy
resulting in an ordered multiaxis AFM ground state. The
ground state in both compounds has been ascribed to the
interaction between local anisotropy and long-range dipolar
interactions. The effect of dipolar interactions on Ising spins
on the garnet lattice has been investigated by Monte Carlo
simulations revealing a variety of distinct phases, with the
phase diagram strongly affected by the cutoff length of the
long-range interactions [11].

The diverse states of matter observed in these 3D com-
pounds depend on the perturbative effect of the anisotropy
on the exchange interactions as the rare-earth ions are ex-
changed in the hyperkagome structure. As such, we now
study YbzGas0i, (YbGG). Significant spin-orbit interaction
from the ground level >, of the Yb** ions provides strong
anisotropy. The YbGG room-temperature unit-cell lattice pa-
rameter, a = 12.204(4) A, smaller than GGG (a = 12.385 A),
ErGG (a = 12.265 A) [10], and TbGG (a = 12.352 A)
[9], will affect the dipole exchange interaction. YbGG also
presents the possibility to study quantum effects via the ef-
fective S = 1/2 state due to the effect of the crystal field that
acts on the Yb*+ 2f /2 state to leave a ground-state Kramers
doublet, well isolated from a series of excited Kramers dou-
blets [12]. It is widely expected that quantum effects on a 3D
frustrated lattice could lead to novel states of matter, including
a quantum spin liquid state, topological order, and quantum
entanglement [13].

Previously, heat capacity and magnetic susceptibility mea-
surements on YbGG revealed a A transition at 0.054 K in
addition to a broad peak centered at 0.18 K that extends to
0.6 K [14]. The energy scale of the interactions, extracted by
a Curie-Weiss fit, yields Ocw = 0.045(5) K, showing dom-
inant FM interactions [14]. The A transition was assigned
to an ordered magnetic state, however this is not confirmed
by muon spin resonance and Mossbauer spectroscopy from
which a disordered moment has been determined down to
0.036 K [15,16]. The broad peak centered at .18 K resembles
the specific heat anomaly in GGG indicative of the correlated
director state [5].

Here, single-crystal studies on YbGG are presented. We
have employed neutron scattering techniques, magnetic sus-
ceptibility, and Monte Carlo theoretical analysis to verify the
short-range nature of the magnetic structure and spin-spin
correlations in YbGG.

II. METHOD

A. Experimental method

A single crystal of YbGG was grown using the floating-
zone method in an Ar + O, gas atmosphere at a growth rate
of 10 mm/h [17] (see Fig. 15). X-ray Laue diffraction was
used to determine the quality of the crystal and to align the
samples used for the magnetic properties measurements.

Susceptibility measurements were performed for 1.8 <
T <300 K at the Technical University of Denmark on a
0.29 g YbGG single crystal using the VSM and AC-MSII
options on a Quantum Design Dynacool PPMS. Cold and
thermal inelastic neutron spectroscopy and polarized neutron
diffraction have been performed on a 1.9 g YbGG single
crystal to access the spin-spin correlations and crystal-field
levels [18].

Cold neutron spectroscopy was performed at the time-
of-flight cold neutron chopper spectrometer (CNCS) at the
Spallation Neutron Source, Oak Ridge National Laboratory
[19]. Measurements were performed at 0.05 K with incident
neutron energies E; = 1.55 and 3.32 meV. The energy reso-
lutions, obtained via the incoherent scattering of a vanadium
sample, are AE; = 0.0371(5) and 0.109(2) meV, respectively,
while the Q-resolutions were significantly narrower than
the observed features [19]. The scattering plane comprises
(—H,H,0) and (L, L,2L) with the sample rotated through
180° using 2° steps in order to access a complete rotational
plane.

Polarized neutron diffraction was performed using the dif-
fuse scattering spectrometer D7 at the Institut Laue-Langevin
(ILL), Grenoble [20], with E; = 8.11 meV and a sample tem-
perature of 0.05 K [21]. D7 provides an energy-integrated
measurement. The scattering plane again is comprised of
(—H,H,0) and (L, L, 2L) with the sample rotating through
180° using 1° steps. D7 also provides a Q-resolution that is
significantly narrower than the observed features [22]. Cal-
ibration for detector and polarization efficiency have been
performed using vanadium and quartz, respectively. An empty
can measurement at 50 K provides a background subtraction
for non-sample-dependent scattering.

The experimental temperature determined on CNCS and
D7 was stable and experimentally determined to be 0.05 K,
yet the long-range order expected below the A transition of
0.054 K was not observed. Rare-earth garnet compounds
display very low thermal conductivity, particularly at low tem-
peratures. In addition, it is possible that a poor thermal contact
between the sample and the thermal bath leads to higher
temperatures than provided by thermometry. The specific-
heat measurements indicate a short-ranged broad feature for
T < 0.6 K preceding the A transition. We believe both the D7
and CNCS datasets probe the short-ranged ordered regime,
0.07 < T < 0.6 K, since the correlation lengths of the mag-
netic scattering are short ranged; see Sec. III B.
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Thermal inelastic neutron scattering measurements have
been performed at the ILL to access the crystal-field levels.
We employed the thermal time-of-flight spectrometer, IN4,
with an incident energy Ej = 113 meV at a temperature of
1.5 K. Measurements were performed for three different sam-
ple orientations with no observed angular dependence [23].
YbGG crystal-field parameters were extracted using the com-
bined data.

B. Analysis method

We have modeled the elastic neutron scattering profiles
using the reverse Monte Carlo (RMC) SPINVERT refinement
program [24]. The algorithm employs simulated annealing to
determine real-space correlations from the neutron scattering
data. We simulate cubic supercells with side L € [1, 8] unit
cells, corresponding to a maximum number of 24 x 83 =
12288 spins. To obtain good statistical accuracy, we per-
formed up to 400 refinements and employed an average of
these to derive the final correlations. To aid visualization, we
employed an interpolation technique frequently used in the
SPINVERT program package, windowed-sinc filtering [24]. The
interpolation allows us to calculate S(Q) at a wave-vector
transfer that is not periodic in the supercell [24].

The RMC simulations yield information on the spin corre-
lations, but not on the magnitude of the interactions. To obtain
information on the interaction strengths, we have performed
Monte Carlo (MC) simulations of an Ising system, with each
magnetic site in one of two spin states, with nearest-, next-to-
nearest, and long-range dipolar interactions. The crude Ising
approximation is motivated on two fronts: (i) The heat ca-
pacity measured by Filippi er al. [14] shows a qualitative
resemblance to that of a long-range dipolar Ising model [11].
(i1) The resultant correlations from the RMC (SPINVERT) al-
gorithm suggest that there is an easy axis along the local
z-direction. We have optimized the interaction parameters
in the MC simulation to match the experimentally observed
heat capacity. From the interactions, we have computed S(Q)
scattering profiles to see how they compare with the exper-
imentally observed scattering profile, S(Q). We employed
Ewald summation to handle the conditionally convergent
dipolar sum.

III. EXPERIMENTAL RESULTS
A. Susceptibility

Susceptibility measurements are presented in Fig. 2
with data taken for 2 < T <5 K in the main figure, and
2 <T <300 K in the inset figure. Measurements have
been performed in an applied magnetic field of 0.1 T.
The crystal-field parameters are strong, and consequently
only the ground-state doublet is occupied at the lowest
temperatures, 7 < 5 K. In fact, the susceptibility for T > 5K
is well reproduced by crystal-field calculations, neglecting
exchange interaction. In these calculations, we use the Stevens
parameters as obtained by Pearson et al. [12] and verified
from our IN4 experiment. Data and model are shown in the
inset of Fig. 2 and Fig. 13 with the energy diagram of the
determined crystal field level excitations provided in Fig. 14.

The effects of the exchange interaction on the suscepti-
bility become prominent for temperatures below 5 K, when
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FIG. 2. Inverse susceptibility from PPMS measurements of
single-crystal YbGG and a linear fit for 7 < 5 K yields 6cw =
—0.2(1) K. The inset shows the entire inverse susceptibility curve
from 2 to 300 K along with the simulated crystal-field contribution
as discussed in the text. Error bars are contained within the plotted
linewidth.

the crystal-field levels no longer dominate. Figure 2 shows a
linear fit to the inverse magnetic susceptibility for 7 < 5 K.
A Curie-Weiss temperature 6cw = —0.2(1) K is extracted,
indicative of weak AFM interactions. This result is in contrast
to the FM interactions determined by Filippi et al. [14].

B. Neutron scattering
1. Thermal neutron spectroscopy

In YbGG, the Yb’' ion is surrounded by eight nearest-
neighbor oxygen ions and therefore experiences a dodec-
ahedral local environment and an orthorhombic site point
symmetry. The relevant crystal-field levels in YbGG can
be most accurately determined via inelastic neutron scat-
tering. Figure 3 presents inelastic neutron scattering data
with an incident neutron energy E; = 113 meV. As expected,
three crystal-field excitations are located at energies E; =
63.8(2) meV, E, = 74(1) meV, and E53 = 77(2) meV, respec-
tively. The two upper excitations are not fully resolved, with
the highest excitation appearing as a shoulder on the second
excitation. All three excitations are dispersionless and follow
the Yb™3 form factor, expected for the single ion effect of a
crystal-field excitation. The excitation energies closely match
previous experimental [25] and theoretical [12] results, see
Appendix A, Table I. Based on these results, we confirm the
isolated I'; doublet ground state of the Yb** spins in YbGG
with corresponding g-factors gx = 2.84, gy = 3.59, and gz =
—3.72. YbGG is therefore an effective spin S = 1/2 system
at low temperatures 7 < 5 K. The crystal-field analysis is
further described in Appendix A.

2. Cold neutron spectroscopy

The magnetic energy scales in YbGG are in the mK regime
and thus accessible via cold neutron scattering. Figure 4(a)
presents the magnetic contribution to the elastic scattering
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FIG. 3. S(Q, w) of the crystal-field excitations in YbGG showing
the excitations well separated from the ground-state doublet. The
color bar represents neutron scattering intensity. (b) Integrated data
ford < 0 <5A". The two upper excitations (E2, E3) are resolved
using a double Gaussian line shape.

profile measured at CNCS with incoming neutron energy
E; = 1.55 meV, accessing a low-Q region. The elastic mag-
netic scattering profile, Smaer(Q), is extracted from the
scattering within the instrumental energy resolution with a
background subtraction of equivalent scattering at 13 K, in
the paramagnetic regime. In comparison, Fig. 4(b) presents
the magnetic contribution measured on D7, Spa(Q), of
the energy-integrated measurements with E; = 8.11 meV
and thus provides a wider Q range. The magnetic sig-
nal is extracted using XY Z polarization analysis [20] from
the spin-flip channel. Sy,er(Q) can therefore be consid-
ered as a static contribution. Figure 4(c) shows the relative
regions of reciprocal space accessed by the CNCS and
D7 datasets and their overlap. The Q range and Q reso-
lution accessed in the experiments vary significantly due
to the different incident wavelength. The CNCS dataset,
Fig. 4(a), extends across 0.1 < (2H,2H,0) ~ 1 and 0.13 <
(L,L,2L) ~ 1. In contrast, the D7 dataset extends across
0.3 < (2H,2H,0) <3 and 0.2 < (L, L,2L) < 3. Of course,
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FIG. 4. (2) Smaert(Q), Ei =1.55 meV, derived from a high-
temperature subtraction. (b) Sma(Q), Ei = 8.11 meV. We estimate
the sample temperature to be 0.1 < 7 < 0.2 K. (c) Relative regions
of reciprocal space probed in Smae(Q), Ei = 1.55 meV (CNCS)
(a) and Sy (Q), E; = 8.11 meV (D7) (b).

the relative Q resolutions also vary significantly affecting
boundary conditions and smoothing features in the D7 data
that are distinct in the CNCS data. Both datasets show distinct,
non-resolution-limited, short-ranged correlated scattering, the
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Q dependence of which does not follow the magnetic form
factor of Yb**. Indeed, the scattering is correlated with a
sixfold symmetry, consistent with the crystalline structure.
The short-ranged nature of the magnetic structure factors
measured, consistent with the broad feature in the specific-
heat data, provides confidence that a sample temperature of
0.1 < T < 0.6 K was reached. Figure 4(a), with the highest
Q resolution, shows clearly a hexagon feature for |Q] < 0.63
A’l, marked A. The reduced intensity for the lowest Q,
|0| — 0 A~!, indicates that these correlations are AFM. A fit
to the data with a simple Gaussian line shape, see Appendix C,
shows a peak in intensity at |Q| = 0.30(3) A1 corresponding
to a lattice spacing d = 2w /Q = 20(2) A, and a correlation
length of 12(2) A, as determined from the peak full width at
half-maximum (FWHM). Weak circular features extend from
the edges of the hexagon, B — C. The low Q hexagon feature
is also visible in the D7 data but is limited due to reduced
Q resolution and detection boundaries. The higher Q D7
data show three distinct diffuse peaks [Fig. 4(b)], A, centered
at |Q| = 1.95(8) A~!, corresponding to a lattice spacing of
d =3.2(1) A, with a correlation length of 4(0.6) A. These
peaks, A, also follow the sixfold symmetry of the crystalline
structure. In a simplistic manner, considering the Q positions
and correlation lengths, one could assign the low Q hexagonal
feature to a looped structure encompassing 10 ions extending
throughout the unit cell while the higher Q features are derived
from near-neighbor exchange.

IV. DATA MODELING
A. Reverse Monte Carlo

We have performed RMC simulations on Spaefr(Q) and
Smag(Q). It is, however, not possible to directly minimize the
2D S(Q) of the single-crystal results, since the RMC simula-
tions leave all points in Q outside the (—2H, 2H, 0), (L, L, 2L)
scattering plane unconstrained and can thus lead to errors.
In this work, we have mitigated the possibility of erroneous
minimization with three approaches. First, comparing data
from several experiments with various incident energies and
thus energy and Q resolution. Second, creating an isotropic
scattering distribution from the measured 2D S(Q) through
integration of all points with similar |Q|, which we shall term
powder diffraction pattern S(Q) (see Fig. 5), and deriving a
single-crystal pattern, S(Q), from the RMC spin configuration
obtained. Third, we use the average of 400 RMC minimiza-
tions to obtain good statistics on the spin correlations. We
accept that the data presented are only an approximation of the
true correlations. By testing several extrapolation techniques
in addition to extracting RMC from various datasets with
different incident energies and averaging across 400 RMC
minimizations, we believe that the results are stable and that
some variation in the assumed extrapolation will not affect the
fundamental structure of the solution. The exact procedure is
outlined in Appendix D.

Figure 5 compares the result of the RMC simulation with
the S(Q) powder diffraction pattern from CNCS, Spf: (Q) (a)
and D7, Sy,:(Q) (b). Figure 5(a) shows an excellent repro-
duction of powder data for all Q. In contrast, the reproduction
of the D7 powder diffraction pattern in Fig. 5(b) provides
reasonable agreement only for Q < 0.8 A~'. For higher Q,

-3
10 x10

(a)

Shmagtt (Q) (arb. units)

05 1 15 2 25 3 35
QI (A1)

FIG. 5. Comparison of S(Q) RMC simulation (red) and powder
averaged data (black). (a) Powder averaged CNCS data and RMC
S(Q) simulation. (b) Powder averaged D7 data and RMC S(Q)
simulation.

the RMC model shows similar features, but with discrepancies
in the intensities. We do not simultaneously minimize the
CNCS and D7 datasets since this would introduce an addi-
tional parameter representing the importance of each dataset
and the various regions of reciprocal space. Our approach is
minimalistic and shows the extreme cases when minimizing
to the respective datasets.

The spin structure derived from the RMC S(Q) powder
refinement is used to recalculate the 2D magnetic scattering
profiles, Smagfr (Q) or Simae(Q), and subsequently compared to
experimental data; see Fig. 6 for CNCS Sy,.r(Q) data (a)
and D7 Spae(Q) data (b). The RMC Sy (Q) of the CNCS
data contains the correct crystal symmetry and accurately
reproduces all of the main features at the correct Q posi-
tions, including the low-Q hexagon and the higher-Q features
extending from the sides of the hexagon. In contrast, the
comparison in Fig. 6(b), of the D7 data and the corresponding
RMC S142(Q), is much less accurate. Although the main fea-
tures are reproduced, the broad Q features are slightly offset.
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FIG. 6. Comparison of experimental data and RMC fit (left and
right, respectively). (a) CNCS Speir (Q), (b) D7 Siae(Q). The color
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There are several subtle differences between the CNCS
and D7 neutron scattering intensities that may give rise to
the difference in accuracies. The CNCS magnetic scatter-
ing intensity, Spaer(Q), is obtained via the subtraction of
high-temperature scattering from base temperature scattering.
The high-temperature scattering provides an intense magnetic
form factor, and Sy,er(Q) can result in negative intensities.
This is considered in the RMC. D7 magnetic scattering,
Smag(Q), is extracted using XY Z polarization. The determina-
tion of Spae (Q) in this manner assumes that the net moment of
the compound is zero, as is the case for paramagnetic systems
or powdered antiferromagnet compounds. A ferromagnetic
signal would induce some depolarization of the scattered po-
larization. Using this equation for the case of a single crystal
makes an implicit assumption that there is a net zero averaged
moment with no symmetry breaking such that the magnetic
cross section is isotropic with magnetic components of equal
magnitude projected along the three orthogonal directions.
We made these assumption since (a) we did not observe any
depolarization of the scattered beam, (b) only short-range
order was observed, and (c) we had prior knowledge of the
director state, which provides an isotropic spin distribution

to a first approximation. However, the incoherent scattering
signal, expected to be homogeneous in Q, contains weak
hexagonal features reminiscent of the magnetic signal that
affect only the peak intensities of Sp,e(Q). RMC optimizes
directly to S(Q) and is sensitive to such relative changes. We
suggest that these small variations give rise to the differences
observed between the CNCS and D7 RMC, and they are the
reason for the poorer simulations of the D7 data. Nevertheless,
the resultant D7 RMC spin structure is consistent with that
determined from the CNCS RMC and provides confidence in
our results.

To interpret the RMC results, the spin distributions and
correlations are investigated. In the following, only CNCS
RMC simulations are presented, but despite the less perfect
correspondence between RMC results and D7 data, there
is strong equivalence between the spin distributions and
correlations obtained from the RMC derived spin structure
of all datasets; see Appendix D. The resultant D7 RMC
spin structure is consistent with that determined from the
CNCS RMC, and distinctly different from the spin structure
determined for GGG; see Fig. 20. The similarities between the
spin structures extracted from different experiments with very
different Q ranges and resolutions provide confidence in our
results. Figure 7(a) presents the spin probability distribution,
derived from RMC, in the local coordinate system showing an
easy axis along the local z-direction, the axis that connects the
centers of two adjacent triangles within the crystal structure;
see Fig. 1 (right). Figure 7(b) presents the average spin-spin
correlations (S(0) - S(r)) as a function of spin-spin distance.
NN correlations are on average positive and thus FM with
an average angle of 73° between neighboring spins. This is
in contrast to the AFM NN correlations and strong planar
anisotropy in the local XY plane observed for GGG [5].
Figure 7(b) further shows that spins in YbGG are correlated
AFM across the loop, consistent with FM NN correlations,
and they correspond to the spatial scales extracted from the
low-Q hexagon, Fig. 4(a). This final spin structure results in a
director state. We find that the local easy axis of the directors
is along the local z-direction [see Fig. 8(a)], directly equiv-
alent to the director state found in GGG. The director state
is further supported by the magnetic excitations observed in
the extended CNCS dataset; see Fig. 23. Three dispersionless
low-lying excitations are observed at 0.06, 0.1, and 0.7 meV
entirely consistent with dispersionless excitations observed
in GGG and assigned to the director state [6,26]. Detailed
analysis of the excitation spectra will be published elsewhere.

We next investigate the correlations between the directors,
L, Eq. (1). The radial correlation function of the directors,
gL = 2L0) - L(r)) — 1, is equal to —1 if, on average, the
loop directors are orthogonal to each other and to +1 if
collinear. Figure 8(b) shows the radial correlation function and
reveals a predominantly collinear director state within the first
unit cell, 12.2 A. However, unlike the long-range correlated
state of GGG, the directors in YbGG correlate weakly beyond
the first unit cell.

The resultant spin configuration and director state in YbGG
are presented in Fig. 9, which shows FM correlated NN spins
along the local easy axes as well as the resultant director of
the loop.
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FIG. 7. (a) Stereographic projection of the spin distribution in
the local coordinate system with a log color scale. The spins show
an easy axis along the local z-direction. (b) Radial dependence of
(S(0) - S(r)). Positive scalars orange, negative scalars green.

B. Monte Carlo

To gain a further grasp of the absolute energy scale of the
spin-spin couplings in YbGG, we have investigated classical
Heisenberg and Ising models with anisotropy along the local
z-direction motivated by the RMC results. In Appendix E we
present a short discussion of an anisotropic Heisenberg model.
In the current text, we present an Ising model optimized for the
heat-capacity measured in experiment [14]; see Fig. 10(a). We
use the term “Ising model” to indicate that the spins have two
states, pointing along the local z-direction either into or out
of the triangles; see Fig. 9. The resultant exchange parameters
are used to recalculate S(Q), and these are compared to the
experimental Sy, (Q), Fig. 10(b). We compare to Spe(Q)
from D7 due to the extended Q range provided in this dataset.
In GGG the relevant Hamiltonian in the director phase in-
cludes the NN exchange Jj, the next-nearest-neighbor (NNN)
exchange J», and the dipolar interaction D, with interhyperk-
agome coupling J3 only relevant at lower temperatures to drive
the spin slush state [8]. As such, the relevant Hamiltonian for

(a)
Local Z

0.2
1-

0.1

-0.1

-0.2

-1 -0.5 0 0.5 11
Local X

FIG. 8. (a) Stereographic projection of the director distribution
in the local coordinate system with a log color scale. (b) Radial
correlation function of the directors. Positive scalars are plotted in
orange, negative scalars are plotted in green.

FIG. 9. A 10-spin-loop together with a single ion from the oppo-
site hyperkagome lattice (central, red). The blue spheres depict Yb>*
ions, while the red sphere can be considered as the net average mag-
netic moment of the 10-ion loop, the director. Local spin distributions
peak along the local z-direction (gray arrows), which connects the
centers of adjacent triangles. The local spin structure is presented
with spins point along the easy axis. The director distribution (red
arrow) peaks along the local z-direction.
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FIG. 10. (a) Heat-capacity data [14] with simulated heat capacity
for the J;D and J;J,D models. (b) Simulated S(Q), T = 0.2 K, for

the J;D model and the J;J,D model with S;,5(Q). The color bar
represents S(Q).

YbGG in the director state is

H=0) Si-Sj+h Y S-S;
(i) (@)

+Da’y (Si S 566, rij)). @)

|13 Ir;;1°

i<j

Here, a is the nearest-neighbor distance, r; is the position of
the classical Ising spin S; oriented along the local z-direction,
andr;; =r; —r;. () and ((-)) denote summation over NN and
NNN, respectively.

Two distinct models are simulated. First, we simulate a spin
structure with J; and D only, a J; D model. Second, we add J,
in a J1J,D model. In principle, the dipolar interaction strength
can be calculated explicitly from the magnetic moment u

and inter-atomic distances, D = 1135 =0.24K for u =4.3
Bohr magnetons [27]. However, the magnetic moment of
Yb3* is strongly affected by the crystal field, which motivates
varying the strength of the dipolar interaction in addition to

the exchange interactions. The resultant magnetic moment

0.2

(a)

0.15 ¢

= 0.1

S 005+

-0.05
0

- 8(r) )|

(8(0)

(b)

FIG. 11. Correlation functions for MC simulations. (a) J;D
model, (b) J1J,D model. Positive scalars are colored orange and
negative scalars are colored green.

derived within the J;D model is u = 4.19 Bohr magnetons
and pu = 3.88 Bohr magnetons for the J;J,D model.

Figure 10(a) shows the resultant heat capacities for the two
models with optimized parameters J; = 0.6 K, D =0.21 K
for the J;D model, and J; =0.72 K, J, =0.12 K, and D =
0.18 K for the J,J,D model. The A transition is well described
by both models, and would correspond to long-range ordering
due to dipolar interactions if YbGG was an Ising system
[11]. Both models reproduce the broad specific-heat anomaly,
albeit with an overall suppression. The J;J,D model has better
agreement with data above the A transition, and above 0.4 K
the model coincides with data.

Figure 10(b) compares Sy, (Q) and the resultant S(Q) for
the J1D and J;J,D models. Both models provide features
that are consistent with the data. The low-Q region is well
reproduced by the J;D model, while this is not captured by
the J;J,D model. In contrast, the diffuse peaks at higher Q are
reproduced by the J;J,D model. These peaks do not appear in
the J1.D model.

Figure 11 presents the radial dependence of the spin-spin
correlations for (a) the J;.D model and (b) the J;J,D model.

064425-8



EMERGENT MAGNETIC BEHAVIOR IN THE FRUSTRATED ...

PHYSICAL REVIEW B 104, 064425 (2021)

Interestingly, the J;D model provides FM NN correlations,
while the correlations across the loop are negative, and thus
AFM. Correlations are not significant beyond the unit-cell
distance. The J;J>D model has AFM NN correlations, with
FM correlations across the 10-ion loop. In the J;J,D model,
the correlations remain significant for distances up to 25 A.

V. DISCUSSION

We have studied the magnetically short-range-ordered state
in YbGG, 0.1 < T < 0.6 K. We have revisited the crystal-
field excitations using inelastic neutron scattering, and we
show that for 7 < 5 K the Yb>t ions can be considered
with an effective S = 1/2 ion as spin-spin interactions dom-
inate. In this description, we obtain a negative Curie-Weiss
temperature of —0.2(1) K indicative of AFM interactions.
Previous susceptibility measurements by Filippi ef al. [14]
in the low-temperature regime yielded a positive Curie-Weiss
temperature of +0.045(5) K indicative of FM interactions.
Although these present inconsistent results, all susceptibility
measurements agree that the spin-spin interactions are in the
mK range and several orders of magnitude smaller than the
crystal-field energies.

The magnetic scattering profiles are determined in differ-
ent manners from two different experiments: (i) via neutron
polarization analysis Sp,.(Q), and (ii) via a high-temperature
paramagnetic subtraction, Spagfr(Q). These two techniques
provide different scattering profiles with PA providing an
absolute magnetic scattering profile and the high-temperature
subtraction oversubtracting the form-factor contribution of the
paramagnetic scattering. The datasets vary in Q and energy
resolutions. We compare the energy-resolved and energy-
integrated datasets directly since the static components of
these datasets dominate. Sy (Q) and S (Q) present short-
range correlated scattering with correlation lengths varying
from near-neighbor correlations to 20 A thereby providing
confidence that we are probing the magnetically short-range-
ordered regime.

We have performed RMC simulations to extract the spin
configurations from each dataset considering the difference
in Spag(Q) and Spagrr(Q). The RMC simulations, for three
distinct datasets, provide spin configurations that are rather
similar to each other but very distinct from the spin distribu-
tion found in the isostructural compound GGG.

We compare the distribution of the azimuthal angle of
the spins within a 10-ion loop, and we find that, for YbGG,
each spin is peaked along the tangent of the loop, along the
local z-direction, and with FM near-neighbor correlations. In
contrast, the spin structure for GGG provides a distribution
perpendicular to the 10-ion loop. It is unclear what the ori-
gin of the significant anisotropy in YbGG along the local
z-direction might be. Pearson et al. [12] calculated the diag-
onal elements of the crystal-field g-factors and found these
to be g = (2.84, 3.59, —3.72), thus showing a slightly larger
contribution along the local z-direction, but not significant
enough to provide strong anisotropy.

Extracting the spin structure across the 10-ion loop pro-
vides a director state with an easy axis along the local
z-direction, comparable to the easy axis of the director state
in GGG. The resultant director state of the 10-ion loop is also,

similar to GGG, strongly anisotropic, but unlike GGG it is not
long-range-ordered.

We have studied a J;D and J;J,D model using MC simu-
lations for specific-heat data and determined a range for the
exchange interactions, Ji, J,, and D. Both models providing
convincing reproductions for the heat-capacity data repro-
ducing the short-range-ordered feature for 0.06 < T < 0.6 K
and the long-range A transition around 0.05 K. In GGG the
relative J; /D value is J; /D = 0.107/0.0457 K = 2.34, while
our MC simulations for YbGG yield 2.86 (0.6/0.21 K) <
J1/D < 3.88 (0.72/0.18 K).

The exchange interactions determined by MC are used
to recalculate Sp,.(Q) using the relevant Hamiltonian for
the J;D and J;J,D models. The resultant scattering patterns
are comparable, in part, to the experimental data. However,
our data and models provide no unique interpretation of the
complete dataset. The J;D model, with ferromagnetic near-
neighbor spin-spin correlations, captures the low-Q neutron
scattering data while the J,J,D, with antiferromagnetic near-
neighbor spin-spin correlation, closely captures the data at
higher Q. A more complex Hamiltonian is required to fully
describe the magnetic state of YbGG, and this will be the
focus of further studies.

VI. CONCLUSION

In conclusion, we have probed the enigmatic magnetic
state of YbGG and have been able to deduce the magnetic
correlations using a combination of RMC and MC to describe
heat capacity and neutron scattering results. We derive the
magnitude of the near-neighbor exchange interactions 0.6 <
J1 < 0.7 K, J, =0.12 K, and the magnitude of the dipolar
exchange interaction, D, in the range 0.18 < D < 0.21 K.
Magnetic correlations develop below 0.6 K, in line with a
broad feature in the specific-heat data. Through RMC simula-
tions we find a spin structure consistent with a director state,
similar to that found in GGG for T < 1 K with an associated
broad feature in the specific heat. However, in YbGG, the di-
rector correlations are short-ranged. The broad dataset cannot
be fully described within the current, rather basic, model, but
it provides an avenue for further studies. We welcome further
elaborate insight.
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APPENDIX A: CRYSTAL FIELD

The inelastic neutron scattering results from IN4 (see
Figs. 3 and 12) confirmed that YbGG has very strong
crystal-field levels and verified the excitation energies of the
crystal-field levels determined experimentally by Buchanan
et al. [25] and theoretically by Pearson et al. [12]. In the
calculations, a crystal-field Hamiltonian,

20 +1\"* .
H@=Z§)M&m<*')cmh (AD)
Im

4

= 2 BlOrW).

i Im

i

(A2)

was optimized. Here, 0;”(] ) are the Racah operators, which
transform like spherical harmonics, while O}'(J) are the
Stevens operators, which transform like tesseral harmonics.
«; is the Stevens factor, which depends on the form of the
electronic charge cloud of the single ion, A;,, is the effective
charge distribution of the surrounding ions projected into the
Y/"-basis, and B}" are the Stevens parameters. Since both «;
and (') are well-defined from the system, there is direct corre-
spondence between the A, parameters and the B} parameters.

Yb** is a rare-earth ion with 4f electrons as the outer
shell. Consequently, ! < 7, but in order to obey time-reversal
symmetry, only even / and m are allowed, and the crystal
symmetry excludes negative m. Consequently, there are nine
Stevens parameters with [ = 2, 4, and 6, and m < 1. Pearson
et al. [12] calculated the Stevens parameters using a point
charge model approximation and later fitted the obtained pa-

TABLE I. Stevens parameters obtained from Refs. [12,25].

Stevens parameters (meV) [12]

By —0.267
By 1.097
Byo 0.0368
By —0.0459
By —0.1291
Beo 0.000870
Be —0.008205
Bes 0.01460
Bes —0.004138

rameters to experimental data of near-infrared spectroscopy
and susceptibility measurements [25]. Table I shows the re-
sulting Stevens parameters, which have been calculated based
on the A;,, parameters presented by Pearson et al.

The susceptibility has been simulated using the McPhase
program with the Stevens parameters listed in Table I, using
the values determined by Buchanan and Pearson [12,25], see
Fig. 13, without including any spin-spin interactions, such as
exchange or dipolar interactions. Consequently, the simulated
susceptibility, which is presented in Fig. 13, only contains the
crystal-field contribution to the susceptibility. The experimen-
tal data are well reproduced. It is thus possible to describe
the susceptibility using only the crystal-field considerations in
the high-temperature regime where the crystal-field splitting,
see Fig. 14, is several orders of magnitude larger than the
spin-spin interactions found from Ocy .

APPENDIX B: CRYSTAL

A single crystal of YbGG has been grown using the floating
zone method in Ar 4+ O, gas mixture at a growth rate of
10 mm/h [17]. The results achieved thus far indicate that the
crystal’s quality and size are suitable for magnetic frustration
studies using neutron diffraction (see Fig. 15). Synthesizing

150
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= 100 | : ]
: Q
g ¢
o
~ 6
g o
= 50+ 4 ]
7 #
= 0 ¢ Data
y —— Simulated CF Contribution
Brumage et al. data (1963)
0 ‘ ‘ ‘ ‘ ‘
0 50 100 150 200 250 300

Temperature (K)

FIG. 13. Temperature dependent magnetic susceptibility with the
simulated crystal field contribution as simulated in this work and by
Brummage et al. [28].
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FIG. 14. Energy diagram of crystal-field levels obtained from
inelastic neutron scattering measurements on IN4.

crystals with an adequate volume for neutron scattering is
complex due to the weak scattering cross sections and thus
the requirement for large (cm?) single crystals. As such, the
growth of a large single crystal is a success. X-ray Laue
diffraction after growth determined sample crystallinity and
orientation. Future work will include a detailed analysis of
the effects of stoichiometry, vacancies, and site mixing on the
magnetic behavior of YbGG garnets.

FIG. 15. Crystal used for neutron scattering experiments and
susceptibility measurements.
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FIG. 16. (a) Magnetic contribution to S(Q, E = 0), measured at
CNCS with E; = 3.32 meV. (b) The relative reciprocal space ac-
cessed for the CNCS, the E; = 3.32 meV dataset, and the D7 dataset.

APPENDIX C: ELASTIC NEUTRON SCATTERING DATA
AND LINECUTS

This Appendix contains elastic 2D data along with Gaus-
sian fits of linecuts through the elastic neutron scattering data
to quantify the observed diffuse features. Figure 16 shows the
2D S(Q, E = 0) data obtained from the CNCS measurements
with E; = 3.32 meV. Figure 16 contains only the magnetic
contribution derived by subtracting a 13 K dataset from a
0.05 K dataset. The signal-to-noise ratio in the data is lower
than the two other elastic neutron scattering datasets presented
in the main text.

This is supported by the data in Fig. 17, which show
various linecuts from the two-dimensional neutron scattering
data together with Gaussian fits (fit parameters are shown in
Table II).

Figure 17(a) shows a Gaussian fit to a linecut through
the CNSC data with E; = 1.55 meV, where (—2H 2H 0) =
(0 0 0). Low-Q hexagon peaks are seen at |Q| = 0.30+
0.03 A~', corresponding to an equivalent magnetic lattice
spacing of d = 20 #+ 2 A. The correlation length, obtained by
FWHM = 0.41 £0.07 A~!, becomes 12 £ 2 A.
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FIG. 17. Linecuts from the two-dimensional neutron scattering
data together with Gaussian fits. (a) CNCS data, E; = 1.55 meV.
(b) CNCS data, E; = 3.32 meV. (c) D7 data, E; = 8.11 meV. Fit
parameters are presented in Table II.

TABLE II. Fit parameters of the three Gaussian fits in Fig. 17.

E; = 1.55 meV

Gaussian peak position 0.30 &+ 0.03 A~!
Distance (from peak pos) 20 £ 2A
FWHM 0.52 £ 0.09 A~
Correlation length (from FWHM) 12+ 2A

E; =3.32 meV

Gaussian peak position 1.86 £ 0.09 A~
Distance (from peak pos) 34+ 024
FWHM 0.55 £ 0.25 A"
Correlation length (from FWHM) 115 £ 524

E; = 8.11 meV

Gaussian peak position 1.95 + 0.08 A™!
Distance (from peak pos) 32+ 0.1A
FWHM 1.6 £ 02 A°!
Correlation length (from FWHM) 40 + 0.6 A

Figure 17(b) shows a Gaussian fit to a linecut through
the CNCS data with E; = 3.32 meV, where (—2H 2H 0) =
(0 0 0). The Gaussian peak position is |Q| = —1.86+
0.09 A~!, giving an equivalent lattice spacing of d = 3.4 +
0.2 A. The FWHM is 0.43 +0.20 A~!, giving a correlation
length of 12+ 5 A.

Figure 17(c) shows a Gaussian fit to a linecut in the D7
data, where (—2H 2H 0) = (0.1 0.1 0). The Gaussian peak
position is 3.14 + 0.13 A~!, giving an equivalent lattice spac-
ing of d =2.04+0.1 A. The FWHM is 1.89 £0.29 A~!,
giving a correlation length of 2.6 + 0.4 A.

APPENDIX D: RMC REFINEMENTS

1. Method and additional data

We follow the procedure of the SPINVERT refinement
program [24] and use a Monte Carlo technique to find
classical Heisenberg spin configurations that can reproduce
the experimentally observed scattering pattern. In theory, the
spin-spin correlations (S;" - S;) are uniquely related to the
magnetic scattering intensity. For clarity, in this Appendix
we shall use (3_?2) for the experimental signal and S for the
theoretically calculated signal from a single configuration.
Assuming that we can describe the observed scattering with a
static Heisenberg spin configuration, we are interested in the
set of M equations,

M

d
{ (ﬁ)«m = S({SHY.,, Qk)} ,

k=1
cLrqQDr Y
— 1. QL) iQr;

S=my LSS

ij

which relates a spin configuration {S;}Y_; of N spins to the
scattering intensity. k is a labeling index for all allowed
{Qk}ﬁ’l= . C R3 points. Ideally, the refinement method uses
knowledge of the experimental left-hand side of this system
of equations to compute {S;}". In particular, we use single
spin flips in simulated annealing to minimize the residual,

do ’
X2 = [(-)(Qk) — S(SaL ,Qk)] -

(D2)
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The experiment only gives information about Q-points
in the (—2H,2H,0), (L, L,2L) plane, and in the following
we shall discuss what can be deduced about the underlying
configurations. We find that refining a solution only to the
plane where the data were taken ends up overfitting scattering
intensities at unconstrained Q-points outside the plane, giving
unphysical results. We made several attempts to compensate
for this, such as adding mirrors of the plane in different direc-
tions allowed by the crystal symmetries, to try to capture more
of Q-space. However, this was not enough to resolve the issue.
We conclude that with an underconstrained set of equations,
we will always overfit in the simulated annealing, and we do
not find physical solutions that are continuous and respect the
crystal symmetries.

Hence, we investigate possible ways of fully constraining
the set of equations given the data. We need to postulate a scat-
tering intensity for every Q-point in order to avoid over-fitting.
Since we do not have information about scattering intensities
outside the measured plane, our attempt will be to extrapolate
from the data the scattering intensities outside the plane to
achieve a refinement result that agrees with the measured data
and is continuous in the rest of Q-space. Naturally, we cannot
assume to get a correct description of the spin configurations
if we do not have access to the full diffraction pattern. Hence,
we accept that the data presented are only an approximation
of the true correlations. However, by testing several extrapo-
lation techniques in addition to extracting RMC from various
datasets with different incident energies and averaging across
400 RMC minimizations, we believe that the results are stable
and that some variation in the assumed extrapolation will not
affect the fundamental structure of the solution.

To construct a three-dimensional dataset for the scattering
intensity, we make the assumption that the scattering has the
same directional average for a given Q = |Q| in the exper-
imentally measured plane as it has over all directions. The
open source available SPINVERT program [24] is built for
refining scattering data from powder samples by transform-
ing Eq. (D1) into a powder average that depend only on Q,
Eq. (D6). We term the calculated powder average S(Q) [as
opposed to S(Q)] for which we minimize the residual against
the constructed powder average (j—g)(Q), named the powder
diffraction pattern in the main text, and defined as

do 1 do
<E>(Q)Em Z <E>(Qk),

11Q«|—Ql<t
where M(Q) is the number of Q-points in the experiment of
magnitude Q £ ¢. We choose the tolerance ¢ so that features
can still be resolved and that good statistics are obtained.
For the D7 data, we have the magnetic signal, denoted by
the subscript “mag,” from the experiment and we directly
minimize the residual

d 2
Xiag =D ((d—g) (00 = SIS, Qk)> . (D4)
k mag

(D3)

For the CNCS data, we obtain the magnetic signal as the
subtraction of the 13 K paramagnetic signal from the 0.05 K
signal. We use the subscript “magff” to indicate this and

minimize the residual

d 2
Xovaght = Xk: <<£>magff(Qk) — Smagit (1S} Qk)) .

(D5)
Simag(Q) and Spqeir(Q) are given by
1 sin Qr;;
Smagit (Q) = sCIUF (Q)F° Z] [Ai, or. ’
sinQr;;  cos Qrij>:|
+ Bl / - )
! ( ©Qrijy  (Qrij)?
2sC 2
Smag(Q) = Smagff(Q) + W[MF(Q)] s (D6)
where
Aij =8i-S; = (S; - 1;;)(S; - £i),

F(Q) is the magnetic form factor of Yb*", 11 is the effective
dipole moment of Yb**, and C = 0.072 65 barn is a physical
constant. N is the number of particles in the refinement su-
percell, and s is an overall dimensionless scale factor, which
relates neutron counts to the differential cross section. Due
to the complexity of determining this scale factor, we choose
to probe the solution space for all values of s. The resulting
refinement will depend in a nontrivial way on s, and from the
subset of configurations that minimize the residual of Eq. (D4)
or Eq. (D5) we determine the best fit from the residual of
Eq. (D2), where the directional dependence is included. From
this definition of the best fit, we take the average of 400 min-
imizations to obtain the RMC fits presented in the main text.
Here, we also present the RMC fit to the secondary CNCS
dataset, Fig. 18.

In Fig. 19 we show the RMC spin-spin and director-
director correlation functions for the D7 and CNCS E; =
3.32 meV datasets, which we left out in the main text. We
see that the average product between nearest-neighbor spins
is positive, just as in the main text.

Figure 20 shows the distribution of the azimuthal angle of
the members in the loop in the coordinate system presented in
Fig. 1. We see that for YbGG, Figs. 20(b)-20(d), each spin is
peaked along the tangent of the loop (local z-direction). This
differs from the GGG refinements [5], where the distribution
is peaked for angles perpendicular to the loop, Fig. 20(a).

The looped spin structure derived from the CNCS
3.32 meV dataset is more anisotropic than the D7 and the
CNCS 1.55 meV datasets. It is estimated that this arises from a
poorly sampled dataset, particularly for the medium to higher
Q regions. Unlike the D7 and CNCS 1.55 meV datasets, the
CNCS 3.32 meV dataset does not have clearly defined fea-
tures. The spin structure derived from this dataset is therefore
less reliable.

2. Notes on the D7 polarization

We have presented D7 data and corresponding simulations.
The resultant spin-spin correlations and angular distribution
show equivalence to those in the CNCS data, but the RMC
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FIG. 18. (a) The constructed powder average from the CNCS,
E; = 3.32 meV dataset (Z_g)magff(Q) (black), together with the RMC
fit Smagit(Q) (red). (b) The CNCS, E; = 3.32 meV dataset (left)
together with the RMC average Smagir(Q) over 400 configurations
(right).

fit is less convincing. There are several subtle differences
between the CNCS and D7 neutron scattering intensities that
may give rise to this. The CNCS magnetic scattering inten-
sity, which we term Sya0r(Q), is obtained via the subtraction
of a high-temperature scattering from base temperature scat-
tering. The high-temperature scattering provides the intense
magnetic form factor, and Smaerr(Q) can result in negative
intensities. This is considered in the RMC. D7 magnetic scat-
tering, Spag(Q), is extracted using XY Z polarization analysis
with the following equation:

Smag(Q) = 2Ly + Ly — 280", (D)
in which I, is the neutron y spin-flip scattering with the
incident and scattered neutron polarization along a Cartesian
x direction, and y, z denote the orthogonal directions [20]. The
resultant spin-incoherent scattering is determined via

Ist = 5(~Liy

— 1L,y +3L ). (DY)
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FIG. 19. Spin-spin correlation function and director-director cor-
relation function from the RMC refinements of the other datasets.
Parts (a) and (b) show the spin-spin correlations for the CNCS E; =
3.32 MeV and D7 refinements, respectively. Parts (c) and (d) show
the director-director correlation function, (|I:(0) . I:(r)|) — 1. [g.(n)]
for CNCS E; = 3.32 meV and the D7 data, respectively.
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The determination of Sy (Q) in this manner assumes that the
net moment of the compound is zero, as is the case for param-
agnetic systems or powdered antiferromagnet compounds and
is thus employed for powder samples. A ferromagnetic signal
would induce significant depolarization of the scattered po-
larization. Using this equation for the case of a single crystal
makes an implicit assumption that there is a net zero averaged
moment with no symmetry breaking such that the magnetic
cross section is isotropic with magnetic components of equal
magnitude projected along the three orthogonal directions.
We made these assumption since we did not observe any
depolarization of the scattered beam; only short-range order
was observed, and prior knowledge of the director state, which
provides an isotropic spin distribution, to a first approxima-
tion. Nevertheless Is;, expected to be homogeneous in Q,
contains weak hexagonal features reminiscent of the magnetic
signal. The peak positions of the spin-incoherent signal are
equivalent to the magnetic diffuse peaks in Fig. 4(b), and thus
only peak intensities are affected while no shift of the peaks is
observed. RMC optimizes directly to S(Q) and is sensitive to
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FIG. 20. Probability distribution of the azimuthal angle for each
spin in the coordinate frame of a 10-spin loop viewed from above.
Panel (a) shows the distribution from earlier GGG refinements [5].
Panels (b)—(d) show the distributions from the CNCS E; = 1.55 meV,
E; = 3.32 meV, and D7 refinements, respectively. The distance from

spin to the surrounding contour is proportional to the probability for
the spin to have the associated azimuthal angle.

such relative changes. We suggest that these small variations
give rise to the differences observed between the CNCS and
D7 RMC, and they are the reason for the poorer simulations
of the data. Nevertheless, the resultant D7 RMC spin structure
is consistent with that determined from the CNCS RMC and
provides confidence in our results.

APPENDIX E: A FEW NOTES ON THE HAMILTONIAN

1. Heisenberg model with anisotropy

The RMC method of the previous Appendix suggests that
spins have a preference to point along the tangential direction
of the 10-spin loop. In particular, the distribution is peaked
along the direction connecting the center points of two adja-
cent triangles, the local z-direction. Inspired by this result, we
propose a nearest-neighbor classical Heisenberg Hamiltonian
with an energy penalty for spins pointing away from the axis
direction,

H=J) Si-S;+FY IS —S. (E1)
(i J) i

where S;; is the spin component along the local tangent
axis (local z-direction), and J is the strength of the nearest-
neighbor exchange interaction. In this simple Hamiltonian,
F > 0 models a classical easy-axis crystal-field anisotropy,
and in the limit of large F', we obtain an Ising model. With
the Metropolis-Hastings algorithm, we calculate a thermal av-
erage of the structure factor Eq. (D1) and tune the parameters
J and F to make the scattering pattern agree with the experi-
mental data. Our best fit is shown in Fig. 21(b). In Fig. 21(a)
we also show the residual, x2, Eq. (D2), with respect to the
CNCS E; = 3.32 meV scattering signal. Experimental data
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FIG. 21. (a) Least-squares fit for the temperature reduced signal
Xéagff, Eq. (D2). We vary J/T and F/T and calculate the residual for
a system of 648 (L = 3) particles. The CNCS E; = 3.32 meV data
are used as a reference. (b) Scattering profile for the best fit in this
model. Here J/T = —3, F/T = 32 [best fit in (a)] is shown for a
system of 5184 particles (L = 6).

YL
X
FIG. 22. Characteristic probability distribution of the azimuthal
angle for each spin in the coordinate frame of a 10-spin loop viewed
from above in the anisotropic Heisenberg model. Distance from spin

to the surrounding contour is proportional to the probability for the
spin to have the associated azimuthal angle.
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FIG. 23. (a) S(E), E; = 1.55 meV, three excitations (vertical
dashed lines) are observed for the nominal temperature of 50 mK
which are absent at 13 K. (b) Cut in data with E; = 3.22 meV, along
(L, L,2L), with L = 0.23, clearly showing the dispersionless nature
of the highest magnetic excitation.

were binned to wave vectors periodic in the supercell. We
show the error as a function of J/T and F/T for 648 particles
(L = 3). We see that negative J < 0 (FM NN interactions)
gives the best fit to the data. This is also in agreement with
the SPINVERT refinement, which found a positive value for the
nearest-neighbor spin correlations presented in the main text.
From the parameter sweep, we see also that x2 is minimized
for large F. In this limit we get an Ising model, which further
motivates the crude Ising assumption of the main text. We
conclude by showing the characteristic spin distribution for
the anisotropic Heisenberg model, Fig. 22.

APPENDIX F: EXCITATIONS

Magnetic excitations have been identified within the CNCS
dataset. Three low-lying dispersionless excitations are ob-
served at 0.06, 0.12, and 0.7 meV at 0.05 K (see Fig. 23),
but they are absent at 13 K. The inset of Fig. 23 shows a cut in
CNCS data with incoming energy 3.32 meV with (L, L, 2L),
L = 0.23, clearly showing the dispersionless nature of the
highest magnetic excitation. A detailed analysis of these data
will be published elsewhere.
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164 APPENDIX A. PUBLICATIONS AND MANUSCRIPTS

A.4 Manuscript 1: Design, calibration, and performance of
a uniaxial pressure cell for neutron scattering studies
of quantum magnetism.

I have designed, tested and calibrated the pressure cell and the load gauge for all four it-
erations of the cell with the help of many collaborators most importantly Morten Haubro,
Jan Oechsle and Alexander Holmes. I have analysed the neutron scattering data from the
neutron scattering beamtimes with cell A and cell C and participated in the sample prepa-
ration for these beamtimes. I have written the first draft of the manuscript.
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I. INTRODUCTION

Uniaxial pressure allows for an asymmetric distortion of the
lattice which makes it possible to drive the system into highly
unconventional states of matter. In recent years, hydrostatic
pressure has become a standard sample environment in many
neutron facilities, while the ability to apply uniaxial pressure
remains technically challenging. Pressure is particularly inter-
esting within the field of frustrated magnetism since it perturbs
the balance between the different interactions: exchange inter-
actions, dipolar interaction and crystal field anisotropy effects,
which vary with the interatomic distance changed through the
application of uniaxial pressure. In this study we focus on the
application of uniaxial pressure to quantum materials as found
in the scientific fields of frustrated magnetism'.

Crystalline impurities exert a chemical pressure on the crys-
tal. Indeed, crystal impurities such as oxygen vacancies> and
stuffing (excess magnetic ions)? in frustrated pyrochlore spin
ice compounds have shown to have large consequences on the
nature of both structure and dynamics. Application of an ex-
ternal pressure offers an opportunity to study the effects of
pressure in a more controlled way compared to chemical pres-
sure where the exact amount and position of the impurities are
difficult to control. Indeed, Biesner et al. recently suggested
that pressure offers a convenient way of tuning compounds in
order to find quantum spin liquids and tuned quantum phase
transitions*. Hydrostatic pressures has been used to study the
quantum spin liquid candidates Tb,Ti,O7° and Yb,Ti,0;°
and clarify the strong impact of even small levels of impu-
rities on the ground state and dynamics of the compounds due
to the chemical pressure caused by the impurities.

Hydrostatic pressure tunes all bond lengths symmetrically
while uniaxial pressure breaks the symmetry of the crystal
thereby enabling the creation of new unconventional states of

matter. This was recently described by Umeo et al.” who were
able to increase or decrease the ordering temperature of the
geometrically frustrated compound YbCuGe through the ap-
plication of uniaxial pressure along different crystallographic
directions. In contrast, the application of hydrostatic pressure
did not affect the ordering temperature. The compound was
studied with magnetisation and specific heat measurements.
Similarly, Mirebeau et al. saw no pressure induced order when
applying hydrostatic pressure up to 6 GPa to the classical spin
ice compound Ho,Ti O (HTO)®. However, even low uniax-
ial pressures around 0.35 GPa do induce changes in HTO! °.

Uniaxial pressure is available for uSR'® and X-ray
diffraction'!, but until now it has remained challenging for
diffuse and inelastic neutron scattering. The type of neu-
tron scattering experiment that we target are diffuse neutron
scattering and cold inelastic neutron scattering experiments,
which are characterized by broad, weak scattering close to the
background. Through the use of neutron polarisation analysis
one can separate the nuclear scattering, accessed only in the
non spin flip scattering, and the magnetic scattering which is
observed in both the non spin flip and spin flip scattering!?.
A typical experimental set up is shown in figure 1 using D7
as the example instrument. Figure 1(top) shows an incident
divergent neutron beam impinging onto a pressure cell with
neutrons scattering vertically into a detector. The scattering
is limited vertically due to absorbing surfaces on regions of
the pressure cell that may scatter, thus limiting spurious back-
ground effects. The top view shows the same incident diver-
gent beam impinging onto the pressure cell and scattering into
a broad horizontal angular range. It is important to note the
broad detector coverage (-10° < 26 < 155° for D7) required
to provide a broad overview of reciprocal space.

According to Bragg’s law, there is direct relation between
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Figure 1. Sketched scattering from a sample in the pressure cell. A
divergent incoming neutron beam scatter from the cell and sample.
Top: the cell allows + 20 degrees vertical scattering. Bottom: the
cell allows £ 180 degrees horizontal scattering. The sketched detec-
tors have the angular coverage of the D7 instrument at the ILL (-10
degrees, +155 degrees) horizontal, £+ 10 degrees vertical scattering.
Note that the sample-to-detector distances are not drawn to scale.

the scattering angle, 26 and the reciprocal lattice vector, Q,
2ksin(0) = Q. (1

Here, k is the wave vector which describes the neutron mo-
mentum. For neutron scattering experiments on single crystal
samples, the scattering profile which provide information on
the spin-spin-correlations varies in different directions of Q,
and the cell and sample are therefore rotated along a verti-
cal rotation axis in order to measure all areas in the scattering
plane which is spanned by 2 of the 3 unit vectors in Q. (Ref
Andrew Boothroyd ) Such a device requires the following ex-
perimental aims to be met:

El Apply highest possible uniaxial pressure to single crys-
tal samples.

E2 Reach cryogenic temperatures at the sample position
(T < 50 mK)

E3 Enable diffuse neutron diffraction from the pressurized
sample.

E4 Enable inelastic neutron scattering from the pressurized
sample.

ES Ensure that the incident neutron spin is not depolarised
to enable neutron polarisation analysis studies.

The experimental requirement E1 is driven by scientific inter-
ests that reveal phase changes for uniaxial pressure applica-
tion. Clearly this aim is limited by the strength of the crystals
studied which is ultimately limited by the strength of the crys-
tal bonds. In reality, however, it is typically limited by the
amount of impurities and the mosacity of the crystal, as well
as the ability to polish two surfaces of the crystal to obtain
planar and parallel surfaces.

The experimental requirement E2 is motivated by the low
lying excitations of many frustrated compounds, often below
1 meV (ref), which can only be studied with cold neutrons at
low temperatures. Furthermore, the states of matter which are
studied here will typically only occur at cryogenic tempera-
tures, typically in the mK range, and consequently the cell has
to conduct heat even at these temperatures in order to cool the
system within a reasonable time frame.

Experimental aim E3: In a correlated, but disordered phase,
the magnetic neutron scattering signatures are weak, broad
and diffuse!3,'4. The width of the diffuse signals requires
large opening angles of the cell preferably both within and
outside the scattering plane, and it requires a uniform back-
ground. Furthermore, the weak interaction between neutrons
and matter makes large samples particularly important in these
studies. However, large samples are challenging in pressure
studies since it involves large forces which the cell must be
able to accommodate.

Experimental aim E4: Pressure is expected to affect not
only the structure, but also the dynamics, which can be stud-
ied with inelastic neutron scattering. The intensity of inelas-
tic neutron scattering signals are orders of magnitude smaller
than the elastic line. Consequently, large samples and a uni-
form background is also important in order to meet experi-
mental aim E4.

Experimental aim E5 is motivated by the wish to separate
magnetic from nuclear contributions in order to better resolve
small pressure induced changes in the magnetic spin-spin cor-
relations. This is possible with neutron polarisation analysis
(PA). However, PA requires that there are no magnetic con-
tributions in the sample environment since any net ferromag-
netic parts will interact with the neutrons and depolarise the
neutron state making it impossible to use the technique'.

The unconventional states of matter described above are
typically studied with diffuse neutron scattering instruments
and with cold inelastic neutron spectrometers, and instruments
such as D72, IN5'6, CNCS!7, AMATERAS'8 LET'?, DNS?
and CAMEA?! are kept in mind. Currently, uniaxial pres-
sure cells have strong limitations on the sample size and non-
uniform cell background signals,??,?3 resulting in poor signal
during diffuse neutron experiments. The challenges also in-
clude measuring the applied force and avoiding indentation of
the cell materials especially at the sample contact area where
the pressure is particularly large. However, with the pressure
cell described in this article, it is possible to meet all of the
experimental challenges mentioned and measure the applied
pressure in-situ.
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In order to meet the experimental aims defined in the pre-
vious section, we have defined the following system require-
ments:

S1 Keep 2 GPa uniaxial pressure constant within 5 % at the
sample position during 24 hours. (experimental aim E1,
E3, E4)

S2 Allow broad scattering range of at least 180 degrees
horizontal and £+ 20 degrees vertical scattering. (ex-
perimental aim E3)

S3 Measure the applied force at cryogenic temperatures
with less than 10 % error. (experimental aim E1, E2).

S4 Obtain uniform and low background from the cell (ex-
perimental aim E3, E4).

S5 Use materials that are thermally conducting even at
cryogenic temperatures in order to cool the cell to cryo-
genic temperatures in less than 24 h. (experimental
aims E3, E4 and ES5).

S6 Use only materials that are non-magnetic (experimental
aim E5).

S7 Accommodate mm-size samples (experimental aim E3,
E4).

S8 Obtain a cell with a maximum diameter of 45 mm so it
fits into cryostats of common neutron scattering instru-
ments (E4, ES).

S9 Use only materials that have low neutron activation (ex-
perimental aims E3, E4).

How these system requirements are met is described in the
next sections that describes the cell design, the choice of ma-
terials and the load gauge design.

A. Cell design and materials

The design of the cell has been an iterative process where
three cells have been designed, constructed and tested. This
chapter is a description of the design and materials in the fi-
nal version, cell C. The two first cells, cell A and cell B, are
described and discussed in section IV.

1. Cell design

The cell design is originally based on the principles of a dia-
mond anvil cell (DAC) (REF), which creates pressure through
the use of two opposing diamond anvils with a sample that is
compressed in between. A DAC is typically used to apply hy-
drostatic pressure through the use of a gasket but in this case
we modify a DAC to apply uniaxial pressure. Figure 2 shows
all parts of the pressure cell in exploded view. Part 1: top

91.0 mm
60.0 mm

: top screw (steel 316)

: lid (CuBe: C17200)

: piston (CuBe: C17200)

: seat (CuBe: C17200)

: sample position

: anvil (WC: MT10MG)

: load gauge cage (CuBe: C17200)
: spacer (steel 316)

: cell cage (CuBe: C17200)

© 00U W=

Figure 2. Cell design in exploded view and transparent sideview.
Parts are numbered in exploded view and materials are described in
parenthesis.

screws are used to apply the force. They are M8 pinol screws
in order to fit them within the size specifications in system re-
quirement S8. Part 2: The lid is screwed onto to the cell cage
(part 9) and the top screws are screwed through the lid in or-
der to apply the force to the lid and piston (part 3). The cell is
mounted on the cryostat by screwing the lid onto an M6 screw.
Part 3: The piston transfers the force from the top screws to
the upper seat. Part 4: There are two identical seats in the
cell, the upper and the lower seat. The seats transfer the force
to the anvils and reduce the horizontal stress in the anvils as
described later in this section. Part 5: sample position. Part 6:
the anvils transfer the force to the sample. The highest pres-
sure in the cell for a given applied force is obtained between
the anvils and the sample. Part 7: the cage of the load gauge.
Four strain gauges are connected in a Wheatstone bridge and
glued onto the back of the lid of the load gauge cage along
with a thermometer, see section II B for a detailed description
of the load gauge. Part 8: a spacer which is used to align the
load gauge and lower seat. The load gauge wire exit through
a groove in the spacer. Part 9: the cell cage contains all the
above parts. The load gauge wire exit through a hole in the
cell cage.

The cell needs a broad scattering range both horizontally
and vertically in order to meet system requirement S2. Many
diamond anvil cells have large windows to reduce the cell
background according to system requirement S4 (ref: SNS
with large windows from approx. 2018/2019). However, vari-
ations in the scattering profile between window regions that
are empty and regions that contain cell wall are more signifi-
cant than the weak diffuse scattering profiles, rendering a cell
with windows impossible to use for these systems. The ef-
fect of windows is discussed in section IV A. System require-
ment S4 is therefore met more efficiently with a cell without
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— Girdle
|F

Lower pavillion

Back

Figure 3. Drawing of the principle of the anvil and seat design. The
force which is applied to the culet is transferred from the side of the
lower pavillion to the seat. The lower pavillion and girdle are con-
fined within the seats to reduce the horizontal stress in the anvils. The
naming convention of the different parts of the anvil from a diamond
anvil cell is illustrated in the upper left corner.

windows which results in a uniform cell background. The ab-
sence of windows increases the cross section area of the cell
cage which enables a thinning of the cell walls from 3 mm
to 2 mm around the sample position. The cell cage has two
small pin holes at the sample position with a 90 degrees rela-
tive angle to optically check the crystal alignment before the
neutron experiment. Figure 1 shows that the cell allows + 20
degrees vertical scattering and +180 degrees horizontal scat-
tering which is well above the angular coverage of the detec-
tors at D7'2 both horizontally and vertically and and above the
specifications in system requirement S2.

Figure 3 describes the principles of the seats and conical
anvils (part 4 and 6 respectively in figure 2) while also de-
scribing the names of the different parts of the anvils. The
highest pressure in the cell occurs between the culet of the
anvil and the sample. Accordingly, the anvils are made from
tungsten carbide which is very hard, which reduces the risk
of indentation, but it is also brittle, which increases the risk
of breaking the anvils, see section II A 2. The contact area be-
tween the side of the lower pavillion and the seat is larger than
the culet area, which reduces the pressure on the seat in order
to prevent deformations. Furthermore, the lower pavillion and
the girdle of the anvil are confined within the seat, which re-
duces the horizontal tension in the anvils and prevents it from
breaking.

The neutron beam has a divergence, and both incoming and
especially the scattered neutron beam will therefore hit not
only the sample, but also the cell. In order to reduce the back-
ground from these scattering events (system requirement S4),
the seats (part 4 in figure 2) and the cage (part 9 in figure 2)
outside the beam position are covered in cadmium (Cd) which
is a strong absorber of cold neutrons. Besides a background
reduction, Cd will also reduce the neutron activation of the
cell in compliance with system requirement S9, see section
II A2 for a further discussion of neutron activation of the cell.

Figure 4 shows the Cd covered cage of cell B. The cage and
piston of cell B and the final cell C are identical and the ex-
periments performed on cell B presented in this section would
provide similar information to what one would gain from ex-

Figure 4. Photo of cell B. The cell cage is covered in Cd outside the
beam position. The hole in the cell cage allows the load gauge wires
to exit the cell. The wires are transferred through a groove in the lid
to the sample stick.

periments on cell C.

2. Materials

Pressure cells that are used for X-ray diffraction or SR
studies typically contain yum size samples, and the forces in
the pressure cell are correspondingly smaller. However, sys-
tem requirement S7 requires mm size samples and all materi-
als in the cell thereby experience pressures on the order hun-
dreds of MPa in order meet the 2 GPa at the sample, as speci-
fied in system requirement S1. Furthermore, the cell materials
have to be non-magnetic according to system requirement S6,
conduct heat even at cryogenic temperatures (system require-
ment S5), and they should have low neutron activation in order
to reuse the cell after the experiment (system requirement S9).

Figure 2 shows that apart from the spacer, anvils and
screws, all parts of the cell are made from beryllium cop-
per C17200 (CuBe), which consist of 1.8-2 % Be, 0.2-0.6 %
Co+Ni, while the remaining part is Cu. It has a yield strength
of 1240 MPa?*. Yield strength is the highest possible pressure
which can be applied to a material before it deforms plasti-
cally (REF).

The highest possible sample diameter which is accomo-
dated by the cell is 6 mm for which a force of 57 kN will
provide a pressure of 2 GPa. The remaining parts of the cell
have a larger cross section area and are therefore exposed to a
lower pressure than the sample and the anvils (part 10 and 6
in figure 2). For instance, the cell wall at the sample position
is exposed to a pressure of 208 MPa at an applied force of 57
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kN, which is well below the yield strength of CuBe, and thus
fulfills scientific aim S1. However, typical samples will have
a diameter close to 4 mm, in which case 25 kN is required in
order to obtain 2 GPa at the sample position and the testing
and calibration of the cell, which are presented in the follow-
ing sections, have therefore been performed with this force in
mind. CuBe is non-magnetic and has a thermal conductiv-
ity of 108 W/mK at 300 K and 1.40 W/mK at 3 K,?>, which
makes it possible to cool to cryogenic temperatures and thus
fulfill scientific requirement S5. The exact amount of Co in
CuBe is important with regards to neutron activation. If the
cell is active, it is not allowed to remove it from the neutron
facility and use in another experiment. After 5 days of beam-
time at D7 at the ILL, it would take 37.8 years before the cell
had less than 5-10~*uCi at the worst case scenario with 0.6
% Co in the cell without any Cd coverage. However, we were
able to retrieve the cell within weeks after a 5 day experiment
at D7 in October 2019 due to the Cd coverage of the cell cage.

The anvils (part 6 in figure 2) are made from cemented tung-
sten carbide MT10MG (WC10), which consists of 10 % Co,
45 % W and 45 % C, which is one of the hardest materials
that exists. It has typical yield strengths between 3347 and
6833 MPa?% and it will therefore not indent within scientific
aim S1. Tungsten carbide is very brittle, and the typical issue
if a large force is applied to it is therefore not indentation, but
cracks due to tensions in the material. The yield strength is
typically not provided and instead WC10 is described by its
hardness, which is 1610 HV. This is a measure of the level of
plastic deformation of a material during application of a large
force with a sharp object. WC10 was chosen because it has a
large transverse rupture strength of 4 GPa and a high fracture
toughness ki, of 11.0, see data sheet in appendix. The anvils
and seats are designed to support the sides of the anvils and
thereby reduce the horizontal stress in the anvils as discussed
in section IT A 1.

10 % Co is used as a binder in WC10 which is an issue in
regards to system requirement S9. The lifetime of Co-59 is
5.3 years, and any neutron activation above the safety limit
will therefore make it difficult to retrieve the anvils within a
reasonable time frame. It is not possible to cover the culets
of the anvils with Cd, and some activation is therefore ex-
pected. We will therefore expect to produce several pairs of
anvils and seats and store them at the facility while they are ac-
tive. The room temperature conductivity of wolfram carbides
like WC10 with microstructure grain size is approximately 50
W/mK,?’, which is better than many metals such as steel 316
that has a thermal conductivity of 15 W/mK at room temper-
ature, see datasheet in appendix. We can thus expect good
thermal contact with the sample in compliance with system
requirement S5.

The spacer (part 8 in figure 2) and the screws (part 1) are
made from steel 316 and are non-magnetic. It has a yield
strength of 200 MPa and a hardness of 225 HV, see datasheet
in appendix.

T lF = Strain gauges

Strain

V- E
Figure 5. Schematics of a strain gauge (left) and the load gauge de-
sign (right). The resistance in a strain gauge changes due to strain
along the axis specified in the figure. The load gauge consist of a
CuBe cylinder with a slightly conical lid here seen in a side view,
with four commercially available strain gauges placed in a Wheat-
stone bridge (figure 6). The strain gauges respond to the deformation

of the CuBe cage which occurs when a force is applied. More details
on the load gauge is found in figures 7 and 8.

10 mm

B. Load gauge design

The change in pressure on the sample upon cooling is de-
termined by the relative ratios of the thermal contractions of
CuBe, steel 316, WC10 and the sample. The anvils are con-
fined within the CuBe seats extending up to 0.7 mm from the
sample and the dominating contribution to the change in pres-
sure upon cooling is thus the relative thermal contraction of
the sample, steel 316 and the CuBe. It is thus not possible
to precalibrate the changes in sample pressure during cooling
for any sample, and a load gauge which can measure the force
in-situ has therefore been designed and calibrated according
to system requirement S3.

The principle of the load gauge is illustrated in figure 5.
The load gauge cage is a hollow cylinder with a slightly coni-
cal lid. When a force is applied to the centre of the lid, it will
deform elastically, which causes a deformation of four strain
gauges that are glued onto the back of the load gauge lid. A
strain gauge is a resistor whose resistance varies depending
on its deformation, the strain, due to a stress which is applied
to it?®. The change in resistance is positive or negative de-
pending on the sign of the strain (compression or elongation).
Figure 5 shows that strain gauges are sensitive to strain along
the length of the wires as specified by the arrows, while it is
almost insensitive to strains perpendicular to this axis.

The load gauge consists of four strain gauges connected in
a Wheatstone bridge as illustrated schematically in figure 6.
An excitation voltage, V., is applied between the points B and
C in the bridge, and an output voltage, Vj, is measured be-
tween points A and D in the bridge. If the bridge is balanced
so 2 strain gauges are stretched and 2 strain gauges are com-
pressed, the 4 strain gauge resistors fulfil the requirement

b

2 4
with the surface relaxed, and the output voltage is zero in
that case. Any small deviation from the equilibrium state
will induce a change in the output voltage, reflecting the sur-
face strain caused by the applied force. An advantage of the
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Figure 6. Wheatstone bridge circuit. The circuit consists of 4 vari-
able resistors (R to R4). An excitation voltage, V, is applied between
the points C and B in the bridge, and the output voltage V|, is mea-
sured.

Figure 7. Photo inside the load gauge where the four strain gauges
and the PT100 thermometer have been glued onto the CuBe cage lid.
Photo taken before wires have been soldered.

Wheatstone bridge is that it reduces the sensitivity of non-
centered force application and resistance effects in the wires
compared to measurements with a single strain gauge. If two
of the four strain gauges in a Wheatstone bridge experience a
compression while the remaining two experience an elonga-
tion, the obtained signal is enhanced by a factor of four com-
pared to the signal from a single strain gauge and it increases
the temperature stability of the bridge.

Figure 7 shows a photo of the inside of the load gauge lid
where four CFLA-1-350 strain gauges are attached with ad-
hesive type C-1 from Tokyo Measuring Instruments Lab. The
strain gauges are calibrated for relative strain up to 0.1 % and
for temperatures down to 4 K. We estimate that mK tempera-
tures can be accommodated once 4 K has been reached. The
figure also shows a thermometer of the type PT100 that has
been attached to the load gauge lid. The thermometer is cali-
brated down to 74 K and was used during the calibration, but
it will not be used during cryogenic neutron scattering exper-
iments.

2.00 %o
1.60 %o

1.21 %o
0.81 %o [
0.42 %o |

0.02 %o \

Figure 8. Finite element analysis of the lid of the load gauge cage for
a 25 kN load. The strain active area of the strain gauges are marked
in dark grey.

The position of the 4 strain gauges in figure 7 has been de-
cided based on the finite element analysis (FEA) that is pre-
sented in figure 8. FEA is a numerical calculation of the rel-
ative strain during an applied force?’. The calculations are
based on a 25 kN load which is required to obtain 2 GPa pres-
sure on a 4 mm diameter sample.

Figure 8 shows that the load gauge cage only has positive
strain and it is therefore not possible to place 2 strain gauges in
an area with negative strain and two strain gauges in an area
with positive strain. Two strain gauges are placed near the
edge where the relative strain is very small. These two strain
gauges therefore mostly contributes to an adjustment for non-
vertical components of the applied force and for differences
in the resistances in the wires. The other two strain gauges
are attached near the center and they experience relative strain
changes slightly above the specified 0.1 %. However, force
has been applied to the load gauge many times during the tests
which are presented in section I C, and no systematic changes
are observed upon pressurization. We therefore conclude that
the adhesive and strain gauges are not damaged by force ap-
plications of this magnitude.

C. Load gauge calibration

The load gauge has been calibrated for forces up to 22 kN
at 300 K, at 195 K (cooled with dry ice), at 125 K (cooled
with liquid nitrogen while heating) and at 80 K (cooled with
liquid nitrogen). At all temperatures, the force was applied
externally with a calibrated force press.

According to system requirement S3, the intention is to
measure the force at cryogenic temperatures and we would
therefore like to calibrate the load gauge at lower tempera-
tures. However, it requires a complicated experimental setup
to control the applied force at very low temperatures. The
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Figure 9. A single room temperature calibration (data set 6), where
the force has been increased to 22 kN and reduced to 0 kN 3 times.
The data has been separated into increasing and decreasing force
which shows a significant hysteresis.

thermal contraction of the cell materials is minimal below lig-
uid nitrogen temperatures,30,31, and the pressure is thus not
expected to change significantly for lower temperatures. The
80 K calibration curve will be used as an estimate for the pres-
sure even at cryogenic temperatures. All calibrations have
been performed with an external force press which is cali-
brated with a commercial reference load gauge LC929. De-
spite the Wheatstone bridge circuit, the load gauge is sensitive
to non-vertical components of the force. This is believed to be
caused by a tilt of one of the strain gauges as shown in fig-
ure 7. In order to reduce the effects caused by non-vertical
force components, the load gauge was in the cell during the
calibrations.

The room temperature calibration was repeated 6 times and
the cell was disassembled between each calibration. In each
calibration, the force was increased to 22 kN 3 times, the limit
of the commercial load gauge LC929 which was used during
the calibration. We do not foresee any difficulties reaching
25 kN which is the requirement to obtain 2 GPa on a 4 mm
diameter sample.

First we consider the effect on increasing and decreasing
force. Figure 9 shows a single data set (data set 6), which
shows a hysteresis between increasing and decreasing force.
Consequently, the calibration curves have been separated into
increasing and decreasing force and the data has been treated
independently. The curves presented here are the increasing
force curves, since these are the curves that are relevant when
force is applied to the cell prior to an experiment.

Figure 10 shows the calibration curves for increasing force
for all 6 assemblies which we term data sets. The independent
variable in the experiment was the force, but during a neu-
tron scattering experiment, the relative voltage is read off and
converted into a force. In order to use the calibration curves
most conveniently during a neutron scattering experiment, the
curves in this section are plotted with the force along the y-
axis. There are 3 data sets (data set 1-3) before cooling, 2
data sets between cooling with dry ice and cooling with lig-
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Figure 10. Differential voltage to force calibration curves for in-
creasing force. The cell was assembled 6 times at room temperature
(6 data sets) in order to create a calibration curve, and the force was
increased to 22 kN 3 times within each data set. The inset contains a
zoom which shows that variations between data sets are larger than
variations within each data set.

uid nitrogen (data set 4-5) and 1 data set after cooling with
liquid nitrogen (data set 6). Figure 10 shows that there are no
systematic changes in the calibration curves upon cooling and
stress testing which shows the reproducibility and robustness
of the load gauge. We therefore combine all 6 data sets and
take the error on the calibration curve from the variation in the
force curve, mostly derived from different cell assemblies, see
inset. In the following, we term this the calibration error.

Figure 11 shows the combined data of all 6 data sets along
with a 3rd degree polynomial fit. Furthermore, the inset figure
in the upper right left corner of figure 11 shows the relative
residual differences between fit and data,

g = T, )
data
which are interpreted as the error on the calibration curve. It
is below 5 % for forces above 15 kN as specified in system
requirement S1. The main contribution to this error is varia-
tions between each cell assembly which is clearly seen in the
zoom-inset of figure 10.

We now describe the calibrations at low temperatures,
which were performed with the experimental setup that is pre-
sented in figure 12. Similarly to the room temperature calibra-
tions, the load gauge is inside the cell to minimize horizontal
components of the force. The cell is in a container which is
filled with either liquid nitrogen or dry ice. The reference load
gauge LC929 is calibrated down to 263 K, and the force was
therefore transferred from the press to the cell through a steel
rod to thermally disconnect the cell and press. Furthermore,
the container was covered with an insulating lid in order to
reduce evaporation of dry ice and liquid nitrogen, and in order
to prevent cooling of the press. A PT100 thermometer was
attached to the reference load gauge, and the temperature was
always above 273 K. We estimate an error of 5 K due to the
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Figure 11. Room temperature force calibration of the load gauge
for increasing force. A third degree polynomial has been fitted, fit
parameters in table I. The relative residual difference is shown in
the inset figure, where lines mark 5 % and 10 % relative residual
difference.

difference of the temperature of the cell in liquid nitrogen and
the thermometer readout.

During the calibration at 125 K, the cell was partly covered
by liquid nitrogen. The discrepancy between liquid nitrogen
cooling and evaporation, meant that the cell temperature in-
creased by 3 K whilst calibrating. The last cold calibration
at 195 K was done with the cell covered in dry ice. The sys-
tem was allowed 4 hours to thermally stabilise due to the poor
thermal contact between dry ice and the cell. The temperature
was stable during the calibration within AT = +-0.5 K.

Figure 13 shows the three cold calibration curves in ad-
dition to the room temperature calibration curve. The room
temperature curve shows a larger deviation due to the accu-
mulation of 6 data sets which we do not show for the other
temperatures. All four calibration curves have been fitted to
third degree polynomials with fit parameters listed in table I.

The two curves at 125 K and 80 K almost coincide which
supports the assumption that the applied pressure will not
change significantly at cryogenic temperatures compared to
80 K. All four calibration curves almost coincide at low ap-
plied forces, and the main difference is thus seen at large
forces.

a b c d

300 K|-1.214(73)|6.29(27) |2.98(30) |-1.261(95)
195 K {-0.399(3) |3.887(11)|5.739(11)|-1.788(3)
125 K |-1.795(10)|7.976(32) |4.221(31)|-1.308(9)
80 K |[-1.005(11)|5.213(35)|6.772(34)|-1.740(10)

Table I. Fit parameters of third degree polynomial fit (ax> 4 bx* +
cx+d) to load gauge calibration data presented in figures 11 and 13.

We do not calibrate the load gauge below liquid nitro-
gen temperatures, but we investigate the load gauge response
at temperatures down to 26 K in a closed cycle refrigerator

®

Figure 12. Experimental setup used to calibrate the load gauge at low
temperatures. The load gauge, inside the pressure cell, was placed in
an isolated container filled with liquid nitrogen or dry ice. Pressure
was applied from a hydraulic force press through a stainless steel
spacer rod once the load gauge temperature was stable. The rod was
used to thermally disconnect the cell from the calibrated reference
load gauge LC929 (green square).
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Figure 13. Force calibrations at 300 K, 195 K, 125 K and 80 K. Data
from each temperature has been fitted to a third degree polynomial.
Fit parameters are presented in table I. Calibration curves of 80 K
and 125 K coincide. The 300 K curve consists of 6 data sets while
the remaining temperatures consists of 1 data set each.

(CCR). This was done for the unloaded load gauge inside the
cell.

Figure 14 shows the differential voltage output when the
temperature is varied from 300 K to 26 K and back to 300 K
twice. The error on the differential voltage is found from the
standard deviation of the room temperature calibrations with-
out applied load. The dominant contribution to this error is the
cell assembly, while the statistical deviations during a calibra-
tion within the same cell assembly are insignificant in com-
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Figure 14. Differential voltage as a function of temperature, mea-
sured for the unloaded load gauge in a CCR cryocooler. Blue curves
are decreasing temperature and orange/red curves are increasing tem-
perature. The plotted errors are the calibration errors which are found
from the room temperature calibrations. The cell was not disassem-
bled between the two coolings which are presented here.

parison. The errors in figure 14 represent the errors of the
cell assembly and they are therefore very large in comparison
to signal variations. The load gauge response curve in figure
14 flattens as the temperature is decreased below 80 K, but it
is not completely constant, which will introduce a small sys-
tematic error when using the 80 K calibration curve. The total
change in signal between 300 K and 26 K is 0.07 mV/V which
is 3.5 % of the room temperature signal at 22 kN. The mea-
surement thus supports the results in figure 13 which show a
very weak temperature dependence at low forces.

Figure 14 shows that there is a small hysteresis in the sys-
tem, but it is of the order 0.002 mV/V which is 3 orders of
magnitude less than the room temperature load gauge read-
out at 22 kN. The signal recovers once the load gauge returns
to room temperature which shows the temperature robustness
and stability of the load gauge.

Il. TESTS RESULTS

In order to test the stability of the cell, it was left at room
temperature with an initial load force of 12.6 kN for almost
60 hours, sufficient time for an inelastic neutron scattering ex-
periment to be performed. The result is presented in figure 15.
The applied force corresponds to 2 GPa pressure on a 2.8 mm
diameter sample at room temperature. Figure 28 shows that
during 60 hours, the force drops from 12.60 kN to 12.45 kN
which is 1% of the initially applied force and less than the
calibration error. It is also well within system requirement S1.

Figure 16 shows the temperature dependence of the drift
for temperatures between 300 K and 250 K in 10 K steps.
The differential voltage readout of the load gauge is converted
to force with the room temperature calibration curve for all
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Figure 15. Room temperature stability test of the cell with a initially
applied force of 12.6 kN applied. The force was measured during the
following almost 60 hours. After approximately 21 hours, the data
files were overwritten and not logged properly. This error was only
corrected 21.5 hours later which is the reason for the missing data
points in that time interval. The force decreases from 12.60 kN to
12.48 kN in 60 hours, which is less than 1% of the initially applied
force.
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Figure 16. Stability tests of cell B performed at 10 K intervals from
300 K to 250 K. The room temperature calibration error is approxi-
mately 0.18 kN for these forces, see figure (see figure 11).

6 measurements. The force reduction is linear, and the slope
decreases during a reduction of the temperature. Figure 17
show the slope of linear fits to each measurement as a function
of temperature along with an exponential fit:

T
slope = Aexp (T> , “4)
0

with Ty = 9.3 K. This shows that the force relaxation is ther-
mally activated, possibly due to differing thermal contraction
rates of the various materials in the cell, specifically steel 316
and CuBe thereby increasing friction between the top screws
and the lid.

In order to simulate the pressure and temperature conditions
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Figure 17. The slope of linear fits to the stability curves of figure 16.
An exponential as defined in equation 4 has been fitted to the slope
which is close to zero for 250 K.

of a neutron experiment, cell B was cooled with three differ-
ent forces applied at room temperature. Figure 18 shows 6
curves: 3 for decreasing temperature (light colours) and 3 for
increasing temperature (dark colours). The differential volt-
age readout of the load gauge is converted to force with the
calibration curves in figure 13 which is nearest in temperature.
Below 150 K, the force is stable, which is in compliance with
the expectation that most materials contract very little below
100 K.

There is very little hysteresis between cooling and heating
for all three applied forces, and the curves coincide except
for the room temperature point in cooling 3, where there is
a small discrepancy. The shape of the curves is similar, and
it reflects the relative thermal coefficients of the materials in
the cell. During this experiment, the steel seats of cell B (see
section IV) were used, and the shape of the curves is thus
primarily caused by the ratio between the thermal contraction
of steel 316 and that of CuBe. During a neutron scattering
experiment, the dominant contribution to the change in force
is the relative ratio between CuBe and the sample, and it is
therefore not possible to create an estimate of the shape of the
curve, except for the expectation that it is likely to stabilise for
temperatures below approximately 100 K.

Finally, figure 19 shows that the cooling of cell B from 300
K to 26 K lasted less than 30 hours with many intermediate
steps in order to measure the differential voltage readout that
has been used in figure 18. Cell C contains the same materials
as cell B except for the WC10 anvils, which is used due to its
hardness, but is also beneficial for cooling since it conducts
heat better than steel 316. Figure 19 shows that the cell mate-
rials are sufficiently conducting to make it realistic to cool the
cell to cryogenic temperatures in less than 24 hours in com-
pliance with system requirement S5.
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Figure 18. 3 different forces were applied to the cell (yellow, blue
and red curves respectively). The cell was cooled to 26 K (light
colours) and heated back to room temperature (dark colours) for all
three forces. The hysteresis between heating and cooling is lower
than the error.
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Figure 19. Temperature curve during cooling 1 of cell B. The entire
cooling from 300 K to 26 K takes less than 30 hours with steps dur-
ing the cooling to measure the differential voltage readout in thermal
equilibrium.

IV. NEUTRON SCATTERING RESULTS AND
DISCUSSION

As previously described, the cell development has been an
iterative process. We here describe the results of the two first
attempts, cell A and cell B, as well as the final optimised cell
C.

A. Cell A

Figure 20 shows the drawings of the first cell constructed,
cell A. The differences between cell A and cell B are:

e Cell A has large windows considered optimal for broad
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Figure 20. Drawings of cell A. Left: transparent technical drawing
with outer dimensions and dimensions from top mounting to sam-
ple position. Center: a cut through the assembled cell. Right: the
assembled cell.

diffuse scattering

e Force is applied externally to cell A and the external
force readout is used as a pressure gauge.

The original intention was to apply the force with an exter-
nal force press and cell A therefore has no load gauge. Fur-
thermore, the lid is divided into two parts. The lower part
contains a hole at the center and screw holes for four M5 top
screws with a fine thread. The top screws have been polished
flat at the tip where it transfers the force to the piston, to in-
crease the surface area. Once the force is applied with the
external press, the top screws are tightened to maintain the
force, and the external press is released. Finally, a mounting
lid which has an M6 hole is attached to the lower lid with
4 screws and these screws are thereby not exposed to large
forces. Another difference between cell A and cell C is the
windows in cell A. Cell A was made with 2 windows of 70
degrees opening angles each. However, this reduces the area
in the cell cage around the sample position, and the walls of
the cell cage are therefore 1 mm thicker compared to the walls
at the sample position in cell C.

Cell A was tested at D7 at the ILL in 2018 with a similar
experimental setup that is described in section I A 1. Figure
21 shows a photo of the cell, before the experiment. The cell
cage is covered in Cd outside the beam position, and the seats
are covered in Cd except at the culets of the seats. The fig-
ure also shows a crystal of the spin ice compound Ho,TioO7
(HTO) which is placed between the seats. Measurements were
performed at 1.5 K on HTO with the force applied along the
crystalline c-axis.

The resulting neutron scattering intensity is presented in
figure 22 and it shows the intensity on a colour scale along the
two components of Q which are perpendicular to the applied
force. The characteristic profile of HTO with diffuse scatter-
ing and pinch points is clearly observed for high Q above 1.5
A~132_ However, for low Q, the intensity is not symmetric in
all four quadrants as expected due to the cubic crystal symme-
try. Instead, there is a high intensity area marked by the line
L, and a low intensity area marked by the line L.

The low Q features that are observed in figure 22 are also
seen in figure 23 which is a measurement of the paramagnetic
signal at 50 K. At this temperature, all spins in HTO are uncor-
related, and the expected profile from the crystal is the form
factor decay of Ho®>" which decays homogeneously with Q

11

Figure 21. Cell A which has two large windows. Seats and the cell is
covered in Cd outside the beam position. A cylindrical HTO sample
is placed between the seats.
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Figure 22. Measurement of HTO in cell A at 1.5 K. The background
signal from the cell absorption marked by the red lines is stronger
than the signal from HTO. The pressure induced changes are few
percent of the intensity of the observed diffuse profiles.

and is rotationally symmetric. The observation of the low Q
features in the paramagnetic signal shows that the features do
not originate from the sample, but from the cell itself.

Figure 24 shows a simulation of a non-divergence neutron
beam interacting with a point scatterer at the center of the cell
and being attenuated through the cell walls. A form factor
decay of HTO has been included in order to better compare
with the paramagnetic signal in figure 23. A comparison of
figures 23 and 24 shows remarkably good agreement despite
the simplicity of the model. The low Q signal is thus domi-
nated by background features which are caused by absorption
in the cell walls. The pressure induced signals are typically
only a few percent of the diffuse signal, and they are thereby
difficult to resolve with the background of cell A. It is clear
that these background contributions would not impede a neu-
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Figure 23. Neutron measurement of HTO in cell A at 50 K. The
signal is measured in the paramagnetic regime of the sample where
it has no features except the rotationally symmetric form factor de-
cay. The regions of varying intensity marked by the two red lines L;
and L, are an attenuation effect due to neutron absorption in the cell
walls.
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Figure 24. Simple simulation of the effect of the pressure cell win-
dows. The attenuation caused by the cell walls lead to this very dis-
tinct pattern with regions of three levels of attenuation. These corre-
spond to the neutron beam not being attenuated or once or twice.

tron scattering measurement of a well defined Bragg peak or
dispersion curve but hampers the measurements of weak scat-
tering profiles that we target.

The data is figure 22 has been normalised with the cell
background simulation in figure 24 to further extract infor-
mation. It is not possible to use the paramagnetic results from
figure 23 directly because the noise is larger than the diffuse
features in figure 22. It therefore introduces too much noise to
the 1.5 K data in order to extract the spin ice pattern. Figure 25
shows the relative difference in the data profiles for ambient
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Figure 25. Comparison between MC simulations (left) and neutron

data (right). Black circles mark regions with agreement between data

and MC simulation. Figure from! .

and pressurized data, which is defined as

AS(Q) _ Sp>0—Sr=o

S(Q) S ®

along with a Monte Carlo (MC) simulation of the expected
signal. The background subtraction and the MC simulation
are further described in ref.!. While there is agreement be-
tween data and simulation in the marked high Q regions, the
data in the low Q regions are not convincing making it im-
possible to draw any firm conclusions regarding the low Q
signal. This is especially unfortunate, since the interesting
long-range correlations would appear most clearly at the low-
est Q-values and because the form factor decay reduces the
intensity of magnetic neutron scattering at higher Q. This is
the reason why many relevant instruments have coverage on
both the negative and positive detector banks at low Q for im-
proved statistics in this range. All of the above of course indi-
cates that cell A is not suitable for these measurements since
we are not able to access the low Q regions.

To overcome the poor data access at low Q, we have com-
pletely removed the windows in later iterations of the cell and
instead thinned the cell walls around the sample position. The
cell walls in cell A are 3 mm thick, and with a linear attenua-
tion coefficient for CuBe of pp.c, = 0.086 mm~ !, the intensity
is reduced by 40 %. The walls in cell B and cell C without
windows are 2 mm thick around the sample position, which
reduces the signal by 30 % in these cells. The experimental
counting time is thereby increased, but with the high flux that
will soon be available at the European Spallation Source, this
will no longer be an essential hindrance, and it is therefore
more important to optimise the signal to uniform noise.
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Figure 26. Drawings of cell B. Left: transparent technical drawing
with outer dimensions and dimensions from top mounting to sam-
ple position. Center: a cut through the assembled cell. Right: the
assembled cell.

B. CellB

Figure 26 shows the drawings of the second iteration of the
cell, cell B. The upgrade from cell A to cell B contains:

e Design, construction and calibration of a load gauge
which can operate at cryogenic temperatures.

e Removal of windows and a thinning of the cell cage
walls around the sample position.

With the removal of the windows, the cage of cell B is identi-
cal to the cage in cell C which was described in section II A 1.
Without windows, the cross section area of the cell cage is in-
creased, which motivated a reduction of the wall thickness at
the sample position compared to cell A. Another successful
part of the upgrade from cell A to cell B was the introduction
of a load gauge that is identical to the load gauge in cell C and
which was described in section II B.

In cell B, the force is applied in the same way as in cell
A with M5 screws or with an external press through the hole
in the lower lid. However, with the load gauge, it is possi-
ble to measure the applied force before and after the release
of the external press. When the externally applied force is
released, the force drops by a factor of 8-10 despite applica-
tion of additional force with the top screws. Such a significant
pressure loss means that we cannot measure, the crystal near
the limit before it breaks, but the interesting research often
happens near this limit. It is also possible to apply almost
uniaxial force with the top screws directly by using a torque
wrench and by cross-tightening the cross in small steps. There
is no deformation of the screw thread, but the tip of the screws
did indent during pressure tests which motivated the usage of
MB8 pinol screws in the final cell. The pinol screws were nec-
essary because there is no room for the screw heads within the
limitations of the cell size in system requirement S8.

Cell B is not able to meet system requirement S1 because
the force is applied via steel 316 seats without anvils. Such a
design resulted in indentation issues which motivated the de-
velopment of separate anvils and seats. However, in scientific
cases where pressures up to 200-300 MPa are desired, the steel
seats can be used since they fit in cell C. The fact that steel 316
can deform is an advantage since it can compensate for small
unparallellities in the sample which reduces the stress in the
sample and thereby reduces the risk of breaking the sample.
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Figure 27. Spin flip neutron scattering background measurement of
cell B from D7 (ILL) with an Al sample at room temperature. The
intensity is plotted on a colour scale as a function of the two com-
ponents of Q in the scattering plane. The cell signal is very uniform
with sample rotation. The rings reflect variations in detector efficien-
cies (and maybe also a powder ring?).

A room temperature background neutron scattering mea-
surement of the cell with an aluminum nut at the sample po-
sition was taken at the D7 instrument. Figure 27 shows the
resulting intensity for variations as a function of the two Q-
components in the scattering plane. The scattering profiles
are uniform with sample rotation in compliance with system
requirement S4. The rings reflect slight variation in detector
and polarisation efficiencies. The powder rings for both Al
and CuBe are outside the presented scattering range®*,

During the experiment, the neutron scattering profile of
pressurized HTO at 1.5 K was measured, the result of which
will be published elsewhere. However, due to the limitations
of the seats and screws, the experiment was performed with
approximately 0.35 GPa pressure instead of 2 GPa. This is
above the yield strength of the steel 316 seats, and the seats
therefore indented. However, the force was maintained, and
it was possible to complete the measurements, but in order
to reuse the seats and to fulfill system requirement S1, the
seats were modified to the design in cell C which is specified
in section IT A 1. The sample cracked vertically during force
application, but it stayed in the correct position between the
seats and the cracked parts of the sample became coaligned
crystals.

In order to test the stability of the cell, it was left at room
temperature with an initial load force of 8.2 kN for 30 hours.
This corresponds to 2 GPa pressure on a 2.3 mm diameter
sample at room temperature. Figure 28 shows that during 30
hours, the cell loses 0.21 kN or 2.5 % of the initially applied
force, which is less than the calibration error. It is also well
within system requirement S1.
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Figure 28. Measured load force as a function of time at room tem-
perature in cell B. During 30 hours, the force decreases by 0.21 kN
which corresponds to 2.5 % of the initially applied force. This is less
than the calibration error.

C. Caell C: Final cell

With cell C, we meet system requirement S1 with a con-
stant pressure of 2 GPa pressure for 60 hours within 1 % as
shown in figure 15. Figure 1 shows that the cell allows 360
degrees horizontal scattering and 4 20 degrees vertical scat-
tering, thereby exceeding the scattering ranges that were spec-
ified in system requirement S2. As described in the introduc-
tion, the most obvious neutron instruments to utilize this cell
are D7, IN5, CNCS, AMATERAS, DNS, LET, and CAMEA.
The vertical scattering range of the cell exceeds the vertical
scattering ranges of all of these instruments - except LET that
allows 430 degrees vertical scattering. If there is a future
demand for even larger vertical scattering angle coverage, it
is possible to replace the current seats with new seats with a
steeper angle since the current seats have a large safety margin
based on the material specifications of WC10 and CuBe.

A load gauge has been designed, constructed and calibrated
according to the specifications in system requirement S3. Fig-
ure 13 shows that we can use the calibration curve for liquid
nitrogen to estimate the force even at cryogenic temperatures
as discussed in section II B. The largest contribution to the un-
certainty is termed the calibration error and it origins from the
cell assembly. This error has been found based on the room
temperature calibrations in figure 11 and is less than 5 % for
forces above 20 kN.

Figure 27 shows that the neutron scattering background of
cell B is symmetric under sample rotation as specified in sys-
tem requirement S4. The rotationally symmetric design with-
out windows that was used in cell B has also been used in the
final cell C, and we therefore expect a rotationally symmetric
background of cell C. A large cell background requires large
counting times in order to obtain a reasonable statistics, and it
is therefore the intention that the cell will be used at the new
high intensity neutron sources such as the European Spalla-
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tion Source.

Figure 19 shows that we were able to cool the cell from 300
K to 26 K in less than 30 hours with many intermediate steps
to allow the cell temperature to stabilise before a differential
voltage was measured. We therefore conclude that we have
used materials in the cell that are sufficiently thermally con-
ducting to cool the cell in less than 24 hours during a neutron
scattering experiment as defined in system requirement S5.

With cell C, it is possible to accommodate samples which
are up to 6 mm in diameter and up to 8 mm high, and the ma-
terials in the cell are all non-magnetic as specified in system
requirements S7 and S6 respectively. As specified in figure 2,
the outer cell dimensions do not exceed 45 mm, so it fits inside
the most commonly used cryostats for neutron scattering ex-
periments as specified in system requirement S8. System re-
quirement S9 regarding neutron activation is met for all parts
of the cell except for the WC10 anvils which are expected to
be difficult to retrieve from the facilities upon a neutron scat-
tering experiment, especially at high flux instruments, due to
the long decay time of Co. We therefore expect to construct
several pairs of anvils and seats and store them at the facilities.

The main challenge with the use of cell C is the sample
preparation, since single crystal samples with low mosaicity
must be polished to have 2 planar and parallel surfaces to
prevent breakage. Furthermore, if the samples are not per-
fectly cylindrical, the uniaxial pressure cell create tension in
the crystal which also increase the risk of breaking the crystal.
If only low forces are required (up to 200 MPa), it is possible
to use the steel seats from cell B. These are softer than the
WC anvils, and they can indent slightly in order to compen-
sate for small non-parallellities in the sample or during force
application.

We used Cell C for an experiment at the ThALES triple-
axis instrument in 202133, We aimed for a modest pressure
of 30 MPa on a single crystal sample of the cuprate super-
conductor (La,Ba),CuOy4 to study the effect of uniaxial pres-
sure on the weak, incommensurate magnetic signal, denoted
as stripes®*. The scientific results of this experiment will be
published elsewhere®.

In the ThALES experiment, we prepared the sample as a
cylinder of 5.0 mm diameter and 3.9 mm height and used a
custom-made polishing setup to create smooth and parallel
surfaces. We tested the pressure cell by performing a cou-
ple of test experiments with the load screws and W-seats on
similar (La,Ba),CuQy4 samples, while measuring the pressure
with the strain gauge. In the first test, the crystal broke upon
applying 200 MPa pressure, while in the second test, the crys-
tal broke while quench-cooling in liquid N, after being pres-
surised up to around 30 MPa. For the neutron experiment, we
therefore chose to revert to the slightly softer steel seats, as we
only needed a very modest pressure. Additionally, we loaded
the pressure extremely slowly, as shown in figure 29. We sub-
sequently cooled the cell with sample to 2 K with a rather
slow rate of around 0.5 K/min. The total cool time to 2 K was
about 8 hours, again confirming that we easily reach the sys-
tem requirement S5. In the experiment, the crystal suffered no
damage and the pressure maintained well. The measurement
without pressure was performed with the crystal mounted in
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Figure 29. Real-time visualization of the applied pressure at room
temperature when manually loading cell C for the ThALES neutron
experiment3>. A pressure difference of around 30 MPa was obtained.

cell C, to keep the background comparable. The weight of
the piston (~ 180 g) was used to keep the crystal in place.
As shown in figure 29, a pressure offset of roughly 6 MPa was
present at room temperature and this corresponded to an offset
of roughly 2 MPa at base temperature. Note that the relative
error margins are relatively large at such small pressures.

Notably, we first measured the magnetic stripes without
pressure, before repeating the measurement with pressure. As
a result, we applied the pressure after 3 days in the massive
neutron flux of ThALES. Therefore, the cell needed to deacti-
vate for roughly 12 hours before the activation level had fallen
to below 100 pSv/hour, needed to safely apply the pressure
manually.

Unfortunately, two wires to the pressure gauge broke dur-
ing the sample exchange of the ThALES experiment, so we
could not measure the pressure at base temperature during the
neutron experiment. However, 10 days after the experiment,
where the cell had been standing at room temperature, the
wires were re-soldered and the pressure reading was 18 MPa.
The cell was then cooled in the cryostat, again by 0.5 K/hour,
and the pressure reading was 15 MPa. This shows that the
cell stays under pressure for an extended time period, even at
room temperature. The pressure decay rate is around 5% of
the total pressure per day, which is somewhat higher than that
value of 2% per day seen from the high-pressure tests in figure
28. However, the small difference in pressure between room
temperature and base temperature, of comparable size to the
offset observed without pressure as stated above, allowed us
to determine the pressure during the experiment and we are
confident that the pressure was close to 30 MPa during the
ThALES experiment.

Additionally, the lattice parameters were changed signif-
icantly upon applying pressure. The parameters (in tetrag-
onal settings) changed from a = b = 3.7679(5) A and ¢ =
13.2764(6) A to a, = b, = 3.7802(2) A and ¢, = 13.1287(6)
A.In figure 30, we show the alignment scans of the (110) and
(002) Bragg peaks of the crystal. To observe the weak stripe
signal, we needed to use 40’ collimation on both incoming and
outgoing beam, which reduced the background by a factor 100
(CHECK).

15

002 peak
10 H & OMPa

o
©

08

o
o

<
=

Normalized counts
)
Y

Normalized counts

o
N
o
N

o
>

Figure 30. Alignment scans of (left) the (110) and (right) the (002)
Bragg peaks. The data is normalized for easy comparison. Data
taken using k; = 1.55 A~!. With collimation of 40 for the pressur-
ized data.

D. Possibilities beyond Cell C

In Cell C, the force is applied with 4 screws, which is in-
trinsically non-uniaxial. An even amount of force is ensured
with a torque wrench, and diagonal tightening of the screws.
However, non-unaxial components to the force are unavoid-
able while the force is applied which might cause jamming of
the piston if too much force is applied at a time and it causes
tension in the crystal. A more user friendly design only has
a single top screw which applies the force, but this requires a
torque of approximately 75 Nm in order to apply a force of
22 kN. For this reason, gearing might be necessary in order to
apply it in a controlled way. Furthermore, it is important that
the anvil does not rotate when the screw is rotated, because
this will increase the tension in the sample, which could cause
it to break. These two challenges makes the design with a
single top screw significantly more complex, and the simpler
4-screw design presented here is therefore preferred.

V. CONCLUSION

We have designed, tested and calibrated a pressure cell
aimed for diffuse neutron scattering and inelastic neutron scat-
tering for the study of strongly correlated magnetic systems.
We have performed several successful neutron scattering ex-
periments at the diffuse scattering instrument D7 at the ILL
showing that the cell does indeed comply with the system re-
quirements. An experiment on the triple-axis spectrometer
ThALES further shows that the cell performs well also on this
type of instrument, that our in-situ pressure monitoring device
works, and that a massive neutron flux does not lead to exces-
sive activation of the cell.

ACKNOWLEDGMENTS

We thank the ILL for providing beam time for the the
neutron scattering measurements on D7 and ThALES, which
were also supported by the Danish Agency for Innovation and
Research through DANSCATT, grant number 7129-00003B.

L@S, IMBB, and RE were supported by Nordforsk through



Uniaxial pressure cell

the Nordforsk project 82248 "Magnetic Frustration Under
Pressure". MLH was supported by a student grant from the
Siemens Foundation. MEK was supported by MSCA-IF Hori-
zon 2020, grant number 838926.

Appendix A: Appendixes
Appendix B: Drawings of all parts of the cell

Appendix C: Drawings of the Load Gauge and additional
photos

REFERENCES

IR, Edberg, L. @. Sandberg, I. M. B. Bakke, M. L. Haubro, L. C. Folkers,
A. Wildes, O. Zaharko, M. Guthrie, A. T. Holmes, M. H. Sgrby, K. Lef-
mann, P. P. Deen, and P. Henelius, “Dipolar spin ice under uniaxial pres-
sure,” Physical Review B 100, 144436 (2019).

2@. Sala, M. J. Gutmann, D. Prabhakaran, D. Pomaranski, C. Mitchelitis,
J. B. Kycia, D. G. Porter, C. Castelnovo, and J. P. Goff, “Vacancy defects
and monopole dynamics in oxygen-deficient pyrochlores,” Nature Materi-
als 13, 488-493 (2014).

3K. A. Ross, T. Proffen, H. A. Dabkowska, J. A. Quilliam, L. R. Yaraskav-
itch, J. B. Kycia, and B. D. Gaulin, “Lightly stuffed pyrochlore structure
of single-crystalline yb,ti;07 grown by the optical floating zone technique,”
Phys. Rev. B 86, 174424 (2012).

4T. Biesner and E. Uykur, “Pressure-Tuned Interactions in Frustrated Mag-
nets : Pathway to Quantum Spin Liquids ?” Crystals 10, 1-23 (2020).

S1. Mirebeau, 1. N. Goncharenko, P. Cadavez-Peres, S. T. Bramwell, M. J. P.
Gingras, and J. S. Gardner, “Pressure-induced crystallization of a spin lig-
uid,” letters to nature 420 (2002).

OE. Kermarrec, J. Gaudet, K. Fritsch, R. Khasanov, Z. Guguchia, C. Ritter,
K. A. Ross, H. A. Dabkowska, and B. D. Gaulin, “Ground state selec-
tion under pressure in the quantum pyrochlore magnet Yb2Ti207,” Nature
Communications 8, 6-10 (2017).

7K. Umeo, D. Watanabe, K. Araki, K. Katoh, and T. Takabatake,
“Uniaxial-Pressure-Induced Release of Magnetic Frustration in a Trian-
gular Lattice Antiferromagnet YbCuGe,” Metals 11 (2021), https://dx.
doi.org/10.3390/met11010030.

81. Mirebeau and L. N. Goncharenko, “Spin ice and spin liquid under pressure
up to 8.6 GPa : A powder neutron diffraction study of R,Ti;O7 (R=Tb,
Ho ),” Physica B 350, 250-253 (2004).

9R. Edberg, I. M. B. Bakke, H. Kondo, L. O. Sandberg, M. L. Haubro,
M. Guthrie, A. T. Holmes, J. Engqvist, A. Wildes, K. Matsuhira, K. Lef-
mann, P. P. Deen, M. Mito, and P. Henelius, “Effects of uniaxial pressure
on the spin ice Ho,TiO7,” Phys. Rev. B 102, 184408 (2020).

10A. Molak, M. Koralewski, G. Saunders, and W. Juszezykj, “Effects of uni-
axial pressure on the ferroelectric phase transition in pb5ge3o0l1:ba crys-
tals,” Acta Physica Polonica A.

H, Nakajima, Y. Iguchi, H. Tamatsukuri, S. Mitsuda, Y. Yamasaki, and
H. Nakao, “Uniaxial pressure effects on magnetic and crystal structural
phase transitions in a frustrated magnet cufel-xgaxo2 (x=0.035),” Photon
Factory Activity Report, 2012 30 (2013).

12J R. Stewart, P. P. Deen, K. H. Andersen, H. Schober, J.-F. Barthélémy,
J. M. Hillier, A. P. Murani, T. Hayes, and B. Lindenau, “Disordered mate-
rials studied using neutron polarization analysis on the multi-detector spec-
trometer, D7,” J. Appl. Cryst. 42, 69 (2009).

135 A. M. Paddison, H. Jacobsen, O. A. Petrenko, M. T. Ferndndez-Diaz,
P. P. Deen, and A. L. Goodwin, “Hidden order in spin-liquid Gd3Gas0O12,”
Science 350, 179-182 (2015).

16

4L @, Sandberg, R. Edberg, I.-M. B. Bakke, K. S. Pedersen, M. C. Hatnean,
G. Balakrishnan, L. Mangin-Thro, A. Wildes, B. Fak, G. Ehlers, G. Sala,
P. Henelius, K. Lefmann, and P. P. Deen, “Emergent magnetic behavior in
the frustrated Yb3GasO,, garnet,” Phys. Rev. B 104, 064425 (2021).

I5T. Fennell, L. Mangin-Thro, H. Mutka, G. J. Nilsen, and A. R. Wildes,
“Wavevector and energy resolution of the polarized diffuse scattering spec-
trometer D7,” Nuclear Inst. and Methods in Physics Research, A 857, 24-30
(2017).

167 Ollivier, H. Mutka, and L. Didier, “The new cold neutron
time-of-flight spectrometer in5,” Neutron News 21, 22-25 (2010),
https://doi.org/10.1080/10448631003757573.

7G. Ehlers, A. A. Podlesnyak, and A. I. Kolesnikov, “The cold neutron
chopper spectrometer at the Spallation Neutron Source—a review of the
first 8 years of operation,” Rev. Sci. Instrum. 87, 093902 (2016).

18K, Nakajima, S. Ohira-Kawamura, T. Ktxucm, M. Nakamura, R. Kajimoto,
Y. Inamura, N. Takahashi, K. Atzawa, K. Suzuya, and K. Shibata, “AMAT-
ERAS : A Cold-Neutron Disk Chopper Spectrometer,” J. Phys. Soc. Jpn.
80, SB028 (2011).

PR, Bewley, J. Taylor, and S. Bennington., “Let, a cold neutron multi-disk
chopper spectrometer at isis,” Nuclear Instruments and Methods in Physics
Research Section A: Accelerators, Spectrometers, Detectors and Associ-
ated Equipment 637, 128-134 (2011).

20y, Xu, K. Nemkovskiy, and S. Demirdis, “DNS: Diffuse scattering neu-
tron time-of-flight spectrometer,” Journal of large-scale research facilities 1
(2015), http://dx.doi.org/10.17815/jlsrf-1-33.

21E. Groitl, D. Graf, J. O. Birk, M. Marké, M. Bartkowiak, U. Filges, C. Nie-
dermayer, C. Riiegg, and H. M. Rgnnow, “Camea—a novel multiplexing
analyzer for neutron spectroscopy,” Review of Scientific Instruments 87,
035109 (2016), https://aip.scitation.org/doi/pdf/10.1063/1.4943208.

22C. 'W. Hicks, S. Ghosh, M. E. Barber, and H.-H. Klauss, “Piezoelectric-
Driven Uniaxial Stress Apparatus for Muon Spin Rotation,” JPS Confer-
ence Proceedings 21, 1-7 (2018).

23B. Haberl, S. Dissanayake, F. Ye, L. L. Daemen, Y. Cheng, C. W. Li, A. J.
Ramirez-Cuesta, M. Matsuda, J. J. Molaison, and R. Boehler, “Wide-angle
diamond cell for neutron scattering,” High Pressure Research 37, 495-506
(2017).

24M. Kibble, V. Laliena, C. Goodway, E. Lelievre-Berna, K. Kamenev,
S. Klotz, and O. Kirichek, “Low-background materials for high pressure
cells used in inelastic neutron scattering experiments,” Journal of Neutron
Research 21, no 3-4, 105-116 (2019).

25N. J. Simon, E. S. Drexler, and R. P. Reed, Properties of Copper and Cop-
per Alloys at Cryogenic Temperatures (Nist Monograph 177, 1992).

26A. materials, “https://www.azom.com/properties.asp,”’ (visited
June 2021).
., Hyperion and technology, “http://www.

allaboutcementedcarbide.com/what-is-cemented-carbide/
thermal-properties/,” (visited June 2021).

28K Hoffmann, An introduktion to Measurements using Strain Gages (Hot-
tinger Baldwin Messtechnik Gmbh, Darmstadt, 1989).

297, Fish and T. Belytschko, A First Course in Finite Elements, 1st ed. (Wiley,
2007).

30p, Duthil, “Material Properties at Low Temperature,” in Proceedings of the
CAS-CERN Accelerator School: Superconductivity for Accelerators, Vol.
005 (2014) pp. 77-95.

3IN. 1. of Standards and U. D. o. C. Technology, “Material prop-
erties:  Beryllium copper,” https://trc.nist.gov/cryogenics/
materials/Beryllium\%20Copper/BerylliumCopper_rev.htm, ac-
cessed: June 18, 2020.

32C. Castelnovo, R. Moessner, and S. L. Sondhi, “Spin Ice, Fractionalization,
and Topological Order,” Annual Review of Condensed Matter Physics 3
(2012), 10.1146/annurev-conmatphys-020911-125058.

BILL, doi:10.5291/ILL-DATA.5-41-1159.

34J. M. Tranquada, B. J. Sternlieb, J. D. Axe, Y. Nakamura, and S. Uchida,
“Evidence for stripe correlations of spins and holes in copper oxide super-
conductors,” Nature 375, 561-563 (1995).

35M. E. Kamminga, K. L. M. Krighaar, A. T. Rgmer, L. @. Sandberg, P. P.
Deen, M. Boehm, G. Gu, J. M. Tranquada, and K. Lefmann, “Evolution of
magnetic stripes under uniaxial pressure in Laj ggsBag 115CuOy4 studied by
neutron scattering,” in preparation (2021).



A.5. MANUSCRIPT 2: SINGLE CRYSTAL GROWTH OF PYROCHLORE TITANATE OXIDES (RE2’

A.5 DManuscript 2: Single crystal growth of pyrochlore ti-
tanate oxides (RE2Ti207) by optical zone melting for
neutron and magnetic property studies

I have participated in design and execution of the pressing and sintering of the crystal
powder rods and the crystal growth of the HoaTiaO7(HTO) crystals in the mirror furnace
in Lund. The initial design of the HTO sample growth was chosen based on studies on
other compounds that I performed in collaboration with Laura Folkers at the University
of Lund. I also participated in the initial sample characterization with X-ray and neutron
Laue diffraction in collaboration with Ingrid Marie Bakke Fjallvagen.



Single crystal growth of pyrochlore titanate
oxides (RE,Ti;07) by optical zone melting for

neutron and magnetic property studies

|. M. Bakke Fjellvag,*" M. L. Haubro,* L. @rduk Sandberg,* R. Edberg,¥ K.
Lefmann,! P. Henelius,%¢ T. Hansen,| O. R. Fabelo Rosa,!l B. C. Hauback,*

and P. P. Deen”©

T Center for Materials Science and Nanotechnology (SMN), University of Oslo, Oslo,
Norway
INanoscience Center, Niels Bohr Institute, University of Copenhagen, Copenhagen,
Denmark
§ Physics Department, KTH Royal Institute of Technology, Stockholm, Sweden
§ Faculty of Science and Engineering, Abo Akademi University, Abo, Finland
|| Institut Laue-Langevin, Grenobe, France
1 Institute for Energy Technology (IFE), Kjeller, Norway
# Niels Bohr Institute, University of Copenhagen, Copenhagen, Denmark
@ Furopean Spallation Source ERIC, 22363 Lund, Sweden

E-mail: i.m.b.fjellvag@smn.uio.no

Abstract

We demonstrate the suitability of the floating zone technique for growth of stoichiomet-
ric pyrochlore RE5TisO7 single crystals of high quality, a technique that has previously

been reported to be unsuitable. We focus our synthesis on HosTioO7 and YboTiaOr.
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For these, the floating zone technique provides crystals with a hue consistent with ex-

pected electronic state and oxygen stoichiometry.

The quality and structural state of precursors and obtained single crystals have been
ascertained by x-ray and neutron scattering investigations. We claim that a step with
synthesis of high quality stoichiometric powders is a key component for subsequently
producing stoichiometric single crystals. In order to aid future growth of pure and
chemically modified crystals, we provide a detailed outline of synthesis route and growth

parameters.

Our neutron based studies reveal that although we have at hand high quality single
crystals, we observe structural deviations connected with the 8a oxygen sites in terms
of unexplained features along the strong crystal field directions. This is of importance
since the physics of the spin ice compounds are often defined by their crystal field states.

This work complements and refines earlier studies with a strong focus on oxygen sites.

Introduction

Any gained insight to materials is strongly dependent on the quality of the powders and
single crystals experimentally probed. Impurities or deviations in stoichiometry will in most
cases alter the resultant physical properties of the system. This is a particular problem
for probes that require large samples of which neutron scattering is one. Neutrons interact
weakly with matter which is advantageous since the resultant scattering profile, the double
partial partial differential cross section, is proportional to the dynamic structure factor S(Q,
w), dependant on the wavevector transfer between sample and neutrons, Q, and the neutron
energy transfer between sample and neutrons, w, respectively, can be theoretically deter-
mined via the Born approximation. The subsequent data analysis enables for instance the

direct determination of phonon force constants and magnetic exchange interactions in mate-



rials and provides means to understand material properties. As such, neutron scattering is a
very important tool, however, it suffers from being interaction and flux limited. Hence, large
samples (1 cm?) are necessary. Large crystals, in excess of mm?, are difficult to grow and
prone to imperfections. This is well recognised in the field of frustrated magnetism and is a
challenge in the study and characterisation of novel states of matter.! In the current work
we outline a procedure to synthesise high quality single crystals of the archetypal frustrated
magnet Ho,Ti,Or, a rare-earth pyrochlore type oxide. We provide a detailed, step-by-step
explanation starting with synthesis and characterisation of an initial powder sample, follwed
by characterisation of an optimum single crystal using neutron diffraction at D9, ILL. Par-
ticular emphasis is placed on achieving control on oxygen stoichiometry which is important

for the physical properties of these materials.

Geometrically frustrated materials such as spin ice materials, RE;Ti,0; (RE = rare earth),
represent an excellent playground for novel states of matter like spin ice, spin liquids, and
spin glasses.?#Spin ice materials follow the ”spin ice rules” first described by Bernal and
Fowler,® and adopted by Pauling® to describe the mismatch between the crystal structure and

hydrogen bonding that occurs in water ice, H,O, from which the name ”spin ice” is derived.®

The crystal structure adopted by rare-earth pyrochlore oxides is a model system for a geo-
metrically frustrated compound. In this case, all pairwise magnetic interactions cannot be
satisfied simultaneously, giving rise to multiple degenerate ground states at a microscopic

level. This leads to zero-point (residual) entropy for the spin-ice materials,>” .

For this type of systems, even small deviations from the ideal composition, in the form of
impurities, intrinsic magnetic defects or non-stoichiometry may have a strong impact on the
physics of the materials in the form of enhanced electronic contribution to heat capacity,

glassy behaviour from defect spins, extra diffusion pathways or altered malleability.® It is



helpful to consider the thermodynamics of the binary constituents. For instance, in the
case of HoyTisO7, it is relevant to question the redox properties and possibility of oxygen
vacancies in the Ti-based atomic arrangement. Hence, insight to and controlling oxygen
vacancies that may alter the intrinsic properties of these materials, is critical for theoretical
and experimental research. As such it is paramount that such aspects are properly evaluated

for single crystals in neutron and magnetic property studies.

There are numerous reports of single crystal growth of pyrochlore oxides using flux, optical
floating-zone, travelling solvent floating-zone and Czochralski methods.®'! An extensively
used synthesis method for large single crystals of rare-earth titanates is the floating zone
method. With moderate efforts single crystals can easily be grown.'? This provides a facile
route for larger single crystals that are a necessity for neutron scattering studies. Inter-
estingly, there are quite contradictory reports concerning the color of the crystals obtained
from single crystal growth by the floating zone technique, with the color ranging from clear
orange to black for HoyTiyO7 and from light brown to red for YbyTiyO7.12 1 A change in
color signifies a change in electronic structure, either at the local or the bulk level and may
point towards unexpected impurities or defects, for instance undesired deviations in cation

or anion stoichiometry.

Ghasemi et al. and Arpino et al. considered the floating zone technique as unsuitable for

1116 claiming that these materials melt incongruently and that

several pyrochlore oxides,
non-stoichiometric crystal could emerge from the flux growth. This thereby questions earlier

reports on successful growth of RE2;Ti,O; (RE = Ho, Yb) with the floating zone technique.

Through extensive work on pyrochlores, Trump et al. observed small deviations from the
ideal atomic arrangment in YbyTi,O7 and AyB,O7 (A = Pr, La,; B = Zr).' Through the

use of neutron and X-ray PDF (pair distribution function) methods they probed the lo-



cal structure and observed displacements from the Fd-3m ideal Wyckoft sites, in the range
of 0.004 - 0.015 nm in YbyTisO7 and PryZr,O; consistent with a S-cristobalite distortion.
They further observed a broad, non-symmetric peak in *'Zr nuclear quadrupole resonance
on PryZr,0O7 and argued that this is due to variations in next-nearest neighbor distances.
They suggested that the displacements could be caused by A/B cation size mismatch and

may occur for a wide range of pyrochlore materials.

In this work we find that the floating zone technique is highly suitable for the growth of
high-quality Ho,Ti,O7 single crystals, in agreement with earlier work.!3?° We outline a
procedure to help ensure optimal crystal growth, expectedly of general value. We suggest
that the technique can be equally well applied to related rare-earth pyrochlore oxides and
document this by the growth of YbyTisO7 crystals. The starting reactants and Ho,TisO5
products are benchmarked by extensive structural characterisation using x-ray and neutron
diffraction, and broad Q-range single neutron diffraction measurements, with due attention
on parameters like oxygen atomic positions and product stoichiometry. We propose that the

color of the crystal will in many cases be a good indicator of stoichiometry and sample quality.

Based on our experience we argue that poor synthesis of the precursor powder is a likely
origin of difficulties encountered when synthesising single crystals with the floating zone
technique. In order to achieve correct stoichiometry of the crystal, it is vital to have a a
high quality powder with full control on cations and oxygen content. This specifies a path
to stoichiometric single crystal growth of rare-earth titanates. We demonstrate universality

of the growth method by reporting results from a test growth of YbyTisO7 single crystal.



Crystal structure

The crystal structure of pyrochlore oxides with general formula A;B,O+7, space group Fd-3m,
can be derived from the MX, fluorite type structure of CaFsy, Figure 1 by a 2 x 2 x 2 doubling
of the unit cell. The tetrahedral 8c anion sites of the fluorite structure, split into 8a, 8b and
48f sites when moving to the pyrochlore structure (Z = 8). In the pyrochlore structure, the
8b sites are systemtically empty and the oxygen 48f sites take a lower local symmetry, see
Table 2 and 1, and Figure 1 a) and b). The A and B cations are ordered on the Ca-sites,
and their coordination changes from cubes (in CaF2) owing to the systematic O-vacancies

and O-displacements.

The structure for rare-earth titanate pyrochlores can be visualized as two intertwining sub-
lattices of corner sharing tetrahedra, one consisting of rare-earth elements and titanium,
respectively. Localised magnetic moments positioned at the cations in the corners of the
tetrahedra provide the origin of the geometric magnetic frustrations observed in several RE-
based compounds adopting this structure.?! For certain element combinations, there exists

pyrochlore variants with either ordered or disordered oxygen vacancies.

Figure 1: Crystal structure of a) 2x2x2 super-cell of CaFy, Ca?" in blue and F~ in green,
space group Fm-3m and b) HoyTisO7, Ho*" in pink, Ti*" in blue and O~ in red, space
group Fd-3m. Structures drawn with the visualization program VESTA.??



Table 1: Wyckoft sites for space group Fm-3m (225) and corresponding atoms for CaFs.

Wyckoff site X y zZ atom at site
4a 0 0 0 Ca
8c 1/4 1/4 1/4 F

Table 2:  Wyckoff sites for space group Fd-3m (227) origin choice 2 with corresponding
atoms, and x parameter for Wyckoff site 48f in parenthesis, for HoyTi,O5

Wyckoff site X y / atom at site

8a 1/8 /8 1/8 O

8b 3/8 3/8 3/8  mnot occupied

16¢ 0 0 0 Ho

16d 1/2 12 1/2 Ti

48f x(0.4286) 1/8 1/8 O
Experimental

Powder synthesis

Powders with nominal composition Ho,TisO7 were synthesized from stoichiometric amounts
of the starting materials HopO3 (Sigma-Aldrich purity: > 99.9% ) and Ti-isopropanol (Sigma-
Aldrich purity: 99.999%) in batches of 4 — 12 g. The molar content of cations in the starting
reactant were assured by gravimetric analysis. Prior to the synthesis, an aqueous (Type
IT water) holmium solution was prepared to ensure liquid (atomic) mixing of the reactants

during synthesis.

The synthesis is based on a modified Pechini method?® using an excess of citric acid mono-
hydrate (Sigma-Aldrich purity: > 99.5%) as complexing agent. Ti(IV) isopropoxide was
dissolved in an excess of molten citric acid. The temperature was lowered to approximately
100 °C and the aqueous solution of Ho,O3 was added to the transparent solution. The solu-
tion was left under rigorous magnetic stirring until the formation of a gel, then transferred
to a porcelain crucible and dried at 180 °C overnight (16 hours). Upon drying we obtained
a dark brown powder that in turn was calcined at 450 °C for 20 h. This resulted in a pink

powder, which was ground in a mortar and pressed into pellets. Finally, annealing at 1350



°C for 50 h in air resulted in a pale pink powder.

The wet-chemical synthesis approach provides a homogeneous mix at the atomic level, and
as such, a shorter diffusion path for cations and anions upon crystallization and growth. A
lower temperature during heat treatment gives better control and tuning possibilities of the
products. The treatment at high temperature could possibly be a reason for the presence of
Ti*t in the as-grown HosTisO7 crystals of Ghasemi et al,!! however, we were unable to spot

any deviation in stoichiometry at these conditions for our powder samples

Single crystal growth

Crystal growth was performed using the floating zone technique. The Ho,TisO7; powder
was well ground with mortar and pestle for several minutes before it was funneled into a
latex balloon. We added a piece of cotton above the powder to limit powder losses during
evacuation of the balloon using a vacuum pump (RM-001, Crystal Systems Corporation).
We pressed the powder into rods with an approximate diameter of 5 mm and 7 cm length
using a hydrostatic water pressure of 70 MPa for 30 minutes. These were thereafter sintered

for 15 hours at 1350 °C in air to give dense, sturdy rods.

We sintered the rods using a vertical furnace with a rotational lifter (model VEF-1800-BR
from Crystal Systems Corporation). Subsequent inspection of a rod showed that it was
evenly sintered through the entire rod. An uneven sintering, for instance due to a tempera-
ture gradient in the furnace, may easily result in a density variance along the rod direction.
This could affect heat transfer and melting behaviour of the rod and could cause the molten
zone to collapse during the growth as the zone suddenly increases, or decreases, in size.

Again, this was not observed.



For our initial studies we experienced difficulties during the sample rod preparation due to
a starting powder that was too coarse. This caused the powder to be insufficiently tacky,
causing the rod to break into small pieces when we tried to remove it from the balloon.
No improvement was gained on leaving the coarse powder under pressure for several hours.
However, grinding the sample into a finer powder gave rods that were much less brittle and

sufficiently robust for the growth experiments.?*

An optical mirror furnace, with four 1000 W halogen lamps (FZ-T-10000-H-VPO-series from
Crystal Systems Corporation), was used for the crystal growth. The feed rod was hung with
a platinum wire. The feed and seed rods were rotated clockwise and anti-clockwise, respec-

tively, at a speed of 20 rpm and the lamp stage moved upwards at 3 mm/h.?®

We observed that the highest quality single crystals did not develop facets during the growth.
Based on our experience, we note that the crystals that developed facets during growth con-
sisted of multiple crystallites and were thus unsuitable for neutron experiments. An example

of a crystal showing facets is shown in Figure 2a.

0 1
(a) (b)

Figure 2: a) Example of as-grown Ho,Ti,O7 that developed facets during the growth. b)High
quality as-grown Ho,TisO7 with no visible facets. Scale is in cm.

The color of a material is intimately connected to its electronic state.?® For rare earth cations,

effects caused by differences in crystal field are typically negligible. However, impurities of
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certain d-cations into the structure could possibly trigger color changes. On the other hand,
changes in the occupancy of the oxygen sites may have a significant effect. In this case,
a charge compensation must occur to keep the neutrality of the compound. For rare-earth
titanates this means a partial reduction of Ti** to Ti** which in most cases results in a black
hue as well-known from TiO,.2?" This is usually observed for such oxide crystals grown in
protective Noatmosphere. However, for Czochralski grown crystals of Gd,TisO7_5 and also

for HooTi5O7 the opposite situation i reported, i.e. oxygen deficiency gives a lighter color.

The resultant high quality crystals, example shown in Figure 2b, had a homogeneous clear
orange color with no visible sign of a black hue which could indicate small amounts of Ti(III),
as reported by Ghasemi et al.!' As an initial test of the oxygen stoichiometry a small piece
of the as-grown crystal was heat treated in an oxygen rich atmosphere for 48 hours at 1000
°C. After the heat treatment, the color was compared to that of the as-grown crystal. No

color change was visible, indicating no change in the electronic state of the sample.

This intimate connection between electronic state and color makes visual inspection of the
crystal a simple way of assessing the crystal growth and the oxygen stoichiometry. It is
indeed helpful in the case when neutron diffraction data are not easily at hand, and where
magnetic property studies, as well as X-ray diffraction data are not sufficient to affirm the
presence of small amounts of oxygen vacancies in a compound consisting of both light and

heavy elements.?®

Structural characterisation

Characterisation of synthesized Ho,Ti,0O; powders by powder X-ray diffraction (PXRD)
were performed on a Bruker D8 instrument with Cu monochromatized K, radiation in

Bragg-Brentano geometry.Ppowder neutron diffraction (PND) data were collected at 12 K

10



using the PUS instrument at IFE, Kjeller, and a Displex cooling unit, A = 1.55440 A. The

PXRD and PND data were refined using the Rietveld refinement software Topas. 2’

Single crystal neutron diffraction data were measured at the D9 instrument at ILL, Greno-
ble.?The single crystal specimen was cylindrical with 3 mm diameter and 2 mm height to
limit multiple scattering effects. Data were collected at 30 K with a wavelength of 0.5021 A.
We measured at 30 K to minimise thermal fluctuation while remaining in an uncorrelated
magnetic regime.? During the data collection we measured approximately 1600 peaks pro-
viding an effective number of 330 independent reflections. We refined the single crystal data

using the FULLPROF software package.?!

Results and discussion

Powder X-ray and neutron diffraction

Our XRD analysis shows a phase pure sample of HoyTi2O7, goodness-of-fit (GOF) = 1.467,
space group Fm-3d, see Figure 3. The broad hump in the background visible from 15° < 26

< 25° originates from the instrument.

The PND data were likewise very well fitted, see Table 2 for atomic cordinates. in the Ri-
etveld refinement particular emphasis was put on the oxygen sites to evaluate any possible
deviation from the stoichiometric composition. The refinement of the occupation number
for the oxygen Wyckof! sites 8a and 48f gave a partial occupation of 100.7(7)% and 95(4)%.
The obtained good fit with R,, = 5.026, is shown in Figure 4.Hence, based on the PND
data we conclude that the sample is stoichiometric within uncertainty of the experiment,

however, error bars are significant.

11
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Figure 3: Rietveld refinement of powder X-ray diffraction data of HoyTisO7 measured with
Cu K, radiation A = 1.5406 A
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Figure 4: Rietveld refinement of powder neutron diffraction data of Ho,TisO7; measured at
12 K and A\ = 1.55440 A on PUS at IFE.

Single crystal diffraction

We confirmed the correct symmetry of the single crystal by X-ray Laue diffraction data
obtained on a home-built instrument, shown in Figure 5, with well defined single diffraction

spots in full agreement with space group Fd-3m.

The refinement of the single crystal diffraction data from D9 gave a good fit for the stoi-
chiometric model of Ho,TisO7 Rp = 3.747, Table 3 and Figure 6. The possibility of oxygen

non-stoichiometry was evaluated by refining occupation numbers of the 8a and 48f Wyckoff

12



Figure 5: Laue diffraction of as-grown Ho,Ti;O7 sample by floating zone technique

sites, as well by defining a specific level for non-stoichiometry. Deviation from the stoichio-

metric composition gave a significantly poorer fit, for example Rp = 4.338 for Ho,TisO7_,

with x = 0.1.

Table 3: Crystal structure and refinement of single crystal diffraction data for Ho,Ti,O7
measured on D9, ILL at 30 K with A = 0.5021 A30

Empirical formula HosTisO7

Instrument D9, ILL

Temperature 30.0(1) K

Wayvelength 0.5021 A

Crystal structure Cubic

Space group Fd-3m (origin choice 2)
Unit cell dimensions a = 10.10 A32

Sample size

Index ranges
Reflections collected
Independent reflections
R p2-factor®

R pr2,,~factor?

x? (intensity)®

21 x 1.52 x 2 mm?

2<h<10,1<k<17,0<1<9
1600

330

3.053

4.940

5.060

In order to better evaluate the possibility of oxygen vacancies we have visualized the positive

Fourier difference between the experimental data and our crystal structure refinement, see

Figure 7a. Possible deviation from the ideal positions in the crystal structure is visualized

Oa
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Figure 6: Visualisation of the refinement of single crystal diffraction data. HosTisO7 mea-
sured on DY, ILL at 30 K with A = 0.5 A.39 Observed, calculated and difference in intensities
in black, red and blue.

by the scattering length density isosurfaces in yellow. These show a positive difference, indi-
cating excess scattering length density (SLD), in proximity to the two oxygen sites, Wyckoff
sites 8a and 48f.

The features in the isosurfaces, as well as in the atomic arrangement, are related by a center
of inversion at the fluorite 8¢ Wyckoff site (3/8, 3/8, 3/8), see Figure 7a. The isosurfaces
show an elongated feature along the face diagonals outwards from the oxygen 8a site. These
elongations run along the crystal field directions shown in Figure 7b, with an extension
less than a quarter of the Ho-O distance, approximately 0.55 A. The spin ice behaviour is
strongly dependent on the crystal field directions and, as such, any variation of the oxygen

atoms along these direction are of significance.

The isosurfaces shows a disparity of the neutron scattering intensities relative to those for
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an ideal HooTisO7. The disparity could be due to aspects of oxygen vacancies or substitutes,

twinning of the crystal, a surface effect or dynamic effects relating to the oxygen sites.

Figure 7: a) Crystal structure of HoyTi,0O7, space group Fd-3m; holmium in pink, titanium
in blue and oxygen in red. The positive Fourier difference from our refinement is shown as
yellow isosurfaces. b) Crystal structure of HoyTi5O7, crystal field direction given by black
arrows.

The isosurfaces correspond to a disparity of the neutron scattering intensities to the ideal
neutron scattering profile of HopTisO7. The disparity could be due to oxygen vacancies (or
substitutes), twinning of the crystal, a surface effect or dynamic effects relating to the oxygen

sites.

To address the possibility of oxygen vacancies or substitutes, we note that any vacancies
will lower the SLD, rather than give the observed enhancement. In a series of refinements
we added an oxygen atom to our refinement at this site to account for the extra scattering
length density. However the refinement gave an occupation of < 0.1 % and no improvement

in the overall fit to the data.

If the origin of the isosurfaces is due to twinning of the crystal, then certain Bragg peaks

15



would have a non-resolution limited lineshape or peak splitting. We have no indication of
this from our single crystal diffraction experiment on D9. We also considered the possibility
that isosurfaces originate from dangling bonds at the surface of the crystal. However we
discount this possibility due to the relative ratio of surface to bulk atoms, approximately 1

to 1.5 million, a resolution that the D9 experiment is not sensitive to.

Finally, a dynamic effect could not be distinguished within the time frame of a neutron
scattering experiment. This leaves us to question whether our observation originates from
the degenerate ground state of the structure. Trump et al.' report a static displacement
from the Fd-3m Wyckoff sites through the use of HAADF STEM, arguing that dynamic
displacements would not show due to the long timescale of the measurement. The same can
be said for our experiment. Neutron diffraction measurements have a timescale in the order
of minutes and we would therefore expect to see the average position from dynamic motions

with a nano- to picosecond timescale.

Test growth of Yby,Ti;O7

A test growth of YbyTisO7 using the floating zone technique and the optimised synthesis ap-
proach described earlier gave a transparent, colorless single crystal, Figure 8, indicating the
ideal composition. Note the different sections of the figure where: a) is the poly-crystalline
interface between the sintered seed rod and the single crystal, b) is the transparent colorless
single crystal, and c) is a poly-crystalline section due to quenching when the seed and feed

rod were separated at the end of the growth.

Our results stand in contrast to the findings of Arpino et al. who reports a dark red color ¢
when attempting to grow Yb,TisO7 with the floating zone technique, the pale brown color

reported by Li et al.,’® and the black color reported by Li et al.'* This span of different
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colors can not be obtained with one electronic state for the Yb- and for the Ti-cations.?%

It therefore stands to reason that it is impossible for all these reported single crystals to

possess the ideal composition YbyTisO5.

Arpino et al. were able to solve the color issue of the crystals by making use of a eutectic
composition in the molten zone, also known as the travelling solvent floating zone technique,
to obtain colorless single crystals like the one we obtained in our growth study. As YbyTisO7
is a congruently melting compound, this extra step via the eutectic composition should not

be necessary.

||||||IHIIIIII]HI
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Figure 8: Test growth of a YbyTisO7 sample by floating zone technique; a) the poly-
crystalline interface between the sintered seed rod and the single crystal, b) the transparent
colorless single crystal, and c¢) a poly-crystalline section due to quenching when the seed and
feed rod were separated at the end of the growth.

Conclusion

We have shown the suitability of the floating zone technique for synthesis of stoichiometric
Ho,Ti50O7 single crystals of high quality. The additional test growth of YbyTisO7 indicates
that the floating zone technique is suitable for growth of related RE;TisO; (RE = rare
earth) compounds, in agreement with earlier practice.!®?° The absence of a dark hue in our
as-grown crystals shows that such a feature is not an intrinsic effect of the growth method

utilized in this work. This is in contrast to the conclusions reached by Ghaseemi et al.!!
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Other origins need to be explored to explain the vast range of colors, and electronic states,

observed for RE;TisO7 compounds.

We have ascertained that an initial step of powder synthesis might be a key component in
producing stoichiometric single crystals. In literature, the synthesis route of single crystals
are often not described in full detail, which can be problematic when a small deviation
from the expected composition can have a large impact on the measured properties. In this
work we provide a clear synthesis route from powder to finished single crystal, for which the
quality has been studied with neutron diffraction. Though we have high quality crystals we
nevertheless observe a deviation in the Fourier maps for the 8a oxygen sites along the strong
crystal field directions. This work complements and refines the results provided by Trump

et al. on related compounds with a strong focus on the oxygen sites.
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1 Introduction

High pressure experiments in condensed matter physics have historically been a source of
significant discoveries [1|. In neutron scattering these experiments prove extremely challenging as
large samples are needed in order to secure a descent signal, this in turn means that larger forces
are needed to achieve high pressures. Larger cells are then needed which in turn increases the
background signal significantly. This coupled with the considerable risk of the sample breaking
and the cost and difficulty of sample preparation is enough to make high pressure experiments a
fairly small branch of the neutron community. All of these issues are only exacerbated in a
uniaxial pressure experiment. Uniaxial pressure allows for an asymmetric distortion of the lattice,
offering a unique possibility to force the sample into novel structural as well as magnetic phases.
This distortion however makes it exceedingly likely that the sample might break.

In this project i describe a method for calibrating a load gauge that enables in situ measurement
of the pressure during neutron experiments. Since the pressure cell will contract during cooling,
the pressure will also change and an accurate measurement of the pressure is crucial.

The particular pressure cell discussed in this project is developed as a collaboration between the
ESS and ILL and is to be used on neutron beamlines at both facilities in the future. At the
moment however, it is meant to be used to explore the pressure dependency of the spin ice system
HooTisO7 (HTO) as well as the similar compound DysTisO7 (DTO). These materials are
interesting because of the very unique dynamics that arise due to the geometrically frustrated
lattice [2]. Applying uniaxial pressure lifts the magnetic frustration a little bit and forces the
system into a novel, ordered phase. The phase diagram for DTO and HTO can be seen in Fig. 1.1,
it is this phase diagram that we wish to explore using uniaxial pressure. Measurements have
already been performed, these and theoretical simulations can be found in [3].

J J
[
®DTO, P=0 GPa | P} [®DTO, P=1.05 GPa
|(OHTO, P=0 GPa <
AFM AFM
6 J=J, 6 Ji=Jy L 0/
M, M, \\ / (‘
1 | '
" FM FM
2 i 2 il
0 + + 0 +
0 2 | J, 0 2 4 J
D D
P [001], k%' =0 P | [001], °°" = 1.34%

Figure 1.1: Left: Phase diagram for pyrochlore materials as a function of different coupling
constants, DTO are placed for no and 1.05 GPa applied pressure. Right: A tetrahedron as the
ones in pyrochlore materials, the coupling constants are drawn in. Figure from [3]

In the following i will discuss the cell design and attempts at calibrating the load gauge to low
temperatures.
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2 Pressure cell

The pressure cell is constructed according to the schematic shown in Fig. 2.1. The body and
piston is constructed from copper berylium (alloy 25 CW-101C [4]) and the anvils are made of
steel. The cell is designed specifically to contain a load gauge, which allows a continuous
measurement of the pressure on the sample during the experiment.

Sample Viewport 3mm

Figure 2.1: A schematic of the cell design. The cell body (1) contains a space in the bottom for
the force washer (2) which is located underneath the anvils (3). The sample is placed between
the anvils and is located at the same height as the viewports. Pressure is applied to the piston
(4) and the pressure is held constant by screws.

The cell walls are solid except for two "viewports" that are 3 mm in diameter, these are used to
ensure that the sample is upright and aligned. The thickness of the cell wall is 4.5 mm except at
the sample position where it has been reduced to 2.5 mm to increase the signal-to-noise ratio. The
steel anvils are a temporary solution as they are not at all hard enough to withstand the pressures
needed during an experiment. Furthermore steel can be magnetized and this is a problem as this
will be enough to potentially ruin a measurement with polarized neutrons.

During the calibration of the force washer, a different cell design was used. The deign is essentially
the same except that this cell is larger and has two windows at the sample position. This load
gauge also has the option to be mounted with a gas membrane. The membrane can be connected
to a container of pressurized Nitrogen which is then used to vary the pressure. This allows for a
constant exertion of force, largely independent of changes in the cell due to thermal contraction or
expansion. A picture of this cell and the gas membrane can be seen in Fig. 2.2.
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Figure 2.2: Pressure cell used for calibration. As with the other cell, Fig. 2.1, this one has a
BeCu body and steel anvils. The main differences being the windows at the sample position as
well as the option to use with a gas membrane. Nitrogen gas is connected to the tube on the
top.

3 Load Gauge

The pressure sensor chosen for this project is a commercially available 40 kN load gauge from
HBM |[5]. Initially a 100 kN gauge was chosen but it was changed to the 40 kN model due to its
higher sensitivity in the pressure range of interest. The gauge employs a strain gauge based setup
in order to measure the applied load. The exact design is unknown as these gauges are
commercially available and thus that information is proprietary. The design however is some
version of a wheatstone bridge [6] as the one shown in Fig. 3.1. The strain gauges are resistors

Figure 3.1: A Wheatstone bridge setup as the one used in the Load gauges. When no load is
applied the bridge is balanced and Vss = 0. The specific bridges in the force washers are most
likely more complicated and given the size of the cell more strain gauges are needed to ensure
accurate measurements.

mounted with glue inside an outer shell. They are constructed such that they sensitive to strain in
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we— \d S

Figure 3.2: An example of a strain gauge, the dark wire is the conducting part. Picture from

[7]

one direction, a picture of a strain gauge is presented in Fig. 3.2. The idea is to place SG; and
SGgs at a position where the material contracts and SGo and SG4 at a position where it expands
when a force is applied to the outer shell. The signal from the load gauge can then be shown to be,

Ve SGy  SGy
Ve SGi+5Gy SGs+SGy

Rig = (3.1)
The idea is that this value should be zero for a balanced bridge, when no load is applied. When a
load is applied, the resistance in the odd numbered strain gauges will decrease whereas it will
increase in the even numbered strain gauges. This particular setup wheatstone setup is called a full
bridge because it utilizes all 4 active elements in the wheatstone bridge, contrary to the simpler
quarter or half bridge setups where 3 and 2 of the strain gauges are exchanged for normal resistors.
The option to use a piezoelectric Load gauge was considered, but since we will be cooling to ~ 2 K
there is a risk that a phase transition will cause the piezoelectric effects to disappear. Most likely
the strain gauges are attached with glue and there is a risk that the glue will become brittle and
break as it is cooled. The risk of some material in the circuit becoming superconducting is of
course present, but no super conducting phase transition were observed. If the glue does not break
and nothing becomes superconducting, the resistance in the circuit might still change dramatically
with temperature and thus the load gauge still has to be calibrated down to ~ 2 K in order to
accurately determine the pressure during experiments.

4 Data

Before the temperature dependence of the load gauge can be determined, a room temperature
calibration is needed in order to convert between membrane pressure and applied force. Naively,
this should not be necessary as the membrane area is known and thus it should be straight
forward to calculate the relationship between the membrane pressure and the applied force

F = PApemp. (4.1)

This is however not correct as the membrane bulges quite a lot causing the contact area between
the membrane and the piston to be somewhat smaller than the membrane area. In order to get
such a calibration curve the load gauge response is measured as a function of applied force with a
press at room temperature, the corresponding curve can be seen in Fig. 4.1a. Then the load gauge
response as a function of membrane pressure is measured at room temperature, these two
measurements are then combined yielding the curve in Fig. 4.1b. Luckily this relationship is linear
meaning that the contact area is constant in the pressure range of interest.
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tion of the load gauge response (LG), the fit yields the  brane pressure, LG is translated into a force us-
relationship: F = 5.6-10* NV/mV- Rrg—0.07-10* N ing the result from Fig. 4.1a, the fit yields: F =
501.52 N /bar - P — 501.47 N.

Figure 4.1

4.1 Oak Ridge Measurements

The following measurements were done at SNS at Oak Ridge National Laboratories, TN, USA.
The pressure cell containing the load gauge was cooled in a cryostat, membrane pressure was then
increased to 30 bar in steps of 5 bar. The cell was then cooled further and the process was
repeated. Around 75 K, clear signs of the piston jamming was observed and after heating the cell
back to 100 K the process was changed. The pressure was then kept constant during cooling to
prevent the piston jamming. The lowest temperature achieved was around 40 K which is a lot
higher than base temperature of the cryostat used, but a heat leak prevented further cooling. The
first thing to notice is the two lowest membrane pressures, 0 and 5 bar behave very differently
from the rest of the pressures. These two curves are only separate above ~ 240 K and around 170
K they merge with the 10 Bar signal as well. This is a sign of the piston jamming. As the
temperature is lowered, the piston and cell body contracts at slightly different rates causing
increased friction. Essentially this means that a higher pressure is needed to move the piston.
This is not much of a problem since the pressure range of interest is higher ~ 20-30 Bar.

Each of the curves have been fitted with a third order polynomial, the parameters can be seen in
Tab. The gauge response changes quite drastically all the way down to the lowest achieved
temperatures, this is somewhat surprising as the thermal contraction of both copper and steel
stops around LN temperatures at 77 K [8]. This indicates that the change below 80 K is mostly
due to the electrical properties of the gauge changing.

The Load gauge response as a function of the membrane pressure is plotted in Fig. 4.3. According
to the manufacturer this relationship should be linear and, disregarding the 0 and 5 Bar data, it
does however seem that the error might be slightly overestimated.
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Figure 4.2: Load gauge response as a function of temperature for 7 different pressures. Each
of which have been fitted to a third order polynomial Ryg = aT?® +bT? + cT + d. The error on
each point is estimated to be 0.3 mV/V.
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Figure 4.3: Load gauge response as a function of pressure for 9 different temperatures. The
response for the 5 highest pressures are fitted to a linear model.

The fact that the load gauge response is linear is key in order to produce a simple relationship
between the applied force and the measured response as a function of temperature. It could also
be done with a more complicated function but data at more pressures would be needed to
accurately map the dependency. An alternative could be to determine the material composition
and theoretically predict the temperature dependency of the response.
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Figure 5.1: Load gauge response as a function of temperature for 5 different pressures. Each
of which have been fitted to a third order polynomial. Ry = aT® + bT? + ¢TI + d(F) with the
same a, b and c¢ parameters found as the weighted average of the a,b and ¢ parameters found
in Fig. 4.2. They can be found in Tab.1

5 Analyzing the data

The objective is to obtain an expression that allows ud to measure a temperature and a response
from the load gauge and calculate the corresponding force applied to the sample. It seems like all
the curves in Fig. 4.2, except for the two lowest pressures, have the same temperature dependency
except of an offset. This means that for a given applied force F' The load gauge response can be
described by a 3rd order polynomial

Rig = aT? + bT? + ¢T + d(F). (5.1)

As the constant a, b and ¢ are should be the same for different pressure, they are found as the
weighted average of the fit parameters of the 10 bar - 30 bar fits from Fig. 4.2. The data is then
refitted with 3rd order polynomials with d(F) being the only free parameter, as i assume that the
other parameters are independent of the applied force. The resulting fits can be seen in Fig. 5.1.
The 0 bar and 5 bar measurements are discounted due to the apparent jamming of the piston.
These fits describe the data to an acceptable degree. The offset parameter d(F') can then be
plotted as a function of the force and fitted to a linear model. The fit is rather poor y,eq = 4.2
this seems to be due to the errors being slightly underestimated. The parameters with errors are
shown in Tab.1. Combining the results from Fig. 5.1 and Fig. 5.2 yields an expression that given
a measurement of the temperature and load gauge response gives the force applied to the gauge.
Ry —al®—bT? —cT — f

F - : (5.2)

with simple error propagation [9] the error is given as

o = (U“STB>2 + <Ub;[2)2 + <OZT>2 + (%)2 + (UZF>2. (5.3)




Morten Lunn Haubro Project Outside the Course Scope 6 Additional measurements

d(F) [mV/V]

6 8 10 12 14
F [kN]

Figure 5.2: The offset parameter (d(F')) from Eq. 5.1 plotted as a function of the force applied
to the load gauge. Fitted to a linear model (d(F') = eF' + f) with parameters shown in Tab. 1.

The error on the load gauge response and the temperature is left out, it is assumed that the
temperature measurement is so precise that it will contribute negligibly. We simply have no good
estimate for the error on the load gauge response, more measurements to get actual statiscs are
needed. Looking at Eq. 5.3 it is clear that the error will depend quite heavily on temperature, and
indeed calculating the force for T = 100 K and Rypg = 0 mV/V gives F' = 31 + 9 kN where as for
4 K and the same measured signal it gives F' = 16 £ 2 kN. This is obviously still a massive error,
solutions to this will be considered in the discussion.

Rrg = aT3 +bT?% + cT + d(F)

a b ¢
(—1.6+1.5)-1077 25 | (24+0.7)-10~* 2 | (—-0.06 +0.01) %
d(F) =eF +f

e f
(0.5543 £ 0.0007) % (0.350 & 0.006) =¥

Table 1: Fit parameters for the polynomial fits in Fig. 5.1 and Fig. 5.2

6 Additional measurements

Upon returning from Oak Ridge the 40 kN load gauge turned out to be broken, whether this is
was a consequence of the cooling or rough handling during preparation or travel is unknown. In
fig. 6.1 a measurement of the load gauge response as a function of time during cooling is shown,
where multiple sharp drops and jumps are observed. This is a measurement of the load gauge
without the cell at ambient pressure so any change observed is purely due to changes happening in
the load gauge.
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Figure 6.1: The load gauge at ambient pressure signal in units of mV/V as a function of time
during cooling.

These changes could be due to either the gauge itself contracting or it could be due to electrical
changes in the gauge circuit. It is most likely the latter, as the former would result in slower
continuous changes instead of the steep discontinuous jumps observed.

7 Discussion and Conclusion

Obtaining an expression to calculate the force from the load gauge response is a very important
step in order to be able to measure the force during a neutron experiment. The large error
associated with the result is however troubling. The best solution to this problem would be to
perform additional measurements at constant membrane pressure and measure the response
during cooling. Getting better statistics would also allow an estimate on the actual error of the
measurement instead of the estimate used here. As the magnitude error is very uncertain it is not
possible to estimate how well the 3rd order polynomial fits the data compared to other models.
However, the important thing is that it offers a consistent estimate of the applied force and then
the underlying physical relationship is of no actual interest.

The behavior observed in Fig. 6.1 might indicate that air trapped inside the gauge is messing with
the signal as it is condensing during cooling. This could be alleviated by drilling a hole in the
outer shell of the load gauge or by introducing space for the air to pass through in the wire. Both
of these approaches are however risky with the commercial gauges as we have no way of knowing
exactly how they are constructed and thus we risk breaking the wires or in the worst case the
strain gauges mounted on the inside.

Before this particular gauge can be used as a reliable sensor at cryogenic temperatures it is
necessary to establish whether or not the components are able to withstand multiple cooling cycles.
Two seperate gauges broke during the measurements presented here, we cannot be sure that it was
because of the cooling, but at this point it seems highly likely. Since the design is proprietary it is
impossible to know what we might need to change in order to make them work. For these reasons
the approach presented in this project has been abandoned for a simpler gauge design.
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Brush Legierung 25 CuBe 2, W.Nr.2.1247.CW 101 C
vor dem Aushérten

A R410 2.1247.40 - 410 - 540 190 - 380 -/- 35-60 90-150 9 0,0/00
1/4H R510 2.1247.54 - 510-610 420 - 560 -/ - 10-35 130-190 9 0,0/0,0
1/2H R580 2.1247.55 580 - 690 530 - 660 -/- 8-25 180-220 8 08/15

H R680 2.1241.56 - 680 -830 650 - 800 -/- 2- 8 215-270 8 25150

nach dem Aushérten (vom Kunden)

AT R1130 2124760 3h/315 1130-1350 960-1210  780/830 3-10 350 -410 13 -1-
T4HT R1190 2.1247.74 2h/315 1190 - 1420 1050 - 1300 820/ 910 3-6 360-430 13 -/-
1/2HT R1270 2124775 2h/315 1270-1490 1100-1350  880/980 1-5  370-440 12 -/-

HT R1310 2.1247.76 2h/315 1310-1520 1150-1420 920/ 1020 1-3 380-450 12 -/-

Brush Legierung 180 CuBe 2, W.Nr.2.1247. CW 101 C
werksvergiitet

AM R 690 690 - 760 480 - 660 400/ 410 16-23 210-250 11 0,0/00
1/4 HM R 750 - 750- 830 550 - 760 480 / 500 15-20 240 -280 1 13/18
1/2HM R 820 2.1247.69 830- 930 690- 870 530/ 580 12-18 260-310 11 1,5/2,0

HM R 930 - 930 - 1040 750 - 950 600 / 660 9-15 290- 350 1 25/30

SHM - - 1030-1100 860 - 970 670/730 9-14 310-360 11 28135
XHM - 2.1247.79 1100 - 1250 970 - 1150 760 / 840 4-10 350-390 11 35/55
XHMS R 1200 - - 1200 - 1320 1030 - 1250 780/ 870 3- 9 360-420 11 45/8,0
Brushform 290 CuBe
werksvergiitet
T™ 00 690 510 - 670 -/ - 19-28 225-310 9 0,0/0,0
™ 02 - 830 660 - 800 -/ - 14-25 255-340 9 0,0/0,0
™04 - 960 790 - 940 -/- 9-20 285-370 9 1,0/1.0
T™MO06 - - 1070 930 - 1070 -1 6-13  315-400 9 25125
T™M08 - - - 1210 1070 - 1210 -/ 3-10 345-430 9 35135
Brush Legierung 165 CuBe 1,7, W.Nr. 2.1245. CW 100 C
vor dem Aushérten
A R410 2.1245.40 - 410-530 190 - 380 -/- 35-60 80-150 9 0,0/0,0
1/4H R510 2.1245.54 510-610 410 - 560 -/- 15-35 120-190 9 00/05
1/2H R580 2.1245.55 580-690 510 - 660 -/- 8-25 180-220 8 10/18
H R680 2.1245.56 680 - 830 620 - 800 -/ - 2-8 210-270 8 30/55
nach dem Ausharten (vom Kunden)

AT R1030 2124560 3h/315 1030-1250 900 - 1140 700/ 780 3-12 330-380 13 -/ -
14HT R1100 2124574 2h/315 1100-1330 930-1210 740/ 820 3-8 340-390 13 -/-
12HT R1170 2.124575 2h/315 1170-1380 1030 - 1250 800/ 890 1-5  360-410 12 -/-

HT R1240 2.124576 2h/315 1240 - 1450 1060 - 1300 890/ 980 1-3  370-440 12 -/-

werksvergiitet

AM - 680 -760 480 - 660 390/ 400 18-23 220 - 250 11 13/ 18
14HM - - 750-830 550 - 760 460 / 480 15-20 240 - 280 11 1.5/ 18
12HM - - 830-940 650 - 870 520 / 560 12-18 260 - 300 11 20/ 25

HM - - 930 - 1040 750 - 950 580 / 640 9-15 285-345 11 38/ 55

SHM - 1030- 1100 860 - 970 630/ 700 9-14 310- 360 11 50/ 85
XHM - - - 1100 - 1210 930 - 1140 720/790 3-9 330-380 11 6,5/11,0
Brush Legierung 10 CuCo 2 Be, W.Nr. 2.1285. CW 104 C
Brush Legierung 3 CulNi 2 Be, W.Nr. 2.0850. CW 110 C
vor dem Aushérten
A R240 2.1285.40 240-380  140- 320 -/- 20-35 60-130 11 00/0,0
He - 2.1285.56 - 480-590  370- 560 -/- 2-10 140-180 14 05/06

HR - 2.1285.59 550-700 450 - 650 /- 2-8 160 -200 14 -/ -

nach dem Aushérten

AT R 680 2.128560 3 h/480 680 -900 550 - 690 370/ 370 10-20 195-250 25 10/18
1/2HT/HTR 750  2.1285.75/716 2h/480  750-940 650 - 870 500/ 530 5-15 215-270 21 20125

HTR R 820 2.1285.79 werksvergutet 820 - 1040 750 - 970 -/ - 1-8 240-290 27 30/60

HTC - werksvergiitet 520 - 620 340 - 520 -/ - 5-15 150 - 200 34 10/15

*DIN EN 12384

'Richtwert (eigener Verformungstest empfohlen)



Wertetabelle ~ Biander
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Brush Legierung 174 CuCo 0.5 Be
werksvergiitet
HT 760 - 895 690 - 825 580/680 1-11 230 - 280 26 15 138 275-310  1,2/50
12 HT 665 - 790 550 - 690 530/630 10- 20 180 - 230 29 20 138 275-310 0,5/0,5
Brush Legierung 60
werksvergiitet
3/4 HT 790 - 930 655 - 790 600/700 >11% 210- 270 29 - 138 275-310 0,7/0.7
HT 825 - 965 720 - 860 610/730 >10 % 230 - 290 29 = 138 275-310 1,515
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Brush Legierung 360 NiBe 2
vor dem Aushérten
A 650 - 890 270 - 480 30 105 - 200 2 0,0/00
1/4H 750 - 1030 440 - 860 15 150 - 295 2 0,0/0,0
12H 890 - 1170 790 - 1100 8 160 - 385 2 07/12
H 1060 - 1340 1030 - 1310 1 180 - 495 2 1,2/20
nach dem Ausharten (vom Kunden)
AT 2,5h /510 min. 1480 1000 - 1200 +/- 586 12 340 - 530 4 -/-
1/4 HT 25h/510 min. 1580 1050 - 1300 +/- 586 10 380 - 600 4 -/-
1/2 HT 1,5h/510 min. 1680 1100 - 1350 +/- 586 9 395 - 695 4 -/-
HT 15h/510 min. 1860 1150 - 1400 +/- 586 8 445 - 695 4 -/-
Brush Legierung 360 NiBe 2
werksvergiitet
MH 2 1060 - 1240 680 - 860 14 auf Anfrage 3 0,0/00
VIH 4 1240 - 1410 820 - 1060 12 auf Anfrage 3 05/05
MH 6 1370 - 1550 1030 - 1200 10 auf Anfrage 3 1,0/1.2
MH 8 1510 - 1670 1170 - 1410 9 auf Anfrage 3 12116
MH 10 1650 - 1860 1370 - 1550 - 8 auf Anfrage 3 15422
MH 12 1790 - 2000 1510 - 1860 8 - 3 20/30

*DIN EN 12384

'Richtwert (eigener Verformungstest empfohlen)

Liste gultiger Normen

Produktform Deutsche und Européische Normen:
Band DIN 17670, DIN 1777, DIN 17666, DIN EN 1654, DIN EN 1652, DIN EN 1758
Stangen, Rohre DIN 17672, DIN 1791, DIN 17671, DIN 1756, DIN 17666, DIN EN 12163, DIN EN 12164, DIN EN 1652, DIN EN 1758
Draht DIN 17682, DIN 17666, DIN 2076, DIN EN 12166
Ausléandische Normen:
ASTM B-194, B-196, B-197, B-441, B-534, B-570, B-564
U. S. Federal QQ-C-530, QQ-C-533
U. S. MIL MIL-C-46087, MIL-C-81021
AMS 4530, 4532, 4650, 4651, 4725
CDA C-17000, C-17200, C-17300, C-17500, C-17400, C-17510, C-17460
B.S. BSS-2870, BSS-2873
SAE 1461, J463

RWMA

RWMA Class 3, RWMA Class 4




Physikalische Eigenschaften von CuBe Legierungen

Brush Kupfer-Nr. Dichte Elastizitats-  Mittlerer thermischer Thermische Schmelzbeginn  Biegewechsel-
Legierung kg/dm*  modul Ausdehnungs- Leitfahigkeit (Solidus- festigkeit
kN/mm?* koeffizient W/m°k temperatur) °C  n= 10° +/- N/mm?
(x10°/°C, (nach Aushartung)
20 °C bis 200 °C)
25/190/290 C 17 200 83 125-135 17 110 870 270
M25 C 17 300 8.3 125-135 17 110 870 270
165 C 17 000 8.4 125-135 17 110 890 260
10 C 17500 8.8 131-138 18 210 1000 210 - 240
3 C17510 8.8 131-138 18 230 1000 210 - 240
17410 C 17 410 8.8 138 18 239 1020 280-310
60 C17 460 8.8 138 18 225 1030 -
360 N 03 360 8,75 200 14 49 1380 -
Chemische Zusammensetzung
Brush Kupfer-Nr.  Beryllium  Kobalt Nickel Blei Kobalt+Nickel Kobalt+Nickel+ Zinn Titan Kupfer
Legierung % % % % % Eisen % % % %
25/190/290  C 17 200 1.80-200 - - 0.20 Min. 0.60 Max. - Rest
M25 C 17300 1.80-2.00 - 0.20-0.60  0.20 Min. 0.60 Max. - Rest
165 C 17000 160-1.80 - - - 0.20 Min. 0.60 Max. - Rest
10 €17 500 0.40-0.70 2.40-2.70 : < = = Rest
3 C17510 0.20-060 - 1.40-2.20 = = = Rest
17410 C17410 0.15-050 0.35-0.60 - - Rest
60 C 17460 0.15-0.50 1.00 - 1.40 0,25 Max. Rest
360 N 03360 1.80 - 2.00 Rest - - - 04-10 -
Verformbarkeit Aushértung
Biegung parallel
zur Walzrichtung

"Bad Way”

Zugfestigkeit Rm [N/m]

(370°C) kurze Zeit, kurzs
Ausscheidungshartezeit.

Zeit in Stunden t [h]

Ansprechen von Brush Legierung 25 auf eine Ausscheidungshartung bei drei
verschiedenen Auslagerungstemperaturen.




Wertetabelle ~ Stangen, Drdhte, Platten, Rohre

\4 N
N o® o o «
5 N X N Q < ©
& & o \ oF WV N &
& & R R W « - S
I & O < o & ¥ N
(oY <0 xO' Qp ,,\,\Q <& ‘\(\0 DU < .\5(,
@ N N 5 §® © o N 3 o
S W W W o R ofo N N\ NS
Brush Legierung 25 CuBe 2
vor dem Aushérten
A R420 2.1247.40 - 420- 600 140- 250 35 B45- 80 90 - 150 9
<25mmH R650 2.1247.55 - 650- 900 500- 750 10 B 88-103 200 - 250 8
>25mmH  R650 2.1247.55 - 600- 800 500- 750 10 B 88-103 180 - 240 8
nach dem Aushirten (vom Kunden)
AT - 2.1247.60 3h/325 1150 - 1350 1000 - 1250 3 C36- 41 360 - 390 13
<25mm HT - 2.1247.75 2h/325 1300 - 1500 1150 - 1400 2 C39- 44 390 - 430 12
>25mm HT - 2.1241.75 2h/325 1200 - 1500 1050 - 1400 2 C38- 43 380 - 420 12
Brush Legierung M25 Automatenqualitat
Cube 2Pb W ln2 1248, CW 102 € nue e Stangen
vor dem Aushérten
A R410 2.1248.40 - 410- 600 140 - 250 35 B45- 80 90 - 150 9
<25mmH R620 2.1248.56 - 650- 900 520- 750 10 B 88-103 200 - 250 8
>25mmH R620 2.1248.56 - 620- 870 500- 750 10 B 88-103 180 - 240 8
nach dem Aushirten (vom Kunden)
AT - 2.1248.60 3h/325 1150 - 1350 1000 - 1250 3 C36- 41 360 - 390 13
<25mm HT - 2.1248.75 2h/325 1300 - 1500 1150 - 1400 2 C39- 44 390 - 430 12
>25mm HT - 2.1248.75 2h/325 1200 - 1500 1050 - 1400 2 C38- 43 380 - 420 12

Brush Legierung 25, CuBe 2 und Ni25 Automatenqualitat
CuBe 2 Pb W.Nr.2.1248. CW 101 CICW 102 C nur fir Desibite

vor dem Aushérten min. min.
A - 2.1247.40 - 420 140 35 - - 9
12 H - 2.1247.55 - 650 580 5 - 9
H - 2.1247.56 - 900 730 - 8
nach dem Aushérten (vom Kunden)
AT - 2.1247.60 3h/325 1140 1000 3 - - 13
1/2 HT - 2.1247.75 2h/325 1250 1140 1 - 13
HT - 2.1247.76 2h/325 1300 1240 1 - 12
Brush Legierung 10 CuCo 2 Be, W.Nr. 2.1285. CW 104 C
Brush Legierung 3 Culi 2 Be, W.Nr. 2.0850. CW 103 C
vor dem Aushdrten
A R250 2.1285.40 - 250- 370 140- 210 20 B25- 45 70 - 100 11
H R450 2.1285.56 - 450 - 550 380- 530 10 B60- 80 130 - 180 11
nach dem Aushérten
AT R650  2.1285.60 3h/480 650 - 800 500- 650 10 B92-100  195-235 25
HT R 750 2.1285.76 2h/480 750- 900 680 - 830 8 B 95 - 102 210 - 260 27

Empfohiene Schnitt- und Vorschubgeschwindigkeiten

Bearbeitung Schnittgeschwindigkeit m/min. Vorschub mm/U  Schnitttiefe Werkzeugmaterial®
Legierungen 25, M 25 und 165
Drehen
angelassen 450 025-05 02-3 C-2
gezogen, hart 360 025-05 02-3 C-2
wérmebehandelt 270 025-05 02-3 C-2
Bohren
angelassen 60 - 100 0,05-0,23 HSS.
gezogen, hart 45- 90 0,05-0,23 HSS.
wérmebehandelt 30- 90 0,05-0,23 H.S.S.
Gewindebohren
angelassen 15- 30 = H.SS.
gezogen, hart 9- 18 H.S.S.
wérmebehandelt 4- 8 - H.SS.
Legierungen 10 und &' ‘
Drehen 450 - 540 0,25 - 0,64 1:3:23:2 C-2
Bohren 38-180 0,05-0,12 - H.S.S.
Gewindebohren 5- 45 - - H.SS.

* H.S.S. = Schnellstahl

* Beim Gewindebohren von Brush Legierung 3 und
Brush Legierung 10 ist die Schnittgeschwindigkeit
sehr kritisch. Je kleiner der Gewindebohrer ist, desto
kleiner sollte die Schnittgeschwindigkeit sein.
C-2 = Hartmetall
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C.2 Stainless Steel 316
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1.4436 AISI 316

Standards

Description

Special properties

AISI/SAE UNS
$31600

Material No. EN Designation

1.4436 X3CrNiMo17-13-3 316

| 1.4436 / AISI 316 is an austenitic chromium-nickel-molybdenum stainless steel.

1.4436 is a higher alloyed version of 1.4401 an is specified when the corrosion resistance of 1.4401 is no longer

Chemical Composition

Mechanical Properties

considered to be sufficient.

C
%

< 0.05

Cr
%

16.5-18.5

Hardness HB 30

Si

<%
1.00

Mo
%

2.50-3.00

0.2% Yield strength R,

Mn
<%

2.00

Ni
%

10.5-13.0

Tensile strength R,

Elongation A;

Modulus of elasticity

20°C < HB > N/mm?2 N/mm?2 > % kN/mm?2
215 200 500-700 40/30 200
. . o
Physical Properties 20°C Density Specific heat capacity Thermal conductivity Electrical resistivity
g/cm3 J/kg K W/m K Q mm2/m
8 500 15 0.75
Suitable welding | 1.4403; 1.4430; 1.4576
filler materials
Application | Cellulose industry, textile industry
Available forms for 1.4436 .
/ AISI 316 Sheets/Plates Bars Wire Tubes/Pipes Fittings Forg;gr{scaSt F'?&iga‘?ﬂ%&)"‘t
o« O og
L™ [ 63 %5 . S
L\ 2 - , \
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All data is without guarantee for correctness/completeness and serves only for consultation. The data sheets do not constitute a legal contract.
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C.3 Cemented Tungsten Carbide MT10MG (WC10)



Datasheet — MT10MG

Product MT10MG
Chemical Composition (%)
WC 90 %
Co 10 %
Microstructure Grain Size (um) 0,70
Density 14,45
Hardness (HV30) 1610
K 1c 11,0
Transverse Rupture Strength (N/mm?) 4 000
Porosity A <02
B 00
C 00

MdlarTrading AB

Mélar Trading AB | Ambomsgatan 2 | 721 32 Vasteras | Sweden
Tel: 021-12 50 00 | Fax: 021-13 03 00
E-mall: info@malartrading.se

www. malartrading.se



