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Abstract 

 

Ice cores enclose a variety climate proxies that are extremely valuable for understanding the past 

climate of our planet. These proxies include trace gases, salts, dust, stable isotopes and acids. Salts, 

dust and acids can originate from many different sources, and each one of them indicates a certain 

atmospheric and environmental condition. Continuous Flow Analysis (CFA) is a method of 

measuring these chemical impurities by analyzing the meltwater that derives from melting a certain 

piece cut from the ice core. The CFA system includes a dust detector, for measuring the dust that 

is incorporated into the ice, the absorption and fluorescence detective methods that measure the 

concentration of certain ionic species and a conductivity meter that measures the conductivity of 

the meltwater, which is the bulk of its ionic constituents. 

In this project, the EDAQ C4D conductivity detector was tested for discrete and continuous 

measurements of conductivity standards in the range of the conductivity values typically found in 

the ice cores. The output of the instrument is voltage, which depends on the frequency of the input 

AC voltage. For discrete measurements the response of the instrument is dominated by a high peak 

matching with the 859kHz frequency and a broad maximum, whose location in the frequency range 

depends on the value of conductivity measured, and the type of tube used. The wide range 

maximum lies in the interval 8-48kHz and shifts towards the lower frequencies as the value of 

conductivity decreases. For continuous measurements the instrument is set to measure in the 

frequency, which gives a linear relation between the voltage output and the conductivity value of 

the standard. This is found to be f = 19219Hz for clear PFA tube of I.D. =0.03’’. 

Then the EDAQ C4D system was applied to analyze the conductivity of the shallow South Dome 

ice core from Greenland. The results are compared with the Model Series 380, a standard 

instrument for electrical conductivity detection, and with other detection methods of the CFA 

system as well. The comparison of the measurements of the two instruments, EDAQ C4D and 

Model 382 Series showed that there is a linear relation of high correlation, between them for the 

certain voltage interval of 0.1V to 0.5V. This upper limit is apparent in the discrete measurements 

too. Moreover the EDAQ C4D exhibits a faster response in conductivity changes.  

The dust and conductivity profiles obtained from the shallow South Dome ice core are compared 

to the dust and conductivity profiles of the upper part of the NEGIS shallow ice core. Conductivity 

and dust lie within a certain range respectively, however there are some notable differences that 

could be due attributed to the different precipitation rates of the geographical areas of origination 

for the two ice cores. 
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Chapter 1 Introduction 

  

The Earth’s climate is a complex system that has a great impact on the life of humans. This is one 

of the reasons we are so eager to understand and describe it. Its beauty and complexity triggers our 

native curiosity. The past climate of the Earth has been very different from the present, and the 

future climate will possibly be much different as well. Internal mechanisms of the Earth-

Atmosphere system along with external mechanisms that affect it, have an impact on the climate 

of our planet, shifting it from old to new equilibrium states, from cold to warm and vice versa.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                Figure 1.1 The complexity of the climate system (Ruddiman, 2008) 

 

Air, water, land, ice, vegetation, ocean and processes such as evaporation, wind, precipitation, 

radiation absorbance and emission, are the major components of the climate system. Changes in 

plate tectonics, in the Sun’s strength and in the Earth’s orbit can alter the complicated interactions 

between the components of the climate system and shift it from its previous state. The system 

responds with internal variations in the interactions between the atmosphere, ocean, ice, vegetation 

and land surface that redistribute the energy and in the long term shift it to a new equilibrium state.   
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Some of these changes occur in cycles, like the changes in the Earth’s orbit, which alter the amount 

of solar radiation that reaches the Earth’s atmosphere and surface, and thus decrease or increase 

the temperature respectively. Milankovitch (1920), first proposed that an orbital configuration with 

low summer insolation in the Northern Hemisphere, triggers the initiation of a glacial period, with 

continental sized ice sheets building up gradually; as the low summer insolation reduces the 

warmth and rate of melting during the summer season, allowing the snow to accumulate and the 

ice sheets to grow. Conversely, in an orbital configuration in favor of strong summer insolation in 

the Northern Hemisphere, temperature increases, accelerating the melting and shrinking of the ice 

sheets. Milankovitch theory explains certain cycles of the ice sheet grow and retreat, but cannot 

explain all the cycles (Ruddiman, 2008). This indicates the complexity of the climate system, as 

other factors and their interactions may have postponed or accelerated the formation of the ice 

sheets in the past.  

As our instrumental records extend back no more than approximately150 years, and are extremely 

limited in their spatial cover, researchers have found ways to extract climatic data from natural 

sources in order to reconstruct past climates. Climate archives are natural records that contain 

information about Earth’s past climate. Some of these sources include ice cores, ocean and lake 

sediments, tree rings, corals and others. The technological bloom of the last decades allowed 

scientists to perform extremely sensitive measurements on them, and examine the recorded history 

of the past climate. The major climate archives are sediments, ice, corals, and trees. Sediment 

archives date further back in time, up to hundreds of millions of years, whereas tree rings date back 

up to few hundred years (Ruddiman, 2008).  

 

 

 

 

 

 

 

 

 

 

                                    Figure 1.2 Climate archives (Ruddiman, 2008) 
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Sediments are created when wind, precipitation etc erode rocks exposed on the surface of the 

planet. The eroded debris is transported in streams and rivers to lakes and oceans, where it is finally 

deposited at the bottom, producing a succession of layers. Likewise, fine grains from distant dust 

storms, ash from volcanoes, and pollen can be blown over water, sink to the bottom, and join the 

deposition process. Organic materials from creatures living within the water also fell down to join 

the sediment layers. Sediments delivered to the seafloor may be preserved for tens of millions of 

years until the tectonic processes finally destroys them.  

Trees can be also used as climate proxies because trees produce annual layers called tree rings. 

These rings are alternations between thick layers of lighter wood tissue formed by rapid growth in 

spring; and thin, dark layers marking cessation of growth in autumn and winter. Their width 

depends on climate conditions and especially on precipitation. Trees usually live up to tens 

hundreds of years.  

In tropical oceans, corals record seasonal changes in calcite (CaCO3), which is incorporated in 

their skeletons creating bands of darker and lighter color. The lighter parts of the coral bands are 

laid down in summer, during intervals of fast growth, while the darker layers are laid down during 

winter. Paleoclimate reconstructions from corals generally rely on geochemical characteristics of 

the coral skeleton such as variations in trace elements or stable isotopes. (Ruddiman, 2008) 
 

Glaciers and ice sheets are formed in areas with very low temperatures; when layers of snow that 

fell during winter season, do not melt in summer, pile up, and gradually build big masses of snow 

and ice. Ice sheets are continental sized layered formations of ice, whereas glaciers are smaller ice 

formations usually deposited on mountains. The annual layers of ice contain a variety of 

information relevant to the composition and prevailing climatic conditions of the atmosphere at 

the time they were formed. Ice sheets and glaciers provide high resolution climatic reconstructions, 

which make them particularly precious for studying the past climate of our planet.  
        

            

 

 

 

 

 

      Figure 1.3 Ice archives; Ice sheet on the left and glacier on the right side (Ruddiman, 2008). 
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Chapter 2 Background Theory  

 

2.1 Ice Core Archives  

 

An ice core sample is typically removed from an ice sheet or a glacier. In polar regions, the 

Antarctic and Greenland ice sheets contain 99% of the Earth’s glacial ice, while high mountain 

ranges in high, mid and low latitudes contain approximately 1% (Post and LaChapelle, 2000). In 

Figure 2.1, a several meters long ice core is presented, from the North Greenland Eemian Ice 

Drilling (NEEM).  

 

 

 

 

 

 

 

 

 

                 

 

Figure 2.1 Several meters long ice core from NEEM (Kenji Kawamura, NEEM ice core drilling 

project, http://www.neem.ku.dk) 

 

Climate information is obtained in a great extent by ice cores. Inclusions like dust and ash from 

volcanic eruptions are deposited over the ice during snowfall. Common climate indicators are 

stable isotopes, the content of salts and acids, and traces gases such as CH4 and CO2 (IPCC, 2013). 

They are proxies of temperature, chemistry and gas composition of the lower atmosphere, of 

volcanic eruptions, wind direction, forest fires etc.  

The main advantage of the ice cores is that they provide a detailed record (Boutron et al., 1995), 

of multiple variables from the same physical location. The main disadvantage of ice core data is 

http://en.wikipedia.org/wiki/Eemian_Stage
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that they are mostly present in the poles and high mountains, and thus provide few information 

about mid and low-latitudes. 

 

2.1.1 How ice sheets are formed  

 

An ice sheet begins to form when temperature is below 0oC and the high precipitation that falls 

remains in the same area and accumulates over many years, often centuries. As year after year new 

snow falls in the region, an ice record of climate and environmental conditions is created.  At first, 

snow falls on the ice surface and gradually, under the weight of new layers, it turns into firn and 

finally into ice.  

The transformation of snow begins if the accumulated snow survives one summer season. This 

year-old snow forms a denser, more compressed layer called firn. The density of firn at the surface 

is approximately 350kgm-3. As density increases with depth, ice crystals change their shape and 

size, as molecules are moving both within the ice lattice and over the crystal surface; the net 

direction of movement of molecules is in the direction where the surface area and free energy tend 

to a minimum. In this way firn grains become denser. As density increases further, firn becomes 

less porous, and the area of contact between crystals is increasing. Recrystallization and 

deformation become the dominant processes: molecular diffusion changes the shape and size of 

crystals in such a way as to reduce the stresses on them. The area of contact between ice crystals 

is increasing, and when the density reaches about 830kgm-3 the air spaces between crystals close 

off, and firn becomes ice. The remainder air that did not escape to the surface is now present only 

as bubbles (Cuffey and Patterson; 2010). 

Although ice cores contain a variety of information, their interpretation is not trivial, because an 

ice sheet is not a static formation – but a dynamic one - that evolves with time. Hence, the layers 

of the ice are moving from the accumulation to the ablation zone due to the mass imbalance 

between these two areas. This imbalance increases the shear stress on the ice sheet until it begins 

to flow. The flow is mostly affected by the slope of the ice, the ice thickness and temperature. The 

topography of the bedrock may affect the flow as well, causing it to fold and to mix layers of 

different depth and thus of different age. Additionally, there are many factors that may affect the 

flow. Such factors can be the basal melting, that depends on the rate of geothermal heat flux of the 

bedrock, the thickness of annual layers, the physical properties and impurity content of the ice and 

others. 

Moreover, the new layers that are formed compress the layers underneath them. The pressure of 

the layers above them and the stretching due to the motion of the ice sheet make the deeper layers 

turn thinner and thinner as the depth increases. This results in the decreasing of resolution of an 

ice core with depth. The time resolution of the shortest time period which can be distinguished 

depends on the amount of annual snowfall, and reduces with depth as the ice compacts under the 

http://nsidc.org/cgi-bin/words/word.pl?firn
http://en.wikipedia.org/wiki/Shear_stress
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weight of new layers accumulating on top. Deeper into the ice, the layers thin further and annual 

layers become indistinguishable. 

Other factors that affect the body of the ice sheet - and hence the ice core extracted from it -are the 

climate conditions. During ice ages, the ice sheets expand, whereas during the interglacial retreat. 

This changes the position of the accumulation and ablation zones with time, and alters the ice flow 

regime. Finding the spot to drill an ice core with the least disturbed ice is very important because 

an ice core will be used to reconstruct a detailed climate record extending over hundreds of 

thousands of years, providing information on a wide variety of aspects of climate at each point in 

time.   

Ice divide is the ideal place for ice core extraction because it is the area where ice does not flow 

horizontally.  If there is not horizontal flow, all the ice at depth is formed from the same location 

at surface. In Fig 2.2 the statement of ice in the surface and its movement downward is shown. In 

the vertical direction the layer is thinner and in horizontal direction is extended. This extension is 

the result of horizontal motion according to distance from the divide.   

Radar measurements are used to find and follow layers in the ice and for investigating bed features. 

Further flow models are used in the process of finding the best position for the desired resolution 

and time span. (Kjær, 2010). 

 

 

 

 

 

 

 

 

 

                        

Figure 2.2 Schematic cross section through an ice divide with flow paths (Cuffey and Patterson, 

2010) 

The first ice cores were drilled in Antarctica and Greenland because in these regions ice sheets 

present large size and thickness and the ice is not disturbed. Long cores are possibly extracted due 

to their thickness and their age is calculated at approximately 100ka and 800ka years for Greenland 

and Antarctica respectively (IPCC, 2013).  
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2.1.2 Dating the Ice Cores  

 

Dating an ice core is a significant aspect of the past climate reconstruction,  as it allows us to 

compare the climate signal to other cores or other climate archives such as sediment cores or tree 

rings.  

If the annual layers are still distinguishable, then we can date the ice core by annual layer counting 

and each depositional event can be clearly seen as a distinct layer. Moreover, summer and winter 

snow can sometimes be distinguished by a melt layer. However, as the snow is transformed into 

ice, the annual layer thickness decreases and the annual stratification becomes obscure. To 

distinguish the layers, analysis of the core is needed. 

Measurements of annual signals such as δ18O, electrical conductivity, dust and variations in the 

concentration of chemical species are performed to count the annual layers. However, as layers 

get thinner and thinner with depth, time resolution diminishes further, and confirmation is required. 

Notable acid or ash layers coming from massive volcanic eruptions of known age, or even ice flow 

computer models can be used for this purpose. 

In regions with little precipitation such as the inland region of Antarctica, the method of detecting 

annual signals is not very effective; and the dating methods applied are flow computer models and 

atmospheric gases with known long lifetimes, such as methane, diatomic oxygen and argon 

(Paterson and Cuffey, 2010). 

 

 

2.1.3 Water Stable Isotopes  
 

In the field of paleoclimatology, a very important tool for reconstructing the past climates are the 

stable isotopes of water, which can be found in a variety of climate archives, such as ice cores, 

corals, tree rings, oceanic and lake sediments, and others. The isotopes of oxygen are the 16O, 17O, 

and 18O, with 16O being the most abundant of three, having 99.76% of total, while the heavier 17O 

and 18O have a small percentage of 0.04% and 0.2% respectively. Hydrogen has two isotopes, the 
1H and 2H (deuterium); likewise the lighter isotope is the most abundant with a percentage of 

99.984%, while the other has an abundance of 0.016% (Bradley, 2014). In general only three 

isotopes of water molecules are significant and used in paleoclimatology: H2
16O, H2

18O and 

HD16O, with relative abundances in marine water of 0.9977:0.0020:0.0003 (Cuffey and Patterson, 

2010). 

 

This fraction between the lighter and the heavier water isotopes and especially between the 

concentration of 18O and 16O in a water sample is given by the δ18Ο value: 
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δ18Ο  = (
(

18𝑂
16𝑂

)
𝑠𝑎𝑚𝑝𝑙𝑒

(
18𝑂
16𝑂

)
𝑆𝑀𝑂𝑊

 − 1) * 103 ‰ 

 

 

 

where SMOW stands for Standard Mean Ocean Water which has a known isotopic composition. 

The more negative the δ18Ο, the more the depletion of the 18Ο from the water sample. On a global 

scale the atmospheric circulation moves water from subtropical oceans to poles; the cooling of the 

air mass drives condensation and precipitation of the water vapor, which further depletes it from 

the heavy isotopes along its path. Therefore δ18O values decline at higher latitudes as a 

consequence of the fractionation procedure (Bradley, 2014). 
 

The greater fall in temperature, the more condensation will occur and the lower will be the heavy 

isotope concentration, relative to the original water source but the depletion depends on both the 

height above the sea level and how far to the north the ice core is placed. The water vapor that 

reaches the poles is isotopically lighter than the primary subtropical source; thus the snow that it 

forms carries the signal onto the ice sheet when it is deposited. This signal mainly depends on the 

condensation temperature, and as the climate turns colder, the ice sheet contains less heavy 

isotopes (more negative δ18O value). Other factors can influence the isotopic composition, but as 

they tend to fluctuate together, the isotopes maintain the strong correlation with temperature. This 

strong correlation of the δ18O value to temperature, gives a good picture or the past climate. 

(Dansgaard, 1964). 
 

 

 

 

 

 

 

 

 

 

Figure 2.3 The value of δ18O decreases as water mass moves towards polar regions (Cuffey and 

Patterson, 2010). 

 

 



 

 

 
Page 10 

 

  

2.2 Ice Core Impurities  

 

Substances held inside the falling precipitation are accumulated into the ice sheets, thus produce a 

long-term record of atmospheric conditions inside the ice. By studying these substances we can 

better understand the past climate.  

 

2.2.1 Sea Salt  

 

Many aerosols, especially those containing Na+, Mg2+, Cl-, Ca2+ and SO4
-2 originate from sea salts, 

with the most important being the Na+ (Cuffey and Patterson,2010). Sea salt aerosols are among 

the major sources of impurities in polar ice cores (Kreutz and Koffman, 2010). Sea salt aerosols 

coming to coastal and mainland areas, are mainly produced when small water bubbles from wave 

crests come out into the atmosphere and create aerosol particles by drying. The ion species that 

are connected with sea salt usually reach maximum concentration in winter time, as we may notice 

in Figure 2.4, which shows the result of a snow/firn study in an area located 2600m east of the 

NEEM drilling site. The vertical profile of sodium exhibits seasonal variations and peaks in winter 

to early spring (Kuramoto, et  al; 2011). Moreover, sea salt aerosols exhibit high concentrations in 

the glacial periods too. During the glacial periods, the sea ice is in great extent and the access of 

aerosols produced above sea regions into mainland and coastal areas cannot be as easy as during 

the interglacials. Their high depositional concentrations indicate increased  

            

 

                                                              

 

 

 

 

 

 

 

 

 

 

                                    

                                      Figure 2.4 Depth profile for sodium (Kuramoto, 2011) 
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storminess over the ocean that enhances their transport inland during glacial periods and winter. 

Additionally, on newly formed sea ice a brine layer accumulates on its top surface and is scattered 

in various ways (Cuffey and Patterson, 2010). 

 

In sea salt records from Greenland, notable concentration increases during glacial periods are 

observed. In the high elevation regions of the low-latitude mainland, sea salt aerosol concentration 

depends on how far the ice core site is located from the ocean (Kreutz K.J. and Koffman, 2010).  

Figure 2.5 depicts the time variation of marine originated sodium (ssNa+) and dust originated 

calcium (nssCa+2) for the last 110ka from the GISP2 ice core. The last glacial period lasted from 

approximately 110ka to 12ka, and in Figure 2.5 during this period both ionic concentrations are 

notably higher than during the warm contemporary period (Holocene) that follows the last glacial 

(Mayewski et al.; 1997). 

 

As mentioned above Na+, Mg+2, Cl-, Ca+2 and SO4
-2 are the major contributors of the marine 

aerosols, with Na+ being the most important. However, Na+ can have a crustal origin too. 

Additionally, Ca+2 usually originates from the continents and only some Ca+2 concentrations 

emanate from the ocean (Fischer et al; 2007). Therefore, it is important to distinguish between the 

sea-salt (ss) and non-sea salt (nss) impurity constituents (Kreutz K.J. and Koffman, 2010), 

especially in ice core sites like the  East Antarctic plateau, where the seawater contribution to Ca+2 

can be quite important during the Holocene (around 50%) (Fischer et al; 2007). 

 

Figure 2.5 Time series of marine originated sodium and dust for the 110ka (Mayewski et al.; 1997). 

 

 

 

One simple calculation for the non-sea salt Ca+2 constituent and the sea-salt Na+ constituent would 

be: 
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                                                   𝑛𝑠𝑠𝐶𝑎2+ =
𝑅𝑡

𝑅𝑡   −  𝑅𝑚
 (𝐶𝑎2+ −  𝑅𝑚𝑁𝑎+) 

 

                                                          𝑠𝑠𝑁𝑎+ = 𝑁𝑎+ −  
1

𝑅𝑡   −  𝑅𝑚
 (𝐶𝑎2+ −  𝑅𝑚𝑁𝑎+) 

 

 

Where 𝑅𝑚 is the Ca+2/ Na+ seawater ratio, and is equal to 0.038. 𝑅𝑡 is the crustal ratio and is 

approximately equal to 1.78 depending on the composition of the crust (Fischer et al; 2007). 

 

 

2.2.2 Continental Dust  

 

Chemical and physical weathering of the crust surface generate dust microparticles that high 

surface winds may carry into the atmosphere (Fischer et al; 2007). Larger particles may enter the 

troposphere by both strong wind and colliding with other particles, a process that is called saltation 

(Fischer et al; 2007). Generally the composition of the dust particles reflects the types of rocks 

found on continents. The continental dust is a considerable constituent of the climate system 

because it acts as a cloud condensation nuclei and it also scatters and absorbs the incoming solar 

radiation. (Kreutz and Koffman, 2010). At present the primary dust source regions of the 

atmosphere in the Northern Hemisphere, are the Sahara Desert, the deserts in the Middle East, in 

central and eastern Asia and the desert in the United States (Svensson and Biscaye, 2000). The 

most significant dust sources for Greenland today are the deserts in Asia and in particular the 

Taklamakan and the Gobi desert. Their high-altitude position, enhances the rise of dust into the 

troposphere, while the dominant west wind enhances the dust transportation to Greenland 

(Svensson and Biscaye, 2000). In the Southern Hemisphere the main source of dust in Antarctica 

is South America and specifically, for Eastern Antarctica the region of Patagonia (Lunt and Valdes, 

2001). At the glacial periods the concentrations dust in the atmosphere are raised significantly. 

Many factors could contribute to that, as the prevailing climate circumstances increase the 

atmospheric aridity which in turn intensifies surface dryness and therefore increases the extension 

of deserts and dry areas. Moreover the dust source areas increase further by erosion caused by 

glaciers. During the last glacial period the 120 m sea level decrease, exposed extensive continental 

self-areas that were added to the dust sources as well (Svensson et al., 2000). The amount of the 

mineral dust in the atmosphere is greatly affected by the climate conditions in the region of origin, 

and therefore dust records give information on wind speeds, cyclonic activity, vegetation cover 

and soil properties (Lunt and Valdes, 2001). The source of the greatest amount of nss Ca+2 in ice 

cores is continental dust  and all of the non-sea salt part of Mg+2, Na+, K+, SO4
-2, NO3

- , and Cl- are 

correlated to minerals which originate from continents (Kreutz and Koffman, 2010). In the Figure 
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2.6, δ18Ο and insoluble dust concentration profiles from GRIP are anticorrelated. The last glacial 

period was interrupted from warm episodes called Dansgaard-Oescher events where the δ18Ο 

signal increases and dust decreases. In the Last Glacial Maximun (LGM), the δ18Ο signal reaches 

its minimum and dust its maximum. In the figure 2.7, the calcium profile for the firn core from 

NEEM site mentioned in the previous section is shown. There is a seasonal variation for calcium, 

which peaks during spring. The sea-salt concentrations are small and the main source for calcium 

is mineral dust (Kuramoto et al., 2011). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 2.6 The δ18Ο and insoluble dust concentration profile from GRIP; LCM, YD and Dansgaard-

Oescher events (IS) are indicated (Svensson and Biscaye, 2000). 
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Figure 2.7: Depth profile for calcium, black and red curves indicate total concentrations and non-

sea-salt concentrations respectively (Kuramoto et al., 2011). 

 

2.2.3 Biogenic Emissions 

 

Biogenic emissions have an important role in the atmospheric SO4 
2- cycle, as one of the major 

nssSO4 
-2 sources is the oxidation of dimethylsulfide (DMS), a gas emitted from phytoplankton. 

(Kreutz and Koffman, 2010). Phytoplankton emits DMS, which by oxidation produces 

methanesulphonate acid (MSA) and SO2. This system has a potential effect on climate, as stratus 

clouds nucleate on H2SO4 aerosols. Thus, a rise in oceanic gas production might increase cloud 

coverage and reflection of the solar insolation (Cuffey and Patterson, 2010). Estimation of both in 

ice cores is necessary to distinguish sulfur biogenic sources from nonbiogenic sources, given that 

both exist as submicron aerosols and should have similar atmospheric transport and deposition 

processes. Such measurements from the Vostok ice core exhibit an increase of the oceanic 

productivity during the last LGM, possibly due to low temperatures. Moreover correlations have 

been found to the sea ice extent, indicating algal production within and on the top of the sea ice. 

 

Another important secondary aerosol for paleoclimate research is ammonium NH4
+, which derives 

from the interaction of atmospheric sulfate with ammonia (Fuhrer et al., 1996). Ammonia 

emissions originate from several biogenic emissions such as deforestation, fires, agriculture, 

including animal husbandry and NH3-based fertilizer applications. Other sources of NH3 include 

industrial processes, and volatilization from soils and oceans (Sailesh et al., 2013). In the high-

latitude northern hemisphere, ice core NH4
+ concentrations have been used to reconstruct boreal 
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forest fires; additionally, GISP2 NH4
+ concentrations indicate that there is an orbital control of 

continental ammonium emission over the past 110ka (Figure 2.8) (Kreutz and Koffman, 2010).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Figure 2.8 NH4
+ concentration for the last 110ka from the GISP2 ice core (Mayewski et al., 1997). 

 

 

NO3
- is another important secondary aerosol, and its concentration has been estimated in ice cores 

as a proxy for past changes in atmospheric NOx (NO and NO2) concentrations (Kreutz and 

Koffman, 2010). It has several minor sources of production. In the higher atmosphere the main 

source of NO3 is stratospheric oxidation of N2O, ionospheric dissociation of N2 and production by 

lightning (Bertler et al.; 2005). In the lower troposphere NO3
- is produced mainly by biomass 

burning and biogenic soil emissions (Bertler, et al; 2005), which are suggested to be the main 

sources of summer peaks at NEEM and other sites in the Arctic, whereas winter-to-early spring 

peaks of NO3
- at NEEM are suggested to be of anthropogenic origin (Kuramoto et  al.; 2011).  

  

 Studies have shown that post depositional changes (temperature and accumulation rate) and 

changes in atmospheric chemistry (Kreutz and Koffman, 2010), and photochemical mechanisms 

can lead to NO3
- decrease concentrations in ice cores, especially in the concentration of the first 

upper meters of the snowpack (Bertler et al.; 2005). 
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Figure 2.9 Depth profile for NO3
- (Kuramoto et  al., 2011). 

 

 

2.2.4 Anthropogenic Emissions 

 

The industrial revolution of the 19th century was a radical transition from hand production methods 

to machines, whose emissions added greenhouse gases and aerosols into the atmosphere. 

 

Emissions of SO2 and NOx, originating from industrial processes and fossil fuel combustion, form 

a source for the secondary SO4
2- and NO3

- atmospheric aerosols. Their presence has been recorded 

in the ice core records from Greenland, the Canadian Arctic, Svalbard, and the European Alps 

(Kreutz and Koffman, 2010). So far, there is no strong proof for anthropogenic SO4
2- or NO3

- 

emissions in Antarctica (Kreutz and Koffman, 2010). 

Specifically, NO3
- has an annual variation that peaks from winter to spring and in summer, as 

recorded in NEEM and other ice cores from the Arctic. The source of the winter to spring peak 

appears to be anthropogenic from fossil fuel combustion, while the summer peak is primary of 

natural origin (Kuramoto et al., 2011). Similarly, SO4 
–2 and also nssSO4 

–2 peak in winter to spring 

has been recorded from ice cores in Greenland and the Canadian Arctic, whose origin appears to 

be anthropogenic air pollutants, although a winter to early spring peak of the aerosol in pre-

industrial and modern snow at NEEM imply that in north Greenland SO4 
2– could have both natural 

and anthropogenic origin (Kuramoto et al., 2011). 

 

Another aerosol whose concentration increased after the industrial revolution is black carbon. The 

black carbon absorbs the incoming solar radiation contributing to global warming and its 
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deposition changes the albedo of ice surfaces, thus accelerating their melting. Measurements 

between Vanillic acid, an indicator of the forest fires, and black carbon from ice cores in central 

Greenland propose that forest fires were the primary origin of BC in Greenland before 1850. After 

1850, annual BC concentrations started a progressive increase (McConell et al.; 2007). According 

to air-mass back-trajectory modeling, most of the industrial BC deposited in central Greenland 

most likely came from North American emissions, while since 1951 Asia may be the primary 

source. 

 

 

2.2.5 Volcanic Emissions 

 

Volcanic eruptions inject various kinds of particles and gases into different heights of the 

atmosphere depending on the intensity of the eruption and the composition of the ejecta (Kreutz 

and Koffman, 2010).  The fundamental constituent of a volcanic eruption is the magmatic material 

that either comes out as solid matter or when injected into the atmosphere turns into big solid 

particles called ash or tephra. The particles that are emitted into the troposphere, form a 

tropospheric aerosol cloud that regionally acts as an obstacle to the shortwave solar radiation, while 

emitting longwave infra-red (IR) radiation. This aerosol layer cools the surface during day and 

heats it during night, reducing the diurnal cycle. However the aerosols that form it fall to the surface 

fairly quickly, and thus the cloud is dispelled within few days.  

Furthermore, the eruption emits important greenhouse gases like CO2 and H2O, which are already 

abundant in the atmosphere, and therefore the emission of a single volcanic eruption does not have 

an important long-term impact on the greenhouse effect; however if some SO4
2- particles manage 

to reach the stratosphere, they can stay there from few months to 2-3 years resulting in a global 

impact on climate (Robock, 2000). The most important climate impact may be from gas emissions, 

mostly in the form of SO2 and H2S. Sulfur emissions react with OH- and H2O and form small H2SO4 

aerosols. The aerosol cloud that they produce spreads out into the stratosphere according to the 

dominant stratospheric wind pattern (Robock, 2000). It is transferred from regional to global 

distances, and finally is deposited on the surface of the Earth including glaciers and ice sheets 

(Kreutz and Koffman, 2010). As the sulfate aerosol size is of the same order as visible solar 

radiation, and their single scatter albedo is of the order of 1, they strongly interact and scatter solar 

insolation. This reflecting effect decreases the amount of solar radiation that reaches the surface of 

the Earth (Robock, 2000). The aerosol cloud absorbs and emits solar radiation near the infrared 

(IR). The emission cools the cloud, whereas the absorption of radiation from above warms it up. 

The previously mentioned procedure dominates over the cooling inside the cloud. On the contrary, 

in the troposphere, the radiative influence of the cloud is minor as the extra IR radiation from the 

cloud offsets the decreased direct downward IR flux (Robock, 2000).  Another possible outcome 

of the increased aerosol presence, is enhanced cirrus cloud formation.  
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Figure 2.10 Volcanic inputs and their effects (Robock, 2000). 

 

However, on the surface the net result of the cloud is net cooling, as the added downward diffuse 

shortwave flux and the additional downward IR cannot balance the big reduction in direct 

shortwave radiation (Robock, 2000).  The duration of the stratospheric aerosol cloud is usually 1-

3 years and the blockage of the incoming solar radiation moderates the summer in the tropics and 

in the midlatitudes, while warming up the NH winter over continents. The stratospheric heating is 

more intense in the tropics than in the poles, and this temperature gradient sets up advective effects 

that overwhelm the radiative; heating up the NH continental regions (Robock, 2000). Finally, the 

sulfur aerosols contribute to the depletion of the ozone layer as their presence facilitates chemical 

reactions on their surfaces that destroy ozone. 

Tephra and sulfate aerosols are transferred regionally or globally, and deposited on glaciers and 

ice sheets which retain a proxy of the past volcanic activity of the planet. These records can be 

used to evaluate the atmospheric aerosol load coming from an eruption and the possible climate 

impact. The record of the volcanic activity, can be also used to estimate the amount of climate 

forcing in climate models and to date the ice cores (Abbot and Davies, 2012). These layers have 

an absolute age, if the calendar age of the eruption is known. Such eruptions include Tambora in 

Indonesia, 1815, and Laki in Iceland, 1783 and others (Abbot and Davies, 2012). 
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The Greenland ice sheet keeps a record of volcanic aerosols for the past 123ka, which can be 

interpreted by implementing methods such as ECM and the measurement of sulphate (SO4
2−) 

concentrations in ice. The ECM (electrical conductivity method) signal responds to acidity ice, 

which depends on the deposition of the acidic volcanic aerosols on the ice sheet. Clear acidity 

peaks are connected to past volcanic eruptions. 

 

Furthermore, volcanic eruptions can be detected through the measurement of the sulphate (SO42−) 

concentrations in the ice, which is the component of the hydrogen sulphate (H2SO4) aerosols 

deposited on the ice sheet, and conductivity. A high resolution method for the detection of sulphate 

and other chemical species, and conductivity, is the continuous flow analysis (CFA) system (Sigg 

et al., 1994, Rothlisberger et al., 2000, Kaufmann et al., 2008). Both ECM and sulphate detection 

can be used to date ice core records (Rasmussen et al., 2013, Svensson et al., 2008).  

  

 

2.2.6 Conductivity in Ice Cores 

 

There are two theories that describe the electrical properties of the ice, the Jaccard theory and the 

Grain Boundary Conduction; however, none of them describes completely the electrical properties 

of the ice. 

Jaccard Theory  

Jaccard theory describes how conduction occurs in ice. The ice lattice possesses a 

regular crystalline structure. Any deviation from the periodical structure around a single lattice 

point is called a defect and occurs when atoms are displaced from their crystal structure sites. A 

displacement is caused by thermally activated processes, or by the presence of impurities. The 

defect point is a “vacancy” that moves through the crystal structure, taking the place of the adjacent 

atom that jumps into it. 

In the ice lattice, there are two groups of point defects: ionic defects (H3O
+ and OH–) and, L- and 

D- defects. The ionic defects are H2O ionized molecules. The OH– defects are believed to be 

uncommon in polar ice, and H3O
+ defects are extrinsic defects of H+ ions from dissociated acids. 

When a hydrogen bond has two or no H+ connected with it, it is a D- defect or a L- defect 

respectively.  

The conductivity σi caused by these defect types is the product of the defect’s volumetric 

concentration ni, of the effective charge ei  and of the mobility μi, which depends on temperature 

and concentration (Stillman et al., 2013): 

                                  

http://en.wikipedia.org/wiki/Crystalline
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                                                     𝜎𝑖 =   𝑛𝑖 𝜇𝑖|𝑒𝑖|   

 

The subscript i refers to the type of defect. According to Jaccard theory L- defects and D-defects 

are the most important carriers for high frequencies and ionic defects for low frequencies (dc 

conductivity) (Wolff et al., 1997). 

 

Grain Boundary Conduction 

This theory suggests that conductivity takes place through a network of liquid veins connected in 

triple junctions on the grain boundaries (Wolff et al., 1997), and is based on observations of acid 

anions in triple junctions and veins. However the presence of cation acids was not clarified during 

these studies (Stillman et al., 2013). According to this theory, dc conductivity takes place at 

boundaries and high frequency conductivity is a grain boundary process as well (Wolff et.al., 

1997). 

 

The conductivity of an ice core is a measure of the total dissolved ionic content in a melted sample 

(Gow, 1968). Conductivity is measured continuously in the high resolution Continuous Flow 

Analysis system, along with other ionic species, such as sodium and calcium. As mentioned in the 

previous paragraphs, the concentration of these species exhibits annual cycles that can be detected 

through the high resolution analysis of the CFA system, which can typically analyze an ice core to 

centimeters (Svensson et al., 2013). These annual cycles can be used for annual layer counting, 

and therefore to date the ice core.  

Furthermore, conductivity increases when acids typically deposited by volcanic eruptions are 

present in the melted ice sample. Therefore, volcanic eruptions can be identified by measuring and 

comparing conductivity with sulfate, and other methods of measuring conductivity on ice, such as 

ECM. The date of a volcanic eruption can be known from historical records and therefore the 

specific layer that included the signal can be matched with this date.  Moreover, the annual layers 

between two volcanic eruptions can be counted based on other ionic constituents measured by the 

CFA system (Svensson et al., 2008, 2013, Andersen et al., 2006) 
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Chapter 3 Materials and Methods 

 

3.1 Continuous Flow Analysis 

 

Ice cores are paleoclimate archives including low concentration chemical impurities that signify 

the past climate of the period they were formed. The faint climatic signal requires careful handling 

of the cores, methods that minimize the risk of contamination, and methods of maintaining the 

trace-level (ppb, ppt) concentrations of impurities (Breton et al., 2012). Continuous flow analysis 

(CFA) systems give an important reduction of sample handling work in addition to very high 

spatial resolution, which is the fundamental advantage of the method in comparison with 

conventional methods (Sigg, et al., 1994). Continuous Flow Analysis systems were evolved by 

Sigg and others during the1990s (Breton et al., 2012). 

 

3.2 Essential Constituents of the CFA System  

Figure 3.1 A schematic overview of the Continuous Flow Analysis system. The sample flow runs 

through the debubbler and then into the separate detection branches of absorption (AD), 

fluorescence (FD) detection and non-destructive methods of dust and conductivity detection. 

(Kjær, 2010) 
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The ice core, which is typically 55cm long, is placed vertically inside the melting unit, and over a 

heated melthead. A continuous and steady sample stream is maintained by continuous melting on 

a steady rate, of a subsection of the ice core, over the melting device (Bigler et al., 2011). A 

peristaltic pump drains off the flow and leads into the system the inner and uncontaminated part 

of it, while the outer and possibly contaminated flow is led to waste (Breton et al., 2012). The inner 

flow passes through the dedubbler, where ancient air trapped into the ice is removed from it. Then 

three different lines lead the sample though different detection methods of the system. For 

conductivity detection, one or more conductivity detection instruments are placed on a separate 

line. Fluorescence and absorption methods adapted from flow injection analysis (FIA), are mainly 

used for the detection of separate ion constituents and pH measurements of the flow (Bigler et al., 

2011).  There can be different types of instruments used in a CFA system, however we will focus 

on those used at the Copenhagen CFA System, which is the measurement system used for this 

thesis.  

The melting unit, where the ice core is continuously melted, is placed inside the cold environment 

of a vertical freezer at a temperature of -20°C. The core sample is hold by a removable rectangular 

plexiglass container that keeps it fixed above the melthead while its length is decreasing.  

Figure 3.2 a) Cross section of the melting device, DC: melting device and holes, CH cartridge 

heaters, CH: centering frame, SH: removable plexiglass sample holder. b) The melting device seen 

from above - dimensions in mm (Bigler et al., 2011). 

A stainless steel cylinder inside it, applies a constant downward force on the ice core sample, 

ensuring a stable melting rate. At the back of the holder and parallel to the sample, a draw wire 

position transducer records the depth during melting (Bigler et al., 2011). 

The melthead is consisted of an inner and outer squared surfaces that are divided by a 2mm high 

triangular ridge. The drain channels inside the inner area guide the melted sample towards the 
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single central drainage point, and to the tube which lays underneath the melthead, and which leads 

it into the system for analysis. The ridge between the two surfaces separates the inner and 

uncontaminated part of the flow from the outer and possibly contaminated part, which is removed 

by four drainage points on the outer surface. The design of the melthead minimizes the mixing of 

the flow while its cooper body enhances the transfer of the heat produced by four heating 

cartridges. The temperature is kept stable at 30°C by a temperature regulator device. In this way 

the system ensures a constant melting rate.  

At the surface of the melthead there is a thin layer of chemically inert gold, above a slightly thicker 

electroless nickel layer. Both layers provide a chemically inert surface with good thermal 

conductivity. The melting rate of the system is 9ml/min while only 8ml/min is pumped into the 

drainage point of the inner surface. The overflow from the inner to the outer part is created in order 

to prevent contamination between the two parts (Kaufmann et al., 2008, Bigler et al., 2011). The 

melt progress is registered by an optical encoder (Baumer Electric) connected to a weight lying 

upon the ice sample, which applies additional pressure to maintain a uniform melting speed also 

toward the end of a measurement (Kaufmann et al., 2008).  

The sample meltwater is transferred through the system by a peristaltic pump at a rate adjusted to 

the melting speed (Kaufmann et al., 2008). Next in line comes an automated 6-port injection valve 

that determines whether sample meltwater, ultrapure blank water, or standard solutions flow 

through the measuring units. A supplementary is used to sustain pumping from the melthead when 

standards are imported into the system (Bigler et al., 2011).Next in series comes the debubbler that 

separates the air from inside the meltwater. The ice core sample naturally includes air bubbles that 

constitute approximately 10% of its volume.  

 

The debubbler divides the air from the water flow, preventing it to enter into the system and cause 

inaccurate measurements (Kaufmann et al.,2008) The debubbler used for the experiments in this 

thesis consists of a closed triangular cell with one inlet and two outlets. It is made of PEEK and it 

is closed by a transparent FEP lid. The inlet is for the debubbled meltwater and the outlets are for 

the air separated from it and for the excess meltwater. The shape and dimensions of the cell are 

chosen for the best possible separation of the air and water sample. An overflow of approximately 

2ml/min includes the air that we want to separate from the sample. A sample flow of approximately 

8ml/min only 6ml/min is used for analysis through the system. 

 

Figure 3.3: The debubbler with the characteristic triangular cell (Bigler et al., 2011). 
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3.3Detection methods for CFA system 

 

Following the separation of water and gas sample at the debubbler, the melted water is directed 

into various analytical systems and is split further into different lines for each measuring units, and  

different climate proxies get analyzed (Kjær, 2014). Fluorescence and absorption methods are 

widely used for detecting the various chemical species (ions) incorporated inside the water sample 

while dust and conductivity measurements are non-destructive methods that are used for 

measuring the dust content and the bulk of ions contained into the sample. Furthermore, recent 

developments allow measurements of water isotopes, methane, and carbon dioxide (Kjær, 2014). 

Absorption Detection Method 

The concentration of ion species such as Na+, Ca2+, SO4
2-, NO3

- can be measured by the absorption 

detection method, where the unknown concentration of the chemical species is calculated by the 

absorption of light (Kjær, 2014).  After the sample water is pumped through the detection line, it 

is mixed with the appropriate reagent and buffer and then is guided through the detection cell, 

inside a light path of length l, where it absorbs part of the emitted light.  

                Figure 3.4 A beam of light of intensity Io goes through the flow cell of length l while                           

                the transmitted light has an intensity of I1 (Nielsen, 2009). 

 

 

The Beer-Lambert law connects the absorbance of light to the concentration of the absorbent 

substance. 

 

𝐴 =  𝑙𝑜𝑔10 (
𝐼1

𝐼𝑜
) 𝜀𝑙𝑐                                                           (3.1) 
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The law expresses the relation between the absorption of light through a substance (water sample), 

the absorptivity of the attenuator, ε, the concentration of the attenuating species, c, and the distance 

the light travels through the substance l. I1 and Io are the intensity of the light before and after the 

absorption respectively, l is the path length, c is the molar concentration of the attenuating species 

and ε is the molar absorptivity of the attenuator. The absorption can be estimated as the difference 

between the detected light in a sample with the chemical species we want to define and a sample 

of ultrapure blank water, while the εl constituent can be calculated by standards of known 

concentration. The Beer Lambert law is linear and the relation collapses in high concentrations, 

above 0.01M (Kjær, 2014). 

 

Fluorescence Detection Method 

The concentration of ion species such as Ca2+, NH4
+ and H2O2 can be determined by the 

fluorescence detection method. The sample water passes through the fluorescence detection line, 

and initially, it is mixed with the proper reagent and buffer. Afterwards, it passes through the light 

path of the detection cell, where the photosensor elements are placed vertically to a LED light 

source. A molecule of the chemical species absorbs photons and it is excited into a higher energy 

state. Then the molecule emits photons of less or equal energy to the one absorbed, and decays to 

ground state. As the emitted photons have less or equal energy, light of a longer wave length than 

the excitation beam is emitted. The emission intensity is often recorded by an optical filter,  

and since the concentration behaves linearly in response to intensity, the higher concentration, 

the more photons will be emitted and therefore a greater intensity is measured. 

                             Figure 3.5 Excitation and decay of an electron (Nielsen, 2009). 

 

 

 

 

 

http://en.wikipedia.org/wiki/Absorption_(electromagnetic_radiation)


 

 

 
Page 26 

 

  

Dust detector 
 

In addition to measurements of chemical species, a particle detector (Abakus with sensor type 

LDS-23/25bs sensor, Klotz) is used for measuring insoluble dust particles and their magnitude. 

 

The sample water passes through the detection cell, where a laser beam of 670mm wavelength 

fells on it. The particle attenuates the propagating light by shadowing and scattering, depending 

on its shape, volume, material and orientation. Thus the photo diode detector measures a negative 

peak. The peak is classified by height into 32 channels, which correspond to different size intervals 

(Ruth et al., 2002) The particle size channels can be calibrated with spherical latex particles,  

however, mineral dust particles come in all shapes, therefore only the total dust particle number 

can be calculated quantitatively (Lambert etal., 2012). 

 

The lower particle detection limit is approximately 0.8μm of spherical equivalent diameter, 

however the lower limit of 1μm ensures particle detection above the detector noise level (Ruth et 

al., 2002). The upper measuring limit is customarily determined to 15μm (Lambert et al., 

2012).Within this interval the number of particles is counted. The Abakus is functioning in series 

with a liquid flow meter (ASL-1600-20, Senserion) that measures the flow rate (by conveying the 

results from particles/sec into particles/cm), particle size and concentrations. 

  

Figure 3.6 Dust detector: A particle goes through the cell and scatters the laser beam, shutting the 

signal to the detector (Ruth et al., 2002).  
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3.4 Conductivity in Solutions 

 

The conductivity of a solution is a measure of its capacity to conduct electricity. The ions contained 

into such a solution, are formed when an electrolyte dissolves into the solvent of the solution. An 

electrolyte is a substance that ionizes when dissolved into an appropriate solvent such as water. 

Electrolytes include bases, acids, soluble salts, and specific gases like carbon dioxide, ammonia 

and hydrogen chloride (Gray, 2004). Water is the solvent in many electrolyte solutions, because 

water molecules are polarized. When an ionic or polar compound enters the water, the relatively 

small water molecules circle each molecule of the compound, and the positively charged part of 

the water dipole pulls the negatively charged ion of  the compound; and conversely for the 

negatively charged ions. In that way the water molecules carry away into the solution the charged 

molecules of the solute and a solution that conducts electricity is produced (Bagotsky, 2005). Thus, 

the higher the dissolved ionic concentration, the higher the conductivity of the solution will be: 

 

𝜎 =   ∑ 𝑛𝑒𝜇 

 

where σ is the conductivity, 𝑛 is the number of ion carrier, 𝑒 is electric charge, and 𝜇 is mobility 

of carrier ions (Ohmo, 2005). 

The mobility of the ion carrier or electrophoretic mobility for a particular ion is a constant that 

specifies how it moves in a solution, when an external electric field is applied. Two forces are 

applied to a molecule of charge 𝑞, the electric force and the frictional force. At steady state they 

balance out, and for this state the electrophoretic mobility is defined as:      

                                                                                                                                           

                                                                  𝜇 =  
𝑞

6𝜋𝜂𝑟𝑣
 

 

where 𝜂 is the viscosity of the solution, 𝑟 the radius of the ion (assumed to be spherical), and 𝑣 the 

velocity of the ion. The charge to radius ratio (
𝑞

𝑟⁄ ) is constant for a certain ion species and 

characterizes how quickly it will move in a solution when an external electric field is applied. Ionic 

species with big charge to radius ratio move faster than ionic species with small charge to radius 

ratio (Stojkovic, 2013). 

The conductivity of the solution also depends on the temperature and on the ionic concentration 

of the solute. The mobility of ions increases with the rise of temperature and so does the 

conductivity of the solution. Nevertheless, the change in conductivity with temperature is 

http://en.wikipedia.org/wiki/Electrical_conductivity
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determined by the concentration, type of the electrolyte and the range of conductivity in the 

solution (Gray, 2004). 

The concentration of the dissolved ions of the solute, affects the conductivity of the solution as 

well. However, the connection is not always linear. For very dilute solutions with conductivity of 

10μS/cm or less, the ions behave independently, and the conductivity of the solution is linearly 

dependent on their concentration. For solutions of greater conductivity, the ion-ion interactions 

become important. With increasing their concentration, the conductivity response of the solution 

deviates from linearity. For some electrolytes, there is even a saturation point of maximum 

conductivity, and if crossed, there is a decrease in conductivity with increasing the ionic 

concentration. Thus the determination of the solute concentration from measuring the conductivity 

cannot be accomplished knowing only the conductivity, especially in a concentrated solution with 

a mixture of electrolytes, whose total electric behavior is affected by their interactions and is 

different from the conductivity each one of them exhibits in a pure solution. To define 

concentration with a conductivity measurement, additional information about the solution must be 

obtained. Additionally, conductivity is not specific, meaning that measurements alone cannot 

define a specific type of electrolyte in the solution. As conductivity is a measure of the electric 

current that can be carried through the solution, and is only indicative of the presence of ions. 

Finally, solutions of non-electrolytes have no conductivity because they do not contain ions nor 

produce them when dissolved within a solvent  (Gray, 2004, Bagotsky, 2005). 

 

3.4.1 Measuring the Conductivity of a Solution 

 

Since the conductivity of a solution is defined as its ability to conduct electricity, it may be 

measured by applying a voltage between two different points of the solution, via two electrodes 

which are separated by a constant distance. Throughout this procedure, the anions move towards 

the positive electrode while the cations move towards the negative electrode, and the solution acts 

as an electrical conductor.  

According to Ohm's law an electrical current (𝑖) that passes through two electrodes, is 

proportional to the potential difference (𝑉) between the electrodes, and inversely proportional to 

the opposition that it meets during its movement (𝑅), or resistance. The resistance of a material, is 

constant for a steady temperature. 

𝑖 =  
𝑉

𝑅
 

The electrical conductance (𝐺), is the reciprocal of electrical resistance. Thus it describes how 

easily the electric current passes between the two electrodes of the conductor. 

 

http://en.wikipedia.org/wiki/Electrical_conductivity
http://en.wikipedia.org/wiki/Proportionality_(mathematics)
http://en.wikipedia.org/wiki/Potential_difference
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                                                                          𝐺 =
1
𝑅 

   

The conductance (𝐺) of the solution, depends on the geometry of the electrodes, and is proportional 

to their area (S) and inversely proportional to the distance (𝑙) between the electrodes: 

 

𝐺 = 𝜎 
𝑆

𝑙
 

 

Where 𝜎 is the conductivity of the solution, which also measures, how easily an electric current 

passes through the conductor. It can be defined by measuring the resistance. It is a constant 

property of the material for a given temperature. 

 

𝜎 =  
𝑙

𝑆𝑅
 

 

The ratio 𝑙 𝑆⁄  describes the geometry of the electrodes, and it is also known as the cell constant 

of the detection instrument. The SI unit for conductivity is 𝑆𝑐𝑚−1. However, it should be noticed 

that these formulas describe only qualitatively the system, as they assume a uniform electric 

current flow between the electrodes, something that cannot always be achieved, especially when 

the conductor is consisted of a variety of different ions. Moreover, they assume a DC voltage, 

while in conductivity detection of aquatic solutions an AC is generally applied. An alternating 

AC voltage is characterized by both amplitude and frequency and it also causes the skin effect; 

an effect that hinders the current flow near the center of the conductor altering the geometry of 

the system and thus, the resistance (Caloz, 2011, Alonso and Finn, 1969) 

 

3.4.2 Conductivity Detection Methods Used in This Thesis    

   

Additional to the previously mentioned CFA methods, there are two conductivity detectors 

included in the system, the EDAQ C4D and the Model 3082 Series. Both of them are connected 

in the same branch of the system, measuring the conductivity separately. 
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3.4.2.1 Capacitively Coupled Contactless Conductivity Detection 

 

3.4.2.1.1 The Functioning Principle 

 

The functioning principle of the method is based on the measurement of the electric current, 

produced when an alternating current (AC) voltage is applied to the detection cell. The detection 

cell is consisted of two electrodes that are divided by a gap of several mm. Among the electrodes, 

a capillary is placed that carries the sample solution to the detection cell. The two electrodes are 

placed cylindrically around the capillary wall and are thus isolated from the sample since there is 

no direct contact between them. The electric current is applied longitudinally, hence lengthwise 

the capillary (Zeeman, 2003). The applied to the electrodes voltage, causes an accumulation of 

ions near the electrode surfaces, and thus, a polarization resistance arises, which may lead to 

erroneous results, as it is a parasitic resistance of the circuit that alters the solution resistance. The 

polarization effects can be reduced by applying an alternating current. Then the ions will tend to 

flow through the circuit, and not to concentrate near the electrode surfaces, building the parasitic 

resistance. 

 

Figure 3.7 The functioning principle of the C4D system. A: a sketch of the C4D cell without 

shielding, B: a sketch of the C4D sell with shielding, and C: a simple equivalent circuitry 

representing the cell without the faradaic shield. FG: Function Generator, C: cell capacitance, R: 

cell resistance, Co: stray capacitance and Rf: the feedback resistor on the amplifier (Kuban and 

Hauser, 2004). 
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The two electrodes are the excitation and detection electrode respectively. Whenever an AC 

voltage is imposed, a capacitive transition takes place between the electrodes and the inside of the 

capillary (the capillary wall with everything that includes), act as a capacitance, while the gap 

among the electrodes acts as a resistor. Hence, this system can be depicted as a series of a capacitor 

(C), a resistor (R), and another capacitor (C) (Zeeman, 2003). However, it should be noted that this 

plain model does not take into consideration that the sample solution inside the capillary exhibits 

some electrical resistivity as well (Baltusen et al., 2002). If a grounded shield is not applied, a stray 

capacitance Co emanates from the electrode coupling. In order to eliminate the capacitive coupling 

effect, a grounded shielding, regularly made of a thin metal sheet or foil, may be placed among the 

electrodes (Baltusen et al., 2002). 

Whenever an AC voltage is implemented to the excitation electrode, the produced AC current 

(which is directly proportional to the conductance or inversely proportional to the resistance of the  

solution according to Ohm’s law) runs through the cell, and is detected by the second electrode. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.8: A sketch of the procedure between the excitation and receiver electrode, whenever an 

AC voltage is applied between them. The second electrode receives a corresponding attenuated 

AC signal (EDAQ website: http://www.edaq.com/c4d-contactless-conductivity-introduction). 

 

 

The detected current is different than the one initially produced to the transmitter. The dissolved 

ions of the solution have different electrophoretic mobilities and thus, they pass through the 

detection region in a different rhythm, causing small changes in the local electric field of the flow 

(Alves et al., 2005), which are detected by the receiver electrode. Continuous recording of the 

electric current displays a series of peaks, which correspond to high ionic concentration and thus 

high conductivity values. Therefore, changes in the conductivity of the solution inside the capillary 

between the electrodes can be monitored and measured (EDAQ website: http://www.edaq.com/ 

c4d-contactless-conductivity-introduction). 

http://www.edaq.com/c4d-contactless-conductivity-introduction
http://www.edaq.com/%20c4d-contactless-conductivity-introduction
http://www.edaq.com/%20c4d-contactless-conductivity-introduction
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Figure 3.9: The amplitude of the detected signal is related to the conductivity of the sample. 

(EDAQ website: http://www.edaq.com/c4d-contactless-conductivity-introduction) 

 

 

Then, the received current is transformed back to DC voltage into the amplifier, as stated in the 

equation (Kubán et al., 2004) 

 

 

                                            𝑉𝑜𝑢𝑡   = -iRf                                                                            (3.2) 

 

With Vout being the output voltage in V, Rf  the feedback resistor value of the amplifier in Ω, and i 

the AC current in A (Kubán et al., 2004). 

 

The current flowing through the detection cell for a given input voltage, is determined by the 

conductivity of the sample solution, which is the reverse of the sample resistance. In addition to 

sample the resistance (R), the capacitances(𝐶, 𝐶𝑂) also determine the response of the system to an 

applied AC input voltage (𝑉𝑖𝑛). The input AC voltage is characterized by an amplitude and 

frequency, and therefore all of these parameters will define the output voltage signal Vout (Baltusen 

et al., 2002, Handbook of EDAQ C4D:NBI Application Tech Note July 2012). 

 

 

                                  𝑉𝑜𝑢𝑡  =  −
𝑉𝑖𝑛

1+𝑗2𝜋𝑓𝑅𝐶𝑂

𝑗2𝜋𝑓(𝐶+𝐶𝑂)[1+
𝑗2𝜋𝑓𝑅𝐶𝐶𝑂

𝐶+𝐶𝑂
]

𝑅𝑓                              (3.3) 

 

 

with 𝑉𝑜𝑢𝑡 being the output voltage in V, 𝑉𝑖𝑛 the input voltage in V, Rf  the feedback resistor value 

of the amplifier in Ω, R the sample resistance in Ω, 𝐶𝑂and  𝐶 the stray and cell capacitance 

respectively in F, 𝑓 the input frequency in Hz, and 𝑗 the imaginary unit (Kubán et al., 2004).The above 

expression relates the 𝑉𝑜𝑢𝑡 response of the circuit with the impedance (𝑍) that it presents, when 

current i flows through it  (Baltusen et al., 2002) 

                                           

http://www.edaq.com/c4d-contactless-conductivity-introduction
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                                   𝑍 =  
1+𝑗2𝜋𝑓𝑅𝐶𝑂

𝑗2𝜋𝑓(𝐶+𝐶𝑂)[1+
𝑗2𝜋𝑓𝑅𝐶𝐶𝑂

𝐶+𝐶𝑂
]

                                               (3.4) 

 

Figure 3.10: The amplifier deconvolutes and converts the AC voltage into a DC analog voltage 

signal, whose amplitude is determined by the conductivity of the sample solution (EDAQ website: 

http://www.edaq.com/c4d-contactless-conductivity-introduction). 

 

 

 

3.4.2.1.2 The capacitively-coupled contactless conductivity detection                                                                              

system                  

 

The capacitively-coupled contactless conductivity detection system used for this thesis, is 

consisted of the ET125 Head Stage and the C4D 225 System (Model ER225). They have been 

properly adjusted to the Niels Bohr Institute application for a conductivity meter to measure the 

conductivity of the arctic melt water within the range of 100nS/cm to 10µS/cm (Handbook of 

EDAQ C4D: NBI Application Tech Note July 2012).The ET125 head stage connects to the C4D 

225 System, and compose a contactless conductivity detector (C4D). For this special application 

a plain tube and not a capillary tube carries the sample to the head stage. The C4D 225 System 

produces the AC frequency voltage that through the excitation electrode produces a current that 

runs through the sample, which is picked up by the   detection electrode. The amplitude of the 

received current is determined by the conductivity of the sample (EDAQ C4D 

website:http://www.edaq.com/product_sheets/transducers/ET125_General_Purpose_C4D_Headstage.pdf ). 

 

 

http://www.edaq.com/c4d-contactless-conductivity-introduction
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 Figure 3.11: The internal and external part of the head stage with a tube passing through it. For 

this application the head stage is consisted of two measurement circuits, in which two solutions 

can be measured simultaneously. (EDAQ C4D website: 

http://www.edaq.com/product_sheets/transducers/ET125_General_Purpose_C4D_Headstage.pdf  ) 

 

 

 

The head stage circuit, consists of a sample circuit and a reference circuit. The two circuits are 

alike and each one of them forms one arm of the bridge circuit. The two arms of the circuit bridge 

are driven by two balanced video amplifiers, and this configuration is chosen because it decreases 

the stray capacitance effects on the circuits. Each circuit consists of a tube that introduces the 

sample to the excitation electrode. The excitation electrode produces a current that goes through 

the sample resistor (R), and the current is finally picked up by the detector electrode. The electrode 

is of 5mm length and the electrode gap is 20mm. Between the excitation and detection electrodes 

exists the stray capacitance (Co), which is decreased as much as possible by the bridge 

configuration and by the faradaic shield placed between each pair of transmitter/receiver 

electrodes.  Each circuit can be used to measure the sample independently. If both of them measure 

the same sample solution simultaneously, then the two signals are cancelled out and the final output 

signal will be due to any variations in conductivity of the sample measured in the two circuits. 

This is expressed by the sample resistance R+ΔR, where ΔR is a variation in resistance. 

http://www.edaq.com/product_sheets/transducers/ET125_General_Purpose_C4D_Headstage.pdf
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Figure 3.12: The head stage circuit configuration. (Handbook of EDAQ C4D: NBI Application 

Tech Note, 2012) 

 

 

The excitation voltage (Vin) is 20Vpp. Although it can be modified from 1% to 100%, all the 

conductivity measurements were conducted at full 100% value of the 20Vpp. The frequency range 

of the voltage signal is from 2kHz to 2000kHz. Rf is the feedback resistor value of the current to 

voltage converter amplifier in Ω.  

 

The current to voltage converter amplifier produces the output voltage (Vout), and it is related to 

the Rf  according to equation (3.2). For this application, Rf is equal to 1000kΩ, and by changing it, 

the gain of the circuit changes. The output voltage (Vout) is a DC signal that has been rectified and 

filtered in the current to voltage converter. Its magnitude represents the magnitude of the current 

that is detected, and the detected current is proportional to the sample conductivity and inverse 

proportional to the sample resistance (Handbook of EDAQ C4D: NBI Application Tech Note, 

2012).  

 

 

As we may notice in equation (3.3) the output voltage depends on the input voltage amplitude (Vin) 

and frequency (f), on circuit resistance (R), on stray capacitance (𝐶𝑂) and on cell capacitance (𝐶). 

Change in the last three circuit components affect the response of the system for, as we may notice 

in the Figure (3.13) below.  
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Figure 3.13: Frequency spectra shown the effect of Co, C and R (NBI Application Tech Note, 

2012). 

 

 

The above figure is the frequency response curve of the video amplifier of the system and provides 

a picture of its performance for various frequencies. Specifically, in the section where the plot is 

flat or has the minimum slope, the amplifier has an equal response (gain) for every frequency 

within the band, and therefore exhibits the maximum stability to changes in the sample solution 

conductivity. The best possible situation is when the flat part of the plot is extended as much as 

possible. This can be succeed by changing Co, C and R components. Co, C are fixed by the head 

stage and electrode geometry, and are properly chosen for this purpose. The resistance R depends 

on the conductivity of the solution and on the tubing length and cross-sectional area (Handbook of 

EDAQ C4D: NBI Application Tech Note, 2012).  

  

 

 

 

3.4.2.1.3 The ER225 C4D Data System 

 

 
The ER225 C4D Data System produces all the pulses send to the headstage for detection of the 

conductivity solution, records and displays the data acquired. It includes the ER280 Power 

Chrom Hardware, which is the data recording system. It also includes the C4D profiler, which 
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produces graphs that display the voltage response of the system to all frequencies, excitation 

voltages and head stage Gain settings (EDAQ C4D website: http://www.edaq.com/ER225) 

 

 

 

 

 

 

 
Figure 3.14: The ER225 C4D Data System used for this thesis. 

 

 

3.4.2.2 Conductivity Meter Model 3082 Series 

 

 
The detection circuit of this instrument, is the 829 Micro Flow Cell, which is a traditional 2-pole 

cell, with two electrodes to apply an alternating AC voltage. It is characterized by the cell constant, 

(𝐾) which is equal to 100𝑐𝑚−1, and is the ratio of the distance (𝑙)  between the electrodes to the 

effective cross section of the conducting path (𝑆). A tube contains the sample solution flow, and 

the electrodes are in contact with the sample. The AC voltage that is applied, is produced in the 

Model 3082 Series Multi-Function Conductivity Meter, and is within frequency in the range of 33 

Hz to 31 KHz. 

 One of the main differences with the C4D method, is that here we cannot adjust the frequency of 

the incoming pulse. As ions of the sample solution pass through the first electrode, the impedance 

of the small gap between the two electrodes changes, and this change is received by the second 

electrode; and is afterwards transferred to a suitable electronic circuit in the Model 3082 Series; 

that modifies and displays the change to the conductivity value of the sample solution (Model 3082 

Series Operational Manual). The Model 3082 Series is a multi-function meter composed for the 

measurement of Conductivity and Temperature of aqueous solutions. It has six ranges, each from 

0 - 3300 counts. Additionally, it uses the conductivity measurements to calculate the resistivity, 

which is the reciprocal of the conductivity, and other properties of the solution, such as the salinity, 

and the total dissolved solids in the solution. Another characteristic of the 829 Micro Flow Cell is 

that it incorporates a thermistor for temperature measuring, so that temperature can be displayed 

simultaneously with conductivity. The temperature range is from 0°C to 70°C and is exhibited to 

the right of the conductivity or resistivity measurement. The Model 3082 Series is made to use a 

cell with a constant of 10𝑐𝑚−1. The fact that the 829 Micro Flow Cell has a cell constant of 

100𝑐𝑚−1, means all displayed readings must be multiplied by 10 (Model 3082 Series Operational 
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Manual and website: http://www.conductivity-meters.com/microflowCells.html ). Finally, the 

Model is supplied with a software program that monitors and records the data through a serial 

connection (Model 3082 Series Operational Manual). 

                    

                                                                            

                                                                             

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.15 Up a picture of the 829 Micro Flow Cell in the CFA laboratory, and down a sketch of 

the cell, depicting its working principle. 
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Figure 3.16: The ET125 Head Stage is kept inside a metal box to avoid interference with external 

electric fields. The ER225 C4D 225 Data System can be seen second to the bottom. The 829 Micro 

Flow Cell, in the front, and the Model 3082 is placed second to the top. 

 

3.5 Testing the EDAQ C4D 
 

 

Several experiments were performed in order to test the response of the new instrument (ET125 

Head Stage and C4D ER225 System) in solutions of different conductivity, in melted ice samples, 

and also relatively to the Conductivity meter Model 3082 Series. Furthermore, the response of the 

two headstage circuits (sample and reference circuit) was tested, in same conductivity solutions, 

and also the response of the instrument to different type of tubes. For this purpose the Hanna 

instrument HI 7033 and HI 8033 Standard Conductivity Calibration Solutions were used. The first 

is an aqueous solution and the second is a water solution of sodium chloride: < 0.01%. 

 

Each time an experiment was performed, new solutions were made in order to avoid contamination 

from carbon dioxide gas that dilutes into water solutions, and in order to avoid contamination due 

to the fact that glass bottles, that are used to make and store the solutions, possess hydrophilic 

properties, and thus are over time subjected to a corrosion process that contaminates the solutions 

and changes their conductivity (Tournié, 2008). 

 

For this reason new conductivity standards were made each time, in order to have the same 

conductivity values. 
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Bottle Conductivity(μS/cm) 

C1 75 

C2 7.5 

C3 4 

C4 3 

C5 2 

C6 1 

Table 1: Conductivity solutions 

 

 

 

At the beginning, all the bottles along with all the laboratory equipment used to make the solutions, 

were carefully cleaned with Milli – Q ultrapure water. The solvents were added with the 

macropipette Calibra 832, and the solute with the 11C4842 Series dispensette. In each dilution, a 

volume of solute is added, according to the conductivity value we want the new solution to have. 

The conductivity values of the standards, were chosen because they are indicative of the 

conductivity range we expect to detect in an ice core. 

Each solution was made separately, by diluting an amount of C2 solution to a new bottle, and not 

from diluting each previously made dilution to a new one, in order to avoid the propagation of 

errors throughout the solutions.  

 

During the experiments, the temperature of the environment remained practically constant, with 

minor variations that is which is not expected affect the conductivity value of the solution. 

 

After having performed the calibration experiments, the best frequency range of the new 

instrument, for detecting conductivity in ice cores was set and the method was ready to be applied 

in the melted ice cores. More details about the results of the previously mentioned experiments, 

are present in the next chapter. 
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Response time 
 

While the accuracy of the instruments is tested by calibration, the speed by which they detect any 

significant change in the value of the measuring parameter is defined by their response time. The 

response time is determined by exposing the instrument to a step function and measuring its 

response time from the output (Kalantar-zadeh, 2013). Therefore, an ideal opportunity for 

estimating the response time of the instrument is when standard solutions run in the CFA system.  

 

 

3.6 Cutting the Ice Core 

 

 
The ice core used for the conductivity measurements in this project, is a 45-m long, firn core, 

which was drilled at South Dome (63°32'N, 44°34'W), as part of a campaign aiming to study snow 

and firn in Southern Greenland (Freitag et al.; 2014). The location of the ice drill can be seen in 

the map below: 

 
 

 

 

 

 

 

 

 

 

 

Figure 3.17 A view of Greenland with South Dome depicted as a star. (Google Maps,                                                                                            

2014, South Dome, 63o 32’N, 44 o 34’W.) 
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After the ice core is cut, it was separated in bags of 0.55m, and a set of six consecutive bags make 

a “run”. The diameter for the ice core is 7.4cm. The ice core is cut parallel to its axis in 4 particular 

pieces, and each one is dedicated to specific set of measurements.  

The central part of the core, piece 5, was analyzed for impurities in the CFA laboratory. Piece 1, 

is specially cleaned, and is used to measure the electric conductivity of ice (ECM). Pieces 2, 3, 4 

are used for measurements of gas, stable isotopes, and physical properties of the ice. The ice core 

was transferred to the freezer of the Center for Ice and Climate in Copenhagen. The freezer has a 

mean temperature of -25°C and contains 15km of ice from Greenland and other drilling projects 

(Center for Ice and Climate, webpage: 

http://www.iceandclimate.nbi.ku.dk/research/drill_analysing/cutting_and_analysing_ice_cores/). 

  

 

 

 

 

 

 

 

 

 

                  Figure 3.18 A sketch of the cutting plan for the shallow ice core (Weng, 2014).  

 

 

Before melting the ice core, both of its edges and any break in between, are removed from it in 

order to avoid contamination. At the start and at the end of melting each run, a 10cm thick cube of 

frozen ultra-purified water is placed in the ice core to clean the system from any contamination 

caused by impurities enclosed to the previously melted ice. The first 45m of firn ice from the South 

Dome were melted at the 14th and 15th of May 2014. During the first day, 3 runs were melted, with 

each run corresponding to bags 3-8, 9-14, and 15-20 respectively. During the second day, 4 

consecutive runs were melted, with each run corresponding to bags 21-26, 27-32, 33-38, and 39-

http://www.iceandclimate.nbi.ku.dk/research/drill_analysing/cutting_and_analysing_ice_cores/
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46 respectively. At the beginning and at the end of each day standard solutions of PH, calcium, 

sodium and sulfate were used to calibrate the instruments, in order to test their response to different 

contractions and adjust them properly, if needed.  

Finally, 45m of ice were successfully melted and we were happily provided with a great amount 

of data to work with.  
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Chapter 4 Results 

 

In this chapter the results of the experiments, which are performed in order to test the new 

instrument ET125 Head Stage and C4D ER225 System are presented, along with the results 

obtained from melting 45m of the South Dome ice core. The response of the instrument was tested 

by applying different conductivity solutions, by using different types of tubes, and by comparing 

the reference and the sample circuit; additionally the response time of the instrument is calculated 

and is compared with the Model 3082.  

 

 

4.1 Testing the C4D ER225 System 

 

4.1.1 The Voltage Response 

 

At first the voltage response of the instrument was studied for different standard conductivity 

solutions.  As mentioned in chapter 3, the Conductivity Calibration Solution HI 7033 was used.   

In bottle C1, 50ml of it was poured, then a proper amount of it was transferred by the micropipette 

to bottles C2, C3, C4, C5 and C6. Each was diluted by added a proper amount of ultrapurified MQ 

water with the dispensette, and finally each bottle contained a solution of known conductivity. 

Additionally, bottle C7 was used to measure the response of the instrument to MQ water, indicating 

the background conductivity of the solutions. The measurements were performed starting from 

MQ water (bottle C7) to the lowest conductivity solution (C=1 μS/cm, bottle C6) and all the way 

to the highest conductivity (C =7.5 μS/cm, bottle C2). The tube that was used was made of PFA 

with an internal diameter I.D. = 0.03’’. 

Figure 3.1 is shows the voltage response of the instrument for input voltage in the range of 2kHz 

to 2MHz and for different conductivity solutions. We may notice that there are two groups of 

curves, one for “High Gain On” and one for “High Gain Off”, and that for the latter group the 

voltage response is between 0.01-0.35V, while for the former group the voltage response of the 

instrument is much higher, within the range of 0.2-2.17V. When the instrument is set to “High 

Gain Off”, the amplifier is off, while when it is set to “High Gain On”, the amplifier is on and 

magnifies the signal. 
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                                          a)                                                                                                                                                                                                                      

                                             b) 

Figure 4.1 The voltage output of the instrument corresponding to the frequency range of the input 

voltage, for conductivity standards C2 to C6 and with C7 being the MQ water; a) for linear 

frequency scale, and b) for log frequency scale. 

Moreover, the frequency range of the input voltage is quite large and on a linear scale the small 

values of the voltage response are being compressed. Therefore, we change the frequency scale 

from linear to log and for High Gain On, we notice that the voltage response increases with the 

conductivity of the solution, and also that there are two dominant characteristics of the plot. The 

first is the maximum voltage response, which forms a high peak between 2.05V and 2.17V in the 
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859kHz frequency. The second characteristic is a wide maximum area that shifts from lower to 

higher frequencies as the conductivity of the solutions that are being measured increases. It lies 

between 0.24 and 0.87V, and is within the frequency range of 10 to 100 kHz. Additionally, for 

High Gain Off, we also notice these two characteristics but they are much smaller than they are 

for High Gain On and that they both are shifted to higher frequencies. 

The two areas with maximum voltage responses are where the instrument has the highest 

sensitivity to measure conductivity. However, as the frequency of the input signal increases, so 

does the sensitivity of the instrument to detect noise. Therefore, the peak that corresponds to the 

859kHz frequency encloses a peak detection of the instrument noise as well. 

The wide maximum area lies in lower frequencies where the noise detection is smaller. Moreover, 

the maximum here is not a steep peak that increases and decreases abruptly within a small 

frequency range, but rather a broad maximum within a wider range of frequencies, which offers a 

stable voltage response of the instrument within this range. This area corresponds to the section of 

the frequency response curve of the video amplifier. It is flat or has a minimum slope, thus the 

amplifier has an equal response (gain) for every frequency within the band, and so it exhibits both 

the maximum stability and sensitivity to changes in conductivity. 

 

4.1.2 Sample and Reference Circuit 

 

In this experiment, the response of each circuit of the headstage was tested for the same 

conductivity standards and tube that have been mentioned in the previous paragraph. As mentioned 

in Chapter 3, both circuits are capable of measuring the sample, and if both of them measure the 

same sample simultaneously, the final signal shows only the variation in conductivity of the 

sample, which is being measured in the two circuits. The purpose here was to compare the response 

of the circuits when measuring the same conductivity, and the results are depicted in Figure 4.2.  
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     a)                                                                               b) 

 

        c)   d) 
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                                     e) 

 

Figure 4.2: The voltage output of the instrument in respect to the frequency range of the input 

voltage, for the sample and reference circuit, and for conductivity standards a) C2, b) C3, c) C4,     

d) C5, and e) C6. 

 

The figure illustrates that the voltage response of the reference sample is larger or slightly bigger 

than the respective response of the sample circuit for High Gain On, and this difference gets bigger 

as the conductivity of the sample increases. For the High Gain Off mode, the response of the 

reference sample is equivalent to the respective response of the sample circuit or slightly larger, 

and this difference again, is illustrated in the high frequency range, where the noise level of the 

instrument rises. The maximum response lie in the frequency of 859 kHz and 2 MHz, for High 

Gain On and Off respectively; and they are stable for both circuits. The stable frequency range is 

within the range of 45-68 kHz for the conductivity solutions C2 = 7.5μS/cm, C3 =   4μS/cm, C4 = 

3μS/cm, for both High Gain On and Off modes. For the low conductivity solutions C5 = 2μS/cm, 

C6 = 1μS/cm, the stable range shifts to smaller frequencies for both High Gain On and Off. 

 

 

4.1.2 Testing Different Tubes 

 

In this experiment, the response of the instrument was tested for the same conductivity standards 

but different types of tubes. The tubes were always placed on the sample circuit. The tubes have 

different sizes of internal diameters (I.D.), are made by different types of plastic (PEEK, PFA), 
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and have different colors (black, green, brown, and transparent-clear). They are presented in the 

Table 2. 

 

Tube I.D. PFA PEEK 

0.02’’ 
Clear, 

Black 
___ 

0.03’’ Clear Green 

0.04’’  ___ Brown 

                        Table 2: Types of different tubes used for testing EDAQ C4D. 

 

These tubes are commonly used in the CFA lab and were chosen to assess if the size of the internal 

diameter and the type of material that the tube is made of, has an effect on the  the response of the 

instrument. The different colors indicate differences in  composition as well, since different metals 

are added in each case to provide a different color. The results are presented in Figure 4.3.  

As it may be noticed, for the High Gain On mode, the response of the instrument gets higher as 

the size of the internal diameter increses. For the tube with the biger internal diameter (PEEK, 

brown, I.D.= 0.04’’), there is the highest voltage response recorded: Vout = 3.64V, corresponding 

to f=860kHz and to the standard of the highest conductivity value C2. For the tubes with the 

medium, size of internal diameter, the maximum response is Vout = 2.3V, for the green tube (PEEK, 

green, I.D. = 0.03’’) and Vout = 2.26V, for the clear tube (PFA, clear, I.D. = 0.03’’). Both of them 

correspond to the frequency f=860kHz  and to the C2 standard. Finally, the lowest voltage response 

is recorded for the tubes with the smallest internal diameter, Vout = 1.96V and Vout = 2.03V for the 

transparent (PFA, clear, I.D. = 0.02’’) and black (PFA, black, I.D. = 0.02’’) tubes respectively, 

again for the frequency f=860kHz. Interestinly, the maximum response for the clear tube, 

corresponds to one of the lowest conductivities, C5, while for the black tube it corresponds to the 

highest conductivity solution,  C2. 
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  a)                                                                            b) 

               c)                                                                              d) 
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           e)                                                                             f) 

 

Figure 4.3: The voltage output of the instrument in respect to the frequency range of the input 

voltage, for the same conductivity standards and different types of tubes: a) Clear tube-PFA, 

I.D.=0.02’’, b) Clear tube-PFA, I.D.=0.03’’, c) Brown tube-PEEK, I.D.=0.04’’,  d) Green tube- 

PEEK, I.D.=0.03’’, e) Black tube-PFA, I.D.=0.02’’ part1, and f) Black tube-PFA, I.D.=0.02’’ 

part2. 

 

 

For the black tube, the measurements were performed twice, each to a different part of the tube, as 

in the first measurement, the voltage responses in C2 and C5 intersect. The same effect was for 

measuring a second part of the tube, the voltage responses C2 and C4 overlap with C7. The 

maximum voltage response for this part of the tube is Vout = 0.98V. The maximum voltage response 

for the black tube is for the same frequency with the previously mentioned maximum responses of 

the instrument to the other tubes. Additionally, the response of the instrument is not in 

corresponance with the value of the conductivity. The maximum response is for the lowest 

conductivity solution, the minimum response is for the highest conductivity solution and the 

responses for the conductivity solutions between these two are not increasing or decreasing 

accordingly. 

Moreover, the wide maximum amplitude seems to depend on the size of the I.D., and could be 

affected by the material as well. The respective frequency range, seems not to be affected.  

Specifically, for the brown tube, the highest voltage response locates in C2 solution, with the wide 

maximum amplitude being 1.47-1.51V in frequency range of 29-48kHz; and the lowest voltage 

response locates in C6 solution, with 0.405-0.407V in frequency range of 8-13kHz.  
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For the green tube, the highest voltage response locates in C2 solution, with the wide maximum 

amplitude being 0.85-0.83V in the frequency range of 29-48kHz; and the lowest voltage response 

locates in C6 solution, with 0.237-0.241V in the frequency range of 5-8kHz. 

For the clear tube with I.D. =0.03’’, the highest voltage response locates in C2 solution, with the 

wide maximum amplitude being 0.74-0.76V in the frequency range of 29-48kHz, and the lowest 

voltage response locates in C6 solution, with 0.206-0.211V in the frequency range of 8-13kHz. 

For the clear tube with I.D. =0.02’’, the highest voltage response locates in C2 solution, with the 

wide maximum amplitude being 0.7-0.71V in the frequency range of 159-242kHz; the lowest 

voltage response locates in C6 solution, with 0.207-0.211V in the frequency range of 8-13kHz. 

For the 1st part of the black tube, the highest voltage response locates in C6 solution, with the wide 

maximum amplitude being 1.432-1.435V in the frequency range of 29-45kHz; and the lowest 

voltage response locates in C2 solution, with 0.84-0.86V in the frequency range of 68-104kHz. 

For the 2nd part of the black tube, the highest voltage response locates in C6 solution, with the wide 

maximum amplitude being 1.076-1.082V in the frequency range of 104-159kHz; and the lowest 

voltage response locates in C4 solution, with 0.745-0.749V in the frequency range of 68-104kHz. 

Generally, the shape of the figures is the same for all tubes, except for black tube, where the 

instrument’s response to the frequency, appears to be unique, and brown tube, where the shape of 

the curve is slightly different but not as different as it is for the black tube.  

Another way to compare the response of the instrument to these tubes, is to plot for every 

conductivity solution the response of the instrument for each tube. You may see the result in Figure 

4.4. The green tube has an internal diameter of 0.03’’, and is made of PEEK, while the clear tube 

with I.D. = 0.03’’ is made of PFA. Therefore we can directly compare if the material of the tube 

has an effect to the response. Furthermore the two clear tubes, are both made of PFA, but they 

have different I.D., thus the comparison of the instrument response to them for the same 

conductivity solution shows the effect of the size of the I.D. In Figure 4.4 a), we may notice that 

the green tube made of PEEK has a higher response that the clear tube of the same I.D., made of 

PFA, and that the latter has a higher response in comparison to the clear tube of  I.D.= 0.02’’. 
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            a)                                                                       b)  

 

             c)                                                                      d) 
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                                       e) 

Figure 4.4: The voltage output of the instrument in respect to the frequency range of the input 

voltage, for each conductivity standard and for all the different types of the tested tubes, a) 

conductivity standard C2 = 7.5, b) conductivity standard C3 = 4, c) conductivity standard C4 = 3,  

d) conductivity standard C5 = 2, e) conductivity standard C6 = 1.  

 

However, the difference in the response between these three tubes becomes smaller (Figure 4.4 b) 

and c)), as the conductivity of the solution decreases, but they still have the difference in the order 

mentioned above: the higher response is for the green PEEK tube, I.D. = 0.03’’, then comes the 

clear PFA tube, I.D. = 0.03’’, and finally the clear PFA tube I.D. = 0.02’’. For the conductivity 

standards C5 = 2 and C6 = 1, the differences in the instrument’s responses for these three are so 

small that the figures overlap, especially for frequencies smaller than 100kHz. The green and the 

brown tube, are made from the same material but have different I.D. We can see that the response 

of the brown tube, which has the largest I.D., is much higher for all the conductivity standards, 

though it follows the same pattern as the green tube. 

 

 

4.1.3 Frequency Response 

 

Another important factor to take into consideration is the instrument’s response to measuring 

conductivity for a certain frequency. We would like to know the frequency or the frequencies of 

the input voltage that give a linear relationship between the output voltage and the conductivity; 
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therefore the voltage response of the instrument is plotted versus the conductivity standards for 

certain frequencies. This is shown in Figure 4.5.  

 

   a)                                                     b)                                                 c) 

 

 

 

 

 

 

 

      d)                                                     e)                                                 f)  

 

 

 

 

 

 

 

 

   g)                                                     h)                                                 i) 
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         j)                                                k)                                                    l)                                                                                                                       

Figure 4.5: The voltage response of the instrument in respect to conductivity for the frequency: a) 

3550Hz, b) 5415Hz, c) 8259Hz,  d) 12599Hz, e) 19219Hz, f) 2931Hz, g) 44721Hz , h) 68219Hz, 

i) 104063Hz, j) 242146Hz, k)589506Hz, l) 2MHz. 

 

There is a wide range of frequencies of the voltage signal, but the frequencies corresponding to  

the wide maximum, or are close to it are the most important. Therefore we choose half of the 

frequencies from this range and mostly from 12kHz to 45kHz, where the wide maximum lies in 

most cases examined. Three frequencies are chosen under this range and three above it. For the 

frequencies 3550Hz and 5415Hz the voltage output is close to be stable, and consequently it does 

not seem to respond to changes in conductivity. For the frequency 8259Hz, there seems to be a 

very small change in response to conductivity variations, especially for 3-4μS/cm. For the 

frequencies 12599Hz, 19219Hz, and 29317Hz, the voltage output seems to respond to changes of 

conductivity, in a linear way which is not homogeneous, but consists of three different lines. For 

the frequencies 44721Hz, 68219Hz and 104063Hz, this seems to be the case as well, except that 

the response consists of two lines. Finally, for the high frequencies 242146Hz, 859506Hz and 

2MHz, again the response of the instrument is constant or partly constant and therefore it cannot 

describe variations in conductivity. For the frequencies where the voltage response of the 

instrument is linear, the 19219Hz frequency, seems to approximate a more propper single linear 

relation between the voltage output and the conductivity change.  

 

 

4.1.4 Time Resolution  

  

Another interesting characteristic of the instrument is its response time. Response time is the time 

required for an instrument to respond to a sudden step change of the input, and it is defined as the 

time required for the signal of the step function to rise from 5% to 95% of the final output (Liptak, 



 

 

 
Page 58 

 

  

1995). For the EDAQ C4D and Model 382 Series instruments, the step function is the shift from 

MQ water to a solution of a certain ionic concentration. 

On Figure 4.6 the time response (time difference) is given for the respective change in conductivity 

and voltage for calcium, PH, and sodium standard solutions.  

        

         a)                                                                          b) 

 

 

 

 

 

 

 

 

 

                                        c) 

                                  c) 

 

 

                                          

 

 

 

 

 

 

Figure 4.6: The time response when changing from MQ to standard solutions for EDAQ C4D and 

Model 382 Series instruments, for a) calcium b) PH and c) sodium standards. 
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For the calcium standard, two solutions were used to calculate the time difference, because 

between the first and the second solution, MQ was inserted into the CFA system. Likewise for 

sodium, except for sodium there are three solutions at each standard. For PH, only the time 

difference of the transition from MQ to the first peak was used, as PH standards are inserted into 

the system in continuous series. 

From Figure 4.6, we may notice that, the Model 382 Series instrument has a smaller response time 

than the EDAQ C4D, and that the response time of both instruments is different for calcium, 

sodium and PH, with PH being the “slowest” and sodium the “fastest”. We may also notice that 

generally the bigger the difference between the conductivity baseline (MQ) and the conductivity 

signal of the standard, the bigger the response time of the instruments, especially for calcium. 

Moreover the time response of the Model 382 Series for the different standard solutions seems to 

be within a smaller range, than it is for the EDAQ C4D. In general it seems that the Model 382 

Series is more consistent in time (less dispersion in y-axis) compared to the new instrument EDAQ 

C4D.  

However, during the measurements the two instruments, were not placed close. There was a 

distance of about 1m between them. The Model 382 Series was first in line, and the EDAQ C4D 

second. Therefore, the EDAQ C4D measured a signal which had traveled a longer path, thus had 

been mixed more, than what it was measured from the first conductivity meter. Therefore, this 

signal was not the step function assumed at the start, but a more broad signal.  
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                                   b)           

          

 

 

 

 

 

 

 

 

Figure 4.7: The time response when changing from MQ to conductivity standard solution C = 

1μS/cm for a) EDAQ C4D and b) Model 382 Series instruments 

 

 

Another way to compare the resolution of the two instruments is to estimate their response for 

continuous measurements performed separately, when the two instruments are not connected in 

line. The step function in this case is the shift from MQ water to conductivity standard of C = 

1μS/cm. For this case the time response of the EDAQ C4D is 3sec, and for the Model 382 Series 

10sec. This estimation is more objective as the signal goes through the instruments separately. In 

Figure 4.7 we see shift between the MQ and the conductivity standard for the two instruments. 

The shift for EDAQ C4D is quicker and more direct. 

 

 

4.2 Measuring Conductivity – South Dome Data 

 

In this section, the results from measuring some of the impurities deposited in the South Dome ice 

core are presented. During the measurements, 45m of ice were melted in the melthead, and were 

driven into the CFA system via the peristaltic pump. In Figures 4.8, 4. 9, 4.10 the calcium, sodium, 

hydrogen cations, and conductivity aligned results are shown for different depths of the ice core. 

Each depth corresponds to a different time of deposition. The conductivity was measured in both 
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instruments, EDAQ C4D and Model 382 Series; for the first instrument, the output is voltage 

whereas for the second conductivity. The blue curve is calcium, the violet is sodium, the purple is 

dust, the green is hydrogen cations, the orange is conductivity and the red is conductivity measured 

by the new EDAQ C4D instrument.     

One may notice that for all three figures, the calcium, sodium, dust and hydrogen cations 

measurements have some negative values. This of course is not a reasonable result, except for 

hydrogen cations, which indicates basic water. Such negative measureents in general emanate from 

the interference of air bubble with the measurements.  

Below, the vertical black lines are to help us notice whether a peak in conductivity corresponds to 

a peak on any other component, and the light blue lines show the year of the deposition, indicating 

the annual layers of the ice core. 

On Figure 4.8 we notice that in many cases a peak in conductivity and voltage corresponds to a 

peak hydrogen cations, and a peak in calcium corresponds to a peak in dust and sometimes sodium. 

However in depth 4.55m, dust also peaks with voltage, conductivity and hydrogen cations, and in 

8.7m with calcium. On Figure 4.9 we may notice that at the 25.15m all constituents exhibit a peak, 

even though only a small one for sodium. Most black vertical lines here show some correlation 

between them. Specifically in 23.3m depth, all constituents peak, except for dust and sodium; and 

in 27.05m conductivity, voltage, hydrogen cations and calcium peak, even though the peak is small 

for hydrogen cations; and at depth 22.15m  is an example where only one constituent, dust peaks. 

Finally, on Figure 4.10, at 29.5m and 32.6m, are two examples of simultaneously peaking of all 

the constituents, even though the peak for sodium in 29.5m is small; and for calcium and dust in 

32.6m respectively. For the rest of black lines, we can see correlation between some of the species, 

for example in depth 28.8m, where calcium dust and sodium peak.  

Na+ is an index of sea salt and Ca2+ of dust. As was mentioned in Chapter 2, aerosols containing  

Ca2+ , Mg2+, Na+, K+, SO4
2-, Cl- could originate from both sea and land, which could explain the 

simultaneous peaks of Na+ and Ca2+ described above. The vertical light blue lines indicate time, 

and a consecutive pair of them is one year. In figures 4.8, 4.9, 4.10 we may notice that within a 

year, Na+ and Ca2+ peak one or more times, but often there is only one peak that stands out. This 

peak is the maximum concentration of these species; and for sodium is in winter/early spring, 

while for calcium/dust is during spring/summer. We may notice that in most cases these high peaks 

do not coincide to the same depth, thus each signal’s maximum concentration is for a different 

time of the year. In Greenland, sodium peaks in winter to early spring due to frequent advection 

of oceanic air masses above the ice sheet during winter (Legrand and Mayewski, 1997). Calcium 

peaks in spring and its main source is mineral dust coming from Asian deserts (Kuramoto et al., 

2011). The concentration of hydrogen cations is indicative how acid or alcalic the ice is. As an 

important source of acids for the atmosphere is a volcanic eruption, a high peak in conductivity 

and hydrogen cations can be indicative of volcano eruptions (Taylor et al., 1992). In figures 4.8, 

4.9 and 4.10 we see that sometimes conductivity and hydrogen cations peak simultaneously, 

marking a possible volcano eruption signal deposited at this specific depth. Finally, the annual 
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cycles of sodium and calcium, along with volcano reference horizons can be used to date the ice 

core (Kjær et al, 2013). 

 

 

 

                    

                    

 

 

 

 

 

 

 

Figure 4.8: Calcium, sodium, hydrogen cations, conductivity and voltage versus depth for 4-11m, 

and time, with each  pair of light blue lines representing a year, beginning from 2009 for 4.3m to 

2003 for 10.5m with time step equal to one year. 
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Figure 4.9: Calcium, sodium, hydrogen cations, conductivity and voltage versus depth for 21-28m, 

and time for 1991 matching with 21m to 1982 for 28m. Each pair of light blue lines represents 

consecutive years from 1991 to 1982. 

 

 

 

 

 

 

 

 

 

Figure 4.10: Calcium, sodium, hydrogen cations, conductivity and voltage versus depth for 28-

35m, and for the years 1982 to 1972. 

 

Furthermore, in Figure 4.11, we may notice the time of deposition for different depths of the ice 

core. The deeper we drill in the ice sheet, the older the ice we collect. The particular section of the 

South Dome ice core that we have measured, dates back to 1960, and in the figure appears to be a 

linear correlation between depth and time of deposition. However, ice cores hundreds of meters 

long, date back hundreds or thousands of years and in these depths, annual layers will be more 

compressed due to the pressure of annual layers lying above them. This pressure makes the 

thickness of the annual layers smaller as the depth increases, therefore a certain depth interval will 

correspond to a larger time step, and the correlation between depth and time becomes nonlinear 

for these depths (Divine et al., 2011) 

Similarly in Figure 4.12, we see the annual layer thickness decreasing with depth. The upper 

deposited layers are the thickest. Further down, as the pressure increases the layer thickness 

decreases, as we can also see that from Figures 4.8, 4.9, 4.10. This decrease is not linear with 

depth, and is more intense in the upper layers of the core, which shows the densification process. 
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Figure 4.11: Depth versus time of deposition for the first 45m of the South Dome ice core. 

 

 

                                                                         

 

 

 

 

 

 

 

Figure 4.12: Annual layer thickness versus depth for the first 45m of the South Dome ice core. 
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Chapter 5 Discussion 

 

In this chapter the results of the experiments described in Chapter 4 are discussed and furthermore 

the two conductivity instruments – “the old” Model 382 Series – and “the new” EDAQ C4D are 

compared. Additionally, the EDAQ C4D data is compared with data obtained by other detection 

methods of the CFA system. Furthermore the dust and conductivity data of the South Dome ice 

core are compared to dust and conductivity data from the NEGIS ice core. 

 

5.1 Operation of the EDAQ C4D instrument 

 

In the previous chapter, the results of experiments for testing the instrument were presented. In the 

first experiment the performance of the sample and reference circuits of the ET125 Headstage was 

shown in Figure 4.2 The response of the sample circuit when measuring the same conductivity 

standard solutions is similar to the response of the reference circuit in most cases shown in Figure 

4.2 b), d) and e). In theory both outputs should be equal; the cause of the different response of  two 

circuits could be that a different part of the tube was placed inside the circuit and between the 

electrodes to measure the conductivity of the solution. Whether the offset is due to different parts 

of the tube or due to some drift of the reference circuit is not clear, and further experiments should 

be performed to clarify this issue. However, for all the other experiments performed, only the 

sample circuit was used. Therefore, if there is any difference between the two circuits, it does not 

affect the results. 

Moreover, the response of the sample circuit was tested for the same conductivity standards but 

for different tube types. The tubes are of two different types of plastic, PEEK and PFA, and of 

three different internal diameter sizes. As mentioned in Chapter 3, the response of the circuit 

depends on the cell and stray capacitances, C and Co respectively, which are fixed by the 

manufacturer, and also on the circuit resistance R. The resistance depends on the conductivity of 

the solution and on tubing length and cross-sectional area. The length of the tube cannot have an 

important effect, as all tubes are long enough to go through the metal box where the headstage is 

placed, and also the length of the circuit is equal to the distance between the electrodes (20mm), 

which is constant and many times smaller than the length of the tubes. Finally, the tubing attribute 

left to affect the measurement is its cross sectional area, which depends on the tube diameter. The 

tubes are of the same outer diameter but of different internal diameters. As the internal diameter 

gets bigger, there is more space for the liquid to pass through, there is less pressure applied to it 

by the tube’s walls, and therefore the resistance of the sample decreases. The opposite occurs, as 

the internal diameter decreases. In Figure 4.3 we see that as the conductivity of the solution 

decreases, the response of the instrument decreases as well and that all the tubes have similar 

response patterns, except for the black tube, whose pattern is unique. The response of the 



 

 

 
Page 66 

 

  

instrument gets higher as the internal diameter increases, which is reasonable because the 

resistance of the circuit decreases, causing the current and conductance of the sample to decrease.  

In Figure 4.3 e) and f) we see the response of the black tube. For this tube the stable frequency 

range is wider than any other tubes. However, its responses for different conductivities overlap. 

That is why a second part of the tube was tested, with the hope that some internal deficiency of 

this single part caused this effect. But the second test showed overlapping as well, so this particular 

tube is not considered suitable to keep working with. Another thing to notice in this figure is that 

the difference in voltage response for the two parts of the same tube is big, and it can indeed have 

an effect on the response of the instrument. 

In Figure 4.4, we see the response of the instrument to different tubes for a specific conductivity 

solution. The green tube of I.D. = 0.03’’ is made of PEEK, while the clear tube of the same size 

I.D. is made of PFA, therefore, we can compare the material effect to the response.  Furthermore, 

the two clear tubes are made of PFA but have different I.D.; thus by comparing them, we compare 

the effect of the I.D.’s size to the instrument’s response. From Figure 4.4 a) and b), there is a 

difference in response between them as far as the amplitude of the output voltage is concerned. 

The amplitude is decreasing as the I.D. is decreasing, which is reasonable because the resistance 

of the sample is increasing. Moreover, between the tubes with I.D. = 0,03’’, the green tube made 

of PFA, has a slightly bigger response from both. As it was mentioned in Chapter 4, the tube is 

made of PEEK plastic, with some metals added to it, in order to acquire its special green color. 

The slightly different response, could originate from the different materials.  

When we compare the difference in the voltage response between the two clear tubes with different 

I.D. or between the green and brown tubes, which are made of the same type of plastic but have 

different I.D., we see that the importance of the I.D. of the tube. The difference between the 0.03’’ 

and 0.04’’ I.D. is larger than the difference in response between the 0.03’’ and 0.02’’. That is 

reasonable as the cross-sectional area of the circuit increases proportional to the square of the 

internal radius of the tube. 

The wide maximum range of the voltage response starts in 29-48kHz for C2 for all tubes, and is 

decreasing as conductivity is decreasing, to 13-19kHz for C4, C3 and C5 for all tubes (except for 

green, whose range is in the lower range of 8-13kHz), and finally for C6 to 8-13 kHz (except for 

the brown tube which goes to 5-8kHz). Apparently, as the conductivity decreases, so does the wide 

maximum frequency range. It shifts to lower frequencies, which corresponds to the low 

conductivity signal being detected. 

The wide maximum range described so far, is for discrete measurements. However, when the 

instrument is set to perform continuous measurements, it is necessary that we set the frequency of 

the measurement. For this reason we need to know the frequency that gives a linear response 

between the conductivity value of the sample and the voltage output of the instrument. According 

to Figure 4.5, a proper frequency is f = 19219Hz, and this specific result is related to the 

instrument’s technical features. 
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The comparison of the time response between the EDAQ C4D and the Model 382 Series for 

sodium, calcium and PH standard solutions, showed that the former is 3-9 sec faster than the latter, 

but the comparison when both instruments were measuring conductivity independently, showed 

that the EDAQ C4D is faster. 

During the experiments, the temperature of the environment was approximately stable to 19oC and 

therefore was assumed to be the temperature of the liquid solutions during the measurements. 

However, there was no control of the temperature for the solutions to see if their temperature 

during the measurements was indeed stable, thus to examine if any variation of the temperature 

can affect the measurements. Consequently for now, we cannot have more information about the 

temperature effect. 

 

5.2 Comparison of the Two Instruments 

 

In this section, we compare the measurements of the two instruments, EDAQ C4D and Model 382 

Series for measuring the conductivity of the water from melting the 45m South Dome ice core. 

For this purpose, we plot the data acquired, by calculating the average and standard deviation of 

the voltage and conductivity output of the two instruments, for a space interval of 10cm. This space 

step is good enough to remove the instrumental noise, and at the same time to keep the signal of 

the measurement. In Figure 5.1 we see that the voltage measured from EDAQ C4D is linearly 

related to the conductivity measured from Model 382 Series, and that the bulk of data matches 

with this line. 

Furthermore, we may notice that the linear fit corresponds to the majority of the data but there is 

some deviation from linearity for very low (below 0.1V) and very high (above 0.5V) conductivity 

values. Specifically, for the 0.1 to 0.5V and 0.8 to 5μS/cm interval, the connection between voltage 

and conductivity is linear. However, it deviates to the right, when it comes to higher conductivity 

values. Moreover, we see that below approximately 0.1V there is a deviation from linearity as 

well. Consequently, it seems that the new instrument EDAQ C4D performs linearly in the interval 

0.1-0.5V. Nevertheless, for the majority of high and low conductivity values, their standard 

deviation coincides with the linear fit. This is similar to what we see for discrete measurements, 

for example in Figure 4.1 b), for voltage above 1V the response of the instrument does not 

distinguish between the different conductivity values. This means that there is an upper limit for 

the instrument to detect conductivity. 

Another thing is that the large standard deviation of some of the measurements on both axis 

indicates a steep peak of the voltage/conductivity signals within a small depth interval. In Figure 

5.2, we see voltage versus conductivity for depth range of 10m. We see that for all four cases the  
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Figure 5.1: Voltage versus conductivity for the South Dome melted ice core and 10cm resolution; 

voltage measured from EDAQ C4D and conductivity measured from Model 382 Series. 

 

majority of data lies between 0.1V and 0.4V and that for values above and beneath there is 

deviation from linearity. 
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       c)                                                                              d) 

 

 

 

 

 

 

 

 

 

 

Figure 5.2: Voltage versus conductivity for the South Dome melted ice core for a)2-12m, b)12-

22m, c)22-32m, and d)32-46m. 

 

 

 

5.3 Comparison of the EDAQ C4D data with data of other detection methods 

of the CFA system 

 

In this section we compare the voltage response of the instrument EDAQ C4D with the 

concentrations of some impurities found in the ice core. These are traditionally detected by other 

detection methods of the CFA system. The dust is detected in the Dust detector, calcium was 

detected by fluorescence, sodium and hydrogen cations were detected by the absorption detection 

method. In Figure 5.3, we show this comparison in 10cm resolution. In Figure 5.3 a) we have the 

voltage versus calcium concentration. We see that the response of the instrument to calcium is not 

linear, as the bulk of the data do not correspond with the linear fit. Therefore it is recommended 

that the instrument should not be used for measuring calcium. Similarly for 5.3 b) and c), the linear 

fits do not align with the majority of the data. Consequently, the instrument responds to the 
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presence of these ions (for dust is charged particles) but does not respond efficiently to changes in 

their concentration. Therefore it cannot distinguish between them.  

Figure 5.3 d) shows the response of the instrument to hydrogen cations, whose concentration is 

indicative of the acidity of water. In this case, there is some correlation between voltage and the 

concentration of hydrogen cations. The value of the coefficient of determination – R2 indicates 

that approximately half of the data points fit to the line. However, this is not a good enough 

correlation to consider using the instrument to measure hydrogen cations concentration.  

Despite the fact that the last correlation mentioned is not good enough for linearity, it is many 

times larger than the correlation between calcium - voltage and sodium - voltage. This is due to 

the high electrophoretic mobility of the hydrogen cations, which is very high as the hydrogen 

cation has the smallest radius, and the charge to radius ratio gets large, thus hydrogen cations 

contribute more to conductivity than other ionic species (Kalantar-zadeh, 2013).  

In Figure 5.4 is conductivity and all the other concentrations measured during the melting of the 

ice core are plotted versus voltage in pairs of two. The purpose of this figure is to compare the 

voltage ranges that correspond to these measurements, which refer to conductivity and 

concentration of different substances. Interestingly, the bulk of the measurements lies within the 

range 0.1-0.5V. This is the range of the linear relation between the conductivity and voltage. It 

seems that above this range the instrument gradually reaches a saturation level. Finally, in Figure 

5.3 a), b), c) and d) and 5.4 a), b) and c) are some data in the x-axis of concentration that have 

negative values. Such negative values in concentration are caused by interference of air bubbles 

with the instrument of the measurement. However, their number is much smaller than the total 

amount of data, therefore they do not affect the result.  

Finally, we investigate the case that the small deviation from linearity for conductivity and 

hydrogen cation measurements, emanates from interference of other ions. For this purpose we 

calculate the voltage value according to the equation of the linear regression in Figure 5.3 d), and 

we name this value Vtheoretical, while the respective measured voltage is called Vmeasured. Their 

absolute difference and error are estimated for each Vmeasured and these differences are plot for each 

concentration measured. We can see the result in Figure 5.5. We may notice that the correlation 

between the voltage difference and the concentration of a) dust, b) calcium, c) sodium is very small 

and therefore none of these ions seem to contribute to the deviation from linearity. 
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Figure 5.3: The voltage response of the instrument for different ions species and dust, incorporated into the ice core; 

a)calcium, b)dust, c) sodium, d) hydrogen cation. 

 

 



 

 

 
Page 72 

 

  

 

 

             a)                                                                            b) 

                                       

 

 

 

         

 

 

 

 

 

                                             c) 

 

    

 

 

 

 

 

 

 

 

Figure 5.4 a)conductivity and hydrogen cation concentration versus the voltage response, b)dust 

and calcium concentration versus voltage, and c)sodium and calcium concentration versus voltage. 
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Figure 5.6: Voltage difference for hydrogen cations versus a) dust, b) calcium, c) sodium. 
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5.4 Comparison of the South Dome and NEGIS Shallow Ice Cores 

 

In this section we refer to two shallow ice cores extracted from the Greenland Ice Sheet. The first 

is the 67-meter long NEGIS ice core, which was drilled at a site representative of the Northeast 

Greenland Ice Stream (NEGIS, 75o37.61’N, 35o56.49’W) (Vallelonga et al., 2014). The second is 

a 45-m long shallow core, which was drilled at South Dome (63°32'N, 44°34'W), as part of a 

campaign aiming to study snow and firn in Southern Greenland (Freitag et al., 2014).  

In Figure 5.7, the profiles of phosphate, dust and conductivity are shown for the upper part of the 

NEGIS ice core, which covers the time interval 1930-2005yr AD, for 1cm resolution (Kjær et al., 

2013). In Figure 5.8, the profiles for conductivity and dust, are shown for the South Dome ice core, 

which covers the time interval 1959-2010yr AD, for 1mm resolution.   

We can see that for dust concentration the bulk of data lies within the range (0-104) particles/ml, 

(the unit counts/ml is equal to particles/ml), in both ice cores. However, some dust peaks are more 

pronounced in the South Dome ice core, and others in the NEGIS. For example, the dust peak after 

the year 1990, is approximately 3 times higher in NEGIS than in South Dome. Conversely, shortly  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.7: Phosphate, conductivity and dust profiles for the upper section of the NEGIS ice                                    

core (Kjær et al., 2013). 
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Figure 5.8 Dust and voltage profile for the South Dome ice core. 

 

before year 1970, there is a dust spike in South Dome, approximately double in size of the dust 

spikes in NEGIS, for the same time interval. Similarly for conductivity, the bulk of measurements 

is within the range (0-2)μS/cm, however there are some conductivity spikes that are more 

pronounced in one record. For example, in the 1980-1990 decade, there are some conductivity 

spikes that reach 8μS/cm for South Dome, while for NEGIS the corresponding peak is of half 

range.  

These differences in dust concentration and conductivity, could be due to the different 

geographical areas of Greenland, that each of these ice cores originates. The NEGIS ice core was 

extracted from the northern part of Greenland, while the South Dome ice core, from the southeast. 

Precipitation in Greenland, is the result of interaction between cyclonic forcing, topography and 

onshore flow, thus the precipitation distribution over Greenland differs from palace to place. 

Maximum precipitation fells on the southeast coast, while minimum precipitation fells on the 

central northern part of Greenland (Schuenemann et al., 2009). The deposition of aerosols to ice 

depends on the precipitation patterns, which are not the same over Greenland. These different 

precipitation patterns, can cause interannual variability between the species examined, in ice core 

records taken from different sites (Hutterli et al., 2007), and may have caused the differences on 

the concentration of dust and conductivity for certain years.  

Another interesting thing to notice, is the different time intervals that each ice core covers. The 

NEGIS ice core covers a time interval of approximately 400years, while the South Dome ice core, 

covers a time interval of about 50 years. This should result from the fact that they are composed 

of annual layers of different thicknesses. The mean annual layer thickness for NEGIS firm core is 

approximately 0.1m (Vallelonga et al., 2014), while for South Dome is approximately 0.9m 

http://link.springer.com.ep.fjernadgang.kb.dk/search?facet-author=%22M.+A.+Hutterli%22
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(Figure 4.12). Again, the annual layer thickness depends on the annual precipitation. In the 

northern part of Greenland, the precipitation rates are very low, of the order of 10cm 

(Schuenemann et al., 2009). The annual precipitation rate for the Southern part is above 165cm. 

Larger volumes of precipitation result in thicker annual layers of the ice sheet locally.  

Another thing to notice relative to the conductivity of the South Dome ice core is the two 

outstanding peaks during the 1980-1990years. They are 4-5 times larger than the mean 

conductivity range of the majority of data. The conductivity is the sum of the ionic species that are 

contained in the ice, and expresses the deviation of the ice from being pure, without impurity 

content. Volcanic eruptions emit big amounts of gases and aerosols into the atmosphere, especially 

in the form of sulphuric acid, carbon dioxide and others. This big amount of impurities injected 

into the atmosphere are deposited onto the surface, producing a high conductivity signal on the 

surface of the ice sheet. The surface will gradually shift deeper  into the ice sheet, as new annual 

layers will be added above it, on the longterm. This high conductivity signal may be compared 

with the sulphate signal of the ice core, along with the profile of the hydrogen cations, to confirm 

that the peak in conductivity is indeed a signal of volcanic eruption. Another method that can be 

applied independently or complementarily, is to compare the conductivity measurements of the 

melted water, with conductivity measurements performed directly on ice, for example via the ECM 

method. Volcanic eruptions are spectacular and can have a great impact on human’s life. This is 

the reason why historic sources often refer to volcanic eruptions of their time. The historic records 

are very important for climate scientists. When the time of a volcano eruption is known, its signal 

on an ice core can be identified and become a reference horizon, which may be used to date the 

ice core, or even to synchronize different ice cores that contain the same volcanic signal (Svensson 

et al., 2013).  In Figure 5.8, conductivity and hydrogen cations in 10cm resolution with respect to 

depth are plotted, the black lines indicate high peaks in conductivity and hydrogen cations that 

correspond to the same depth, thus belong to the same annual layer. It is possible that their source 

is volcanic eruptions, however this record should be compared with sulphate concentration and 

other conductivity measurements for further confirmation. 
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Figure 5.8 Dust and voltage profile for the South Dome ice core. 
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Chapter 6 Conclusions and Outlook 

 

During this project, the contactless conductivity instrument EDAQ C4D was tested, and used to 

measure the conductivity in the first 45m of the South Dome Ice Core. 

At first, the performance of the instrument was tested for discrete measurements of conductivity 

standards in the range of the conductivity values typically found in the ice cores. The response of 

the instrument revealed a high peak matching with the 859kHz frequency and a broad maximum, 

whose location depends on the value of conductivity measured, and the type of tube used. The 

wide range maximum lies in the interval 8-48kHz and shifts towards the lower frequencies as the 

value of conductivity decreases.  

The sample and reference circuits were tested by comparing their response to the conductivity 

standards. In 3 out of 5 cases examined, their response is equal, as it is predicted from the theory, 

and in other 2 cases there is some offset. Although the experiments were performed under the same 

circumstances, it is possible that a different part of the same tube was used, which might have 

influenced the result.  

The same conductivity standards and for 5 different types of tubes were tested. The tubes were 

different in the construction material: PEEK and PFA; and in three different sizes of the internal 

diameter: 0.02’’, 0.03’’, and 0.04’’. The most important factor is the size of the internal diameter, 

as it directly affects the resistance and thus the current flowing in the circuit. When the internal 

radiance increases, the pressure applied to the sample liquid decreases and the resistance decreases, 

as there is more space for the water sample to pass through. Therefore, the response of the 

instrument gets higher as the internal diameter increases, and the difference in response between 

the 0.03’’ and 0.04’’ I.D. is larger than the difference between the 0.03’’ and 0.02’’. That is 

reasonable as the cross-sectional area of the circuit increases proportional to the square of the 

internal radius of the tube.  

The wide maximum range lies between 29-48kHz for high conductivity values and 8-13 kHz for 

low conductivity values, for most cases examined. The frequencies within this range, are the ideal 

frequencies for the instrument to measure, in discrete measurements, as within this range, it 

exhibits the greater stability and sensitivity for conductivity detection. 

For continuous measurements, it is necessary that we set the instrument to measure in the 

frequency where there is a linear response to voltage for conductivity, and according to Figure 4.5 

a proper frequency is f = 19219Hz for clear PFA tube of I.D. =0.03’’. Therefore, we set the EDAQ 

C4D to measure the conductivity of the South Dome ice core in this frequency, and with this tube.  

The comparison of the time response between the EDAQ C4D and the Model 382 Series for 

sodium, calcium and PH standard solutions, shows that the former is 3-9 sec faster than the latter. 
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The comparison of the measurements of the two instruments, EDAQ C4D and Model 382 Series 

for measuring the conductivity of the water from melting 44m of the South Dome ice core, in a 

10cm resolution, shows that for the majority of the data there is a linear relation of high correlation, 

which however seems to deviate above 0.5V. This upper limit is apparent in the discrete 

measurements too. 

Furthermore, the comparison of the measurement to data obtained from other measuring 

techniques of the CFA system, shows that it corresponds to the presence of specific ions, but not 

in a linear way, and therefore it is not recommended to be used to measure their concentration.  

Moreover, we investigate the case that the small deviation from linearity for hydrogen cations and 

voltage measurements, mentioned before, emanates from interference of other ions. The 

correlation estimated between the deviation from linearity and the concentration of the ions 

measured signifies that these ions do not cause any deviation from linearity. Therefore, it can be 

concluded that the deviation from linearity could be attributed to the highest electrophoretic 

mobility that each hydrogen ion exhibits. 

Finally, the dust and conductivity data obtained from the shallow South Dome ice core are 

compared to the dust and conductivity data obtained from the upper part of the NEGIS shallow ice 

core. For dust and conductivity the bulk of data lies within a certain for both ice cores. However, 

some dust peaks are more pronounced in the South Dome ice core, and others in the NEGIS 

Similarly for conductivity. These differences could be due attributed to the different geographical 

areas of origination of the ice cores. The NEGIS ice core was extracted from the northern part of 

Greenland, where the annual precipitation is low, while the South Dome ice core from the 

southeast, where the annual precipitation is high. These different precipitation patterns, can cause 

interannual variability between the species examined, in ice core records taken from different sites 

(Hutterli et al., 2007), and may have caused the differences on the concentration of dust and 

conductivity for certain years.  

The conductivity of the South Dome ice core has two outstanding peaks during the 1980-

1990years. They are 4-5 times larger than the mean conductivity range of the majority of data, 

which match to hydrogen cations peaks recorded for the same years. They are possible volcano 

signals, however, comparison with sulphate or other conductivity detection methods is 

recommended for further confirmation. 

 

6.1 Future Work 

 

It would be very interesting to study how changes in temperature of the sample affects the 

measurements of the instrument. From theory, we know that the conductivity of a solution depends 

on temperature, as the mobility of the ions intensifies when the temperature rises. It would be 

interesting to study how the temperature variations affect the response of the instrument, and 

whether they have any effect on its linear range. 

http://link.springer.com.ep.fjernadgang.kb.dk/search?facet-author=%22M.+A.+Hutterli%22
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Furthermore, it would be interesting to re-test the response of the sample and reference circuit, 

using the same part of the tube this time. That would allow us to investigate whether further the 

cause of the offset appeared in some study cases of this project. 

Finally, it would also be interesting to compare the instrument with other ionic concentrations, 

such as sulfate, whose high concentrations are often connected to volcanic eruptions which are 

usually spotted as high values in conductivity as well. 
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