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Abstract

The fundamental pairing mechanism causing high-T superconductivity in Fe-
based superconductors remains controversial. Superconductivity is only one of
several phases exhibited by these materials, and it is widely believed that the
mechanism responsible for pairing may be closely linked to the existence of other
proximate ordered phases. Most of these materials are obtained by chemical dop-
ing, which besides extra carriers, introduces disorder in the system. Therefore,
understanding the role of these impurities is crucial, and is a main focus of our
work.

In this thesis, we start with the assumption that the observed electronic phases
are captured within the itinerant electron scenario. We investigate competing spin
density wave phases in homogeneous systems, but also in disordered systems where
the interaction between impurity moments becomes relevant. The theory of emer-
gent states around potentials in multi-band systems is introduced, and we propose
strongly anisotropic defect states as a source of the reported transport anisotropy.
Finally, we discuss unconventional correlation-driven disorder phenomena in the
superconducting state, revealing a highly unusual impurity response.
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Chapter 1

Introduction to Fe-based
superconductors

The discovery of superconductivity at 26 K in LaFeAsO by Kamihara et al. [1] in
2008 opened a new route to high-temperature superconductivity. In the past few
years the family of Fe-based superconductors (FeSC) has grown to be large. De-
spite the enormous effort to understand the physical properties of these materials,
however, the fundamental pairing mechanism causing high-T superconductivity
remains controversial.

The key ingredient of these compounds is a common chemical building block:
the quasi-two-dimensional FeX layer. The X = As, P, S, Se or Te element, exists
in nearly tetrahedral positions above and below a square array of Fe ions as shown
in figure 1.1(a), where FeX is highlighted in yellow. It is widely believed that
the interaction leading to superconductivity originates within these common FeX
layers. In some of the compounds the FeX layers are separated by other “bridging
layers” along the crystallographic c-axis, such as Ba layers in BaFe2As2, or LaO
layers in LaOFeAs.

Most phase diagrams in FeSC are generated by manipulating the chemical
properties of the parent compound (using chemical doping), or by applying pres-
sure. Figure 1.2 shows a schematic phase diagram of FeSC, which we will describe
in detail below. As seen, the superconducting phase (orange in Fig. 1.2) usually
emerges upon hole or electron doping. However, superconductivity is only one of
several fascinating phases exhibited by these materials, and it is widely believed
that the mechanism responsible for the emergence of superconductivity may be
closely linked to the existence of neighboring phases.

The parent compounds of FeSC are metals with well defined Fermi surfaces.
At low temperatures, they usually appear antiferromagnetically ordered (blue in
Fig. 1.2). Notable exceptions to antiferromagnetic order in parent compounds are
FeSe and LiFeAs, where for low enough temperatures superconductivity emerges
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Figure 1.1: Crystallographic structures of various FeSC subfamilies. From left to
right 11, 111, 122, 1111. From [2]

instead. The long-range spin ordered phase is weakened upon doping the system,
and eventually disappears in a region that coincides with the emergence of super-
conductivity. A co-existence of both phases can take place on both electron and
hole doped sides (blue and red stripes in Fig. 1.2). An important recent develop-
ment is the discovery of a new type of spin order in several hole doped compounds
(red in Fig. 1.2), close to the appearance of superconductivity. One of the big
questions in the community is the nature of the spin ordered states. It has been
mainly described in terms of localized spins, itinerant spins, or a combination of
both. The first scenario involves Heisenberg-type antiferromagnetism, where the
spins are essentially bound to the sites of the lattice. Some of the orbitals of the Fe
atoms undergo a spontaneous symmetry breaking of their occupancy, which renor-
malizes the magnetic exchange parameters and triggers magnetic order. In this
sense, antiferromagnetism is a secondary effect of orbital order. In the itinerant
approach on the contrary, electrons are relatively free to travel through the lat-
tice, and the spin order is a consequence of a Stoner-type magnetic instability. The
spins of the itinerant electrons spontaneously develop a polarization, or in other
words, the system develops a spin density wave. Finally, the combination of both
localized and itinerant spins has been also discussed, with some orbitals exhibiting
local moment behavior while others remain itinerant. A detailed introduction to
the antiferromagnetic phase in these materials can be found in chapter 2.
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Figure 1.2: Schematic temperature versus chemical doping phase diagram of FeSC,
which includes a ’road map’ of this thesis. Ch.i refers to the chapter and magnetic
(nonmagnetic) to that type of disorder.

At higher temperatures, preceding the antiferromagnetic phase, one finds the
electronic nematic phase (brown in Fig. 1.2), also known as ’enigmatic-nematic’.
In this state, the tetragonal symmetry of the lattice is broken, but translational
and spin rotational symmetries are preserved. One of the manifestations of this
type of electronic behavior is the orthorhombic transition. The distance between
Fe atoms in one of the directions shortens by approximately 1% as compared to
the perpendicular direction. Other perhaps more subtle expressions of nematic
order are strong in-plane anisotropy in local density of states [78], transport [66],
occupation of orbitals [69], spin excitations [70], Young’s modulus [74] and charge
fluctuations [75]. Some of these works have shown that nematic fluctuations (green
in Fig. 1.2) persist far above the ordering temperatures of the nematic, antiferro-
magnetic and superconducting phases. The origin of electronic nematic behavior
in FeCS is currently one of the most debated topics, involving the interplay of mag-
netic, orbital, and ionic fluctuations. Theoretically, both spin and orbital scenarios
have been proposed[11].

The BCS-like electron-phonon mechanism, which has been successful in ex-
plaining superconductivity in a lot of materials, does not work for FeSC. Then
what can cause superconductivity? This leaves us with the challenge of getting
Cooper pairing instability from the repulsive electron-electron interaction. In the
early days after the discovery of superconductivity in FeSC, the proximity to a
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magnetic phase led to propose pairing from spin fluctuations, which combined
with the Fermi surface topology, predicted the so-called s± state. On the other
hand, the importance of orbital fluctuations has been also pointed out, and is cur-
rently one of the debated topics in the field. The superconducting state arising
from these type of fluctuations is the s++ state. Recently, a great deal of attention
has been focused on the simplest crystallographic compound, FeSe. This material
undergoes nematic and superconducting transitions, but does not develop long-
range magnetic order down to the lowest temperatures. In principle, this makes
FeSe a perfect candidate to disentangle contributions from spin and orbital degrees
of freedom.

As mentioned earlier, most of these materials are obtained by chemical doping,
i.e. some of the elements in the parent compounds are substituted for different
impurity atoms. For example, a way of moving along the electron doping axis
of figure 1.2, is by substituting some of the Fe atoms for Co. In this process,
besides extra carriers, one introduces disorder in the system. Understanding the
role of these impurities is important, and becomes necessary when interpreting
experimental data, and contrasting it with the available theories. We argue that,
in many cases, disorder plays a crucial role, with a surprisingly rich behavior
generated by the multi-orbital nature of these correlated systems.

A ’road map’ of this thesis is illustrated in figure 1.2. We start with the as-
sumption that the observed electronic phases are captured within the itinerant
electron scenario. The spin degrees of freedom drives the system to nematic, SDW
and superconducting instabilities, and the orbitals (and lattice) simply follow. In
chapter 2, we investigate the competing SDW phases relevant for FeSC, also in
the presence of superconductivity (Ch.2). We extend the study of magnetism by
exploring the interaction between impurity moments and itinerant electrons in
chapter 3, which constitutes an unusual example of order-from-disorder (Ch.3).
The local changes and emergent defect states around potentials in the paramag-
netic normal state are introduced in chapter 4 (Ch.4). Specifically, we present the
concept of freezing of spin fluctuations around inhomogeneities. These ideas are
extended in the subsequent chapter, where we propose strongly anisotropic defect
states as a source of the reported transport anisotropy (Ch.5). Finally, we dis-
cuss unconventional correlation-driven disorder phenomena in the superconduct-
ing state in chapter 6 (Ch.6). Each chapter starts with a motivating introductory
section.

The overall agreement between our results and the experimental data, both
in the clean and disordered systems, provide evidence that itineracy is a good
starting point that captures the essential low-energy physical aspects of FeSC.
Spin fluctuations are a key ingredient in our model, and the orbital degrees of
freedom, while present, play only a passive role.



Chapter 2

Competing magnetic phases

Most of the material in this chapter has been published in
Phys. Rev. B 92, 140506(R) (2015). Part of it is in preparation to be submitted

2.1 Introduction

In correlated materials in general, and unconventional superconductors in partic-
ular, a microscopic understanding of the magnetism is of paramount importance.
Generally, this is because a proper description of the relevant exchange mecha-
nism in these materials is intimately tied to their basic electronic properties. More
specifically, it is additionally shown within a wide class of models that the na-
ture of the magnetic fluctuations may be closely linked to the emergence of the
superconducting condensate.[3, 4, 5]

Focussing on the iron-based superconductors, the prevalent magnetic structure
consists of collinear magnetic stripe (MS) order with in-plane moments oriented
antiferromagnetically (ferromagnetically) along the a (b) axis of the orthorhom-
bic Fe lattice as shown in Fig. 2.1(a). This state has been described mainly in
terms of two electronic mechanisms: localized spins where the orbital degree of
freedom becomes relevant and itinerant spins with a modulation of their polar-
ization, i.e. a spin density wave. The first scenario involves orbital ordering of
the 3d-electrons which renormalizes the magnetic exchange parameters and trig-
gers magnetic order. [6] The spin-stripe state can be accompanied by different
types of orbital orders, some of which do not require atomic displacements rela-
tive to the parent tetragonal symmetry. The favorite candidate, ferro-orbital order
(dxz 6= dyz), breaks the in-plane symmetry and leads to an orthorhombic distorsion
of the lattice. In the itinerant scenario, on the other hand, the metallic character
and quasi-nesting features of the electronic dispersion has motivated the study of
spin density wave order in these materials. The magnetic stripes state, with a

9



2.1 Introduction 10

single ordering vector (1Q) modulation of the spin polarization of the electrons,
induces a structural distorsion a 6= b, and gives rise to ferro-orbital order. No
matter what drives the magnetic stripes transition, both spin and orbital order
parameters, as well as a structural distorsion, are present once the transition takes
place. Besides the 1Q state, additional double-Q (2Q) magnetic phases consisting
of superpositions of two ordering vectors, or bidirectional SDW, were predicted in
the early itinerant models. [7, 8, 9, 10] These works have identified two competing
magnetic structures of the 2Q type: 1) a collinear non-uniform charge-and-spin
density wave (CSDW) phase as shown in Fig. 2.1(b), and 2) a spin-vortex crystal
(SVC) non-collinear phase with nearest neighbor moments at right angles as shown
in Fig. 2.1(c). In contrast to the 1Q stripes state, the 2Q phases do not require a
structural distorsion, i.e. tetragonal symmetry is preserved.

Whether the electronic fluctuations in these materials are predominantly of
magnetic or orbital nature remains controversial.[11] The orbital and spin order
parameters are intimately linked by symmetry and cannot exist on their own in the
nematic of magnetic magnetic stripes state, making it hard to determine exper-
imentally which order exhibits the dominant susceptibility in the high-T normal
phase and hence drive e.g. the structural and magnetic transition. A resolution
to this question is of great interest since the dominant fluctuations are likely to
also mediate the pairing required for superconductivity. Therefore, the presence
of a magnetic tetragonal phase has attracted a lot of attention[12, 13]; this phase
exhibits magnetic order at the same ordering vectors (π, 0), (0, π) ≡ Q1,2 as the
standard stripe magnetic order, but without breaking the tetragonal symmetry.

Experimentally, the dominating magnetic order in the iron pnictides is the
MS state. This phase lowers the C4 symmetry of the high-T tetragonal phase to
orthorhombic C2, and causes an associated splitting of the crystal Bragg peaks
due to magneto-elastic coupling. Recently, several experiments have, however,
reported the discovery of magnetic order without an associated structural splitting,
i.e. in the tetragonal phase,[12, 13] which has been taken as indirect evidence for
a magnetic driven structural transition in the case of 1Q MS order.[14] In the case
of Ba(Fe1−xMnx)2As2,[12] however, additional experiments have shown that Mn
induce local regions of magnetic (π, π) order and a crystal structure consistent with
intertwined short-range clusters of both tetragonal and orthorhombic structure.[15,
16, 17, 18] The collective outcomes of these experiments are explained in the next
chapter within a microscopic disorder scenario, where the correlations among the
spins of the in-plane Mn atoms result in a long-range magnetic order.

The study of 2Q order in Ba(Fe1−xMnx)2As2 should be contrasted to other
pnictides with out-of-plane dopants where a disorder scenario seems less relevant.
This includes for example Ba-122 doped with Na or K or Sr-122 doped with Na,
where experiments have found evidence for a phase transition into a long-range
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(a) C2 (b) C4 (c) C4

Figure 2.1: Competing magnetic phases from the itinerant picture: (a) orthorhom-
bic MS, and tetragonal 2Q phases (b) CSDW and (c) SVC. Bottom: Novel tetrago-
nal magnetic phase (red) in Ba1−xKxFe2As2, occurring within the C2 stripes phase
(purple). The coexistence with superconductivity (orange) displays a reduced Tc.
SC-induced re-entrance of the C2 magnetic phase (green) occurs at T2. The inset
shows an enlarged view of the region containing the C4 magnetic phase. From [21].

ordered magnetic phase with tetragonal crystal structure.[13, 19, 21, 22, 23, 24,
25, 27, 26, 28] For the case of hole doped Ba1−xNaxFe2As2, the first reported
tetragonal magnetic phase case by neutron and x-ray scattering techniques, this
novel phase exists at the foot of the magnetic dome in the phase diagram.[13]
More recently, Böhmer et al., used thermal expansion measurements to find a
tetragonal low-T phase consistent with a magnetic 2Q phase, and additionally re-
vealed a superconductivity-induced re-entrant orthorhombic phase at even lower
temperatures.[21] The resulting phase diagram, shown in figure 2.1(d), exhibits
the novel tetragonal magnetic phase at compositions close to the onset of super-
conductivity. Subsequent experiments have corroborated the stronger competition
of the new magnetic phase with superconductivity. [23, 26, 28] Mössbauer spec-
troscopy studies of Sr1−xNaxFe2As2 reported data consistent with non-uniform
spin amplitudes at the Fe sites, vanishing on half of the sites and doubling on the
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others, which seems incompatible with the localized spin picture. [24] In addition,
moun spin rotation measurements on Ba1−xKxFe2As2 found a collinear spin re-
orientation of the moments along the c-axis. [25] These two experiments provide
strong indications that the tetragonal phase of the hole-doped systems seems to
be the double-Q CSDW phase with out of plane moments [figure 2.4(c)]. The
spin re-orientation has been recently explained in terms of an interplay between
spin-orbit coupling and Hund’s interaction. [29]

The universality of this novel magnetic phase in the pnictides is quite estab-
lished by now, with three series of hole-doped compounds having reported to show
its existence. Collectively, these experimental findings define the following main
challenges for a theoretical description:

1. The existence of 2Q phases in restricted (intermediate) doping regimes lim-
ited by MS order and superconductivity (SC).

2. The 2Q phases exist in a limited (intermediate) temperature range.

3. SC competes with magnetic order causing a lowering of Tc upon entering the
magnetic 2Q phase from the paramagnet.

4. SC competes more strongly with 2Q phases than the C2 MS as seen by an
upward Tc jump when transitioning from the coexistence phase of SC and
2Q magnetism to a coexistence phase of MS order and SC.[21]

Within the mechanism of localized spins, it is possible to construct models
of orbital order that are consistent with a tetragonal crystal structure [31], but
still the spin structure consists of orthorhombic single-Q stripes. This magnetic
symmetry permits a coupling to the symmetry-breaking strain component e12 that
was not detected in any of the experiments, with the corresponding need for a
somehow extremely weakened magneto-elastic coupling in this state. It would also
be hard to reconcile the non-magnetic sites found in [24] with the localized spin
models, in which the Fe spins live on the sites of the lattice with fixed amplitude
M . On the other hand, tetragonal magnetic phases arise naturally in itinerant
models and a double-Q spin density wave seems to be the best candidate for these
experiments. In this chapter we study the competing magnetic phases obtained
from a five-orbital Hamiltonian relevant to the iron pnictides within the itinerant
scenario. The Coulomb interaction is treated within unrestricted self-consistent
Hartree-Fock, which allows one to access the entire temperature regime also in the
presence of superconductivity, contrary to previous theoretical studies. The model
provides an explanation of all four challenges outlined above.
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Figure 2.2: (a) Band structure along the high symmetry directions (Γ = (0, 0),
X = (π, 0), and M = (π, π)), and (b) Fermi surface with main orbital character for
the undoped system. (c) The RPA spin susceptibility χs(q, ω = 0) of the system.

2.2 Itinerant magnetism in FeSC

The starting point of the theoretical analysis for the itinerant scenario is the fol-
lowing Hamiltonian

H = H0 +Hint (2.1)

which consists of a kinetic part and the Coulomb interaction term. The former is
described by a five-orbital tight-binding band relevant to the pnictides [32]

H0 =
∑
ij,µν,σ

tµνij ĉ
†
iµσ ĉjνσ − µ0

∑
iµσ

ĉ†iµσ ĉiµσ. (2.2)

where the operators c†iµσ (ciµσ) create (annihilate) an electron at site i in orbital
state µ with spin σ, and µ0 is the chemical potential which adjusts the filling. The
indices µ and ν denote the five iron orbitals dxz, dyz, dxy, dx2−y2 , and d3z2−r2 . The
band structure and Fermi surface (FS) for a n ∼ 6.0 filling is shown in Fig. 2.2.
The different colors represent the main orbital content of the dispersion E0(k),
described by the orbital to band unitary transformation ckµ =

∑
n u

n
kµγkn that

diagonalizes H0. Despite the large variety of crystal structures, all FeSC exhibit
very similar electronic structures consisting of two or more hole bands at the Γ
point, and two electron bands at the X and Y points. As a result, at least two hole-
like pockets and two electron-like pockets with centers shifted by Q1 = (π, 0) and
Q2 = (0, π) is a general feature in these materials. This topology of the low-energy
states is an essential ingredient of microscopic models trying to explain the phase
diagram of these materials, including the magnetic, nematic and superconducting
states.

The band structure near the Fermi level consist mainly of t2g orbitals: xz,
yz and xy dominate the orbital character of all the FS pockets, clearly seen in
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figures 2.2(a) and (b). The remaining two eg orbitals are essentially ’gapped’ at
this filling, and it is the t2g that typically dominate the density of states around the
Fermi energy. This has been used as an argument to restrict the number of orbitals
included in theoretical models to two or three. In the following chapters we will
argue that the eg orbitals are essential when one considers disordered systems, and
interesting multi-orbital local physics will be discussed.

A very relevant concept in the discussion of itinerant magnetism is nesting,
which happens when different sections of the non-interacting electronic disper-
sion coincide when shifted by a certain wavevector q around the Fermi level:
E0(k + q) = −E0(k). The hole and electron bands of the iron pnictides are
partly nested at the wavevectors Q1 = (π, 0) and Q2 = (0, π), as explicitly shown
in figure 2.2(b). These kind of electronic structures have strong features at the
nesting wavevector in the non-interacting response function χ0(q), and are ideal
candidates for the emergence of spin density wave order. A representative example
of itinerant magnetism arising from a nested band dispersion is found in Cr. [33]

The interactions in the system, included in the second term of the Hamilto-
nian (2.1), are described by the multi-orbital on-site Hubbard model

Hint = U
∑
iµ

n̂iµ↑n̂iµ↓ + U ′
∑

i,µ<ν,σ

n̂iµσn̂iνσ + (U ′ − J)
∑

i,µ<ν,σ

n̂iµσn̂iνσ (2.3)

+ J
∑

i,µ<ν,σ

ĉ†iµσ ĉ
†
iνσ ĉiµσ ĉiνσ + J ′

∑
i,µ<ν,σ

ĉ†iµσ ĉ
†
iµσ ĉiνσ ĉiνσ,

with intra-(inter-)orbital Coulomb repulsion U (U ′), the Hund’s coupling J , and
pair-hopping energy J ′. Spin rotational invariance is assumed throughout our work
and we set U ′ = U − 2J and J ′ = J . Including these interactions in the response
function through standard random phase approximation (RPA) we get the spin
susceptibility of the system, shown in figure 2.4(c). The magnetic response is
clearly peaked at the nesting wavevectors Q1 and Q2, and within the itinerant
scenario, the spin ordered state will be in general a combination of both ordering
vectors, M(r) =

∑
l=1,2 Ml exp(iQl · r). Figure 2.1 shows examples of the possible

SDW states that were introduced in the previous section as relevant candidates for
the magnetic ground state of iron pnictides. Details of the band structure, filling
and interacting parameters will determine the prefered ordering vector combination
Ml and is the subject of study in the next section.

Once the modulation of the spin polarization of the itinerant electrons has
taken place, i.e. the magnetic order parameters Ml =

∑
kσ σ〈ĉ†σ(k)ĉσ(k + Ql)〉 are

non-zero, a reconstruction of the electronic dispersion occurs and the SDW-mixed
bands form new Fermi surfaces. An important feature of this reconstruction is
the opening of SDW gaps at the ordering wavevectors Ql which results in partial
gapping of the Fermi surface and will have crucial consequences in the presence of
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Figure 2.3: Phase diagram of the phenomenological GL model (2.5), as a function
of the fourth order terms g and ω, with the three competing states: single-Q MS,
and double-Q CSDW and SVC.

superconductivity. The band reconstructions taking place in the different magnetic
phases and their repercussions in the coexistence phase with superconductivity are
presented in the next section.

2.3 Single-Q and double-Q phases

The generic spin configuration of the system has the form

M(r) = M1 exp(iQ1 · r) + M2 exp(iQ2 · r) (2.4)

with the order parameters M1 and M2 for the ordering vectors Q1 = (π, 0) and
Q2 = (0, π), respectively. As mentioned before, the prevalent magnetic structure
in the pnictides consists of collinear magnetic stripe order, shown in figure 2.4(a).
Thus, this configuration of moments singles out the Q1 ordering vector, i.e. M2 =
0, and the system ends in a single-Q (1Q) magnetic structure. An obvious question,
however, is why the system does not take advantage of the enhanced susceptibility
at both Q1 and Q2 to form other magnetic phases, e.g. double-Q (2Q) phases
consisting of superpositions of ordering at Q1 and Q2. This question has been
studied theoretically mainly using various effective field theories restricted to the
vicinity of the magnetic transition temperature TN , and an unrestricted Hartree-
Fock approximation in a two-orbital model.[7, 8, 9, 10]

In order to get some insight into the competing magnetic phases in these mate-
rials, we present below the results of a Ginzburg-Landau (GL) phenomenological
model. [39] Near the magnetic transition, the most general free energy expansion
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that respects tetragonal and O(3) symmetries is:

F =
a

2
(M2

1 + M2
2) +

u

4
(M2

1 + M2
2)2 − g

4
(M2

1 −M2
2)2 + ω(M1 ·M2)2 (2.5)

The first two terms depend only on the combination M2
1 + M2

2, which results in a
huge degeneracy of the magnetic ground state. [8] The order parameter manifold
can be viewed as a six-component vector (three for each Mi), so the spin ordering is
a spontaneous breaking of O(6) symmetry. The last two terms in equation (2.5) lift
this degeneracy by selecting the relative amplitudes (M2

1/M
2
2 = 0 or M2

1/M
2
2 = 1)

and relative orientations (M2
1||M2

2 or M2
1 ⊥ M2

2) of the two order parameters.
A phase diagram of the magnetic ground states as a function the two quartic
coefficients g and ω (for u > 0) is shown in figure 2.3. In addition to the 1Q
MS (blue) there are two competing magnetic structures of the 2Q type: 1) a
spin-vortex crystal (SVC) non-collinear phase with nearest neighbor moments at
right angles (green), and 2) a collinear non-uniform charge-and-spin density wave
(CSDW) phase (red). In order to identify the magnetic ground state of the system
one has to evaluate the coefficients in equation (2.5), which depend delicately on
the band structure, doping level, and interactions.

In this section we perform a study of the stability of, and phase transitions
between, the competing magnetic phases obtained from a five-band Hamiltonian
relevant to the iron pnictides. The Coulomb interaction is treated within unre-
stricted self-consistent Hartree-Fock, i.e. all charge and spin densities are allowed
to vary at each separate site. These calculations constitute a comprehensive mi-
croscopic study of the 2Q magnetic phases, also in the presence of SC and disorder.

2.3.1 Mean-field model

We start by decoupling the four fermion interaction (2.3) into a sum of all pos-
sible bilinear terms by including correlations ’on the average’. This mean-field
decoupling of Hamiltonian (2.1) leads to the following model

HMF =
∑
ijµν

(
ĉ†iµ↑ ĉ†iµ↓

)(ϕµνij↑ ωµνii↑
ωµνii↓ ϕµνij↓

)(
ĉjν↑
ĉjν↓

)
, (2.6)

where ϕµνijσ and ωµνiiσ are functions of the interaction parameters U , J , U ′ and J ′,

and the fields 〈ĉ†iµσ ĉjνσ′〉,

ϕµνijσ = tµνij + δµν [−µ0 + U〈n̂iµσ〉+ U ′〈n̂iνσ〉+ (U ′ − J)〈n̂iνσ〉] (2.7)

− δ̄µν [(U ′ − J)〈ĉ†iνσ ĉiµσ〉+ J〈ĉ†iνσ ĉiµσ〉+ J ′〈ĉ†iµσ ĉiνσ〉],
ωµνiiσ = δµν [−U〈ĉ†iµσ ĉiµσ〉 − J〈ĉ

†
iνσ ĉiνσ〉]− δ̄µν [U ′〈ĉ

†
iνσ ĉiµσ〉+ J ′〈ĉ†iµσ ĉiνσ〉]. (2.8)
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Figure 2.4: Spin and charge order of the (a) 1Q MS (M2 = 0), (b) 2Q SVC
(M1 ⊥ M2), and (c) CSDW (M1||M2). The black circles in (c) represent the
Q1 + Q2 = (π, π) charge order. (d,e) Magnetic phase diagrams as obtained from
Eq. (2.6) as a function of T and filling nopt−x for (d) U = 0.85 eV and (e) U = 0.95
eV. The green (purple) area indicates regions of coexisting MS and CSDW (SVC).

with δ̄µν = 1− δµν . We diagonalize Eq.(2.6) unrestricted on 20× 20 lattices, and

self-consistently calculate the spin M l(ri) =
∑

µσσ′〈ĉ
†
iµστ

l
σσ′ ĉiµσ′〉, and charge den-

sity n(ri) =
∑

µ

(
〈ĉ†iµ↑ĉiµ↑〉+ 〈ĉ†iµ↓ĉiµ↓〉

)
, where l = x, z, and extract the ordering

components Ml and nl of M(r) =
∑

l Ml exp(iQl ·r) and n(r) =
∑

l nl exp(iQl ·r).
We have compared the free energy of the magnetic states F = 〈HMF 〉 − TS to
verify the stability of the results, and checked that 100×100 momentum grids sup-
port the same solutions. For more details of real and momentum space equations
see Appendix A.

2.3.2 Stability and spectral properties

Figure 2.4(d,e) display two representative phase diagrams as obtained from self-
consistently diagonalizing Eq. (2.6) as a function of T and electron filling for U =
0.85 eV (d) and U = 0.95 eV (e). nopt = 5.91 is defined as the electron filling
with the highest TN as deduced by the paramagnetic susceptibility, and the total
filling is n = nopt−x. The parameter x is directly connected to the electron filling
as a deviation from nopt in our model, and not the chemical substitution used in
real materials. The fact that the optimal doping level for the magnetic order is
offset from n = 6 for DFT-generated bands is well known,[34] and not important
for the conclusions of this section. As seen from both cases, the 2Q phases, SVC
and CSDW, exist at the foot of the MS dome on the electron and hole-doped
side respectively, and whereas the transition between the MS and SVC phases
is sharp, a more gradual transition takes place between the MS and the CSDW
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phases as indicated by the green intermediate regions. Interestingly, both recent
Mössbauer spectroscopy studies of Sr1−xNaxFe2As2 [24] and moun spin rotation
measurements on Ba1−xKxFe2As2 [25] found that indeed the 2Q magnetic phase of
the hole-doped system seems to be the CSDW phase, in agreement with the phase
diagrams in Fig. 2.4(d,e). The colinear spin structure of the CSDW phase was also
recently verified by spin polarized neutrons, additionally finding that the moments
are oriented along the c-axis. [20] The grey area denoted IC in Fig. 2.4(e) represents
an incommensurate magnetic phase where the ordering vectors Q1/Q2 no longer
faithfully represent the magnetic ground state of the system. The IC phase is
absent in Fig. 2.4(d) because the lower U leads to a vanishing magnetization at
significantly lower doping levels compared to Fig. 2.4(e).

In the remainder of this section we focus on the U = 0.95 eV case, and use
the x = −0.09 and x = 0.02 electron and hole fillings, respectively, to discuss
the transition from the MS state to the SVC and CSDW phases upon lowering
T . Figures 2.5(a,b) show the T dependence of the SDW components M1 ≡ |M1|
and M2 ≡ |M2| for both fillings. At TN , M1 gradually increases while M2 remains
zero, signalling a second order transition into the MS state. In the x = −0.09
case, [Fig. 2.5(a)], at T1 < TN the 1Q-2Q transition takes place and the mo-
ments re-orient to form the SVC state with M1 ⊥ M2 and M2 = M1. As seen
from Fig. 2.5(a), the sudden jump of M2 at T1 is compensated by a reduction in
M1, leaving the average magnetization M̄r = 1

2

√
M2

1 +M2
2 nearly unchanged. In

Fig. 2.5(c) we display the T dependence of the entropy S(T ). The small disconti-
nuity in S at T1 [see inset of Fig. 2.5(c)] agrees with a weak first order transition.

The 1Q-2Q transition taking place at x = 0.02 is shown in Fig. 2.5(b,d). As
seen, in this case the second component M2 continuously increases below T0 <
TN in a second order fashion. The increase of M2 is again compensated by a
decrease in M1. In this case, however, M2 is aligned with M1, and the spin
order remains collinear. As soon as M2 > 0, a small charge order is induced at
Q3 ≡ Q1+Q2 = (π, π) which scales with M1·M2 and thus increases gradually (see
Appendix A for more details). In the range T1 < T < T0, where M2 is increasing,
the system is still C2 symmetric (0 < M2 < M1) but has developed characteristics
of the CSDW state, such as the (π, π) charge order [see Fig. 2.4(c)]. We stress
that this new phase, which is a mixture of the MS and CSDW phases, is not
spatially segregated, and is the preferred state found from fully unrestricted real-
space lattice calculations. This mixed phase has not been previously discussed e.g.
within Ginzburg-Landau approaches where it is not allowed, unlike the current
approach where we have access to all temperatures including those deep inside
the magnetic region. Finally at T < T1 the pristine C4 symmetric CSDW phase
with M2 = M1 is formed, but we find that at the lowest T < T̃0 a re-entrance to
a weakly C2 symmetric 2Q phase occurs (0 < M2 < M1). As can be seen from
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Figure 2.5: (Color online) (a) T evolution at x = −0.09 of the magnetic compo-
nents M1 (H), M2 (N) and M̄r = 1

2

√
M2

1 +M2
2 (◦), and (c) the entropy S(T ).

A zoom of S at T1 is shown in the inset. The color changes in M̄r and S repre-
sent the magnetic phase transitions shown also in Fig. 2.4(e) with U = 0.95 eV.
(b,d) The same as (a,c) but for x = 0.02 with CSDW order. (e,f) summarize
the T -dependence of the magnetic structure and the expected associated lattice
symmetry.

S(T ) in Fig. 2.5(d) weak thermodynamic signatures are expected throughout the T
range. The T evolution of both transitions and their associated lattice symmetries
are summarized in Figs. 2.5(e,f).

Next we compare the electronic properties of the magnetic phases, MS, SVC,
and CSDW, by focussing on the three different fillings indicated by the black stars
in Fig. 2.4(e). In order to illustrate the different nesting conditions, we first show
in Figs. 2.6(a)-(c) the FS in the PM state in the folded Brillouin zone (BZ) where
the X and Y centered elliptical electron pockets β1 and β2, and the M centered γ
hole pocket all fold on top of the Γ point (see section 2.2 for further details). In
the ordered state, energy gaps open by the magnetic ordering vector, when their
orbital character overlap is non-zero. This is apparent in Fig. 2.6(a,d) where the
weakly nested βi and the outer hole pocket α2 are gapped around kx = ±ky upon
the SVC formation. The rest of the SDW gaps are opened below the Fermi energy
εF , and the reconstructed bands are seen from Fig. 2.6(g) to contain considerable
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Figure 2.6: Fermi surface in the folded BZ, −π/2 < kx, ky < π/2, in the PM state
for (a) x = −0.09, (b) x = −0.04 and (c) x = 0.02, and in the magnetic states
(d) SVC (M1 = 0.2ẑ; M2 = 0.2x̂), (e) MS (M1 = 0.52; M2 = 0), and (f) CSDW
(M1 = M2 = 0.43) for U = 0.95 eV. (g-i) Band structure along the momentum
path X̃ −Γ− Ỹ shown in (d) for the (g) SVC, (h) MS, and (i) CSDW phase. The
main orbital contributions are shown by purple: dxz; green: dyz; orange: dxy; cyan:
dz2 .
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orbital mixture. As the filling is increased in Fig 2.6(b), multiple electron-hole
band crossings get closer to the εF , and additional nested areas appear at the FS,
for example the ones connected by the γ and βi pockets. This enhances the spin
susceptibility at Q1/Q2, which naturally leads to larger SDW order and more
pronounced energy gaps and FS reconstruction in the MS state. The resulting
FS in Fig 2.6(e) exhibits hole-like Dirac cones along the AFM direction and a
hole pocket at Γ of mainly dxz character resulting from the mixing of α1 and α2.
Evidently, since the MS state singles out the Q1 ordering vector, the spectrum
becomes C2 symmetric as shown in Fig. 2.6(e,h). Because MS breaks the dxz/dyz
degeneracy an associated ferro-orbital ordering nxz > nyz results in a splitting of
the bands at the Γ point as seen from Fig. 2.6(h). No such splitting takes place
in the 2Q states with M1 = M2 (at least in the absence of spin-orbit coupling).
Finally, as the filling is increased further, large nested areas of α1 and γ with the
electron pockets appear at the FS as seen from Fig 2.6(c). For the present band, at
this filling the FS-nesting is the strongest of the presented cases, and the resulting
SDW order parameter and the gaps are the largest. As seen from Fig 2.6(f), α1

and βi become fully gapped, and similarly most of the γ pocket except small pieces
around kx = ±ky which hybridize with the outermost α2 pocket.

The band reconstruction taking place in the spin ordered state obviously de-
pends on the amplitude of the magnetic OPs M1 and M2, which in turn depend on
the interacting strength U . This is illustrated in Fig. 2.7 where the reconstructed
FSs in the (a) SVC, (b) MS and (c) CSDW states are plotted as a function of
U . For comparison the paramagnetic FS is shown in the first panel of each case.
As seen, the resulting reconstructed Fermi surface depends significantly on the
interaction strength.

The dependence of the band structure of the ordered state on U , together with
the very similar band reconstructions of the 2Q states suggests that a non-spin-
resolved spectroscopy, such as ARPES, will have a hard time identifying signatures
of a particular magnetic state. This is further complicated by the presence of or-
thorhombic domains in these systems, which implies an average measurement on
conventional (non-polarized, non detwinned) probes. These issues motivated the
study of local probes such as scanning tunneling spectroscopy (STM), which can
take advantage of the distinct spin arrangements locally. We propose a system-
atic way of identifying different itinerant spin structures with standard (non-spin-
polarized) STM in section 2.4.

2.3.3 Competition with superconductivity

Motivated by the recent experimental discovery of the effects of superconduc-
tivity on the magnetic states,[21, 23, 26, 28] we have included SC order to the
model by the following BCS term HBCS =

∑
k,µν ∆µν(k)ĉ†kµ↑ĉ

†
−kν↓, where ∆µν(k) =
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Figure 2.7: Fermi surfaces for different values of the interacting parameter U in
the (a) x = −0.09 and SVC, (b) x = −0.04 and MS, and (c) x = 0.02 and CSDW.

∑
k′,αβ Γβνµα(k − k′)〈ĉ−k′β↓ĉk′α↑〉. A recent Landau order parameter expansion has

also been used to study this problem close to TN .[30] The effective pairing vertices
Γβνµα(k− k′) are obtained from the RPA spin and charge susceptibilities in the PM
state with leading s± symmetry. A more exhaustive description of spin-fluctuation
mediated superconductivity in these materials can be found in chapter 6. The
multi-orbital pairing vertex in the singlet channel [35] is calculated from the RPA
spin- χRPAs and charge-susceptibilities χRPAc ,

Γstpq(k − k′, 0) =

[
3

2
U sχRPAs (k − k′, 0)U s +

1

2
U s − 1

2
U cχRPAc (k − k′, 0)U c +

1

2
U c

]st
pq

(2.9)

where U s and U c are 5× 5 matrices identical to those of Ref. [35]. The real-space
pairings are then obtained by Fourier transforming equation (2.9), Γβνµα(rij) =∑

q Γβνµα(q) exp(iq · (ri − rj)). We retain all orbital combinations up to next-
nearest neighbor sites to calculate the superconducting order parameter ∆µν

ij =∑
αβ Γβνµα(rij)〈ĉjβ↓ĉiα↑〉. The intra-orbital effective pairings, with the largest ampli-

tudes, are shown in Fig. 2.8.
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Figure 2.8: Spatial dependence of the intra-orbital effective pairing constants
Γµµµµ(rij) in eV from the central site. (a) dxz (b) dxz, (c) dxy, (d) dx2−y2 and (e) dz2 .

In order to study the effects of SC on both the 1Q and 2Q magnetic states, we
focus on the region of the phase diagram outlined by the dashed box in Fig. 2.4(e),
and self-consistently solve the associated Bogoliubov-de Gennes equations includ-
ing both magnetic and SC order parameters. The modified phase diagram shown in
Fig. 2.9(a) exhibits a noticeable effect of SC on the boundaries between both mag-
netic states as seen by comparison to the dashed gray lines indicating the transi-
tion lines from Fig. 2.4(e) without SC order. (The phase diagram corresponding to
Fig. 2.4(d) including superconducting order is supplied in the SI.) Below Tc, where
both the magnetic and SC order parameters are non-zero, the MS region expands
at the expense of the CSDW phase. This effect is explicitly shown in Fig. 2.9(b)
by the evolution of the magnetic anisotropy δM = (M1 −M2)/(M1 + M2), which
is a measure of the C2 symmetry breaking, i.e. δM = 0 (δM = 1) for the CSDW
(MS) state, and δM > 0 for mixed C2 states with 0 < M2 < M1. As seen from
Fig. 2.9(b), without SC δM gradually evolves from δM = 1 at high T to δM = 0 at
low T , with a transition that sharpens with increasing x. In the presence of SC
order, however, δM is pushed up, as indicated by the shaded regions in Fig. 2.9(b),
and the magnetic order is driven towards the MS phase. This effect is particularly
pronounced in the regions of large ∆µν(k) closer to the MS phase, and is consistent
with recent experiments.[21]

The Tc line shown by the filled black dots in Fig. 2.9(a) evidently exhibits a
clear drop across the MS-CSDW transition. This reduction of Tc is directly caused
by the emergence of the CSDW state as verified by the significantly higher Tc
(empty circles) found by a separate calculation with the magnetic order forced to
the MS type. The stronger competition between SC and magnetic order can be
explained by a reduced density of states N(ε) at εF in the CSDW phase (com-
pared to MS), N2Q(εF ) ∼ 0.64N1Q(εF ). In addition, the dominant SC pairing is
the intra-orbital dxy element caused by strong γ-βi FS nesting (see SI). However, as
seen explicitly from Figs. 2.9(d) the FS in the CSDW phase (without SC) contains
significantly less dxy orbital character (orange points) compared to the correspond-
ing MS FS shown in Fig. 2.9(c). In summary Tc is reduced from the PM state into
the magnetic phase (N1Q(εF ) ∼ 0.42NPM(εF ) and N2Q(εF ) ∼ 0.26NPM(εF )), but
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Figure 2.9: (a) Modified phase diagram from the region indicated by the dashed
box in Fig. 2.4(e) in the presence of SC order. (b) Magnetic anisotropy δM =
(M1−M2)/(M1 +M2) versus T for four different x with (without) SC order shown
by the solid (open) symbols. The arrows mark Tc. (c,d) Fermi surface at the cross
in (a) for MS (c) and CSDW (d) order (without SC) using the same orbital color
code as in Fig. 2.6.

enhanced from the CSDW phase into the MS phase at lower T in agreement with
the experimental finding of Ref. [21].

We have also calculated the phase diagram in the presence of competing super-
conductivity at U = 0.85 eV shown in Fig. 2.10. The corresponding normal state
phase diagram for this case is shown in Fig. 2.4(d). The lower value of U pushes
the magnetic structure to lower values of the doping which prevents the occurrence
of the IC magnetic phase, and the paramagnetic superconducting phase directly
merges with the SCO C4-magnetic phase in this case. Note that for the partic-
ular parameters used to generate Fig. 2.10 there is no superconductivity-induced
re-entrance of the C2 phase, which we attribute to the pairing being too weak to
cause a switch of the preferred magnetic structure.
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Figure 2.10: Phase diagram showing the magnetic and superconducting phases as
a function of T and filling nopt − x for U = 0.85 eV.

2.3.4 Conclusions

In summary, we have presented a detailed microscopic study of competing mag-
netic phases in iron pnictides within the itinerant scenario. As a function of elec-
tron filling and temperature, the magnetic stripe (single-Q) order forms a dome,
but competing non-collinear and non-uniform double-Q phases exist at the foot
of the dome in agreement with recent experiments. We compute and compare
the electronic properties of the different magnetic phases and investigate the role
of competing superconductivity. Superconductivity is shown to compete more
strongly with double-Q magnetic phases, which can lead to re-entrance of the C2

(single-Q) order in agreement with recent experimental findings.
An open question to this five-orbital study of the magnetic ground state is:

what exactly makes the system select one phase over the others? In the begin-
ning of this section we presented the phenomenological GL model, from which we
learned that the final magnetic ground state is selected by the quartic coefficients.
At the time of writing, we are lacking a simple picture, or indication from the band
structure (Fermi surface, orbital characters etc.) that relates, for example, to the
sign of the quartic coefficients.

2.4 Spectroscopy as a probe of magnetic ground

state

Elucidating the magnetic ground state of metallic magnets with multiple ordering
momenta is a challenging task, which requires a combination of various experimen-
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tal techniques such as diffraction spectroscopy with the help of neutrons or X-rays,
nuclear magnetic resonance (NMR), Mössbauer spectroscopy, and µ-on spin relax-
ation (µSR). In this section we propose a method, based on the Fourier-transformed
scanning tunneling spectroscopy, to reveal the magnetic ground state of quasi-two-
dimensional metallic magnets with multiple ordering momenta. We demonstrate
the effectiveness of the method by analyzing the impact of the magnetic structures
with multiple ordering vectors Q in the parent materials of the iron-based super-
conductors on the characteristic features of the Fourier-transformed local electronic
density of states (LDOS). Most importantly, we argue that the standard (non-spin-
polarized) tunneling conductance in the vicinity of a magnetic impurity moment,
whose orientation can be controlled by an external magnetic field, is a powerful
tool to determine the structure of the host magnetism.

In order to properly set the stage for the study of the impurity moment further
below, we present initially the possible magnetic ground states of the homogeneous
itinerant model we will be considering. We proceed with a discussion of the dis-
tinct spectral signatures around a single non-magnetic impurity in the different
magnetic states, and finally propose a systematic way of identifying the symmetry
of the itinerant spin structure by controlling a magnetic impurity with an external
magnetic field.

2.4.1 Homogeneous case

As a function of electron filling and temperature three different magnetic ground
states were found in the previous section: a single-Q magnetic stripes (MS) state
with M2 = 0 (or the degenerate state M1 = 0), and the double-Q states charge-
spin-density-wave (CSDW) with M1 = M2, and spin-vortex-crystal (SVC) with
M1 ⊥ M2. µSR measurements reported a collinear spin re-orientation of the
moments along the c-axis [25] in the region of the tetragonal magnetic phase,
and therefore we assume an out-of-plane orientation of the spins in the collinear
structures (MS and CSDW) throughout this section. Note however, that none of
the results depend on this assumption, since our model does not include spin-orbit
coupling; a simple z → y transformation reproduces the same results with in-plane
spins. The spin structures of these three distinct states are shown in Figs. 2.11(c)-
(e), respectively. The charge order that develops in the CSDW state exhibits a
Q1 +Q2 = (π, π) modulation with larger charge density on the non-magnetic sites
(orange circles) than on the magnetic sites (blue circles), as shown in Fig. 2.11(d).

In order to compare the resulting electronic properties of the three SDW states
at an equal footing, we fix the temperature to κBT = 10 meV, the electron filling
n = 5.88, and the interaction parameters U = 0.95 eV (J = U/4) throughout this
section. In this region of parameter space, the CSDW state is the global minimum.
The other two magnetic states are local minima, which may be stabilized self-
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Figure 2.11: (a) Fermi surface of the normal PM state and (b) its band dispersion
E(k) along high symmetry lines in the folded BZ (FBZ) obtained by folding the
original PM BZ at Q1 and Q2. The colors represent the main orbital content,
specified in the legend. (c-e) The three SDW states MS with out-of-plane moments
(c), CSDW (d) with out-of-plane moments and (π, π) charge order with orange
(blue) indicating high (low) electron density n, and SVC (e). The band dispersions
(f)-(h) and Fermi surfaces in the FBZ (i)-(k) for the three SDW phases in (c-e).

consistently by applying restrictions to the fields. The point is that, in this section,
all three magnetic states are generated from the same paramagnetic (PM) state
[Figs. 2.11(a)-(b)]. Figures 2.11(f)-(k) show the reconstructed Fermi surfaces and
band structures of the three different SDW states along high symmetry lines in
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the folded Brillouin zone (FBZ) (−π/2 < kx, ky < π/2). In the single-Q MS state
only SDW gaps at momenta connected by the ordering vector Q1 open, leaving
the direction parallel to the stripes metallic, and thus resulting in a C2 symmetric
band dispersion and Fermi surface shown in Figs. 2.11(f) and 2.11(i), respectively.
In the double-Q states, the gaps open at momenta connected by either Q1 or Q2,
which result in two very similar band reconstructions with almost identical Fermi
surfaces, as seen by comparison of Figs. 2.11(g)-(h) and Figs. 2.11(j)-(k), despite
their very different spin density structures in real space. Below we take advantage
of these distinct spin arrangements [Figs. 2.11(c)-(e)], and explore how to use an
impurities as a local probe to distinguish between the possible magnetic ground
states.

2.4.2 Impurity potential

We start the study of the effects of disorder by the more conventional non-magnetic
impurity modelled by the term

Hp = Vp
∑
µσ

c†i∗µσci∗µσ, (2.10)

which adds a local spin-less potential at site i∗. We assume it to be diagonal in
orbital space for simplicity. We calculate the projected spin resolved local density
of states (LPDOS)

Nσσ′(r, ω) = − 1

π
=(Gσσ′(r, ω)) =

∑
n,µ

unµσ(r)unµσ′(r)

ω − En + iη
, (2.11)

to get the total LDOS N(r, ω) =
∑

σσ′ Nσσ′(r, ω), and the local spin-polarization of
the electrons at the Fermi energy (ω = 0), P l(r) = Tr

(
τ lNσσ′(r, 0)

)
/N(r, 0). Here,

unµσ(r) are the coefficients of the unitary transformation ĉµσ(r) =
∑

n u
n
µσ(r)γ̂n

that diagonalizes the Hamiltonian HMF +Hp describing the magnetic state in the
presence of the impurity.

The Figs. 2.12(a)-(c) display the resulting DOS at ω = 0 around a Vp = 0.5
eV potential placed in each of the three different magnetic states. In the MS state
[Fig. 2.12(a)] the impurity reflects the broken C4 symmetry of the homogeneous
system. Figures 2.12(b) and 2.12(c) show the DOS of the impurity placed in the
double-Q collinear and coplanar phases, respectively. In contrast to the single-Q
case, tetragonal symmetry is preserved around the potential in both 2Q states as
expected. In the CSDW case there is a (π, π) modulation in N(r), arising from
the charge order at q = Q1 + Q2 of the homogeneous state. The (π, π) charge



2.4 Spectroscopy as a probe of magnetic ground state 29

(a) MS (b) CSDW (c) SVC

x

2.5

3.

3.5

4.

x

1.6

1.8

2.

2.2

x
1.8
2.
2.2
2.4
2.6
2.8
3.

(d) (e) (f)

x

-7.5
-5.
-2.5
0
2.5
5.
7.5

x

-20

-10

0

10

20

x

-7.5
-5.
-2.5
0
2.5
5.
7.5

Figure 2.12: (a.c) Total (spin-summed) LDOS N(r, ω = 0) around a Vp = 0.5 eV
non-magnetic impurity in the (a) MS, (b) CSDW, and (c) SVC states. (d)-(f)
Local spin polarization percent P l(r)[%] of the corresponding cases in the upper
row with l = y, z and x, respectively.

modulation constitutes a strong STM fingerprint of the CSDW ordered state. The
amplitude of this modulation, however, may be too small to be easily detected by
tunneling spectroscopy. This implies that there is no simple way to distinguish
the SVC and CSDW phases by use of a non-magnetic potential scatterer, since the
impurity-induced spectral modulations are qualitatively identical in the two cases
as seen by comparison of the central (impurity) regions in Figs. 2.12(b,c).

The local spin polarization P l(r) gives complementary information that would,
in principle, allow one to distinguish between the CSDW and the SVC phases
from the spin-polarized tunneling conductance. We show in Figs. 2.12(d)-(f) the
polarization at the Fermi level for the relevant spin projection l of the three mag-
netic states (P l(r) ∝ M l(r)). This property is related to the magnetic contrast
measured in a spin-polarized STM (SP-STM) experiment via spin-polarized cur-
rents [36]. The polarization of the single-Q state in Fig. 2.12(d) consists of Q1

modulated stripes for the l = y projection. The l = x and l = z components
have no polarization, since M l(r) = 0 in the xz plane. In the case of the collinear
CSDW state, the relevant projection is the one parallel to the z axis, where half of
the sites appear with alternating polarization and the other half are not polarized,
following the spin structure of this state [Fig. 2.11(d)] with an equal superposition
of Q1 and Q2 parallel spin density waves. As in the MS case, any perpendicular
spin projection lacks polarization. Note that the C4 symmetry is preserved in the
polarization pattern around the impurity in this state. The last magnetic state, the
SVC, with a coplanar spin structure [Fig. 2.11(e)] has two relevant spin projections,
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Figure 2.13: Magnetic impurity (colored thick arrow) with θ = 3π/4 orientation
in a (a) CSDW magnetic site and (b) non-magnetic site, (c) MS site and (d) SVC
site. The colored (gray) arrows represent the induced (homogeneous) spin density
Mind

i . (e)-(h) The Fourier transformed DOS N(q, ω = 0) of the previous impurity
configurations. The (π, π) peaks of the CSDW state have been removed for clarity.
Sketch of the amplitude change in the total moment of the four nearest neighbors
|M l

i∗+j|2 in the same four cases for (i) l = x and z, (j) l = z (k) l = z and (l)
l = x. Yellow (blue) for increased (decreased) spin amplitude compared to the
homogeneous case.

the in-plane l = x and l = y. Q2 modulated stripes can be seen in Fig. 2.12(f)
for l = x, with a local C2 symmetric polarization pattern around the impurity.
The perpendicular l = y polarization (not shown) consists of Q1 stripes, similar
to those in the MS state [Fig. 2.12(d)]. The two 2Q states are now clearly dis-
cernible, with distinctive local and global spin-polarization patterns. This should
become apparent in, for example, the magnetic contrast measured in a SP-STM
experiment.
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2.4.3 Impurity moment

We turn now the discussion of how an external impurity moment may be ex-
ploited to reveal the ground state magnetic structure, even without the use of
spin-polarized STM. A classical magnetic impurity moment is included in the sys-
tem through the following term in the Hamiltonian

Hj = j
∑
µ

Si∗ ·Mi∗ , (2.12)

which adds a spin S at site i∗, with an angle θ with respect to the spin polar-
ization of the homogeneous state at that site: cos θ ∝ Si∗ ·Mi∗ , as illustrated in
Fig. 2.13(a). The itinerant spins surrounding the impurity interact its moment,
resulting in local changes of the spin densities and the DOS. We will focus on the
spectral symmetry changes as the impurity rotates, i.e. as a function of the orienta-
tion θ, to identify the magnetic structure of the surrounding spins. The orientation
of the impurity can be controlled by, for example, an external magnetic field. Mn
substituted at the Fe site, for example, was reported to carry a local moment
with a Curie-Weiss behavior typical of a paramagnetic moment [16, 17]. We will
then assume that the impurity moment orients itself parallel to the applied field,
while the itinerant ordered spins are unaffected by it. An appreciable magneto-
crystalline anisotropy prevents the spins of the long-range ordered magnetic SDW
state from aligning with the external field [37].

In the CSDW state there are four inequivalent sites (quadrupled unit cell) to
place an impurity, two magnetic (Mi∗ 6= 0) and two non-magnetic (Mi∗ = 0)
sites, illustrated in Figs. 2.13(a) and (b), respectively. The gray arrows represent
the spin density of the conduction electrons of the homogeneous system (free of
impurities), and the thick colored arrow indicates the moment of the impurity Si∗ .
The induced spin density on the nearest sites is illustrated by the four arrows of
the same color (anti-parallel to the impurity spin). In our calculation the induced
polarization involves a cluster of sites surrounding the impurity moment, but for
the symmetry arguments we will be using below, it is enough to focus on the effect
of the nearest neighbors where the effect is largest.

The sum of the induced and the homogeneous spin densities yields the new
spin density in the presence of the impurity. We show in Fig. 2.13(e) the Fourier
transformed DOS, N(q, ω = 0), of the case displayed in Fig. 2.13(a). Clearly,
the C4 symmetry of the pristine CSDW state is preserved. If the same impurity
moment is placed at a non-magnetic site, however, as illustrated in Fig. 2.13(b) by
the green thick arrow, N(q, ω) becomes C2 symmetric as seen in Fig. 2.13(f). This
symmetry breaking can be understood by considering the total spin density in the
presence of the impurity (i.e. adding the green and gray arrows). The z projection
amplitude of the total moment on the four neighboring sites is unequal; it has
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Figure 2.14: Difference between the moment amplitudes at the neighboring sites
as a function of θ (equation (2.13)) in the CSDW state. (a) Four inequivalent sites
1,2,3 and 4. (b) |Mr1|2 − |Mr2|2 for the inequivalent sites as specified in (a). (f)
Polar plot of the absolute value of the total change |Mr1|2− |Mr2|2 for sites 1 and
2 (green) and sites 3 and 4 (orange). θ is illustrated in figure 2.13(a).

been reduced on the two sites along the y axis and enhanced on the sites along
the x axis. This change of |mz

i∗+j| with j = ± x̂,±ŷ is shown in Fig. 2.13(j). If the
impurity is placed at a magnetic site though [Fig. 2.13(a)], the amplitudes of the
total spin density on the four neighbors are equal for both the z and x projections,
as illustrated in Fig. 2.13(i). The spectral symmetry is in fact tetragonal for all
possible orientations of the impurity in the CSDW phase, as long as the impurity
moment is placed at a magnetic site. In the case of the non-magnetic site on
the other hand, only in the special case of the impurity moment lying in the xy
plane, i.e. perpendicular to the ordered moment of the conduction electrons, is
the C4 symmetry preserved. These properties simply reflect the fact that the total
DOS measures the spectral composition of the charge density, which is coupled by
symmetry only to the magnetization density squared, and therefore only the final
amplitude of the spin density at the nearest-neighbor (nn) sites matters.

We can use this result to understand and predict the evolution of the spectral
symmetry in all four inequivalent sites as a function of the orientation of the
moment θ (set by the external field), without having to calculate the LDOS. The
difference between the moment amplitudes at the neighboring sites r1 = i∗+ x̂ and
r2 = i∗ + ŷ, which determines the symmetry breaking of the spectral features, is
given by

|Mr1|2 − |Mr2|2 = −2|Mind
nn |
[(
M0x

r1
−M0x

r2

)
sin θ +

(
M0z

r1
−M0z

r2

)
cos θ

]
. (2.13)

Here Mri = M0
ri

+Mind
ri

is the total moment at site ri, Mind
nn is the moment induced
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Figure 2.15: Difference between the moment amplitudes at the neighboring sites
as a function of θ (equation (2.13)) in the MS state. (a) Two inequivalent sites 1
and 2. (b) |Mr1 |2 − |Mr2 |2 for the inequivalent sites as specified in (a). (f) Polar
plot of the absolute value of the total change |Mr1|2 − |Mr2|2 for sites 1 and 2
(blue).

by the impurity at the nearest neighbors r1 and r2, and M0l
ri

is the projection
along the l axis (l = x, z) of the homogeneous moment at ri (before the impurity
is introduced). Because the CSDW state is a collinear structure, i.e. M0x

r = 0
for all sites, equation (2.13) reduces to a simple cosine function. Moreover, if the
impurity is in a magnetic site (sites 3 and 4 in figure 2.14(a)), one immediately
sees that because the spin density is zero at the neighboring sites, M0z

r1
= M0z

r2
= 0,

the tetragonal symmetry is preserved for any orientation, i.e. |Mr1 |2 = |Mr2|2. If
the impurity moment is in a non-magnetic site on the other hand, then M0z

r1
=

−M0z
r2

and the difference between the total amplitudes becomes |Mr1|2−|Mr2 |2 =
−2|Mind

nn |M0z
r1

cos θ. The evolution of this parameter as a function of θ, which
reflects the tetragonal symmetry breaking of the spectral signatures, is shown in
figure 2.14(b) for the four inequivalent sites, with the particular site specified in
figure 2.14(a). When the impurity is placed on the non-magnetic sites 1 and 2 the
difference is non-zero for all θ (except when the impurity moment is perpendicular
to the itinerant spins at θ = π/2), and thus the tetragonal symmetry is broken. The
symmetry breaking measured in the LDOS is proportional to the absolute value
of equation (2.13) and therefore these two sites have identical contributions as can
be seen in the polar plot in figure 2.14(c). This plot emphasizes the directional
dependence of the spectral symmetry in the xz plane, with largest radius along
the z axis and zero amplitude perpendicular to it.

We turn now to the other collinear state, the single-Q MS, which has two
inequivalent sites (doubled unit cell). An example is shown in Fig. 2.13(c) for an
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Figure 2.16: Difference between the moment amplitudes at the neighboring sites
as a function of θ (equation (2.13)) in the SVC state. (a) Four inequivalent sites
1,2,3 and 4. (b) |Mr1|2 − |Mr2|2 for the inequivalent sites as specified in (a). (f)
Polar plot of the absolute value of the total change |Mr1|2− |Mr2|2 for sites 1 and
2 (red) and sites 3 and 4 (purple).

impurity with θ = 3π/4 orientation, and the corresponding C2 symmetric N(q, ω =
0) is displayed in Fig. 2.13(g). In this case the inequivalent change takes also place
in the spin projection along the z axis |M z

i∗+j| of the four neighboring sites, shown
in Fig. 2.13(k). Equation (2.13) reduces to |Mr1|2−|Mr2|2 = −2|Mind

nn |M0z
r1

cos θ in
the MS state, where we have used the same M0z

r1
= −M0z

r2
argument as before. The

result for the two inequivalent sites is shown in figure 2.15(b). Taking the absolute
value, results in the same symmetry breaking θ dependence for both sites, as can
be seen in figure 2.15(c). In the MS state all inequivalent sites give rise to the same
symmetry breaking θ dependence. This is in contrast to what was found in the
CSDW state, where only half of the sites exhibited this (identical) θ dependence,
and the other half were oblivious to the external field. STM measurements of
LDOS around several isolated moments can then distinguish between these two
states.

Finally we discuss the case of a magnetic impurity in the coplanar SVC phase.
One of its four inequivalent sites is shown in figures 2.13(d), with the calculated
LDOS in figure 2.13(h). Again, the C2 symmetric spectral features can be con-
nected to the different moment amplitudes in the nearest-neighbors, as illustrated
in figure 2.13(l). Equation (2.13) has now contributions from both x and y pro-
jections, in agreement with the coplanar structure of this state: |Mr1|2−|Mr2|2 =
−2|Mind

nn |M0x
r1

(sin θ + cos θ), which follows from the relations M0l
r1

= −M0l
r2

for l =
x and y. The angular evolution of the four inequivalent sites, in the xy plane for
this state, is shown in figure 2.16(b). Contrary to what was found in the other 2Q
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Figure 2.17: Spectral symmetry breaking parameter δC2(ω = 0) as a function of θ
calculated at a magnetic site in the CSDW state (green), a non-magnetic site in
the CSDW state (orange) and a site in the MS state (blue).

state, the tetragonal symmetry is broken at all inequivalent sites. The final ab-
solute value of the amplitude, shown in figure 2.16(c), exhibits two perpendicular
signals, arising from sites with perpendicular moment orientations (1, 2 and 3, 4).

In order to quantify the evolution of the spectral symmetry as the impurity
rotates from the calculated LDOS, we introduce the parameter

δC2(ω) =
∑
r

N(r, ω)−N(Rr, ω)

N(r, ω) +N(Rr, ω)
, (2.14)

which measures the breaking of the C4 symmetry. Here R denotes a π/2 rotation
operation. The evolution of this parameter at ω = 0 for the three states, is
in excellent agreement with the simple argument of the change in amplitudes
described by of equation (2.13). Figure 2.17 shows the evolution of δC2 from the
calculated LDOS at three different sites in the CSDW and MS as a function of θ.
The difference in amplitude is related to the different M ind in the CSDW and MS
states, which is related to the eigenvalues and eigenvectors of each state.

We summarize below the main conclusions for STM measurements of LDOS
around magnetic impurities in the CSDW, MS and SVC states with an external
field:

� In the CSDW state, two distinct signals will be measured [figure 2.14(c)],
some single-impurities show C4 symmetric spectral features for all external
field orientations (orange), while the signal will be C2 symmetric and show
a strong field orientation dependence around other single-impurities (green).
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� In the MS state, there is only one type of spectral signal around single-
impurities [figure 2.15(c)], i.e. LDOS measurements around different impu-
rities exhibit the same C2 symmetric field evolution.

� In the SVC state, there are two perpendicular field orientation evolutions
[figure 2.16(c)].

2.4.4 Conclusions

In summary, we have proposed to use tunneling spectroscopy to directly distinguish
between nearly degenerate (in energy) but symmetry-distinct magnetic ground
states of itinerant magnetic systems. We have focused on a current case of contro-
versy related to iron-based superconductors but the method should apply generally
to other systems as well. Our main results are that while spin-polarized STM can
be used to map out the magnetic structure of the long-range ordered phase, one
may also apply standard (non-spin-polarized) tunneling conductance in the vicin-
ity of a magnetic impurity moment, whose orientation can be controlled by an
external magnetic field, to determine the structure of the host magnetism.

This technique might be helpful when more conventional probes like neutron
scattering are not able to distinguish between different magnetic phases. This is
the case of the single-Q MS and the double-Q phases in Fe-based superconductors.
Because the samples form twin domains, both Q1 and Q2 peaks are observed in
the magnetic structure factor measured by neutron experiments, and one needs to
detwin the sample (a non-trivial technique) or combine it with other probes. One
can use the advantage of local probes like STM, which can focus on a particular
domain, and make measurements in free standing samples.



Chapter 3

Enhancement of magnetic stripe
order from the interaction
between conduction electrons and
magnetic impurities

Most of the material in this chapter has been published in
Phys. Rev. Lett. 113, 067002 (2014).

3.1 Introduction

In this chapter we extend the study of magnetism in Fe-based superconductors
by exploring the physics of magnetic disorder. The relevant spin ordered states
in these materials were discussed in chapter 2, with particular emphasis on the
recently discovered magnetic tetragonal phases. Their existence has been taken as
a direct evidence for the itinerant character of the magnetism, and the primary
role played by magnetic fluctuations in these materials, and argues against the
localized spin scenario with (ferro-)orbital order as the driving instability.

For the pnictides, the above issues have largely focused on hole-doped 122
compounds where particularly Ba(Fe1−xMnx)2As2 constitutes an interesting case
in point. The chemical doping takes place in the plane, substituting Fe for Mn,
as opposed to the ’clean’ cases with out-of-plane dopants at the alkaline earth
metal sites, e.g substituting Ba for K or Na. For Mn doped Ba-122, Kim et al.[12]
found that the structural phase transition disappears at a critical amount of Mn
(xc ∼ 0.1) whereas the (π, 0), (0, π) ≡ Qstripe magnetic order remains. X-ray mea-
surements of the structural distortion δ, shown in figure 3.1(a) (red triangles),
reveal a collapse of the distortion at x ∼ 0.1. Remarkably, at higher concentra-

37
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Figure 3.1: Characterization of the Qstripe magnetic transition on
Ba(Fe1−xMnx)2As2. Left: Antiferromagnetic stripe ordering in the absence
of structural distortion above a critical concentration, xc ∼ 0.1 [12]. Right: Tem-
perature dependence of the elastic neutron scattering intensity at the magnetic
Bragg peak. Smeared transition with an onset ∼ 100 K above the T0

N of the
parent compound for x = 0.12 > xc [18].

tions than xc the magnetic order exhibits a new high-temperature component as
seen by the persistence of a broad Qstripe magnetic Bragg peak well in excess of
the Néel temperature TN of the lower doped x < xc samples, represented by the
shaded region in figure 3.1(a). In addition, inelastic neutron scattering revealed
that Mn ions induce short-range quasi-elastic spin scattering at (π, π) ≡ QNéel

[figure 3.2(a)], which persists at all measured T [figure 3.2(c)], and coexists with
the long-range ordered Qstripe phase at low T .[15] The presence of local antiferro-
magnetic (AF) correlations induced by Mn ions have also been detected by nuclear
magnetic resonance (NMR).[16, 17] These studies, which found that Mn does not
dope the system, therefore suggest that Mn locally nucleate magnetic moments
consistent with QNéel structure.

More recently, Inosov et al.[18] mapped out a very complete phase diagram
of Ba(Fe1−xMnx)2As2 in the range 0 < x < 0.12. As shown in figure 3.1(b), the
existence of the novel high-T stripe magnetic phase at x > xc was confirmed by
these studies. However, by combining neutron data with muon spin relaxation
(µSR) and NMR measurements, they proposed an inhomogeneous scenario where
Mn ions act as magnetic impurities that induce (π, 0) magnetic rare regions al-
ready above T 0

N of the parent compound, with a volume fraction of these rare
regions growing continuously with decreasing T . In contrast to Ref. [12], a finite
orthorhombic distortion, most likely associated with the stripe-like magnetic rare
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Figure 3.2: Spin fluctuations at two different wavevectors. Right: Quasi-elastic
spin scattering at both Qstripe and QNéel wavevectors at x = 0.07 < xc and T <<
TN . Left: Weakly temperature dependent spin fluctuations at QNéel, persisting at
all measured T. From [15].

regions, was shown to coexist with regions of tetragonal lattice symmetry.
To help resolve the controversy of Ba(Fe1−xMnx)2As2, and understand, more

generally, the physics of magnetic disorder in iron pnictides, microscopic theoretical
model calculations are highly called for. Minimal requirements of such a theoretical
description include being able to 1) explain how magnetic impurities can generate
long-range magnetic Qstripe order at high T > T 0

N , 2) explain why this happens only
above a certain critical concentration of magnetic disorder, 3) explain the presence
of diffusive QNéel magnetic scattering at low concentrations, and 4) explain why
the orthorhombicity appears absent at high enough impurity concentrations. In
addition, the spatial modulations evidenced by the data of Ref. [18] points to the
importance of a real-space approach and a careful study of cooperative impurity
effects in these systems.

Here, we provide such a microscopic real-space description of magnetic disorder
relevant to iron pnictides. We use a realistic five-band model with standard onsite
Coulomb repulsion (described in section 2.2) to study the induced magnetic order
nucleated by magnetic impurities. It is found that magnetic impurities exhibit
a QNéel magnetic structure close to its core, as well as longer-ranged magnetic
tails of Qstripe modulations which may overlap with neighboring impurities and
induce long-range Qstripe magnetic order even above T 0

N of the clean system. This
cooperative effect only takes place when the length scale of the magnetic impurity
tails is comparable to the average inter-impurity distance, yielding a natural ex-
planation for the detected critical concentration xc. In fact, as will be shown in
detail below, all four criteria above are contained within our model. At higher Mn
concentrations we predict that the induced Qstripe order vanishes because there is
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no room to host this order, and only the QNéel magnetic structure remains. This
crossover happens well before reaching the clean system BaMn2As2 which is known
to exhibit QNéel order.[38]

The study presented here provides an alternative scenario for the magnetism
of Ba(Fe1−xMnx)2As2 as compared to previous Landau models assuming homoge-
neous phases [39, 7, 8, 9, 10, 14] and analysis of magnetism in ’pristine’ systems
presented in chapter 2. We note that this problem constitutes an interesting exam-
ple of the general problem of Ruderman-Kittel-Kasuya-Yosida (RKKY) exchange
interactions in multi-orbital nested systems at the brink of an instability,[40, 41]
and the physics of AF rare regions in itinerant systems.[42] In the standard case
of magnetic impurities in metallic hosts, the conduction elections are integrated
out, resulting in the RKKY effective exchange interaction between the impurity
spins, which may lead to interesting spin-glass behavior.[43, 44] Here, however, we
do not integrate out the itinerant electrons since their response to the magnetic
impurities is crucial for explaining the measurements discussed above.

3.2 Magnetic impurities in a paramagnetic host

Mn ions in BaFe2As2 are known to carry a large local magnetic moment[16, 17, 45]
S which interacts with the spin density of the itinerant electrons

Himp = J0

∑
{i∗}µσσ′

Si∗ · (c†i∗µσσσσ′ci∗µσ′), (3.1)

where {i∗} denotes the sub-set of lattice sites containing impurity spins. In the
following we treat Eq. (3.1) in the classical limit, and assume the absence of any
orbital dependence in Eq. (3.1) for simplicity. In this limit, Himp reduces to that
of a spin dependent potential.[46, 47]

We continue with the itinerant approach and use the following five-orbital
Hamiltonian to describe magnetic impurities in a metallic host,

H = H0 +Hint +Himp, (3.2)

with H0 the kinetic part and Hint the on-site Coulomb interactions described in
chapter 2. The chemical potential is adjusted to yield a fixed doping level of
δ = 〈n〉 − 6.0 = 0 since Mn does not dope the system.[16, 17, 48] In this work we
additionally take U = 1.2 eV and J = U/6, which leads to an ordered moment
of the right magnitude relevant for BaFe2As2. We restrict the study to collinear
magnetic order since this is the lowest energy state at the undoped level. After
a mean-field decoupling of the interactions Hint, we solve the eigenvalue problem∑

jν H
µν
ijσu

n
jν = Enu

n
iµ, where

Hµν
ijσ = tµνij + δijδµν [−µ0 + δii∗J0S

z
i∗σ + U〈niµσ̄〉 (3.3)
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Figure 3.3: Real space magnetization m(r) for (a) J0S
z
i∗σ = 0.3 eV (weak) and

(c) J0S
z
i∗σ = 0.8 eV (strong) impurities. (b) and (d) |m(q)|/µB signal for the

impurities in (a) and (c), respectively. (e) |m(q)|/µB at q = Qstripe (orange dots)
and q = QNéel (black stars) as a function of impurity strength. The gray dashed
line divides the weak and strong impurity regimes (see text). T/T 0

N = 1.2 for all
these panels. (f) Temperature dependence of the intensity |m(q)|2/µ2

B at Qstripe

for the homogeneous system (black dots) and at QNéel for the strong impurity
(blue triangles).

+
∑
µ′ 6=µ

(U ′〈niµ′σ̄〉+ (U ′ − J)〈niµ′σ〉)],

on Nx × Ny lattices with self-consistently obtained densities 〈niµσ〉 =
∑

n |uniµσ|2
f(Enσ), and f(E) denoting the Fermi function.

When multiple impurities are included at different randomly chosen sites, the
relative signs of the individual impurity spins Szi∗σ become important and are
obtained by minimizing the free energy F = U − TS. Here the internal energy
U = 〈HMF 〉 = 〈H0〉 + 〈HMF

int 〉 + 〈Himp〉, and the entropy S is obtained from the
expression

S=−kB
∑
n

[f(En) ln f(En) + f(−En) ln f(−En)] . (3.4)

3.3 Single-impurity

We start the discussion with the single-impurity effects above the homogeneous
ordering temperature T 0

N . The spin polarization of the surrounding electrons in-
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duced by a weak impurity is shown in Fig. 3.3(a). Its structure can be mainly
described by Q1 = (π, 0) and Q2 = (0, π) stripe-type order along the x and y
directions, respectively. The amplitude of the spatial oscillations rapidly weak-
ens and vanishes at a scale of ∼ 5 − 7 lattice sites. The Fourier transform of
the induced magnetization |m(q)| shown in Fig. 3.3(b) exhibits sharp peaks at
the Qstripe wavevectors, arising from the real-space stripes. This local response
of weak impurities simply reflects the structure of the spin susceptibility of the
clean system, as expected from linear response theory. Large impurity-induced
regions of local magnetization have also been recently discussed in the context
of excess Fe in Fe1+yTe0.62Se0.38 .[49] Upon increasing the magnetic impurity po-
tential, however, the local response shown in Fig. 3.3(c,d) exhibits mainly QNéel

structure in the vicinity of the defect, and a weakened stripe order in the farther
tails of the induced spin polarization. The broad QNéel peak indicates shorter-
range (π, π) order compared to the Qstripe peaks characteristic of weak impurities
[Fig. 3.3(b)]. The full evolution of the local response is presented in Fig. 3.3(e)
showing the intensity of both the Qstripe and QNéel wavevectors as a function of
impurity strength, revealing the crossover from Qstripe order to mainly QNéel order
in the strong impurity limit. Note, however, that even the very strong impurities
exhibit some weight at Qstripe from surviving weak stripelike modulations in the
tails of the polarization cloud. Finally, Fig. 3.3(f) shows the T dependence of
the induced polarization of a strong impurity at QNéel compared to the Qstripe

amplitude of the homogeneous system. The impurity nucleates a checkerboard
polarization which is weakly T -dependent and persists well beyond T 0

N consistent
with µSR,[18] NMR,[16] and neutron scattering[15] [Fig. 3.2(b)].

3.4 Multiple impurities: order-from-disorder

We now turn to the many-impurity case. The presence of both QNéel and Qstripe

magnetization induced by strong impurities makes them relevant from an experi-
mental point of view [Fig. 3.2]. Below, we focus therefore on the J0S

z
i∗σ = ±0.8 eV

defects [Fig. 3.3(c,d)]. Consider first the dilute case of 3% disorder. Figs. 3.4(a,c,e)
show examples of the resulting real-space magnetization and Figs. 3.4(b,d,f) dis-
play the corresponding configuration-averaged |m(q)|2. Above T 0

N [Fig. 3.4(b)]
the total signal in q-space is peaked around QNéel, similar to the single-impurity
result for this kind of defect, whereas below T 0

N [Fig. 3.4(d,f)] the broad QNéel

scattering coexists with the sharp Qstripe order in agreement with experiments
[Fig. 3.2(a)].[15] Now, consider a doubling of the impurity concentration as shown
in Fig. 3.4(g-l). Below T 0

N [Fig. 3.4(j,l)] the same dual nature is evident of sharp
Qstripe and broad QNéel scattering as in the dilute case. Notably, however, above
T 0
N [Fig. 3.4(h)] the response is now dominated by sharp Qstripe order as opposed
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x = 3%

x = 6%

Figure 3.4: (a,c,e) Examples of m(r)/µB for a configuration with x = 3.0% strong
impurities (J0S

z
i∗σ = ±0.8 eV) at (a) T/T 0

N = 1.08, (c) 0.77 and (e) 0.46. (b,d,f)
Corresponding |m(q)|2/µ2

B after averaging over eight distinct configurations with
the same concentration. (g-l) The same as shown in (a-f) for a larger concentration
of x = 6.0%.
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Figure 3.5: (a,b) Illustration of the order-by-disorder caused by constructive in-
terference between two magnetic impurities; (a) destructive and (b) constructive
interference. In both cases the impurities are separated by an even number of lat-
tice sites. (c-f) Comparison of the magnetization in the case of ”quenched” (a,b)
impurity spins versus the ”relaxed” case obtained by energy minimisation caused
by allowed flipping of the impurity spins (c,d).

to the result shown in Fig. 3.4(b). The cooperative impurity effect yielding this
long-range Qstripe order is remarkable and not obvious from the corresponding
real-space magnetization in Fig. 3.4(g). The origin of a critical Mn concentration
xc needed for the emergence of high-T Qstripe order is evident within the present
scenario; for the cooperative impurity effect to be relevant, the inter-impurity dis-
tance must be comparable to the size of the induced spin polarization cloud. The
critical Mn concentration reported in Refs. [12] and [18] is xc ∼ 0.1 implying that
the magnetic Qstripe tails induced by Mn in the real systems is slightly shorter
ranged than for the parameters used in Fig. 3.4.

To understand this cooperative behavior let us focus first on the simpler sit-
uation of two strong impurities at sites i∗ and j∗. Figure 3.5(a,b) illustrate two
cases where the spins are separated by an even number of lattice sites. As seen,
the polarization around each impurity spin essentially consists of a strong short
range Néel order and four weaker stripe type tails, as explained for Fig. 3.3(c).
In Fig. 3.5(b) Szi∗σ = Szj∗σ, there is constructive interference of their Qstripe spin
polarization, and magnetic stripes are induced in the surrounding conduction elec-
trons. The opposite case of Szi∗σ = −Szj∗σ with destructive interference is shown
in Fig. 3.5(a). Importantly, the configuration with the lowest free energy F is
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the one with constructive interference of the spin-polarized electrons capable of
generating inter-impurity regions of Qstripe order. For impurity spins separated
by an odd number of sites the same result applies; the case of constructive mag-
netization interference is favorable (obtained now by anti-aligning the spins). In
the corresponding many-impurity case, the importance of optimizing the impurity
spin orientations is shown in Figs. 3.5(c-f). Here we compare the case of randomly
chosen spin orientations (quenched case) [Figs. 3.5(c,d)] with the lower energy an-
nealed case where the impurity spins are allowed to orient themselves favorably
to the spin polarization of their neighbors [Figs. 3.5(e,f)]. Evidently, the induced
Qstripe order exists only in the latter situation.

The results shown in Figs. 3.4-3.5 constitute an example of order-from-disorder.
It is qualitatively similar to the interactions between impurities in quantum spin
chains which are non-frustrating because of the freedom of impurity spins to re-
orient themselves according to the neighboring AF induced impurity clouds and
thereby lower the exchange energy.[50] A similar scenario has also been proposed
for the spin-glass phase of the cuprates, where non-magnetic dopant-induced AF
clouds overlap and form a network of quasi-long-range (π, π) order.[51]

In order to shed light on the constructive polarization, and its connection to
the exchange coupling between impurities, we explore the effect of correlations
in the cooperative behavior. We focus again on the simpler two-impurity system
and map out the difference in the free-energy of the parallel and anti-parallel spin
configurations, i.e. the exchange interaction I(r) = F↑↓ − F↑↑, as a function of
the distance between the impurities r = (x, y). Figure 3.6(a) shows the resulting
real space map of I(r) as the second impurity is moved around in the region
(0, 0) < (x, y) ≤ (5, 5). Whenever both x and y coordinates are even (odd)
the preferred configuration is parallel (anti-parallel). The difference F↑↓ − F↑↑ is
however not as pronounced at the rest of the sites with mixed even and odd x
and y components. This structure of the exchange interaction between the two
impurities can be directly linked to the spin polarization of the itinerant electrons
at the nesting wavevector Qstripe. This is explicitly shown in figure 3.6(b), where

the difference in the Qstripe component of the total magnetization MQ
↑↑ −M

Q
↑↓ is

maximum (minimum) at the even-even (odd-odd) sites and very small in the rest of
the sites. The second impurity will then be reoriented according to the maximum
Qstripe spin polarization induced by the two impurities (constructive interference),
and thereby lower the free-energy. This effect is very much suppressed when the
correlations in the system are turned off as obvious from figure 3.6(c). The effective
exchange interaction I(r) is reduced by more than an order of magnitude. The
change in both the amplitude and structure of the exchange interaction can be seen
very clearly in the r = (n, n) diagonal cuts of the non-interacting and interacting
system shown in figure 3.6(d). A careful study of correlation effects on RKKY
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Figure 3.6: Effective exchange interaction I(r) = F↑↓ − F↑↑ and effect of corre-
lations. Two weak impurities J0S

z
i∗σ = ±0.1 eV at coordinates r1 = (0, 0) and

r2 = (x, y). (a) I(r) as a function of r2. (b) Difference of the total polarization
at the nesting wavevector Qstripe, M

Q
σσ′ , for the configurations in (a). The config-

uration maximizing MQ at each r2 corresponds to the lowest free-energy in (a).
(c) Same as (a) without interactions, U = J = 0. (d) Diagonal cuts r2 = (n, n)
in panels (a) with (red) and (c) without (black) interactions. Note the U = 0
case has been multiplied by a factor of 50. The arrows illustrate the preferred
orientation of the second impurity at r2 with respect to the first one at r1 = (0, 0).
T/T 0

N = 1.2 for all these panels.

physics is beyond the scope of this work, but will be the topic of future studies.
We end the discussion with the T dependence of the |m(Qstripe)|2 magnetic

signal. Figure 3.7 shows the intensity of the peak for 3% and 6% disorder. In the
x < xc case, the signal is lost at T . T 0

N and it exhibits a clear suppression of
weight at low T compared to the clean system. From Figs. 3.4(d,f) it is evident
that most of this weight has been transferred to the QNéel wavevector. The x > xc
case shows a smeared transition as opposed to the sharp transition of the clean
system. The disorder induced Qstripe signal persists to temperatures significantly
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Figure 3.7: Temperature dependence of the magnetic q = Qstripe Bragg peak
for the homogeneous system (black diamonds), x = 3.0% (blue triangles), and
x = 6.0% (red dots) disorder. Vertical dashed line indicates T = T 0

N .

above the ordering temperature of the clean system, T/T 0
N ∼ 1.4, where the signal

intensity has been suppressed by ∼ 90% with respect to its low-T value consistent
with elastic neutron measurements [Fig. 3.1].[12, 18]

Finally we comment on the reported absence of orthorhombic distortion in
Mn-doped Ba-122.[12] Of course, since we do not explicitly include a coupling
to the lattice in the model, we cannot make quantitative statements. However,
in agreement with neutron experiments at low T , the Qstripe peaks in Fig. 3.4(l)
are sharp[12, 18], whereas the real-space magnetization clearly exhibits domains
of predominantly (π, 0), (0, π), or both (π, 0) and (0, π) order as is evident from
Fig. 3.4(k). Therefore, assuming that the structural transition is caused by a
magneto-elastic coupling, we expect in the present case a resulting structural mix-
ture of intertwined tetragonal and orthorhombic regions consistent with Ref. [18].

3.5 Conclusions

In summary, we have studied the cooperative effects of magnetic impurities within
a realistic five-band model relevant for the iron pnictides. The resulting induced
long-range magnetic stripe order of the conduction electrons constitute an exam-
ple of an order-from-disorder phenomenon, which explains the main experimental
observations of the magnetic properties of Mn doped BaFe2As2. This includes the
presence of a high-T Qstripe stripe magnetic phase beyond a critical Mn concen-
tration, the presence of short-range checkerboard (π, π) spin fluctuations, and the
absence of a clear tetragonal to orthorhombic structural transition.



Chapter 4

Local magnetization nucleated by
non-magnetic impurities

Part of the material in this chapter has been published in
J. Supercond. Novel Magn. 28, 1321 (2015).

4.1 Introduction

It is crucial to understand the role of disorder in high-temperature superconductors
because the materials are obtained from chemical doping with substitutional impu-
rity atoms. In this chapter we focus on the single-impurity problem in the normal
paramagnetic state and study the local changes and emergent states induced by a
non-magnetic potential. In particular, the concept of freezing of spin fluctuations
around defects in multi-band paramagnetic systems is introduced. The theory of
emergent defect states will be extended into the nematic, magnetic and supercon-
ducting phases in the following chapters. Some of the effects that will be discussed
are:

� Nematogens, strongly anisotropic impurity states through the pinning of
spin fluctuations, are proposed as a possible source of the reported transport
anisotropy in the nematic paramagnetic state.

� Generation of dimer-like electronic structures deep inside the spin ordered
phase are found around potentials, in agreement with STM local probes, and
also relevant for the transport anisotropy in this phase.

� A short-ranged inhomogeneous magnetic order is found to coexist with su-
perconductivity, consistent with the disordered magnetic phases detected by
µSR around optimal doping in several compounds, which are not observable
by neutrons.

48
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� The remarkable enhancement of the superconducting transition temperature
through impurity-induced local increased density of states.

Here, we present and describe the local properties of a single-impurity in detail,
with the hope of making the disorder phenomena discussed in the upcoming chap-
ters more comprehensible.

The existence of the local pinning of magnetic order is explained in terms of a
strong impurity-enhancement of states near the Fermi level, and we map out the
resulting phase diagram of the existence of magnetization as a function of impu-
rity strength and Coulomb interactions. In particular, the presence of impurity-
induced magnetism in only a certain range of potential scattering strengths can
be understood from the specific behavior of the impurity resonant state. Finally,
we discuss the important role played by the “gapped” eg orbitals, making possible
the existence of sharp resonant states in the paramagnetic phase.

The slowing down of magnetic fluctuations and subsequent induction of static
short-range magnetic order near spatial inhomogeneities has been extensively dis-
cussed within one-band models relevant for cuprates.[54] This applies to nonmag-
netic disorder[55, 51, 56], grain boundaries[57], and vortices[58]. Typically, in these
cases a depletion of the density of states around the Fermi energy (εF ) is necessary
for the generation of local magnetic order due to the significant enhancement of
the local density of states (LDOS) near the Fermi level only in the presence of a
superconducting gap (or pseudogap) allowing for disorder-induced bound or res-
onant states [47]. This is not the case for the typical models applicable to iron
pnictides as will be discussed below.

4.2 Model

Following the itinerant approach we used in the case of magnetic impurities, we
model a single non-magnetic impurity in the paramagnetic state of the pnictides
by the following Hamiltonian

H = H0 +Hint +
∑
µσ

Vµc
†
i∗µσci∗µσ. (4.1)

The first two terms, the five-orbital tight-binding model and the on-site Coulomb
interactions, have been described in chapter 2. We remind the reader of the uneven
orbital content of H0 around the Fermi level (see figure 2.2). While the three t2g
orbitals constitute the main contribution near the Fermi level, the weight of the
two other d orbitals, the eg orbitals, is minimal and are thus essentially ’gapped’
for several hundreds of meV. This fact will be crucial in section 4.4. The last term
adds a potential Vµ at the impurity site i∗ and orbital µ. We include only intra-
orbital terms consistent with first-principles studies of transition-metal atoms in
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1111 materials. [59] In addition, we neglect the orbital dependence of the impurity
potential for simplicity in most of this chapter. This assumption is not important
for the results that will be presented below. After mean-field decoupling of Hint,
we solve the following eigenvalue problem

∑
jν H

µν
ijσu

n
jνσ = Enσu

n
iµσ, where

Hµν
ijσ = tµνij + δijδµν [−µ0 + δii∗Vµ + U〈niµσ̄〉

+
∑
µ′ 6=µ

(U ′〈niµ′σ̄〉+ (U ′ − J)〈niµ′σ〉)], (4.2)

on a 20 × 20 lattice with self-consistently obtained densities 〈niµσ〉 =
∑

n |uniµσ|2
f(Enσ) for each site and orbital. With these fields we can construct the spin
polarization miµ =

∑
(niµ↑−niµ↓) at each site and orbital. With the self-consistent

eigenvalues Enσ and eigenvectors uniµσ we can compute the LDOS at any site i in
the presence of the impurity,

N(r, ω) = − 1

π
=

(∑
µ,σ

Gµσ (ri, ω)

)
=
∑
n,µ,σ

|uniµσ|2

ω − Enσ + iη
. (4.3)

Here η = 5 meV is the artificial broadening of the Dirac delta functions arising from
the imaginary part of the Greens functions, making them Lorentzian functions.
The supercell method is used to acquire spectral resolution of the order of η.

4.3 Local magnetic order and impurity states

The mean field ground state of the Hamiltonian (4.1) without disorder (Vµ = 0)
can be controlled by the interaction parameter U . At n = 6 filling, for U lower
than a critical value of Uc2 ∼ 0.9 eV, the homogeneous system remains non-
magnetic. Above Uc2 the system is unstable towards a spin density wave state
m(r) =

∑
l=1,2 ml exp(iQl · r), with the ordering vectors Q1 = (π, 0) and Q2 =

(0, π). The preferred magnetic ground state, i.e. the designation of the m1 and
m2 order parameters, was explored in chapter 2. In this chapter the system will
always be kept below the long-range ordering critical interaction Uc2, and we only
consider collinear polarization. Depending on parameters it can, however, be en-
ergetically favorable to spin polarize regions around the non-magnetic impurities
even in the normal paramagnetic state. Figure 4.1(a) shows the real space mag-
netization in a case where impurity-induced order is present for low interactions,
U = 0.4 eV < Uc2/2. In this particular case, the impurity site itself exhibits
the largest induced moment in contrast to the similar one-band result where the
nearest-neighbor sites contain the largest spin polarization[55, 51, 56]. The Fourier
transform of the magnetization in Fig. 4.1(a) is shown in Fig. 4.1(b). It is dom-
inated by broad peaks at (0, 0) and (π, π), characteristic of short-range order.
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Figure 4.1: (a) Induced real-space magnetization in µB around a Vµ = 1.3 eV
impurity, and (b) corresponding momentum space representation for U = 0.4. (c)
and (d) the same for U = 0.85 eV. Orbital content mµ(q) of the polarization shown
in (d) for the t2g orbitals (e) xz and (f) xy, and the eg orbitals (g) x2− y2 and (h)
3z2 − r2.

Surprisingly, the overall structure of m(q) of this local order differs from the spin
susceptibility of the clean system dominated by Q1 and Q2. Increasing the corre-
lations, i.e. driving the system closer to the magnetic instability, the polarization
amplitude around the defect, shown in figure 4.1(c), increases and becomes longer-
ranged. The corresponding m(q) thus develops additional substantial sharp peaks
at Ql = (0, π)/(π, 0), as can be seen in figure 4.1(d). These features are equivalent
to the weak longer-range tails of the induced magnetization around magnetic im-
purities found in chapter 3. An analysis of the orbital content of the polarization
in figures 4.1(e)-(f) reveals sharp dominating Ql peaks in the m(q) structure of
the t2g orbitals. The contribution from the dyz orbital is not shown because the
tetragonal symmetry of the system is preserved by the defect and hence it is the
same as the one from dxz with a π/2 rotation. The magnetization structure of
the “gapped” eg orbitals, shown in figures 4.1(g)-(h), differs slightly from that of
the t2g orbitals, with leading broad (π, π) peaks. It is remarkable that the orbital
content of this local polarization is largely of d3z2−r2 character, unlike the homoge-
neous long-range spin ordered state where the t2g orbitals predominate. This will
be explained in terms of impurity induced resonant states in the following section.

In order to map out when magnetization is locally nucleated, we explore the
parameter space by varying the interaction U and impurity strength Vµ. For the
band structure of Ref. [32], only repulsive potentials, Vµ > 0, are capable of
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Figure 4.2: (a) Phase diagram of impurity-induced magnetization at the impurity
site as a function of U and Vµ in the normal state. (b) LDOS versus energy at the
impurity site for Vµ = 1.1 eV varying U (path (I) in (a)), and (c) for U = 0.3eV
and a representative range of potential strengths Vµ (path (II) in (a)). Curves in
(b) and (c) have been offset vertically for clarity.

inducing magnetic order locally at zero temperature and n = 6.0 filling. The
resulting moment at the potential site is shown in Fig. 4.2(a). The triangular-
shaped region of finite impurity-induced magnetization exhibits a clear asymmetry
by a linear (curved) phase boundary in the large (low) Vµ limit. It is noteworthy
that due to the curved lower phase boundary, there exist values of the potential
Vµ (around ∼ 1.2 eV for the present band structure and doping level) where it
is favorable to locally nucleate magnetism only for weak values of U , contrary
to naive expectations from a standard spin density wave instability criterion in
homogeneous systems.

The above results can be understood by studying the evolution of the LDOS
in the presence of the impurity (see equation (4.3)). Specifically, by tracking the
formation of impurity resonant states close to the Fermi energy as a function of
U and Vµ at the impurity site. We focus initially on the effect of correlations U
for a fixed potential Vµ = 1.1 eV (horizontal dashed white line in Fig. 4.2(a)) with
results shown in Fig. 4.2(b). Without correlations (U = 0), the resonant state
exists at high positive energies (> 0.1 eV). For increasing U , however, as seen
from Fig. 4.2(b) the resonant state is pushed to lower energies, crosses εF , and
moves to negative energies. The largest density of states near εF is found around
U = 0.3 eV which explains the curved lower edge of the magnetization region.
Figure 4.2(c) shows the LDOS at the impurity site for U ∼ 0.3 eV for different
values of the impurity strength Vµ (vertical dashed white line in Fig. 4.2(a)).
Evidently, the resonant state exhibits the opposite trend to Fig. 4.2(b) by moving
to higher energies upon increasing the impurity strength. Thus, the enhanced
LDOS at εF by the resonant state is maximal inside the triangular wedge-shaped
region of Fig. 4.2(a), and the fact that impurity-induced magnetization exists in
this same region is reminiscent of the Stoner instability criterion N(εF )U > 1.
When the LDOS enhancement and interaction U reach the Stoner threshold, the
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Figure 4.3: (a) Total DOS N0(ω) in the unperturbed normal state (black) and the
contributions from the different orbitals as specified in the legend. Inset shows a
zoom of 400 meV around εF . (b) The same at the impurity site for the Vµ = 1.1eV
and U = 0.3eV case shown in figure 4.2. The unperturbed total DOS (gray) is
shown for comparison.

system locally crosses a magnetic instability.
Even if in real systems the spin order around a single-impurity will in principle

fluctuate, once a small coupling between neighboring impurities is included it will
become static. The Mermin-Wagner theorem, which prohibits the development of
long-range order in two dimensional system applies to infinite systems, which is
not the case of the short range order studied here.

4.4 The “gapped” eg orbitals

Let us now focus on the impurity induced state, a necessary ingredient for nu-
cleation of local magnetic order. Extensive single-impurity studies in one-band
two-dimensional metals in the context of cuprates have shown that a depletion of
the density of states is needed to produce a resonant state near a non-magnetic
impurity (see [47] and references therein). If there is no reduction in the DOS
at low energies (the simplest model is a linear vanishing DOS around εF ), the
impurity state is broadened and merges with the continuum, i.e. the LDOS near
the impurity does not exhibit any signature of a resonance state. Figure 4.3(a)
shows the total DOS (black curve) in a 2 eV window around the Fermi energy of
the homogeneous five-orbital model (4.1). It is essentially flat and finite (there are
after all multiple bands crossing εF ) within a 200 meV window around εF . Still,
clear resonant states at the impurity sites were presented in figures 4.2(b)-(c) for
a broad parameter range of Vµ and U . As will be shown below, this is an example
of novel multi-band local phenomena.

Let us start with one of the standard ways of computing single-impurity states,
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the T-matrix method. The expression for the full Green’s function of a system in
the presence of a delta-function potential V (r) = V δ(r) is given by

G(r, r′;ω) = G0(r, r′;ω) + G0(r, 0;ω)T (ω)G0(0, r′;ω) (4.4)

in terms of the T-matrix

T (ω) =
V

1− V
∑

k G0(k, ω)
, (4.5)

that accounts for multiple scattering off the impurity. Note that internal indexes in
equation (4.4) have been omitted for clarity, and one should keep in mind that the
Green’s functions can be matrices. The poles of the total G which give the energy
spectrum of single particle excitations, consist of the poles of the unperturbed
G0(ω) and the poles of the T-matrix (4.5). The latter correspond to the appearance
of new states induced by the impurity V . The usual strategy is thus to find the
poles of the T-matrix, i.e. the solutions that satisfy the equation det[1−V g0(ω)] =
0, where g0(ω) =

∑
k G0(k, ω) is the unperturbed local Green’s function. Splitting

this function into real and imaginary parts, g0(ω) = g′0(ω) + ig′′0(ω) = g′0(ω) −
iπN0(ω), the condition for poles in the T-matrix becomes

1/V = g′0(ω)− iπN0(ω) (4.6)

In general the solutions to this equation (a set of two equations for the real and
imaginary parts) are complex, Ω ≡ Ω′ + iΩ′′, i.e. located at energy Ω′ with a
decay rate Ω′′. From equation (4.6) it becomes clear why one needs a depletion
in the unperturbed density of states N0(ω). If the spectrum is fully gapped in
some energy window, N0(ω) = 0, then any solution in that window is a ’genuine’
bound state Ω = Ω′. The simplest example is an attractive potential V (r) =
−|V |δ(r) in a system of non-interacting electrons, with a bound state outside
(below) the band. [47] Another example is the state induced by a classical magnetic
impurity in a fully-gapped s-wave superconductor first discussed by Yu, Shiba and
Rusinov. [60, 46, 61] Increasing the density of states however, we start deviating
from the condition (4.6), and the solution acquires a finite broadening Ω′′. In other
words, the overlap with the continuum only allows the formation of resonances or
virtual bound states with a finite lifetime.

Having established the existence of impurity induced states in DOS-depleted
energy ranges, let us turn to one of their physical implications: the modification of
the LDOS. From equation (4.4) the DOS in the presence of the impurity is given
by

N(r, ω) = N0(ω)− 1

π
= [G0(r, 0;ω)T (ω)G0(0, r;ω)] . (4.7)

The second term describes the local change in the DOS due to the defect δN(r, ω).
Focusing on the ’real’ bound states we discussed earlier, where N0(Ω) = 0, the only
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Figure 4.4: (a) Graphical solution of equation (4.6) for different d3z2−r2-only im-
purity strengths V5 as specified in the legend. (b) N(r, ω) at the impurity site for
the V5 cases used in (a). The total homogeneous DOS (black) is also shown as a
reference.

contribution to the imaginary part is from the T-matrix, δN(r,Ω) = |G ′0(r, ω)|2
δ(ω − Ω). Hence one should expect strong modifications in the DOS around the
impurity whenever equation (4.6) is fulfilled. When the new state is a virtual
bound state, i.e. it has a finite lifetime, the Dirac delta function δ(ω−Ω) acquires
a broadening and becomes a Lorentzian function.

After having revisited the conditions for impurity-induced states and their im-
plications, let us go back to the case of a non-magnetic impurity in our multi-orbital
metallic system (4.1). The unperturbed local Green’s function ĝ0(ω) and the impu-
rity term V̂ are 5×5 diagonal matrices in the 3d orbital basis, i.e Vµν = gµν0 (ω) = 0
if µ 6= ν. That leaves the denominator of the T-matrix (4.5) in a very simple form,
and the new impurity states are solutions satisfying the following equation,

det
[
I− V̂ ĝ0(ω)

]
=
∏
µ

(1− Vµgµ0 (ω)) = 0. (4.8)

That is, there are five independent conditions for poles in the T-matrix equivalent
to equation (4.6), one for each orbital µ. The strategy to find sharp resonant
states in a given energy window is then to look for orbitals with vanishing DOS
in that energy range and find the potential strength that fulfills 1/Vµ = g′µ0 (ω).
Since we are interested in impurity states around the Fermi level, the gapped eg
orbitals dx2−y2 and d3z2−r2 (see inset of figure 4.3(a)) are perfect candidates for
sharp impurity resonant states. In fact, the orbital content of the resonant states
that were presented in the previous section, shown in figure 4.3(b), are essentially
of d3z2−r2 character. Figure 4.4(a) shows a graphic solution of equation 1/V5 =
g′50 (ω) − iπN5

0 (ω) for several impurity strengths V5, and the expected resonant
state positions are shown with a star in each case. An LDOS calculation (4.3) at
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the defect site in the presence of a d3z2−r2-only impurity (Vµ = 0 if µ = 1, ..., 4)
exhibits sharp impurity states in figure 4.4(b), in agreement with the graphic
solution. We note that the ∼ 100 meV shift position of the V5 = 1.1 eV resonant
state in figure 4.4(b) with respect to the Vµ = 1.1 eV case in figure 4.3(b) is
a consequence of self-consistency. Not allowing for readjustments of the densities
and chemical potential in equation 4.2 in the presence of Vµ in the other orbitals (a
non-selfconsistent calculation) results in the same resonant position in both cases.
Resonant states for the other eg orbital, dx2−y2 , were not found. Presumably, this
has to do with the fact that very strong impurities (V3 > 5 eV) are needed to fulfill
equation (4.8) due to a very small g′30 (ω) around εF in this particular band H0.

Another important consequence of equation (4.8) is that the large unperturbed
DOS Nµ

0 (ω) around the Fermi level in the three t2g orbitals, a general property of
all DFT-based models for Fe-based materials, prevents the formation of resonant
states with t2g character at low energies in the paramagnetic, non-superconducting
phase. These orbitals, which rule the low energy physics of the homogeneous
phases, share the spotlight with the eg orbitals in the local phenomena of disordered
systems.

The main result of this section is the crucial role played by the gapped eg or-
bitals in the impurity resonant state formation. Their vanishingly small Nµ

0 (ω)
near the Fermi level opens up the possibility of sharp resonant states at low ener-
gies, even if the total DOS of the metallic system is not depleted. For the present
band, it is possible to generate reasonably sharp impurity-induced states of mainly
d3z2−r2 character in a wide range of parameters. Consequently, the local pinning
of spin-fluctuations in the paramagnetic phase is possible, with a magnetization
dominated by the d3z2−r2 orbital (see figures 4.1(e)-(h)). These results highlight
the importance of using realistic five-band models in studies of impurity-induced
local order of the iron pnictides.

4.5 Strong potentials

In this last section we discuss an alternative way of locally pinning magnetic order:
via a rearrangement of LDOS in the neighboring sites. This is the case of strong
impurities, which as shown in figure 4.5(a) for a Vµ = 6 eV potential, induce a spin
polarization with largest amplitude at the nearest-neighbor sites. The structure
in momentum space is very simple, with peaks at Q1 and Q2, as can be seen in
figure 4.5(b). The orbital content analysis of the magnetic signal in figures 4.5(c)-
(f) shows a dominating t2g orbital character, in contrast to all the cases presented
in section 4.3. In the presence of this strong impurity the LDOS at the impurity
site is greatly suppressed and consequently some of the weight is transfered to
the neighboring sites. This rearrangement is illustrated in figure 4.6(a), where the
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Figure 4.5: (a) Induced real-space magnetization in µB around a Vµ = 6 eV
impurity, and (b) corresponding momentum space representation for U = 1.0 and
T/TN = 1.05. Orbital content mµ(q) for the t2g orbitals (c) xz and (d) xy, and
the eg orbitals (e) x2 − y2 and (f) 3z2 − r2.

total LDOS at the impurity site and at the two nearest neighboring sites (nn and
nnn) is shown. The enhancement of the DOS at the nearest-neighboring site is
enough to locally cross the magnetic instability in this case. This picture of piling
up states that are being pushed away from a strong potential site is perhaps more
intuitive than the sharp resonant state induced a weak impurity counterpart.

An important difference is the dominant role played by the t2g orbitals in the
case of strong potentials. The orbitally resolved LDOS at the nearest-neighbor
site r = i∗ + x̂ in figure 4.6(b) shows that the enhancement is mostly of yz and
xy orbital character. The magnetic instability is thus crossed at these sites by the
orbitals dominating the Fermi level, and the resulting local order is modulated at
the ordering vectors Q1 and Q2 that govern the homogeneous spin susceptibility.
Due to the relatively weak enhancement of the LDOS, the homogeneous system
has to be close to the SDW instability (U close to Uc2) with high peaks in the spin
susceptibility, for this type of local magnetic order to be induced.

4.6 Conclusions

In summary, we have discussed the generation of local magnetic order in the normal
state of the Fe-based superconductors within a five-band model that includes on-
site Coulomb interactions at the mean-field level. We have mapped out the phase
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Figure 4.6: (a) Total LDOS at the impurity site r = i∗ (red), the nearest-neighbor
site r = i∗ + x̂ (green), the next nearest-neighbor site r = i∗ + x̂ + ŷ (orange) for
the strong repulsive impurity Vµ = 6 eV shown in figure 4.5. The homogeneous
total DOS is also shown for comparison (black). (b) Total LDOS at the nearest-
neighbor site (black) and the contributions from the different orbitals as specified
in the legend. The unperturbed total DOS (gray) is shown for comparison.

diagram as a function of U and Vµ for the existence of local magnetic order, and
explained the main topology of the phase diagram in terms of impurity-resonant
states near the Fermi level. The gapped eg orbitals, d3z2−r2 for this particular
band, play a primary role in generating sharp resonant states in the paramagnetic
metallic state of these materials. Strong repulsive orbitals, can also induce local
polarization, via an enhancement of DOS at the surrounding sites. The phys-
ical implications of these emergent impurity states when the system enters the
superconducting, nematic or magnetic phases will be explored in the upcoming
chapters.



Chapter 5

Emergent defect states as a
source of resistivity anisotropy

Most of the material in this chapter has been published in
Phys. Rev. Lett. 113, 127001 (2014) and Phys. Rev. B 89, 100502(R) (2014).

5.1 Introduction

The origin of electronic nematic behavior, i.e. spontaneous breaking of discrete
rotational symmetry preserving translational symmetry, is one of the most fasci-
nating questions in the field of Fe-based superconductivity, involving the interplay
of magnetic, orbital, and ionic fluctuations. Strong in-plane anisotropy has been
reported in scanning tunneling spectroscopy (STM) [62], transport[63, 64, 65, 66,
67, 68, 80], angular resolved photoemission (ARPES)[69], neutron scattering[70],
optical spectroscopy[71, 72, 73], shear modulus[74] and Raman[75] measurements.
Since the various fluctuation channels in these multiband systems all couple to
one another below the tetragonal to orthorhombic structural transition that oc-
curs at Ts in many systems, all response functions become anisotropic and it is not
easy to decide which fluctuations drive the ordering nematic phenomena observed.
Theoretically, both spin nematic and orbital scenarios have been proposed[11].

In models with dominating orbital fluctuations, below Ts the occupation of
the dxz and dyz orbitals becomes unequal, inducing an anisotropic the electronic
structure. In the ferro-orbital ordered state, for example, the electron pockets at X
and Y acquire different sizes and the hole pockets at Γ get elongated in opposite
directions. If the dominating fluctuations are magnetic on the other hand, the
spin response becomes anisotropic below Ts, with stronger fluctuations at one of
the Ql ordering vectors. Such anisotropies will certainly influence the measured
properties that were mentioned above.

59
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Figure 5.1: Transport anisotropy under uniaxial stress. (a) Diagram illustrating
the transport measurements under stress (dark thick arrows). (b) Evolution of
the in-plane resistivity anisotropy ρb/ρa on electron doped Ba(Fe1−xCox)2As2 as a
function of temperature and doping. ρb/ρa > 1 at higher temperatures than Ts,
indicating substantial nematic fluctuations above the structural transition. The
anisotropy grows with Co content, peaks in underdoped compositions, and is gone
in overdoped crystals. From [64] (c) The maximum in-plane anisotropy ρmax as a
function of electron- and hole-doping. Note the significant asymmetry. From [67]

In this chapter we will mostly focus on the large in-plane anisotropy reported
in transport measurements, one of the first experimental evidence for electronic
nematicity. In order to motivate our work, we present below three experimental
works on DC conductivity in both nematic and spin ordered phases, which contain
several key aspects of the transport experiments in these systems.

Chu et al revealed that a large electronic anisotropy developed around the
structural transition of Ba(Fe1−xCox)2As2 via measurements of the in-plane re-
sistivity, with the resistivity along the shorter b axis ρb being greater than ρa,
ρb > ρa. [64] Free-standing crystals form structural twins to minimize the elastic
energy in the orthorhombic state, and further cooling results in domains of spin
stripe order. As a result, transport measurements (in fact, any bulk measure-
ment) in these samples present only an average of any anisotropy in the system,
which obscures the results. The in-plane anisotropy can nevertheless be probed
using uniaxial stress along the orthorhombic a and b axes to detwin the crystals,
as shown in figure 5.1(a). Resistivity data for several Co concentrations are pre-
sented in figure 5.1(b). The first counterintuitive result is the larger resistivity
along b axis (ρb > ρa) for all samples, given that this lattice constant is shorter
and the larger orbital overlap would naively imply lower resistivity. The degree
of anisotropy reaches a maximum value of ρb/ρa ∼ 2 in the underdoped regime
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deep in the spin ordered phase, and vanishes (ρb/ρa = 1) in the overdoped sam-
ples. This non-monotonic doping behavior is in stark contrast with the very small
lattice anisotropy (a − b)/(a + b), which has a maximum value of 0.36% for the
undoped compound and decreases with Co content. This was taken as an indirect
evidence of the primary role played by itinerant electrons in driving the structural
transition, and giving rise to the so-called electronic nematic phase. The second
main result is the stress-induced anisotropy these materials exhibit well above Ts
[figure 5.1(b)], which was taken as an indication of a substantial electronic nematic
susceptibility. A remarkable transport property in this regime is the deviation of
ρb from the initial metallic-like behavior well above Ts, and steep increase with
decreasing temperature upon approaching the structural transition. In contrast,
the current along the a axis keeps the metallic behavior over the entire T range.
Both temperature dependences can be seen in figure 5.2.

Blomberg et al reported a very different behavior of the resistivity anisotropy
on the hole-doped side [67]. Transport measurements were done on detwinned
(Ba1−xKx)Fe2As2 crystals (also under uniaxial stress), and it was found that the
ρb − ρa anisotropy dramatically drops and changes sign for sufficiently large K-
doping levels, as shown in figure 5.1(c). The reversal of the sign in hole-doped
systems had been predicted in a model accounting for inelastic scattering of spin-
fluctuations [83]. Still, these results raise the obvious question: why is there such a
dramatic difference in the transport anisotropy with only a slight electron- or hole-
doping? After all, nematic fluctuations were reported to be, from shear-modulus
measurements, basically electron-hole symmetric. [74]

The last relevant experimental result came from Ishida et al [68]. They re-
ported that, upon annealing, the resistivity anisotropy of the undoped BaFe2As2

nearly vanished, while significant anisotropy remained in Co-doped compounds.
In general, the annealing process removes crystal defects and lattice dislocations,
resulting in improved quality samples. Representative data is shown in figure 5.2
for as grown (top) and annealed (bottom) samples over a broad range of Co con-
centration. The results for the annealed crystals are particularly different from the
as-grown ones in the low-doping regime (x = 0 and x = 0.02); both anisotropy and
residual resistivity are remarkably decreased after annealing. For the under-doped
samples (x = 0.05 and x = 0.06) on the contrary, the annealing effect is very weak.
The magnitude of residual resistivity (ρ(0K)) both in a and b direction as well as
their anisotropy remarkably increased in proportion to the doped Co content x
in the spin ordered phase. With these results in hand, they concluded that the
transport anisotropy is due to “nematogens” or anisotropic scattering potentials
induced by Fe vacancies and Co defects. Such spatially extended defects aligned
preferentially along the a axis have also been reported by local scanning probe
studies [76, 77, 78], and are discussed in section 5.4.
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Figure 5.2: Temperature dependence of the in-plane resistivity (in mΩ cm
units) ρa (blue) and ρb measured on detwinned (a) as-grown and (b) annealed
Ba(Fe1−xCox)2As2 crystals. Vertical lines indicate Ts (solid) and TN (dashed) un-
der unstressed conditions. From [68].

In general, resistivity is determined by both the electronic structure and the
scattering. In these materials, the proposed orbital order more likely results in
an anisotropy of electronic structure, whereas the spin-nematic ordering leads to
an anisotropy of electron scattering. In the following section, we present a DC
transport calculation via elastic scattering mechanism through the generation of
strongly anisotropic impurity states. It should be noted that at the time we ini-
tiated our work, this was the available data and what mainly motivated and in-
fluenced our theoretical approach. Later on, a new technique developed by Chu
et al made measurement of elastoresistivity coefficients possible, which provided
new insights into the electronic anisotropy response and disorder effects in the
paramagnetic phase. [79, 80, 81] We briefly discuss this data and the challenges it
poses to the scattering scenario in section 5.3.

Our motivation to focus on impurity scattering can also be appreciated from
figure 5.3, where we fit the resistivity data of the undoped 122 from Ref. [68]
[figure 5.2] in the high temperature paramagnetic phase (T > TN ∼ 141K) to
ρavg = A + BT 2. We find excellent agreement up to T ∼ 300K, which argues
in favor of conventional Fermi liquid and disorder scattering. More importantly,
we find that A � BT 2

N by an order of magnitude, implying that already at TN
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Figure 5.3: Dots: resistivity data extracted from Ref. [68]; line: fit to the data in
the high temperature paramagnetic phase to ρavg = 2.5× 10−1 + 9.1× 10−7T 2.

the elastic scattering from impurities dominates over inelastic processes. These
observations suggest that elastic scattering might be significant in determining the
resistivity anisotropy.

5.2 Transport in the nematic phase

In systems with large spin nematic susceptibility, strong anisotropy is expected in
the spin fluctuations in the orthorhombic phase below Ts, even if the structural
anisotropy is small. A cartoon of the spin susceptibility showing the onset of
nematic order in the paramagnetic state is shown in figure 5.4. Such anisotropy
will certainly influence transport properties; this is the basis of theories of transport
by several groups[83, 84, 85], arguing that at Ts the magnetic correlation length
becomes anisotropic and drives the anisotropy in the electronic inelastic scattering
rate. Disorder is described entirely through a momentum-independent scattering
rate and is required only to limit the contribution to the resistivity from “cold
spots” on the Fermi surface. The transport anisotropy has also been studied
within numerical Monte Carlo simulations of the spin-fermion model. [86]

In our work, the transport anisotropy of the nematic phase is also explained via
spin fluctuation anisotropy, but through the generation of strongly anisotropic im-
purity states. This scenario is motivated by the observation by many STM experi-
ments of C4 symmetry breaking around point defects locally[62, 77, 76, 78, 87, 88];
these experiments can exhibit effects that are missed by average bulk probes. In
fact, in some systems evidence for nematic symmetry breaking in the form of highly
anisotropic C2 defect states is seen in the nominally tetragonal phase above Ts[78].
These responses are generally attributed to residual local strains that break C4

symmetry locally, together with a large residual nematic susceptibility.[89] In the
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Figure 5.4: Onset of nematic order in the paramagnetic phase (〈Mi = 0〉) in terms
of the magnetic susceptibility χ(q). For T > Tnem the two peaks at (π, 0) and
(0, π) have equal amplitudes, and for TN < T < Tnem one of the peaks becomes
stronger than the other, breaking the equivalence between the x and y directions.
From [11].

ordered stripe (π, 0) magnetic phase below the Néel temperature TN in many of the
parent and underdoped materials, the C4 symmetry is broken by the magnetism
itself. Nevertheless the symmetry breaking of the electronic structure around local
Co defects in lightly doped Ca122 was observed to be so enhanced that this result
was cited as the first evidence for a strong nematic tendency in these systems[62].
In addition, as suggested in Ref. [76], such “nematogen” defects could be respon-
sible for the transport anisotropy.

There are several key aspects of the transport experiments [63, 64, 65, 66, 67,
68, 80] above TN that any theory needs to account for:

1. The counterintuitive sign of the resistivity anisotropy on the electron-doped
side, where ρb > ρa although b < a.

2. The decrease of the anisotropy upon annealing [68].

3. The pronounced increase in ρb as TN is approached, with continued metallic-
like behavior in ρa.

4. The decrease in anisotropy both with increasing T and electron overdoping.

5. The possible sign change but also significant decrease of the anisotropy on
the hole-doped side[67].

We consider the role of emergent defect states in these correlated systems and
show they provide a natural explanation for the observations.

In this section, we discuss first the growth of anisotropic spin fluctuations in
the nematic phase as TN is approached from above. We extend the theory of
impurity-induced emergent defects states into the nematic phase with an unbiased
microscopic calculation of the local electronic structure near a point-like nonmag-
netic impurity potential in a situation where the C4 symmetry of the host bands
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has been broken very slightly by e.g. applied uniaxial stress. This gives rise
to the same anisotropic spin fluctuations considered as the source of transport
anisotropy by the authors of refs. [83, 84, 85], but impurities play a very different
and essential role. We find that the impurity state in the nematic phase is strongly
anisotropic due to the enhanced background nematic response arising from elec-
tronic correlations.[90] Specifically, we calculate the momentum-dependent effec-
tive impurity potential, scattering rate, and conductivity in the nematic phase.

5.2.1 Model

The Hamiltonian is given by

H = H0 +Hint +Hoo +Himp, (5.1)

where H0 +Hint denotes the kinetic energy with tight-binding parameters adopted
from Ref. [32] and on-site Coulomb interactions explained in detail in chapter 2.
The chemical potential sets the doping level x = 0. We assume U ′ = U − 2J and
J ′ = J and fix U = 1.0 eV and J = U/4. The term

Hoo =
δ

2

∑
i

(niyz − nixz) (5.2)

mimics the orthorhombicity of the band below Ts, for a non-zero δ orbital order
parameter. We thus assume that an applied in-plane uniaxial stress to the crystal
results in a small static ferro-orbital order, based on ARPES measurements of
detwinned crystals. [69] We have also studied C2 symmetric bands arising from
hopping anisotropy and found similar results to those reported below. Finally,
Himp =

∑
µσ Vµc

†
i∗µσci∗µσ is the impurity potential, adding a potential Vµ = 1.5

eV at the impurity site i∗. We neglect the orbital dependence of the impurity
potential for simplicity in this section (Vµ = Vimp = 1.5 eV), and discuss the role
of Vµ in section 5.3. The particular values for U and Vµ are not important except
that both have to be in the range where magnetization is nucleated locally (see
chapter 4). After mean-field decoupling of Hint, we solve the following eigenvalue
problem

∑
jν H

µν
ijσu

n
jνσ = Enσu

n
iµσ, where

Hµν
ijσ = tµνij + δijδµν [−µ0 + δ(δµ,yz − δµ,xz) + δii∗Vimp

+ U〈niµσ̄〉+
∑
µ′ 6=µ

(U ′〈niµ′σ̄〉+ (U ′ − J)〈niµ′σ〉)], (5.3)

on a 30 × 30 lattice with self-consistently obtained densities 〈niµσ〉 =
∑

n |uniµσ|2
f(Enσ) for each site and orbital.
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Figure 5.5: (a) Fermi surface in the tetragonal state (black line) and with a finite
orbital order δ (dashed lines) (b) Real part of the homogeneous RPA spin sus-
ceptibility χRPAs (q, 0) at Q1 ≡ (π, 0) (red circles) and Q2 ≡ (0, π) (blue squares)
as a function of T normalized to the Néel temperature T 0

N of the tetragonal band
(δ = 0). Open (solid) symbols refer to the degree of orbital order, δ1 = 16 meV
(δ2 = 80 meV), and the dashed green (dashed orange) vertical lines indicate the
corresponding relevant T δN . (c) Temperature dependence of spin excitations for
BaFe2As2 under uniaxial stress at Q = (1, 0, 1) and (0, 1, 1), from [70].

5.2.2 Nematogens and anisotropic elastic scattering rate

In the homogeneous orthorhombic ”nematic” phase above TN , a non-zero δ breaks
the tetragonal symmetry of the band dispersion as can be seen in the dashed Fermi
surface in figure 5.5(a). This will already influence the transport properties and
introduce a temperature independent anisotropy, as will be shown below. The
important effect of the xz-yz orbital splitting is to enhance (diminish) the spin
susceptibility at Q1 ≡ (π, 0) (Q2 ≡ (0, π)) as shown in Fig. 5.5(b) for two cases
with δ1 = 16 meV (T δ1N ) and δ2 = 80 meV (T δ2N ). The enhanced susceptibility at
Q1 ≡ (π, 0) pushes TN up. As seen explicitly from Fig. 5.5, even a small orbital
splitting δ leads eventually to an arbitrarily large spin anisotropy upon approach-
ing the instability[90], in agreement with recent neutron scattering measurements,
shown in figure 5.5(c). [70] This experiment demonstrated a direct link between
transport anisotropy and spin excitation anisotropy, finding the same onset tem-
perature for the measured in-plane difference of these two distinct properties.

How does the electronic structure near the impurities reflect the spin anisotropy
of the nematic phase? The condensation of spin fluctuations around potentials in
the paramagnetic phase was introduced in chapter 4. In Fig. 5.6 we show local
magnetization m(r) nucleated by an impurity in the nematic state as a function
of T . As seen, the emergent defect object pins the order locally and therefore
incorporates the growing spin fluctuation anisotropy in the host upon approaching
the magnetic instability. The growing x-y anisotropy is clearly evident in the
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Figure 5.6: Real space magnetization m(r) of a Vimp = 1.5 eV impurity for δ2 = 80
meV at temperatures T/T δ2N = 1.23 (a), 1.14 (c), and 1.06 (e). (b), (d) and (f)
show the Fourier transform |m(q)| of (a), (c) and (e), respectively.

Fourier images in the lower row of Fig. 5.6.
In order to determine the transport properties of the nematic defect states, we

calculate first the scattering rate in the Born approximation

1

τ lkα
= nimp

2π

~
1

V

∑
k′β

∣∣∣tr(σ̂lV̂ impσσ′ (kα,k
′β)
)∣∣∣2×

δ(εkα − εk′β)

(
1− vαF (k) · vβF (k′)

|vαF (k)||vβF (k′)|

)
, (5.4)

where l = 0 (l = 3) corresponds to the charge (magnetic) scattering rate and
1/τkα ≡ 1/τ 0

kα+1/τ 3
kα is the total scattering rate on band α. The term V̂ impσσ′ (kα,k

′β)
is the matrix element of the impurity Hamiltonian for the fully converged self-
consistent eigenvalue problem,

V̂ impσσ′ (kα,k
′β) ≡ 〈k′βσ′|V imp|kασ〉 ≡ 〈k′βσ′|H −H(Vimp=0)|kασ〉 (5.5)

=
∑
µν

aα∗kµω
µν
kσk′σ′a

β
k′ν − εkαδkk′δαβ.
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Figure 5.7: (a) Map of 1/τkα vs. kx, ky for point-like V̂ impσσ′ (kα,k
′β) =

σ̂0Vimp
∑

µ a
α∗
kµa

β
k′µ at T/T δ2N = 1.036. Values are shown for all k within a range

∼ 2kBT of the Fermi surface. (b) Same map for nematogen with V̂ impσσ′ (kα,k
′β)

determined self-consistently. The arrow indicates the dominant Q1 scattering be-
tween the particle and hole pockets. (c) Scattering rates from (a) (scaled by 1/5)
and (b) at kh, ke plotted vs. T .

Here ωµνkσk′σ′ = 1
N

∑
n

∑
ij u

n∗
jνσ′u

n
iµσEnσe

−ik′rjeikri , and aαkµ are the matrix elements
of the unitary transformation from orbitals to bands (see Appendix B). In order
to decompose the total scattering rate into charge and magnetic channels in equa-
tion (5.4), we have used (in short hand notation) |V↑|2 + |V↓|2 = (|V↑ + V↓|2 +
|V↑ − V↓|2)/2. Finally, vαF (k) denotes the Fermi velocity of band α, and the last
term in parentheses in Eq. (5.4) is an approximation to the vertex corrections
in the full Kubo formula by Ziman [91] that has proven accurate for anisotropic
scatterers [92].

In Fig. 5.7, we show the effect of local freezing of the spin fluctuations on the
scattering rate anisotropy by plotting 1/τkα explicitly, first for a point-like scatterer
of potential Vimp with no self-consistency in 5.7(a). It is seen that the distribution
of scattering weight reflects the small orbital ordering that has created a slightly
orthorhombic Fermi surface (see also figure 5.5(a)). Since Vimp is momentum
independent, the variation reflects primarily the band-orbital matrix elements for
this model, i.e. V̂ impσσ′ (kα,k

′β) = σ̂0Vimp
∑

µ a
α∗
kµa

β
k′µ. Figure 5.7(b) now shows

how the nematogen scattering rate reflects the intrinsic spin fluctuations in the
system. The localized object in real space couples fluctuations at all q, but these
include important contributions from those scattering processes that dominate the
fluctuations in the homogeneous system, i.e. the scattering between like orbitals
on hole and electron pockets as seen in 5.7(b). The point-like scatterer leads to a
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Figure 5.8: (a) Resistivity anisotropy ∆ρ versus T for non-self-consistent point-
like (empty diamonds) and self-consistent nematogen (filled diamonds) impurity
scatterers. Inset shows the T -dependence of ρa/ρ0 (circles) and ρb/ρ0 (squares) for
the nematogen case. (b) Sign change of χ0(Q1)−χ0(Q2) in the bare susceptibility
at n ∼ 5.75 as the system is hole-doped for a constant orbital order δ1 = 16 meV
and T/T 0

N = 1.22.

scattering rate that is nearly T -independent, while the nematogen scattering rate
grows as the magnetic transition is approached, as shown in Fig. 5.7(c). For the
nematogen scattering, the charge scattering rate is also nearly T -independent. It
is the magnetic scattering rate that provides both the strong T -dependence and
the enhanced anisotropy.

Turning finally to the conductivity obtained from

σij = e2 1

V

∑
kα

vαi (k)vαj (k)τ(εkα)

(
− ∂f

∂εkα

)
, (5.6)

we show in Fig. 5.8 the resistivity anisotropy ∆ρ = (ρb − ρa)/ρ0 as a function
of T with ρ0 = (ρa + ρb)/2. As expected from Fig. 5.7, the anisotropy in the
case of point-like scatterers is essentially T -independent and caused only by the
band. On the other hand, for the nematogens ∆ρ rises rapidly upon approaching
the magnetic instability, in agreement with experiments. As TN is approached,
the divergence of the spin fluctuation scattering rate is cut off eventually: in our
simulation by the system size, in the real sample by the inter-nematogen distance.
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5.2.3 Discussion

With the above results in hand, we can explain the key properties 1)-5) of the
transport experiments discussed in the introduction. The impurity-based scenario
with nematogens oriented along the longer a axis naturally explains points (1)
(ρb > ρa) and (2) (annealing dependence). The temperature dependence of the
nematogen scattering rate presented in figure 5.7 explains the upturn in ρb upon
approaching TN [point (3)]. Our picture assumes additionally that Ba122 system,
in particular, contains significant amounts of disorder, which determines the large
value of the resistivity near TN . This is consistent with the large constant ρ(TN)
and small T 2 coefficient in the parent and lightly doped materials [68]. These scat-
terers do not pin low-energy spin fluctuations, and hence cannot contribute to the
resistivity anisotropy. In the parent compound even after annealing, a few vacan-
cies in the FeAs plane creating stronger scatterers remain, and give rise to a small
peak in the b-axis resistivity above TN due to nematogen formation. Upon doping
with Co, however, the concentration of nematogens rises quasi-linearly, enhances
the resistivity anisotropy, and leads to peaks in ρb, as seen in experiment, until the
critical doping where TN goes to zero and the magnetic fluctuations driving the
anisotropy weaken [point (4)]. The dramatic collapse of the transport anisotropy
in the hole-doped system and sign change [point (5)], has two possible explanations
in the elastic scattering scenario. The first one, doping with K introduces weaker
out-of-plane scatterers that for the band structure in the underdoped regime can-
not induce nematogens; the anisotropy is then essentially zero, with the exception
of that driven by few residual in-plane vacancies. The second one is connected to
the change in the spin response (through changes in the band structure) induced
by the hole doping itself. We show in figure 5.8(b) the difference between the
Q1 and Q2 bare susceptibility peaks of the system with a constant δ1 = 16 meV
orbital order as a function of filling n = 6−x at high temperatures (T/T 0

N = 1.22).
The effect of the orbital splitting in enhancing the peak at Q1 and diminishing
Q2 is weakened and eventually reversed, i.e. for sufficiently high hole-doping it
enhances (diminishes) the spin susceptibility at Q2 (Q1). If a scatterer managed
to pin the magnetic fluctuations in this region, they should rotate by π/2 with
respect to the defects in the undoped system, and as the magnetic transition is
approached contribute to the opposite transport anisotropy ρb < ρa.

We emphasize again that the physics of resistivity anisotropy in our view arises
ultimately from the same anisotropy in the spin fluctuation spectrum invoked by
the authors of Refs. [83, 84, 85]. Nevertheless, the importance of these fluctuations
in the current picture is that they condense into an emergent defect state above TN
whose anisotropy grows in response to the small orthorhombic symmetry breaking
below Ts, which then scatters electrons anisotropically. We have shown that a tiny
Fermi surface asymmetry, reflected in a very weak anisotropy of the Drude weight,
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is dramatically enhanced by spin fluctuations near TN such that scattering rate
anisotropies of order 100% are possible.

Strong evidence in favor of this picture comes from the annealing experiments
of Ishida et al.[68], who show that when strong disorder is removed the anisotropy
drops, and attribute the remaining anisotropy to Co atoms, as we do here. While
a reduction in anisotropy with decreasing disorder is also possible in the inelastic
scattering models, as pointed out e.g. by Breitkreitz et al.[85], it occurs in a
parameter regime where spin fluctuation scattering dominates elastic scattering,
in contrast to the situation in experiments.

In summary, we have discussed an impurity-driven scenario for the remark-
able transport anisotropy in the nematic paramagnetic phase of Fe-based super-
conductors that explains the essential features of the measurements presented in
section 5.1, and argues for an increased focus on the unusual role played by impu-
rities in these systems with strong spin fluctuations near a magnetic transition. In
the following section we present some of the new elastoresistivity measurements,
the connection to nematogens, and the resulting challenges for theories based on
anisotropic scattering mechanisms.

5.3 New developments and outlook

5.3.1 Elastoresistivity measurements

One of the most convincing evidences of an electronically driven nematic transition
came from elastoresistivity measurements. [66] Applying tunable in-plane uniax-
ial strain (structural distortion) Chu et al. used the induced fractional change
of the resistivity (ρb − ρa)/ρ0 as a direct measure of the electronic nematic order
parameter. Representative data showing the resistivity anisotropy (η) as a func-
tion of strain (ε) for different temperatures for the undoped BaFe2As2 are shown in
figure 5.9(a). From a Ginzburg-Landau approach the response of the electronic ne-
matic order parameter ψ in the limit of vanishing strain ε is obtained by minimizng
the free energy [66],

dψ

dε
=
λ

a
=

λ

a0(T − T ∗)
(5.7)

where a is the coefficient of the quadratic term of the nematic order parameter ψ
(χ−1

nem) and λ is the coupling between the strain and ψ. Now assuming that ψ ∝ η,
they fitted the linear part dη/dε with a Curie-Weiss temperature dependence, and
found a divergence upon approaching Ts from above, as shown in figure 5.9(b).
The mean field nematic critical temperature T ∗ in equation (5.7) was extracted
for several doping concentrations. It closely tracks the structural transition Ts, it
is suppressed to zero at optimal doping and becomes negative at higher concentra-
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Figure 5.9: Elastoresistivity measurements. Top: (a) Relative change of resistivity
η = ∆ρ/ρ0 as a function of strain ε = ∆L/L at several temperatures above Ts.
A linear fit of the data is shown in (b). The red line shows a fit to mean field
model. From [66]. Bottom: Divergence of the elastoresistivy coefficient m66 ∝ η
(in absolute value) of several families in optimally doped Fe-based SC. From [81].

tions. Recently, a systematic study of elastoresistivity coefficients on a wide range
of Fe-based superconductors, reported the divergent anisotropic response to be a
generic feature at optimal doping, illustrated in the lower row of figure 5.9. [81]
This study included besides the electron doped Co and Ni doped BaFe2As2 com-
pounds, the hole doped (Ba1−xKx)Fe2As2 system, which displays a sign change in
η (ρb < ρa) and comparable absolute magnitude of the coefficient to the electron
doped system. Similar results were obtained in isovalent substituted (it does not
change the carrier concentration) BaFe2(As1−xPx)2 and chalcogenides FeTe1−xSex.

The observed Curie-Weiss-like enhancement in these transport measurement is
qualitatively consistent with shear modulus and Raman measurements, probes that
have also studied nematic fluctuations in the paramagnetic state. [74, 75] The T ∗

values obtained from shear modulus measurements in Co–Ba122 agree remarkably
well with the ones extracted from Raman measurements. The ones extracted from
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Figure 5.10: Right: Mean-field nematic critical temperature T ∗ by shear-
modulus [21] (red circles), Raman scattering [75] (orange squares) and elastoresis-
tivity [81] (black open stars). Left: Nematic susceptibility as a color-coded map
in the composition-temperature phase diagram of Co-122 (left) and K-122 (right).
From [21, 82].

transport measurements (figure 5.9) are however, significantly higher. The critical
temperatures from the different probes can be seen in figure 5.10(a). Another
relevant discrepancy between shear modulus and elastoresistance is the different
doping dependence of T ∗ on the hole-doped side (K-122 samples). In the former,
the nematic susceptibility is found to be largest for the undoped compound right
above Ts and decrease smoothly with both electron and hole doping, as can be seen
in figure 5.10(b). As we mentioned earlier, elastoresistivity places the maximum of
the nematic susceptibility around optimal doping in both electron- and hole-doped
sides. At the time of writing, the reason for this discrepancy is unclear.

The resistivity anisotropy of hole doped detwinned samples was introduced in
section 5.1, and reported to be dramatically smaller than in the electron doped
side [67] [figure 5.1(c)]. Despite the agreement in terms of the sign change ρb − ρa
for sufficiently hole doped compounds, the relative magnitude of the detwinned
materials is quite different to the strain-induced elastoresistance. This last mea-
surement finds a comparable anisotropy to the electron-doped systems (within a
factor of two), as obvious from figure 5.9. Currently, the reason for this discrep-
ancy is also unclear. There are, however, important differences between the “older”
transport measurements presented in section 5.1 (uniaxial stress) and elastoresis-
tance measurements (uniaxial strain), that one should keep in mind when doing
comparisons:

� Under constant stress: applied to the system until the sample is fully de-
twinned, measure ρ at all T, also in the SDW state where one has FS recon-
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Figure 5.11: (a) Impurity-induced magnetic anisotropy ∆m ≡ |m(Q1)| − |m(Q2)|
and (b) relative change of resistivity η = ∆ρ/ρ0 as a function of orbital order δ
at several T above the tetragonal magnetic transition temperature T/T 0

N > 1. A
linear fit of both anisotropy responses dψ/dδ in (a) and (b) is shown in (c) by
black dots and stars, respectively. The dashed line shows a fit to Curie-Weiss
temperature dependence with the critical temperature T ∗ = T 0

N .

struction.

� Under constant strain: orthorhombic distortion is controlled, measure the
linear response of ρ at T > Ts.

Elastoresistivity is measurements stay always in the linear regime, whereas the con-
stant stress experiments are most probably in the non-linear regime where other
higher order terms may be important. In this respect, elastoresistivity measure-
ments provide a more direct and controlled way of extracting information about
the nematic order parameter.

We consider again the role of potential scatterers in the paramagnetic ne-
matic phase and calculate transport properties under infinitesimal strain condi-
tions. That is, what is the T dependence of the resistivity anisotropy response
induced by a constant orbital order (dη/dδ) arising from emergent defect states
in the paramagnetic phase? We first show in figure 5.11(a) the anisotropy of the
impurity-induced magnetic signal ∆m ≡ |m(Q1)|−|m(Q2)| (see m(q) in figure 5.6)
as a function of δ and several temperatures above the spin ordering temperature
of the tetragonal system T/T 0

N > 1. A linear fit of the data (black lines) is used
to extract the T dependence of the magnetic anisotropy response d∆m/dδ. As
shown in figure 5.11(c), this local response (black dots) diverges upon approach-
ing T 0

N , in a Curie-Weiss-like fashion (dashed line). The contribution to transport
properties of the nematic defect states is calculated following the method of the
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previous section, now as a function of δ and T. The resulting resistivity anisotropy
for some of these defect states is shown in figure 5.11(b). A very similar response
to the magnetic anisotropy shown in 5.11(a) is already apparent from this data.
The resistivity anisotropy response d(∆ρ/ρ0)/dδ, plotted in figure 5.11(c) (stars),
is almost identical to the magnetic anisotropy response (within a T independent
constant), and diverges as T 0

N is approached.
At higher ferro-orbital order strength δ > δc ∼ 10 meV, the behavior of the

resistivity anisotropy η can no longer be fitted to a linear function. The deviation
becomes particularly pronounced at lower temperatures T/T 0

N → 1. This means
that higher order terms become relevant in the resistivity calculation, and the
system is no longer in the linear response regime. The δ > δc non-linear regime
is probably the relevant scenario for the uniaxial stress experiments presented in
section 5.1, and what was used for the transport calculation in section 5.2.

These results show that the transport anisotropy response extracted from van-
ishingly small applied strain, i.e. the linear contribution to the anisotropy, can
in principle be reproduced within the elastic scattering off nematogens scenario.
The only requirement is having defects locally pinning spin fluctuations (details in
chapter 4), and the scattering off such anisotropic states will induce a Curie-Weiss
like T dependence in the resistivity anisotropy response [figure 5.11(c)]. The real
challenge within the elastic scattering scenario is connected to the fact that the
divergent anisotropy near optimal doping seems to be a generic feature [81]. This
suggests some kind of substituent independence (Co, Ni, K, P, Te) and imposes
constrains on theoretical models, which we discuss below.

5.3.2 Disorder independent transport anisotropy

Using this new technique, Kuo and Fisher[80] criticized the idea of an anisotropic
scattering rate (both elastic and inelastic) as the source of transport anisotropy
in the orthorhombic paramagnetic phase, since 1) as-grown and annealed samples
have identical strain-induced resistivity anisotropies dη/dε ∝ m66, and 2) different
chemical substituents (Co and Ni-substituted samples) corresponding to the same
TN exhibit very similar anisotropy responses as well, as shown in figure 5.12.
This led (reasonably) to the conclusion that the measured transport anisotropy
in the paramagnetic orthorhombic state cannot be due to elastic scattering from
anisotropic defects, but can be understood in terms of Fermi surface anisotropy.

At first sight, the first observation [point (1)] seems to be in contradiction with
what was reported by Ishida et al [68] [figure 5.2]. However, the older experiments
were done under uniaxial stress, and the degree of detwinning and induced strain
were not known. Like we mentioned earlier, it is safe to assume Ishida et al
were not measuring the anisotropy of the system in the linear regime (where the
induced strain is controlled), i.e. higher order terms were most probably relevant.
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Figure 5.12: Comparison of elastoresistivity coefficients for Co and Ni doped sam-
ples with identical TN values. T dependence of (a) the normalized resistance and
(b) elastoresistivity coefficient −2m66 ∝ −dη/dε. From [80].

It is not surprising then that both groups reached opposite conclusions, since their
measurements were done under different experimental conditions.

The fact that the strain-induced anisotropies are identical [80] in as-grown
(low RRR) and annealed (large RRR) samples [point (1)] does not directly rule
out defect scattering effects. Large differences in sample quality and RRR (resid-
ual resistance ratio=R(300K)/R(0K)) are caused largely by out-of-plane disorder
and lattice defects. If this kind of disorder does not create nematogens under in-
finitesimal strain, one should not expect a different resistivity anisotropy response.
The main challenge for the elastic scattering mechanism is thus to prove that two
different impurities like Co and Ni, with dissimilar scattering strengths, would
give rise to the same resistivity anisotropy response dη/dδ [point (2)]. Moreover,
that argument would have to hold for systems substituted with out-of-plane K and
isovalent P, which, as mentioned earlier, exhibit comparable anisotropy responses.

From first principle calculations we know that the on-site potential differences
between Co and Ni is about a factor of two (VNi ∼ 2VCo), i.e. Ni is twice as
strong scatterer as Co is. [59] The next obvious question for the elastic scattering
mechanism is then: how does the linear term of the resistivity anisotropy arising
from emergent defect states presented on figure 5.11 depend on Vµ? We have
shown that the anisotropy in the scattering rate arises from the spin fluctuations
themselves, apparent in the diverging magnetic scattering rate; is there a regime
where the charge part (τ 0) is negligible to the final anisotropy, and this is mostly
determined by the magnetic part (τ 3)? A transport study using realistic impurity
potentials relevant for Co and Ni could help establish the relevance of the bare
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potential strength Vµ on transport anisotropy, which dressed by (the same) spin
fluctuations give rise to a diverging magnetic scattering anisotropy. This will be
the topic of future studies.

5.3.3 Nematogens in FeSe

We close this section with preliminary results of nematogens in FeSe, relevant
for the transport anisotropy in these materials. FeSe undergoes structural and
superconducting transitions at Ts ∼ 90 K and Tc ∼ 8.5, respectively, and does not
develop long-range magnetic order down to the lowest temperatures. In principle,
this makes FeSe a perfect candidate to disentangle contributions from magnetic and
nematic orders in a wide T range. Resistivity measurements on strain-detwinned
crystals of FeSe are shown in figure 5.13(d) for fixed strains ε1 (blue) and ε2 (purple)
as a function of T. [93] Note the anisotropy has the opposite sign (ρa > ρb) to
electron doped Ba-122. The measured anisotropy initially increases upon cooling,
peaks slightly below Ts and decreases to small values on cooling down to the
superconducting transition Tc . The strain-induced anisotropy response, d∆ρ/dε
(dashed orange line) displays a similar increase above Ts.

In order to explain these measurements by the elastic scattering mechanism,
the first question to be addressed is: are nematogens developed in FeSe? If so,
what kind of temperature dependence in the magnetic response and transport
anisotropy should one expect in this system? ARPES measurements have reported
data consistent with a more complex orbital type of order: a mixed s- and d-type
ordering term. [94] We present below preliminary results that address some of
these questions.

The first step involves finding a relevant band structure H0 for this system. Re-
cently, Mukherjee et al presented a tight-binding band, which including a temper-
ature dependent orbital order term, gave reasonable results for ARPES, quantum
oscillations, Knight shift, spin-lattice relaxation and dynamical spin susceptibility
compared to the experiments. [95, 96] The model assumes that below the struc-
tural transition at ∼ 90 K the fourfold-symmetry broken phase is described by a
mixed s- and d-type T-dependent orbital ordering term,

Hoo = g(t)

[
δs
∑
k

(nkyz − nkxz) + δd
∑
k

(cos kx − cos ky) (nkyz + nkxz)

]
. (5.8)

Here δs is the ferro-orbital order used throughout this chapter and δd is the bond-
centered orbital order relevant for this material (for details see [95]). Both are
assumed to have a mean-field T dependence g(t) below Ts with t = T/Ts. Band
splittings consistent with ARPES results [94] are reproduced by a δs = δd =
50 meV. At low temperatures, the spin susceptibility χRPAs (q) of this model is
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Figure 5.13: Transport anisotropy in FeSe. (a) |m(q)| around a V = 0.26 eV defect
for temperatures above Ts (kBTs = 7.7 meV → 90 K). The ferro-orbital order is
set to δs = 5 meV in the band structure from Ref. [96]. (b) Magnetic anisotropy
pinned by the nematogen ∆m ≡ |m(Q2)|−|m(Q1)| and (c) the individual |m(Q1)|
and |m(Q2)| components. Note |m(Q1)| < |m(Q2)|. (d) Resistivity measurements
∆ρ = ρa − ρb for two values of strain ε1 and ε2. The strain derivative d∆ρ/dε was
extracted from their difference ∆ρ(ε1) − ∆ρ(ε2). The latter was used to extract
the intrinsic part ∆ρ(ε = 0). From [93].

very similar to the one presented in the previous section, i.e. χs(Q1) > χs(Q2).
At temperatures above Ts, the strain is again assumed to induce a small ferro-
orbital static order δ∗s = δs/10. This results in a magnetic susceptibility with
χs(Q1) < χs(Q2), opposite to the orbitally ordered state at low temperatures.
Figure 5.13(a) shows the Fourier map of the magnetic structure around a weak
potential Vµ = 0.26 meV for different temperatures above the structural transition
T/Ts in a system with δ∗s = 5 meV. The T dependence of the induced magnetic
anisotropy ∆m ≡ |m(Q2)| − |m(Q1)| and the individual components are plotted
in figures 5.13(b) and (c), respectively. These preliminary results look promising,
because the transport anisotropy response arising from such nematogens should in
principle give the right temperature diverging response with ρa > ρb. Resistivity
calculations equivalent to those showed in figure 5.11 at T/Ts > 1 are thus the
obvious next step.

Finally, at sufficiently low temperatures the orbital order (g(t) 6= 0) sets
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in, and at sufficiently low temperatures reverses the magnetic anisotropy, i.e.
χs(Q1) > χs(Q2). What happens to the nematogens in this T dependent environ-
ment? And how about the resulting T dependence of the resistivity anisotropy?
The significant Fermi surface reconstruction in the orbital ordered state will cer-
tainly have an effect in the conductivity, through changes of both Drude weight
and the scattering phase space. Model calculations of resistivity anisotropy in
FeSe are essential to investigate whether the non-monotonic behavior reported in
this material [figure 5.13(d)] is consistent with the anisotropic elastic scattering
mechanism, and constitute another exciting future project.

5.4 Impurities in the spin-density wave phase

The relevance of impurity scattering to explain the resistivity anisotropy in Fe-
based superconductors is currently under debate. In the beginning of this chapter,
we presented transport measurements on detwinned samples (under uniaxial pres-
sure) which suggested that elastic scattering might be significant in determining re-
sistivity anisotropy, particularly in the antiferromagnetic state. [68] There are also
indications of local defect states which break the C4 symmetry. [77, 87, 88, 102, 103]
Some clues are offered by STM experiments on defects in the underdoped, mag-
netically ordered phase, where the symmetry is already broken by the stripes
spin-density wave order. Fourier transform scanning tunneling spectroscopy (STS)
deduced the existence of electronic defects with C2 symmetry[62] nucleated by the
Co dopants in Ca(Fe1−xCox)2As2, while a more detailed analysis reported a dimer
structure.[76] A visualization of these anisotropic defects via current map at con-
stant energy I(r, ω) is shown in figure 5.14(a). The inset shows the environment
of a Co atom, with a clear dimer shape. These dimers are approximately eight
lattice constants (a) long and oriented along the AF a-axis (the Fe-Fe directions
are along the diagonal direction). A Fourier transform of this map confirm a lack
of periodicity, thus excluding periodic stripes as an explanation. It was further
demonstrated that these states scatter quasiparticles in a very anisotropic man-
ner, with the maximum scattering rate along the b-axis. This is consistent with
the larger resistivity found along the ferromagnetic b-axis (ρb > ρa) in the low
temperature antiferromagnetic phase in the electron-doped compounds.

As a first step in understanding the origin of local C4 symmetry breaking
observed in several experiments on various materials, it seems useful to study a
situation where a known chemical impurity substitutes at a known position, and
ask why such a dimer-like structure (with charge or local density of states peaks
located such a great distance from the impurity site) should be induced by a
Co atom. This problem should be accessible to weak-coupling theories of these
systems, provided they account for the electronic states of the system to which
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Figure 5.14: Visualizing the anisotropic impurity state structure in
Ca(Fe1−xCox)2As2. (a) Electronic structure as determined the current map
I(r, ω = −37meV ). a and b axis are parallel to the diagonal directions. The
inset shows characteristic non-dispersive electronic structure environment of a Co
atom (red cross): a dimer-shaped impurity state ∼ 8a long. (b) Fourier trans-
form of (a). No sharp peaks indicating a long-range periodic structure are seen in
reciprocal space. From [76].

the impurity couples and treat interactions on the average. Hints that an unusual
electronic state might be induced were found already in first principles calculations
of a Co dopant in Ba-122, where the magnetic potential due to the Co was found
to be oscillatory and exceed several unit cells[98]. Impurity-induced C2 structures
have been previously studied within a strong-coupling model[97] and a scenario
based on a competing pocket density wave order which, however, has not been
observed [99]. Finally, in Ref. [100], impurities were shown to pin fluctuating
orbital order and create local states with broken C4 symmetry but no dimerlike
character.

Here, we study the origin of the electronic dimer states by an explicit, unbiased
microscopic calculation of the local electronic densities near a point-like bare im-
purity potential within the SDW phase of the iron pnictides. We include a realistic
account of the bands near the Fermi surface formed by the five Fe d-orbitals. The
impurity causes a local (π, π) magnetic instability, which combined with the (π, 0)
order of the bulk SDW phase, results in unidirectional magnetic defects oriented
along the AF a-axis, and associated electronic density dimers. This is a concrete
example of a phenomenon which is largely unexplored, the local nucleation of a
particular order in a bulk state with different order. We show how such emergent
impurity states evolve from droplets at high temperatures T to nematogens in the
low-T SDW phase. The final size of the low-T dimers is consistent with recent
STM measurements[76], but depends within our theory on the ”cooling rate”, and
we show how dimers of other lengths may also be obtained. Finally, we compute
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Figure 5.15: (a) Single impurity phase diagram displaying the impurity-induced
magnetization at the impurity site at T = 0 vs. U and Vimp. Inset: spatial
magnetization of the induced impurity state at T = 0 in the paramagnetic state.
(b) Magnetization vs. T (normalized to the bulk Néel temperature TN) at the
impurity site (red curve) and in the bulk (black) with U = 1.6eV (TN = 0.3U),
and Vimp = 0.1eV.

the LDOS characteristics of the dimer states to compare with STM experiments,
and discuss how our model can be used to perform realistic calculations of effective
defect potentials for application to transport experiments.

5.4.1 Electronic dimers

One of the advantages of local probes like STM, is that they can directly access a
single domain, and thus no detwinning technique is necessary. Measurements are
done on free standing crystals. Here, we use the model introduced in the nematic
phase, equation (5.1), and remove the ferro-orbital order term that described the
external uniaxial pressure, i.e. we set δ = 0. The kinetic part H0 is a tight-
binding fit to the density functional theory (DFT) band-structure of Graser et
al. [101] Similar results arise by using the band of Ikeda et al [32].

In Fig. 5.15(a) we show the single impurity phase diagram at low T for impurity-
induced magnetic order vs. U and Vimp (below the bulk SDW phase transition at
Uc2 ' 1.2eV for T = 0). As seen, the potential generates local (π, π) magnetic
order in a regime of intermediate strength repulsive Vimp (see chapter 4). When
U exceeds Uc2, similar impurity-induced order takes place at high T above TN
as shown in Figs. 5.16(a,e). The local magnetic moment at the potential site is
displayed in Fig. 5.15(b) where one clearly sees the extended magnetic impurity
phase above TN , and the enhanced impurity moments at low T over the bulk
SDW magnetization. Upon lowering T , the C4 symmetric high-T magnetic (π, π)
droplets shown in Fig. 5.16(a,e) have to compete with the surrounding bulk (π, 0)
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Figure 5.16: Magnetization in real-space upon lowering T with U = 1.6eV and
Vimp = 0.1eV. From top to bottom: T/TN = 0.88, 0.67, 0.46, 0.25. At each T , the
system is iterated until the bulk magnetization has converged. The final low-T
nematogen is stable and fully converged, but its length depends on the ”cooling
rate”, as seen by comparison of the left and right columns distinguished by different
cooling steps ∆T/TN=0.21 (left), 0.105 (right). Note that only half of the steps
are shown for the slow cooling case.

SDW order. As shown in Fig. 5.16, the C2 structure of the SDW phase leads to a
magnetic cigarlike impurity structure, a nematogen aligned along the AF a-axis,
which still exhibits the internal (π, π) magnetic structure of the high-T phase, but
inherits an overall C2 symmetry from the SDW background. While these low-T
nematogens shown in Fig. 5.16 are stable and fully converged, their final length
depends on the path of convergence, i.e. the number of steps taken in the cooling
process, as seen explicitly by comparing the right and left columns in Fig. 5.16.
The origin of this ”cooling rate” dependence is simply a competition between the
impurity-induced (π, π) moments and the SDW long-range order. We note that
the existence of the nematogens is robust, and not dependent on the cooling rate,
band-structure, or strength of the impurity potential Vimp.

Figure 5.17 summarizes the magnetic and electronic properties of the unidi-
rectional low-T nematogens. As seen from Fig. 5.17(a,d), the impurity-induced
magnetization nematogen consists of an odd number of sites (even number of lat-
tice spacings) in length and width, and is always oriented along the AF a-axis.
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Figure 5.17: 2D real-space maps of (a,d) the magnetization, (b,e) the total electron
charge density, and (c,f) the low-energy integrated LDOS for the same two low-T
nematogens shown in Fig. 5.16(d,h).

This is because such a structure can lower its energy with a long unfrustrated
boundary with the (π, 0) order. In addition, in Fig. 5.17(b,e) we see that the
nematogen exhibits peaks at both ends, resulting in an electronic dimerlike struc-
ture of the total charge density. This appears to be a general characteristic of
these emergent impurity states, and also follows from the same energetic consid-
erations, since the magnetic energy can be lowered by creating a charge state as
homogeneous as possible; thus the excess charge from the impurity site is moved
to the ends of the nematogen. Previous STM work has discovered the existence
of electronic dimers in the LDOS,[88, 77, 102, 103] and recent partially integrated
LDOS within the SDW phase found strong evidence for electronic dimers near Co
dopants in CaFe2As2 [figure 5.14].[76] Within the present scenario, the existence
of density dimers naturally explains the presence of LDOS dimers. However, as
opposed to the robust existence of the nematogens, the detailed structure of the
LDOS near the impurity sites is more sensitive to parameters. In Fig. 5.17 we
show the integrated LDOS from -37meV to 0meV, which is identical to the range
used in Ref.[76], indeed produces an LDOS dimer of ∼ 8a in both cases.

Figure 5.18 displays in greater detail the LDOS properties of the nemato-
gens. The first point we wish to illustrate is that the size of the dimers deduced
from the low-energy integrated LDOS is not necessarily the same as that in the
(fully integrated) charge distribution. The low-energy integrated LDOS shown in
Figs. 5.17(c,f) exhibits the dimer structure because of a peak in the LDOS at a
particular site within the low-energy integration window. Figures 5.18(a,d) show
the LDOS at an energy corresponding to the peak in the LDOS at this site, yield-
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Figure 5.18: (a,b,d,e) 2D real-space maps of the LDOS at the characteristic low-
energy dimer energy ω = −20meV (a) and ω = −2meV (d) and at the charge
peak energy ω = −330meV (b,e) for the nematogens in Fig. 2.6(b,e). Panels (c,f)
display LDOS vs. ω for different sites in the system: bulk (black), impurity site
(green), at the low-energy dimer peak (red), and at the charge density peak (blue).

ing essentially the same result as in Figs. 5.17(c,f). For the current parameters, the
LDOS at the (distinct) sites where the charge distribution is maximal [Fig. 5.17
(b,e)] exhibits a peak at higher binding energy, as shown in Figs. 5.18(b,e). The
structure of the low-energy LDOS can be more clearly inferred from Figs. 5.18(c,f)
which show the energy dependence of the LDOS at several relevant sites in the
nematogen. From the LDOS on the site corresponding to the low-energy dimer
peak, for example, it is evident why the low-energy integrated LDOS exhibits a
peak at roughly 4a from the impurity site in this case.

Local C4 symmetry breaking defect signatures, including vortex states[77], have
been observed in many different Fe based superconductors. We have not exhibited
a mechanism for explaining all of them, but have begun the process of realistic
modeling of those which can be expected to be driven by bulk magnetic order. The
remarkable existence of large scale charge dimers induced around the impurities
in our calculations is consistent with STM measurements on Ca-122[76], but it is
intriguing that even larger electronic dimers have also been imaged by STM in FeSe
samples which are not thought to be magnetic[77, 102]. While the simulations we
have presented here are consistent with the sign and magnitude of the transport
anisotropy in the ordered phase T < TN , i.e. the stronger scattering along the
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Figure 5.19: (a) Resistivity ρa,b at kz = π for a 2-band model with isotropic
scatterers (Γ1 = 0). (b)–(c) Same at kz = π, 0, respectively, for the anisotropic
scatterers (Γ1 6= 0). (d) The average of (b) and (c). From [104].

b-axis induced by an object elongated along the a-axis, a conductivity calculation
in the symmetry broken SDW phase including anisotropic scatterers is highly
desirable.

We have been partly involved in a recent transport calculation in a two-band
model, where current relaxation was assumed to be due to impurity scatter-
ing. [104] Figure 5.19 captures the main results, which are listed below:

1. The characteristic drop in the total resistivity below TN is a consequence
of a temperature driven Lifshitz transition, i.e. the collapse of the scatter-
ing rate due to the decrease in phase space upon partial gaping of the FS
overcompensates the loss of carriers.

2. This result applies to a multiband system in a ”dirty“ limit, τ > W0, where
W0 is the SDW potential at T = 0.

3. Consistent with the results presented in section 5.2, extended anisotropic
impurity states aligned along a give rise to ρb > ρa in the paramagnetic
state. More importantly, the anisotropy is independent of the ellipticity of
the electron pockets provided the scattering is dominantly intra-band. Note
that in 122 systems, the ellipticity of the electron pockets varies along kz,
with opposite signs in kz = 0 and kz = π. Consequently, in theories where
the sign of the anisotropy is determined by the ellipticity of the electron
pockets, at least a partial cancellation is expected after the kz average.



5.5 Conclusions 86

4. In the SDW phase the above holds when the SDW potential is weak enough.

Resistivity results along the a- and b-axis for an anisotropic versus nematogen
scatterers are shown in figures 5.19(a) and 5.19(b)-(d), respectively. The unusual
temperature dependence of the resistivity and its anisotropy can thus be success-
fully described by considering the effect of anisotropic impurity scattering within
a simple two-band model of a dirty SDW metal.

5.5 Conclusions

We have discussed an impurity-driven scenario for the transport anisotropy in
Fe-based pnictides. In the paramagnetic nematic phase, the anisotropic spin fluc-
tuations can be frozen by disorder, to create elongated magnetic droplets whose
anisotropy grows as the magnetic transition is approached. Such states act as
strong anisotropic defect potentials which scatter with much higher probability
perpendicular to their length than parallel, although the actual crystal symmetry
breaking is tiny. We have calculated the scattering potentials, relaxation rates,
and conductivity in this region, and shown that such emergent defect states can
explain all essential features of the transport anisotropy observed in experiments.
New challenges to the elastic scattering mechanism from elastoresistivity measure-
ments have been presented, and we have discussed pertinent calculations to help
settle these issues. Finally, we have extended the impurity-induced emergent states
theory to the the spin density wave phase. Stable unidirectional nematogens are
formed locally, directed along the a-axis, and have typical length of ∼ 10 lattice
constants. Interestingly, these cigarlike impurity-states exhibit a dimer structure in
the electronic density, in excellent agreement with STM experiments. The temper-
ature dependence of the observed resistivity anisotropy in this phase was captured
within a simple model of a dirty SDW metal with nematic defect structures.



Chapter 6

Unconventional disorder effects in
correlated multi-band
superconductors

Most of the material in this chapter has been published in
Phys. Rev. B 88, 220509(R) (2013). Part of it is in preparation to be submitted.

6.1 Introduction

The fundamental mechanism that causes the high-temperature superconductivity
in FeSC is still a debated issue. The study of disorder leads to crucial information
about the internal pairing symmetries of the condensate, and thereby the mecha-
nism itself. For cuprates, heavy-fermions, and FeSC the study of disorder currently
constitutes a very active line of research, motivated largely by the fact that these
systems are made superconducting by ”chemical disordering” (charge doping), but
also boosted by controversies of the correct microscopic model, and a rapid devel-
opment of local experimental probes over the past couple decades. [47, 112, 54]
Focusing on multi-band FeSC, disorder studies have proven exceptionally rich and
strongly material dependent. [110] Scanning tunneling spectroscopy has revealed
a plethora of exotic atomic-sized impurity-generated states [88, 114, 115, 116],
NMR and neutrons observe clear evidence of glassy behavior [117, 118], and µSR
reveals magnetic phases generated by non-magnetic disorder. [136, 137] The result-
ing complex inhomogeneous phase and its properties in terms of thermodynamics
and transport constitute an important open theoretical problem in the field.

In this chapter we study correlation-driven emergent impurity effects of both
magnetic and nonmagnetic disorder relevant for Fe-based superconductors. We
focus first on the spectral properties of the single-impurity problem in a multi-band

87
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Figure 6.1: Schematic gaps ∆α(k) of FeSC. Color represents phase the order pa-
rameter. From [106]

superconductor in section 6.2 and move onto multi-impurity systems in section 6.3.

6.1.1 Gap symmetry and structure

The superconducting order parameter ∆ or “gap function”, is a complex function
with both amplitude and phase that describes the macroscopic quantum state of
Cooper pairs. The general BCS gap equation for multiband system with intra-
and inter-band interactions Γαβ(k,k′) is given by

∆α(k) = −
∑
k′β

Γαβ(k,k′)
∆β(k′)

2Eβk′
tanh

Eβk′

2T
. (6.1)

where α, β are band indices, and Eβk′ is the quasiparticle energy. Details of the
pairing interaction Γαβ(k,k′) can induce a variation in momentum space of the
amplitude of the SC order parameter ∆α(k), or a variation of phase that could
imply a change of sign. Understanding both the symmetry character of the su-
perconducting ground states and the detailed structure should then provide clues
to the microscopic pairing mechanism in the FeSC. Over the past years, a large
number of experimental probes and theoretical works have focused on extracting
information on the gap function in these materials [3, 105, 106].

The most relevant symmetry classes to the discussion of FeSC systems are the
s-wave and d-wave symmetries. These tell you how the gap transforms under op-
erations of the tetragonal symmetry of the crystal, for example whether it changes
sign under a π/2 rotation. There are strong theoretical reasons supporting s-wave
symmetry at optimal doping as will be shown below, but also possible exceptions
to this in overdoped regions where d-wave symmetry becomes relevant. Within
a given symmetry class, the order parameter ∆α(k) can also have a momentum
dependent variation, i.e. a gap structure. This describes, for example, the internal
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sign between the different FS, or the existence of nodes at a particular location.
For the s-wave symmetry, the community has mostly focused on two possibilities:
the so-called s++ and s± states. The former, shown in figure 6.1(a), has the same
gap sign on both electron and hole pockets, whereas in the s± state, shown in
figure 6.1(b), there is a sign change between those pockets. Both of these states
have s-wave symmetry, and thus the OP maintains its sign under π/2 rotation.
In d-wave states, on the contrary, there is a sign change of the OP under a π/2
rotation, as can be seen in figure 6.1(c).

The origin of pairing and details of the resulting gap structure are not topics
we will focus on. Here, we present a brief description of the fluctuation exchange
pairing mechanism. This is the mechanism that will be assumed to be responsible
for superconducting pairing in our approach, in line with the itinerant scenario
employed throughout our work. An overview of the different proposed pairing
mechanisms in FeSC, including strong-coupling theories can be found in Refs.[105,
106] and references therein. Using a generalization of the 1-band spin fluctuation
theory [107] to the multiorbital case, the effective pairing vertex is given by

Γβνµα(k,k′) =

[
3

2
U sχRPAs (k,k′)U s +

1

2
U s − 1

2
U cχRPAc (k,k′)U c +

1

2
U c

]βν
µα

, (6.2)

with the RPA spin- χRPAs and charge susceptibilities χRPAc , and where U s and
U c are 5 × 5 matrices in orbital space with the Coulomb interaction parameters
U , U ′, J and J ′ introduced in chapter 2. [35] Pairing from exchange of fluctua-
tions thus contains contributions from both charge/orbital and spin fluctuations.
For physical values of bare interactions, i.e. repulsive Coulomb U , U ′, J and J ′

interactions, the spin fluctuation terms χRPAs dominate, since one is close to a
magnetic instability. Pairing from repulsive Coulomb interactions, together with
the structure of the Fermi surface, i.e. a repulsive interaction between hole and
electron pockets, was used to predict the s± state early after the discovery of these
materials. [108, 109] On the other hand, the importance of orbital degrees of free-
dom has motivated studies where the orbital fluctuations are found to play the
leading role. An enhancement of the interorbital interaction parameter U ′ > U ,
for example, introduces a singularity in the charge channel. Some authors have
sought the enhancement of the orbital channel by going beyond RPA and includ-
ing Aslamasov-Larkin diagrams. [100] In that case, the resulting SC ground state
is an s++ state. This shows the intimate relation between gap structure and the
origin of SC, and has motivated a large number of experimental and theoretical
works to extract information about the superconducting gap structure.

From the experimental point of view, even though many of the results appear
as an ordinary consequence of the s± state, there are alternative explanations
involving the s++ state as the ground state of the SC state. A recent review on
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the SC state of FeSC regarding symmetry and structure aspects can be found in
Ref. [106]

In our approach we will assume conventional bare interaction parameters, which
lead to an enhancement of the spin fluctuation channel in equation (6.2) and results
in an s± state. As mentioned earlier, we will not focus on the origin of the pairing,
but rather on the role played by disorder in the multi-band s± state.

6.1.2 Impurity bound states

It is crucial to understand the role of disorder in high-temperature superconductors
(SC) because the materials are obtained from chemical doping with substitutional
impurity atoms. In addition, through the large advance of scanning tunneling
microscopy (STM), local perturbations in the host material act as nano-probes of
the underlying quantum state. For instance, the single-impurity problem has been
applied with success to the study of cuprate SC [47, 112, 142].

The observation of a localized resonance near a nonmagnetic impurity in STM
is one of the clearest indications of a sign-changing order parameter. This can
be understood from quasi-particle scattering off a single-impurity. Nonmagnetic
impurities are pair-breakers if they scatter electrons between portions of the Fermi
surface with gaps of different sign. As a result, this kind of disorder does not in-
duce in-gap bound states in the s++ state, and bound state formation was pointed
out to be a useful tool to distinguish between s++ and s± states in early FeSC
related theoretical works. If no bound state is seen, however, one may not con-
clude that the SC gap does not change sign. In two band models, it has been
pointed out that the multiband aspect of these materials requires fine tuning of
the potential for the bound state position and formation.[105, 128] We will show
in the following section that within a realistic five-orbital model one always gets
bound states if the potential is strong enough, and weaker potentials mainly cause
spectral weight shifts between the SC coherence peaks. Magnetic impurities on
the other hand, induce bound states in both s++ and s± states. Another possible
complication arises then when establishing the magnetic nature of the impurities,
since a nonmagnetic impurity can induce local magnetic order in the presence of
correlations (see chapter 4).

From the experimental point of view, the LDOS measured by STM spec-
troscopy provides valuable information near defects. There are few cases where
sub-gap quasiparticle excitations induced by (possibly in some cases) nonmagnetic
impurities have been reported. Grothe et al. [88] systematically characterized five
predominant defects in LiFeAs and observed multiple resonant states. In a similar
study, Hanaguri et al. have located at least six different defect sites on the surface
of LiFeAs, some of which induce genuine sub-gap bound states, as can be seen in
figure 6.2.[119] The magnetic nature of the defects in the previous two experiments
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Figure 6.2: STM and STS measurements on native defects of LiFeAs. Some of the
dI/dV spectra show clear in-gap bound states. From [119]

is unknown, but one may speculate that at least some of them are non-magnetic.
Finally resonant-states around Cu atoms in NaFeAs were identified by Yang et
al. [45] In this experiment, a careful study of DC magnetization suggested that Cu
was non or very-weakly magnetic. As we will show in the next section, from a the-
oretical point of view, the difficulty of identifying these impurity-induced states is
related to the broad features induced by weak non-magnetic impurities like Co or
Ni. In these cases, the impurity pole occurs at energies between the SC coherence
peaks, and the coupling to extended states larger that the gap minima broadens
the impurity-state, effectively obscuring it. For an extended review on STM con-
tributions to the understanding of the SC gap in FeSC the reader is referred to
Ref. [111].

All these experimental findings have been claimed to be consistent with a single
potential in the s± state. At the time of writing, there is however no theory which
correctly captures the spectroscopic signatures of all these the complex states, nor
the breaking of tetragonal symmetry in some of the cases shown in figure 6.2. The
first part of the work presented in this chapter was motivated by the complex
spectroscopic signatures in figure 6.2 and a first step towards realistic modeling of
impurity states in multi-orbital superconductors is introduced in section 6.2.
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Figure 6.3: (a) Electronic phase diagram of La(Fe1−xMnx)AsO0.89F0.11. The SC
critical temperature Tc is determined from the techniques as specified in the inset.
The magnetic transition temperature TN was determined by µSR. Remarkably
a ∼ 0.2% of Mn (x = 0.002, few per thousand!) destroys superconductivity.
From [132]. (b) We show for comparison the Mn and Co Tc suppression from
resistivity measurements, where the extreme effect of Mn is obvious. From [133]

6.1.3 Tc suppression

What are the consequences of including multiple impurities in the superconducting
phase? The destruction of superconductivity by disorder is traditionally described
by Abrikosov-Gorkov (AG) theory. This theory, however, ceases to be valid when
interactions become important, impurities interfere and the SC order parameter
is no longer homogeneous. In the second part of this chapter we study the effects
of disorder, both magnetic and nonmagnetic, in the presence of correlations.

The study of magnetic impurities in the SC phase is motivated in part by
the following remarkable experimental facts evident from Fig. 6.3(a): in optimally
doped LaFeAsO1−xFx a mere ∼ 0.2% magnetic Mn ions is enough to fully destroy
the superconducting state. This extreme destruction of bulk superconductivity
has been recently dubbed ”the poisoning effect”[132]. Beyond ∼ 0.2% a new static
magnetic phase is stabilized by this dilute concentration of Mn ions as seen from
Fig. 6.3(a), with a 100% magnetic volume fraction (as seen by muons) at the lowest
T . By contrast, for NdFeAsO1−xFx and SmFeAsO1−xFx near optimal doping, the
corresponding Tc suppression rate is much lower with ∼ 4% (NdFeAsO1−xFx) and
∼ 8% (SmFeAsO1−xFx) being required to wipe out superconductivity[133, 134].
The severe Tc suppression found in Mn doped La-1111[132] agrees with transport
measurements, shown in figure 6.3(b). The extreme effect of Mn (magnetic) as
compared to that of Co (nonmagnetic) is obvious from this figure. In section 6.3,
we extend the order-from-disorder theory developed in chapter 3 to the super-
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Figure 6.4: Transition temperatures in optimally doped L(Fe1−xRux)AsO1−yFy for
L = La, Sm and Nd as a function of Ru content. (a) SC critical temperatures Tc
and (b) magnetic ordering temperatures TN from µSR measurements. From [137].

conducting phase, and find that this model can naturally describe the poisoning
effect.

Recent systematic experimental studies have focused on the properties of Ru
ions substituting for Fe in optimally doped Sm-1111, Nd-1111, and La-1111[135,
136, 137]. In agreement with naive expectations of isovalent disorder, it takes
a large amount (60%) of Ru to suppress Tc (an order of magnitude larger than
Co for example). The Tc suppression as a function on Ru content in the three
systems is shown in figure 6.4(a). Interestingly, however, a magnetic phase is
induced at intermediate values of Ru content x, centered roughly around x = 0.25,
and existing only at a finite span of ∆x of Ru concentrations, as can be seen in
figure 6.4(b). The magnetic phase is most pronounced with largest ∆x and highest
TN in SmFeAsO1−xFx and only marginally present in LaFeAsO1−xFx where the
poisoning effect upon Mn substitution was displayed. The appearance of static
magnetism (arrows in figure 6.4) is concomitant with a marked change of the
derivative dTc(x)/dx. In the second part of section 6.3, we consider nonmagnetic
disorder and explore the consequences of impurity-induced bound states around
particular disorder structures. The appearance of a short-range magnetic phase at
intermediate content x accompanying a change of dTc(x)/dx can be explained by
considering local changes in clusters of impurities (dimers, trimers etc).

A final important development is the observation of a component of SDW order
observed by e.g. muon spin rotation (µSR) experiments near optimally doped
Ba(Fe1−xCox)2As2[138, 139, 140] which “cooperates” with, rather than competes
with SC as is commonly assumed. This component, which exists in an intermediate
doping range around optimal doping, is evidently correlated with disorder and
disappears above Tc.
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6.2 Spectroscopic signatures of a single-impurity

For the Fe-based superconductors (FeSC), a recent series of experiments have
measured the local density of states (LDOS) near various impurity sites.[110] In
particular, STM measurements within the SC state have focused largely on FeSe,
LiFeAs, and NaFeAs,[77, 103, 113, 114, 88, 119, 78] revealing a complex pattern
of distinct impurity-induced LDOS modulations including unusual sub-gap bound
states, local C4 symmetry breaking, and generation of electronic dimers. At present
no theoretical model exists which correctly captures the LDOS structure near these
different impurity sites.

Theoretically, both potential and magnetic point-like scatterers can generate
in-gap bound states in multi-band s±-wave SC. The single-impurity problem has
been addressed both within simplified two-band models,[120, 121, 122, 123, 124,
125, 126] and a five-band approach,[127] reaching, however, different conclusions
about the presence and location of in-gap bound states. Recently, an important
source of this discrepancy was shown to be the sensitivity of the low-energy states
to the band structure and SC gap shape.[128, 105] For modeling disorder effects in
FeSC, it is therefore crucial to include the correct band structure and minimize the
sensitivity of the gap structure by self-consistently calculating the SC gaps arising
from this band.

In this section, we present a first step towards realistic theoretical modeling
of impurity states in LiFeAs, including magnetic correlations, by fixing both the
band and the SC pairing constants from the DFT-acquired band structure of this
material. The remaining degrees of freedom are associated with the impurity po-
tential Vµ and the strength of the electronic correlations. Below, we focus first on
the LDOS in the uncorrelated SC (U=J=0) and map out the LDOS around non-
magnetic and magnetic impurities in LiFeAs. Second, when including correlations
(U, J 6= 0) we show how impurities can locally induce magnetic order, and how
STM measurements of the LDOS can be used to confirm our picture.

6.2.1 Homogeneous superconducting state

The starting point of the theoretical analysis is the following five-orbital Hamilto-
nian which describes the clean correlated superconducting system,

H = H0 +Hint +HBCS. (6.3)

Here H0 constitutes the kinetic part obtained from a tight-binding fit to the DFT
band-structure of LiFeAs. The explicit form of the tight-binding Hamiltonian is
listed in Appendix C. The chemical potential is fixed so that the doping x =
〈n〉−6.0 = 0.0, with the resulting structure and Fermi surface shown in figure 6.5.
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Figure 6.5: (a) Orbitally resolved band structure with Γ = (0, 0), X = (π, 0) and
M = (π, π) denoting the symmetry points in the BZ corresponding to the one Fe
unit cell. The main orbital contributions are shown by the colors as specified in
the legend. (b) Fermi surface of the five orbital tight-binding Hamiltonian for the
undoped system showing three hole pockets at Γ and M points and two electron
pockets at X and Y points.

The second term in Eq.(6.3) describes the Coulomb interactions restricted to
intrasite processes defined in chapter 2. It includes the intraorbital (interorbital)
interaction U (U ′), the Hund’s rule coupling J and the pair hopping energy J ′.

Superconductivity is described by the third term in Eq.(6.3), a BCS-like term

HBCS = −
∑
i6=j,µν

[∆µν
ij c
†
iµ↑c

†
jν↓ + H.c.], (6.4)

with a SC order parameter ∆µν
ij =

∑
αβ Γβνµα(rij)〈ĉjβ↓ĉiα↑〉. Here Γβνµα(rij) denotes the

effective pairing strength between sites (orbitals) i and j (µ, ν, α and β) obtained
from the RPA spin- χRPAs and charge susceptibilities χRPAc relevant for LiFeAs
using equation (6.2). The real-space pairings are then obtained by Γβνµα(rij) =∑

q Γβνµα(q) exp(iq · (ri − rj)) where we retain all possible orbital combinations up
to next-nearest neighbors (NNN). For the present band, the RPA susceptibilities
are strongly peaked near (0,±π) and (±π, 0) favoring an s± pairing state. In
Fig. 6.6(a) we show the spatial dependence of the dominant intraorbital pairings
Γµµµµ(rij) obtained when J = U/4 and U = 0.865eV which yield a fully gapped s±

phase with a two-gap peak-structure as seen from the total DOS in Fig. 5.5(b).
It is striking that a very similar DOS has been recently measured in LiFeAs by
several groups.[88, 103, 113] For comparison, the STM measurements on LiFeAs
in figure 6.2 show the homogeneous spectra (white). As seen from Fig. 6.6(b) the
inner coherence peaks (∼ 7 meV) are dominated by the dxy orbital, whereas the
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Figure 6.6: Top: spatial dependence of the intraorbital effective pairing constants
Γµµµµ(rij) in eV. The black center site is repulsive with ∼ 2.5eV. Bottom: DOS for
the homogeneous SC phase showing the total (black line) and orbitally resolved
DOS (green: dyz/dxz; blue: dxy; orange: dx2−y2 ; magenta: dz2), and absolute
value of the SC gap in momentum space |∆(k)| showing a complex structure and
different amplitudes in each pocket.

outer large-gap coherence peaks (∼ 14 meV) consist of significant contributions
from both the dxy and dxz/dyz orbitals. In momentum space, the peaks at lower
energy arise from a smaller gap on the outermost hole pocket around Γ, which is
mainly dxy, as opposed to a larger gap on the inner hole pockets around Γ and
the electron pocket around M , which consist primarily of dxy and dxz/dyz weight.
These features are visible in the momentum structure of the SC gap, explicitly
shown in figure 6.6(b). These results agree with recent ARPES measurements,[129,
130] STM quasi-particle interference (QPI),[113] and other theoretical studies.[131]

6.2.2 Single-impurity in the SC state

Having fixed both the band and the SC pairing, we proceed with the study of
defect states in the correlated superconducting phase. The effect of a point-like
impurity is described by adding the following term in the Hamiltonian (6.3)

Himp =
∑
µσ

V σ
µ c
†
i∗µσci∗µσ, (6.5)
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which adds a local potential V σ
µ at a site i∗ on orbital µ with spin σ. The non-

magnetic defect is spin independent, V ↑µ = V ↓µ (equivalent to the term in equa-
tion (4.1)), and for the magnetic impurity the itinerant electrons feel the opposite
potentials, V ↑µ = −V ↓µ (equivalent to equation (3.1)). We include only intraorbital
terms in Eq.(6.5) consistent with first principles studies of transition metal atoms
in LaFeAsO[59] and LiFeAs.[53]

In the absence of correlations, the dependence of the LDOS on V σ
µ can be most

easily obtained within the T-matrix approach (see section 4.4). Here, based on
H = H0 + HBCS one obtains the free retarded 10 × 10 Nambu Greens function
GR

0 (k, ω) = [(ω + iη)I10×10 −HNambu]
−1 where

HNambu =

[
H0(k) HBCS(k)

H†BCS(k) −HT
0 (−k)

]
. (6.6)

The single impurity problem is solved exactly by the full Greens function given
by GR(i, j, ω) = GR

0 (0, ω) +GR
0 (i, ω)T (ω)GR

0 (−j, ω), where i, j denote sites in the
lattice and T (ω) is the T-matrix.

Figure 6.7 shows the LDOS at the impurity and nearest neighbor (NN) sites for
different nonmagnetic scattering strengths V ↑µ = V ↓µ = Vimp assumed to be orbitally
independent for simplicity. As seen, in-gap bound states exist for all |Vimp| &
1eV, whereas weaker potentials (|Vimp| . 1eV) mainly cause spectral weight shifts
between the coherence peaks. Recent STM studies of Co and Cu impurities in
superconducting Na(Fe0.97−xCo0.03Cux)As found distinct LDOS modulations near
these Fe substituents.[114, 45] Very weak spatial variation was reported around
Co atoms. Using the effective impurity potential of Co obtained from ab initio
calculations (V Co

imp ∼ −0.4eV)[59, 53], we find that indeed the LDOS modulation
are very weak as seen from Fig. 6.7(d). Near the Cu atoms, the STM study found
weak in-gap quasiparticle excitations near the positive gap edge and a suppression
of LDOS near the gap edge at negative bias.[45] Within our modeling, and in
overall agreement with DFT, this implies that Cu behave as intermediate attractive
scatterers, since the resulting LDOS shown in panels Fig. 6.7(b,c) agree with this
finding.

Hanaguri et al. have located at least six different defect sites on the surface
of LiFeAs, some of which induce genuine sub-gap bound states [Fig. 6.2].[119]
As evident from Fig. 6.7 these may be caused by intermediate-strong scatterers.
However, they can also arise from magnetic impurities. An STM study on NaFeAs
found Curie-like free moment behavior in the case of Mn impurities indicating
their magnetic nature.[45] For a single-site magnetic impurity, we show in Fig. 6.8
the evolution of the LDOS as a function of the strength of the magnetic scattering
potential. In this case, at least four sub-gap bound states are present for all sizable
impurity potentials. From the panels in Fig. 6.8, it is evident from comparison of
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Figure 6.7: Total LDOS for nonmagnetic point-like scatterers at the impurity
site (blue line) and at the NN site (red line). Panels (a-i) correspond to Vimp =
−8.0,−1.5,−0.75,−0.4, 0.4, 0.75, 1.5, 2.0, 8.0eV. In all plots the solid black line is
the DOS of the clean SC.

the red and green curves, that the LDOS exhibits a striking dependence on the spin
polarization which may be utilized in future spin-tip polarized STM measurements
to unambiguously determine the nature of the scatterers. For example, the absence
of any qualitative difference between the measured sub-gap bound states with and
without a spin-polarized tip would prove the nonmagnetic nature of the scatterer,
and also provide a ”smoking gun” for s±-wave pairing symmetry in FeSC.

We turn now to the study of disorder in the presence of electronic correlations.
A mean-field decoupling of Hint leads to the following multi-band Bogoliubov de-
Gennes (BdG) equations (Appendix D)

∑
jν

(
Hµν

ijσ ∆µν
ij

∆µν∗
ij −Hµν∗

ijσ̄

)(
unjν
vnjν

)
= En

(
uniµ
vniµ

)
, (6.7)

where

Hµν
ijσ = tµνij + δijδµν [−µ0 + δii∗Vimp + U〈niµσ̄〉 (6.8)

+
∑
µ′ 6=µ

(U ′〈niµ′σ̄〉+ (U ′ − J)〈niµ′σ〉)].

The five-band BdG equations are solved on 28 × 28 lattices with stable solutions
found through iterations of the following self-consistency equations
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Figure 6.8: Total LDOS for magnetic point-like scatterers at the impurity site (blue
lines) and at the NN site (red lines). The green lines show the spin-up LDOS at the
NN site. Panels (a-f) correspond to Vimp = −8.0,−6.0,−4.0,−2.0,−1.0,−0.5eV.
Repulsive potentials lead to the same total LDOS (with interchanged spin polar-
ization of the individual bound states).

〈niµ↑〉 =
∑
n

|uniµ|2f(En) (6.9)

〈niµ↓〉 =
∑
n

|vniµ|2(1−f(En))

∆µν
ij =

∑
αβ

Γβνµα(rij)
∑
n

uniαv
n∗
jβ f(En),

where
∑

n denotes summation over all eigenstates n. When calculating the LDOS,

Ni(ω) = − 1

π
=
∑
nµ

[ |uniµ|2

ω − En + iη
+

|vniµ|2

ω + En + iη

]
(6.10)

we use 20× 20 supercells to acquire spectral resolution of order ∼ 0.5 meV.
In the paramagnetic non-superconducting state, when U is nonzero but still

smaller than the critical value Uc2 to enter a bulk SDW phase, magnetic order may
be induced in the vicinity of the impurity as shown in Fig. 6.9(a). As seen from the
single-impurity phase diagram in Fig. 6.9(b), the impurity-induced magnetization
exists only in a finite wedge-shaped region in the U−Vimp phase space. The spin
order is only induced around very strong repulsive impurities and the nearest-
neighbor site exhibits the largest induced order. This kind of local order was
introduced in chapter 4, and was related to a rearrangement of the LDOS around
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Figure 6.9: (a,c) Real-space resolved impurity-induced (a) magnetic order and (c)
orbital order (nxz−nyz) near a repulsive point-like scatterer with Vimp = 8.0eV and
U = 0.865. (b) Single impurity phase diagram displaying the impurity induced
magnetization at the NN site (|mi∗+1|) versus U and Vimp.

the impurity. The wedge-shaped region in Fig. 6.9(b) simply reflects the area
where the LDOS enhancement at the NN sites is large enough to cross the mag-
netic instability. By contrast, attractive potentials are unable to support induced
magnetization because the LDOS enhancements are too weak for this particular
band structure. The induced short-ranged polarization is fully supported by su-
perconductivity, which does not modify the wedge-shaped region in Fig. 6.9(b)
and very weakly suppresses the amplitude of m(r). A more extensive study of
disorder-induced magnetic phases in superconducting systems will be presented
in section 6.3. The formation of local moments near nonmagnetic scatterers in
correlated hosts has been extensively discussed for cuprate SC.[51, 55]

Lastly we return to the topic of bound states and LDOS modulations near
disorder sites. The self-consistency and possibility of induced order should alter
the T-matrix results presented above. Specifically, the difference between the
self-consistent BdG and the (non-selfconsistent) T-matrix approach is the correct
spatial profile of ∆ij and the electron density ni near the impurity within BdG. In
addition, only BdG captures the impurity-induced local orbital order (nxz 6= nyz)
at neighboring sites as shown in Fig. 6.9(c). In Fig. 6.10(a) we show the LDOS
obtained within self-consistent BdG for the same parameters as in Fig. 6.7(i) and
with a sub-critical U = 0.84 < Uc1. Compared to Fig. 6.7(i) we note a striking
similarity to the non-selfconsistent T-matrix LDOS, which we find to be a general
property for all impurity potentials. This ceases to be true, however, when U > Uc1
causing local magnetic order. As seen from Fig. 6.10(b), the LDOS in the case of
induced order pushes essentially all the weight of the outer coherence peaks onto
the impurity bound states. This effect is also reflected in the real-space LDOS
maps of the bound state wave function shown in Fig. 6.10(c,d). Without induced
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Figure 6.10: Comparison of the LDOS near a nonmagnetic scatterer with Vimp =
8.0eV in the absence [(a),(c)] and presence [(b),(d)] of induced magnetic order.
(a) BdG LDOS versus energy on the impurity site (blue line), at the NN site (red
line) and the NNN site (green line) for U = 0.84eV < Uc1. (b) Same as (a) for
U = 0.865eV>Uc1. (c,d) Real-space LDOS maps at ω ∼ −3meV for the (a),(b)
cases.

order its spectral weight undergoes a π/4 rotation (from NNN to NN or opposite)
under ω → −ω (see Fig. 6.10(a)). In the presence of induced order however, most
of the spectral weight remains at the magnetic NN sites for all bound states.

6.2.3 Conclusions

In summary, we have calculated the LDOS near magnetic and nonmagnetic impu-
rities within a realistic five-band model which allows for disorder-induced order.
Future studies which combines the DFT-obtained local Wannier states near impu-
rity sites and the present BdG real-space approach constitute a natural next step
in the realistic modeling of disorder in FeSC, to provide a quantitative description
of the diverse real-space structures currently observed by STM. This method has
been recently successfully applied to the problem of geometric dimers near defects
in FeSe [141] and the Zn impurity problem on cuprate SC [142].

6.3 Correlation-driven disorder effects

The destruction of superconductivity by disorder is traditionally described by
Abrikosov-Gorkov (AG) theory, which however ceases to be valid when impurities
interfere and interactions become important. Here we study the effects of disorder
on multi-band unconventional superconductors in the presence of correlations, and
explore a completely different disorder paradigm dominated by strong deviations
from standard AG theory due to the generation of local bound states and coopera-
tive impurity behavior driven by interactions. Specifically we explain under which
circumstances magnetic disorder acts as a strong poison destroying superconduc-
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tivity at the sub-1% level, and when non-magnetic disorder, counter-intuitively,
boosts the superconducting state while concomitantly inducing an inhomogeneous
magnetic phase. Recent experimental studies of Fe-based superconductors (FeSC)
have discovered that such unconventional disorder behavior is indeed present in
those systems.

For the case of magnetic disorder, we find that correlations severely enhances
the inter-impurity RKKY exchange interactions by inducing non-local long-range
ordered magnetization that acts as an additional competitor to superconductivity.
This results in an aggressive Tc suppression rate where superconductivity can be
completely wiped out by sub-1% concentrations of magnetic impurity moments.
This mechanism explains the ”poisoning effect” discovered e.g. in Mn-doped 1111
pnictides where less than 0.3% Mn is enough to decrease Tc to zero, well beyond
standard AG behavior. By contrast, for the case of non-magnetic disorder we find
a highly robust superconducting state, in agreement with the earlier one-band
studies, but in the current multi-orbital case additional locally impurity-generated
bound states play an important role, and may even lead to an enhancement of Tc
compared to clean (disorder-free) systems. This resilience to non-magnetic disorder
is remarkable since, as we also show, clusters of impurities (dimers, trimers etc)
locally pin magnetic order eventually causing a quasi-long-range ordered magnetic
state with coexists with superconductivity. These latter results are in striking
agreement with e.g. Ru-doped 1111 FeSC. In conclusion, our studies therefore
reveal a highly segregated impurity response with very harmful (harmless) impact
on superconductivity for magnetic (non-magnetic) disorder in correlated multi-
band unconventional superconductors.

6.3.1 Model

The homogeneous superconducting system is modeled by the Hamiltonian (6.3),
which describes short-range Coulomb repulsions in multi-band SC systems. For
concreteness of the discussion below, we use a band structure H0 relevant to the
1111 compounds, with tight-binding parameters taken from [32]. This band struc-
ture was described in detail in section 2.2. The presence of the γ pocket at (π, π)
was found to depend on the pnictogen height [143], which is controlled by the
nearest-neighbor hopping parameter txy. Here, we use this result to model the dif-
ference between La-1111 (without the γ pocket) and Sm-1111 (with the γ pocket),
as illustrated in figure 6.11. In agreement with a general s± state in FeSC, we
include next-nearest neighbor intra-orbital pairing. Our results do not depend on
this particular choice, and we keep only the dominant terms for simplicity. An
extension to the full effective pairing Γβνµα(q), described in the previous section, is
straightforward. We take again a mean-field approach for the correlations and self-
consistently solve the BdG equations (6.7)-(6.9) in 30×30 lattices. In this section
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Figure 6.11: Fermi surface of (a) La-1111 and (b) Sm-1111. As the pnictogen
height decreases (Sm → La) the dxy (orange) γ pocket disappears from the Fermi
surface. The presence of this pocket is controlled by the nearest-neighbor dxy
hopping parameter, tLaxy = 1.25tSmxy .

the interaction parameters are referred to as u ≡ U/Uc, where Uc is the critical
interaction parameter for the spin density wave instability. Additionally, we set
U ′ = U − 2J , J = U/4 and J ′ = J as elsewhere in this thesis.

6.3.2 Magnetic disorder

We start the discussion in the uncorrelated (u = 0) superconducting phase. A set
of randomly distributed classical magnetic impurities is introduced in the La-1111
system [figure 6.11(a)] by the term

Hj0S0 =
∑
{i∗}µσ

σj0S0c
†
i∗µσci∗µσ. (6.11)

This time-reversal breaking perturbation locally suppresses the superconducting
order parameter ∆µ

i . The inclusion of several impurities leads to a spatially varying
deteriorated order parameter ∆µ

i , and lowers the transition temperature Tc at
which a non-zero solution of the gap equation exists. Eventually, for a sufficiently
high critical concentration of impurities superconductivity is destroyed at all sites
and Tc = 0. Fig. 6.12 shows the suppression of Tc as a function of magnetic
impurity concentration. The main result of this section is the considerably faster
Tc suppression when including short-range Coulomb interactions in the disordered
system as seen in Fig. 2.5.

In order to understand this outcome, let us start with the local effects due
to correlations around a single magnetic impurity. The exchange interaction
term (6.11) induces a polarization in the spin of the surrounding itinerant electrons
mµ

i =
∑

σ σniµσ, which enters the mean-field Hamiltonian (6.7) in the following
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Figure 6.12: Critical temperatures as a function of magnetic impurity
concentration. Point-like magnetic impurity moments are destructive for s±
superconductivity and the Tc suppression rate is strongly affected by electronic
correlations as seen by the two Tc curves at u = 0 and u = 0.97 (u ≡ U/Uc).
Correlations can strongly poison the superconducting state suppressing it entirely
(at all sites) after only 0.5% disorder as seen by the orange curve. Concomitantly
an inhomogeneous but volume-full magnetic phase appears similar to the experi-
mental finding of Mn-doped La-1111 shown in Fig. 6.3(a). The impurity strength
is j0S0 = 0.38 eV.

form

Hjs = −1

2

∑
iµσ

σ

(
Umµ

i + J
∑
ν 6=µ

mν
i

)
c†iµσciµσ. (6.12)

Note the Coulomb interaction is essential for this term to play any role. It is easy to
see that equation (6.12) arising from correlations has the same form as the impurity
term (6.11). We define an effective magnetic potential H̃j0S0 ≡ Hj0S0 + Hjs =∑

iµσ σSiµc
†
iµσciµσ, where

Siµ =

[
j0S0δii∗ −

1

2

(
Umµ

i + J
∑
ν 6=µ

mν
i

)]
≡ [j0S0δii∗ + jsiµ] (6.13)

represents the effective extended magnetic impurity. Thus, interactions not only
dress the bare magnetic impurity moment j0S0 but additionally induce a spin
polarization cloud of the itinerant electrons in the vicinity of the impurity mµ

i .
A cut of the induced magnetic potential jsiµ for a j0S0 = 0.38 eV impurity as
a function of the interaction parameter u = U/Uc is shown in Fig 6.13(a). As
seen, the size and amplitude of this magnetic puddle grows in a non-trivial way
with u, as the system gets closer to the magnetic instability. Note the amplitude
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Figure 6.13: Effect of correlations on the impurity response from mag-
netic disorder. The magnetic impurity moments polarize locally the spin density
leading to an extended magnetic puddle around each impurity site. As seen from
(a) the size and amplitude of the puddle magnetization depends on u. The mag-
netic puddle at u = 0.97 is shown in (b). (c) Likewise the superconducting order
parameter suppression locally also depends on u. The OP is plotted relative to its
value in the homogeneous system. (d) ∆i for u = 0 (blue), including only local
polarization (green) and the full induced polarization (orange). (e) Bare magnetic
potentials j0S0 and (f) effective extended potential jsi for u = 0.97. The corre-
lations strongly enhance the inter-puddle coupling by inducing a quasi-long-range
ordered magnetic phase in-between the disorder sites. All the fields are plotted for
the dxz orbital.



6.3 Correlation-driven disorder effects 106

is bounded by U = Uc and |mµ
i | 6 1. Its real space structure can be seen in

Fig. 6.13(b) for u = 0.97. It is largest at the impurity site, even exceeding the
bare potential j0S0, and changes sign on the nearest-neighbor sites. The amplitude
decays two orders of magnitude within three lattice spacings. Superconductivity
is affected by the additional competitor jsiµ, and as a result the local suppression
of its order parameter ∆i increases with u as shown in Fig. 6.13(c). Getting
close to a magnetic instability where correlations become important has therefore
conspicuous local effects on superconductivity. This enhanced local pair breaking
is not, however, the sole reason for the enhanced Tc suppression rate, which also
requires understanding to the cooperative effect of multiple impurity moments.

When multiple impurities are included, the correlations among their spins be-
come relevant, in particular as the system approaches the critical region u → uc.
The spin polarized clouds around the impurities overlap, and the lowest free en-
ergy of the system is obtained by a constructive interference yielding quasi-long-
range magnetic order. This effect was extensively studied in chapter 3. The
inter-impurity regions are thus spin polarized due to this enhanced RKKY-like
interaction between the impurities. Figs. 6.13(e) and 6.13(f) illustrate a case with
uncorrelated 0.55% bare j0S0 = 0.38 eV impurities and the induced jsi from the
cooperative effect due to interactions, respectively. In addition to the local effect
discussed above, the system clearly prefers to develop a finite magnetization jsi at
all sites from this cooperative multi-impurity RKKY effect. This quasi-long range
magnetic order is yet another competitor for superconductivity.

We show in Fig. 6.13(d) a disentangled plot of these two separate (local vs.
long-range) effects on the superconducting order parameter suppression. The blue
surface is the self-consistent solution of the gap equation ∆i of the u = 0 system
shown in Fig. 6.13(e). The superconducting order parameter is hardly affected by
the bare magnetic potentials, and this is reflected in the correspondingly low Tc
suppression of Fig. 6.12. When the system is driven towards the critical region with
u 6= 0, the bare potentials get locally dressed [Fig. 6.13(b)], and quasi-long-range
magnetic order sets in in between the disorder sites [Fig. 6.13(f)]. We consider
first the former effect by including only the on-site and nearest-neighbor effective
magnetic potentials. This is done by setting the induced polarization of the system
to zero at all sites m(r) = 0, except those close to the impurities (i∗ and nearest
neighbors). The green surface of Fig. 6.13(d) is the resulting substantially reduced
inhomogeneous ∆i solution of the gap equation due to the modified local poten-
tials by jsi. Now when the second effect, quasi-long-range magnetic order, is also
allowed by including the jsi induced by interactions at all sites, superconductivity
is completely wiped put, as illustrated by the ∆i = 0 orange surface in the same
figure. Hence, both the strong short range and the weaker long range induced mag-
netic orders exhibit comparable strength in suppressing superconductivity. Only
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Figure 6.14: Phase diagram of the optimally doped L-1111 compounds we hypoth-
esize from the Mn substituted experiments. [133, 134, 132] Here L =La, Nd and
Sm.

by incorporating both these two distinct correlation effects is it possible to under-
stand the aggressive sub-1 % Tc suppression rate shown in Fig. 6.12.

Kuroki et al. found that a reduction in the pnictogen height generally sup-
presses superconductivity by solving the Eliashberg equation using band struc-
tures based on virtual lattice structures. [143] In agreement with their results, we
find that for the same pairing constants, the homogeneous (disorder-free) critical
temperature Tc is a factor of two larger in the Sm-1111 system than in La-1111 sys-
tem shown in figures 6.11(b) and 6.11(a), respectively. In our case, this is directly
related to an increased DOS at the Fermi level due to the presence of the γ pocket.
Within our model we can thus locate the optimally doped L-1111 compounds in
a DOS versus correlation phase diagram illustrated in Fig 6.14. The higher DOS
results in a higher Tc and as u → 1 the system exhibits a more severe poisoning.
We use this picture together with figure 6.12 to answer the initial question: why
does it require an order of magnitude more magnetic Mn moments to suppress Tc
to zero in optimally doped Sm-1111?

6.3.3 Non-magnetic disorder

We now turn to the discussion of non-magnetic disorder, and remind the reader
about the set of puzzling experimental findings in Ru substituted L-1111 (L =La,
Nd, Sm) summarized in Fig. 6.4. In agreement with naive expectations of isovalent
(does not introduce carriers) disorder, it takes a large amount (60%) of Ru to
suppress Tc. Interestingly, however, a magnetic phase is induced at intermediate
values of Ru content x, centered roughly around x = 0.25, and existing only at a
finite span of ∆x of Ru concentrations. The magnetic phase is most pronounced
with largest ∆x and highest TN in SmFeAsO1−xFx and only marginally present
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Figure 6.15: Critical temperatures as a function of non-magnetic impu-
rity concentration. The superconducting critical temperature Tc (red squares)
depends only weakly on the disorder concentration. The black dashed curve shows
the critical T for the clean system T 0

c where only the band-widening effect has
been included. As seen there are regions of x where the bound state effect (see
main text) has even enhanced Tc for the disordered case as compared to the clean
system. This results in a change of dTc/dx. A bulk magnetic phase (green tri-
angles) is induced around the same x by the the non-magnetic disorder, and is
largely seeded by dimer-like structures as explained in Fig. 6.16.

in LaFeAsO1−xFx even though the latter system displays the poisoning effect and
therefore is more correlated as shown above. The appearance of magnetic order is
concomitant with a marked change of the derivative dTc/dx.

We model the random distribution of non-magnetic impurities as

HV =
∑
{i∗}µσ

Vµc
†
i∗µσci∗µσ. (6.14)

with a Vµ potential strength in orbital µ. Following first-principles calculations of
Ru, a weak potential Vµ = 0.03 eV is set on all orbitals [59]. Since a finite content
of Ru induces short-range spin order, we incorporate here some of the ideas that
were introduced in chapter 4 in the context of freezing of spin fluctuations. In
particular, the generation of sharp-resonant states around defects was shown to
be crucial. The weak single-potential from first-principles calculations does not
include these states, and thus we allow ourselves to tune the screening potential
of the gapped 3z2 − r2 orbital (V5). For V5 = 0.7 eV, the single-impurity does not
induce a resonant state at εF , but clusters of impurities (e.g. dimers and the like)
develop structures of sharp resonant states which have important consequences,
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as will be shown below. Besides the potential scattering part Vµ, first-principles
calculations show that the bandwidth of the electronic structure increases about
a factor of two with Ru content going from x = 0 to x = 1 (see Appendix E.1 for
band structure details). The band-widening effect is accounted for in our model
by introducing a renormalization of the hopping amplitudes tµνij → (1 + x)tµνij ,
where x is the concentration of impurities. We include impurity concentrations in
the range x ∈ (0, ..., 0.5) in the Sm-1111 system [figure 6.11(b)] with intermediate
correlations u = 0.7.

Our main results are summarized in figure 6.15, which includes an emerging
magnetic dome (Tm) centered at ∼ 20% impurity content, and a weakening super-
conducting state (Tc) with a recovery region concomitant with the appearance of
the magnetic phase at around 10%.

The key effect of non-magnetic impurities is illustrated in figure 6.16. The
positions of a random ensemble of 15% defects is shown in figure 6.16(a) (black
and red sites); the corresponding LDOS of the 3z2 − r2 orbital at the Fermi level
N5(r, ω = 0) in the normal state in figure 6.16(b). As seen, inhomogeneous struc-
tures of sharp resonant states have developed around the scatterers, where the
brightest sites in 6.16(b) can be linked to ’dimer-like’ structures highlighted in red
in 6.16(a). The red colored sites represent structures where a particular impurity
site has an occupied next-nearest neighbor site (nnn) and not more than one occu-
pied nearest neighbor site (nn). The most simple structure fulfilling this condition
is a pair of nnn impurities (dimer), and that is why we call these structures dimer-
like. The increased LDOS at the Fermi level has remarkable consequences as will
be discussed below:

1. A short-ranged magnetic dome Tm forms above a critical content x > xc.

2. Tc is enhanced by disorder around the same concentration.

We start with the magnetic response of the system and explicitly show in fig-
ure 6.16(d) the self-consistent real space structure of the spin density of the 3z2−r2

orbital m5
i = ni5↑−ni5↓. The rest of the orbitals are polarized in a similar way, but

with a much lower amplitude. The spin of the itinerant electrons appears polar-
ized in areas with the brightest dimer-like structures in figure 6.16(b). This agrees
with the local Stoner criteria presented in chapter 4. Namely, when the LDOS
enhancement and interaction u reach a threshold, the system is locally pushed
through the magnetic instability and develops a spontaneous magnetization. In
order to characterize this short-range magnetic phase we define a critical temper-
ature Tm, determined from the magnetic volume fraction υ of a field B(r) felt by
muons through dipolar interaction (Appendix E.2):

B(r) =
∑
i

mi

|ri|3
(6.15)
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Figure 6.16: Dimer-like structures and enhanced LDOS. 15% configuration
(a) Vµ positions, highlighted in red ‘dimer-like’ arrangements, (b) LDOS of the
gapped orbital N5(r, ω = 0), (c) B(r) (6.15) felt by muons with orange (blue)
larger (smaller) than 5mT, and (d) spin polarization m5(r). (e) Dimer density
(blue dots) as a function of disorder concentration x and the bandwidth effect
1/(1 + x) (orange circles) relevant for renormalization of interactions and pairing.
(f) Superconducting order parameter relative to its value in the clean system with
wider band ∆5(r)/∆0

5(r)

where ri is the distance between the muon site r and the moment position mi of the
itinerant electrons. The magnetic ordering temperature Tm in µSR experiments is
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extracted from the temperature evolution of the fraction of muons which detect a
local moment. Conventionally, this is called magnetic volume fraction. Tm is taken
as the temperature where the volume fraction is 50%, i.e. υ = 0.5. We characterize
our magnetic phase using the same criteria, which enables us to perform a more
direct comparison with the available experimental µSR data (figure 6.4). As an
example we show in figure 6.16(c) the field B(r) felt by muons from the magnetic
structure in figure 6.16(d). The color scale is set so that an amplitude bigger
(smaller) than 5mT is orange (blue). In this case, the 15% concentration exhibits
a nearly full volume fraction (υ ∼ 1), in agreement with experiments [136, 137].
The evolution of the magnetic critical temperature Tm as a function of impurity
concentration x for different configurations is shown in figure 6.15, existing only
for intermediate values of x, in agreement with experiments (figure 6.4(b)).

The dimer induced LDOS enhancement mechanism naturally explains the in-
crease of Tm starting at intermediate values of impurity concentration xc ∼ 10%.
As the concentration of disorder in the system increases, more dimer-like struc-
tures with high LDOS and subsequent local polarized areas develop, and at a
critical concentration xc the system acquires υ > 0.5 (as seen by muons) and a
non-zero Tm. The density of dimer-like structures in the system (as defined by the
red sites in figure 6.16(a)) as a function of disorder concentration x is plotted in
figure 6.16(e) (blue). It actually peaks at a larger concentration (∼ 40%) than the
magnetic dome does [fig 6.15]. This earlier decrease in Tm of the short-range spin
ordered phase is a consequence of the band-widening effect W → (1 + x)W intro-
duced by Ru disorder (Appendix E.1). Specifically, the interactions in the system
get renormalized, ũ ≡ u/(1+x), which results in effectively lower correlations, and
makes it harder to locally cross the magnetic instability as x increases. The renor-
malization factor 1/(1 + x) is plotted in the same figure (orange circles). Where
exactly the magnetic dome peaks is then a compromise between the two effects
introduced by the impurities: the enhanced LDOS around dimer-like structures
and the effective weakening of correlations via band widening.

The superconducting state is also affected by the impurities: i) the band widen-
ing, ii) the pair-breaking scattering effect in the sign changing s± state, and iii) the
LDOS enhancement are important effects to be considered. First of all, we find a
monotonic decrease in the critical temperature of the clean system (disorder-free)
due to the widening of the band. Just like it happens with interactions, the super-
conducting pairing is renormalized to lower values, Γ̃ ≡ Γ/(1+x), which leads to a
smooth decrease of the critical temperature of the clean system (T 0

c in figure 6.15).
Including a random ensemble of potentials Vµ results in a new critical temperature
evolution Tc as a function of x, consisting of three regions with deviations from
the T 0

c curve apparent in figure 6.15: 1) an initial sharper drop (Tc < T 0
c ) in the

0 < x < 10% range, 2) a subsequent recovery and enhancement (Tc > T 0
c ) in the
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10 < x < 40% initiated with a change of dTc(x)/dx, and finally 3) a complete
destruction (Tc = 0) beyond x ∼ 50% concentration.

The first region with the more severe drop is dominated by the (weak) pair-
breaking effect of non-magnetic impurities in the sign-changing s± state (Vµ = 0.03
eV). On the other hand, superconductivity can also benefit from the resonant state
structure around dimer-like arrangements [figure 6.16(b)]. In figure 6.16(f) the self-
consistent SC order parameter is shown relative to its value in the clean system
∆i5/∆

0
i5. Remarkably, its amplitude is enhanced by an order of magnitude in

resonant-state regions. The increased LDOS in these regions turn into a larger
effective local pairing Γ̃5(r) ∼ N5(r, ω = 0)Γ5. At some critical concentration,
the local enhanced pairing overcompensates the pair-breaking effect of the other
orbitals, the derivative dTc(x)/dx is changed, and the system enters the second
region, with an enhanced critical temperature Tc/T

0
c = 1.25. This enhancement is

somehow surprising, since, as we discussed earlier, these regions have locally pinned
magnetic order [figure 6.16(d)]. A careful analysis of the distribution of resonant
states in figure 6.16(b), and the profile of the magnetic and SC order parameters
in figures 6.16(d) and 6.16(f), shows that the system minimizes its free energy by
spin polarizing regions with the highest LDOS while simultaneously enhancing the
superconducting order parameter in the remaining areas with weaker amplitudes
of the resonant states. Finally, for higher disorder content [region (3)], the pair-
breaking effect of the other orbitals and the competition with magnetic order
overrule the ∆5(r) enhancement and superconductivity is completely destroyed.

In summary, we find that particular clusters of potentials generate sharp res-
onant state structures that lead to a short range magnetic order at intermediate
concentrations. The generation of this order, which coexists with superconductiv-
ity, is accompanied by a change in dTc/dx resulting from enormous enhancement
of the LDOS and SC order parameter of a particular eg orbital. This behavior is in
excellent agreement with the experimental results shown in figure 6.4. An inspec-
tion of this figure shows that the induced magnetic phase is more (less) extended
in the materials exhibiting the less (more) poisoning effect by Mn substitution.
We argued earlier that from the poisoning scenario, La-1111 is the most correlated
material [figure 6.14]; so why would it have a less extended short-range magnetic
phase? In principle, a higher u could facilitate to locally cross the magnetic in-
stability. Within the theory of impurity-induced order presented in chapter 4, a
possible explanation is a different screening of the d3z2−r2 orbital in Ru substituents
in systems with different pnictogen heights, i.e. a slightly different V5. This would
shift the bound-state structure away from the Fermi level, locally weakening the
Stoner condition. We have checked that potentials with V5 = 0.5 eV in the La-1111
system [figure 6.11(a)] with u = 0.97 results in a diminished magnetic dome.

The impurity-induced order found here provides also a candidate for the dis-
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tinct magnetic phases found recently in SC Co-doped BaFe2As2[138, 139] and
NaFeAs[140]. For example near optimally doped Ba(Fe1−xCox)2As2, µSR discov-
ered a disordered inhomogeneous magnetic phase which was not observable by
neutrons.[139] Within the present theoretical scenario, such a phase could be sta-
bilized by a multiple-Co dopant effect similar to the result shown in Fig. 6.16(d)
where local dopant clusters induce magnetic order but are, however, too weakly
coupled to neighboring clusters to be seen by neutron scattering.

6.3.4 Conclusion

In summary, we have developed a model of disorder in correlated multi-orbital
systems that naturally describe a large set of puzzling experimental data including:

1. The nearly immediate suppression of superconductivity (poisoning effect)
in La-1111 by Mn substitution and subsequent generation of a long-range
ordered magnetic phase.

2. A less severe poisoning effect (Tc suppression rate) by introduction of Mn for
other known 1111 materials.

3. The much slower Tc suppression rate and the creation of an impurity-induced
magnetic phase in 1111 materials upon substitution of Fe by Ru, but existing
only for intermediate values of Ru concentrations.

4. The fact that the Ru-induced magnetic phase is more (less) extended in
the materials exhibiting the less (more) significant poisoning effect by Mn
substitution.
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Figure 6.17: Tc enhancement by disorder in a super-lattice. (a) Super-
lattice of 9 impurities in a 30×30 system. (b) Superconducting order parameter
∆µ(r) for {1 = xz, 2 = yz, 3 = x2−y2, 4 = xy, 5 = 3z2− r2}. The full (empty) cir-
cles represent the super-lattice (clean) system. An average of the order parameter
is shown as a representative value. (c) Same in a smaller scale for the eg orbitals
where the resonant state and correspondingly the enhancement of ∆µ(r) is most
pronounced. The potential strength are V5 = 0.7 eV and zero for the rest of the
orbitals.

6.4 Outlook

The remarkable Tc enhancement found as a result of resonant state structures
around particular clusters of impurities deserves further study. These include for
example, the extent of the Tc/T

0
c rates one can get using different super-lattices of

impurities. Figure 6.17 shows the SC order parameters of the individual orbitals
in the homogeneous case (dashed lines) and a super-lattice of evenly spaced nine
impurities of V5-only character (full lines). As can be seen in the figure, for this
particular choice of parameters, the superconducting critical temperature Tc is
increased by a factor of 2.5. This is a consequence of the enormous increase of
the superconducting order parameter in the d3z2−r2 orbital, explicitly shown in
figure 6.17(c), arising from sharp resonant state formation in this orbital.

This poses the interesting open question of how to use ’appropriate disorder’
to engineer new systems with optimized superconducting properties, including an
enhanced Tc.



Appendix A

Mean-field model for competing
magnetic phases

A.1 Real space

The starting Hamiltonian consists of a five-orbital tight-binding band relevant to
the pnictides,

H0 =
∑
ij,µν,σ

tµνij ĉ
†
iµσ ĉjνσ − µ0

∑
iµσ

ĉ†iµσ ĉiµσ. (A.1)

The operators c†iµσ (ciµσ) create (annihilate) an electron at site i in orbital state µ
with spin σ, and µ0 is the chemical potential which adjusts the filling. The indices
µ and ν denote the five iron orbitals dxz, dyz, dxy, dx2−y2 , and dz2 . Here, x refers
to a filling of 〈n〉 = nopt−x where nopt = 5.91 is the optimal doping for magnetism
for this band. Thus x = −0.09 corresponds to the undoped case with 〈n〉 = 6.0.

The interacting part of the Hamiltonian is described by the multi-orbital onsite
Hubbard model

Hint = U
∑
iµ

n̂iµ↑n̂iµ↓ + U ′
∑

i,µ<ν,σ

n̂iµσn̂iνσ + (U ′ − J)
∑

i,µ<ν,σ

n̂iµσn̂iνσ (A.2)

+ J
∑

i,µ<ν,σ

ĉ†iµσ ĉ
†
iνσ ĉiµσ ĉiνσ + J ′

∑
i,µ<ν,σ

ĉ†iµσ ĉ
†
iµσ ĉiνσ ĉiνσ,

with U ′ = U − 2J , J ′ = J , and J = U/4.
We mean-field decouple Eq. (A.2) for all fields 〈ĉ†iµσ ĉjνσ′〉 which leads to the

following mean-field Hamiltonian

HMF =
∑
ijµν

(
ĉ†iµ↑ ĉ†iµ↓

)(ϕµνij↑ ωµνii↑
ωµνii↓ ϕµνij↓

)(
ĉjν↑
ĉjν↓

)
, (A.3)
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where

ϕµνijσ = tµνij + δµν [−µ0 + U〈n̂iµσ〉+ U ′〈n̂iνσ〉+ (U ′ − J)〈n̂iνσ〉] (A.4)

− δ̄µν [(U ′ − J)〈ĉ†iνσ ĉiµσ〉+ J〈ĉ†iνσ ĉiµσ〉+ J ′〈ĉ†iµσ ĉiνσ〉],
ωµνiiσ = δµν [−U〈ĉ†iµσ ĉiµσ〉 − J〈ĉ

†
iνσ ĉiνσ〉]− δ̄µν [U ′〈ĉ

†
iνσ ĉiµσ〉+ J ′〈ĉ†iµσ ĉiνσ〉]. (A.5)

with δ̄µν = 1 − δµν . Eq. (A.3) is diagonalized by a unitary transformation ĉiµ↑ =∑
n u

n
iµγ̂n and ĉiµ↓ =

∑
n ū

n
iµγ̂n and the following unrestricted fields are obtained

self-consistently

〈ĉ†iµ↑ĉjν↑〉 =
∑
n

un∗iµu
n
jνf(En), (A.6)

〈ĉ†iµ↓ĉjν↓〉 =
∑
n

ūn∗iµ ū
n
jνf(En), (A.7)

〈ĉ†iµ↑ĉiν↓〉 =
∑
n

un∗iµ ū
n
iνf(En), (A.8)

〈ĉ†iµ↓ĉiν↑〉 =
∑
n

ūn∗iµu
n
iνf(En), (A.9)

for all sites i, j and orbital combinations µ, ν. Here En denote the eigenvalues,
and f is the Fermi function. From these fields we obtain the spin and charge
configurations of the final solution in real space

Mx(r) =
∑
µ

(
〈ĉ†iµ↑ĉiµ↓〉+ 〈ĉ†iµ↓ĉiµ↑〉

)
, (A.10)

M z(r) =
∑
µ

(
〈ĉ†iµ↑ĉiµ↑〉 − 〈ĉ

†
iµ↓ĉiµ↓〉

)
, (A.11)

n(r) =
∑
µ

(
〈ĉ†iµ↑ĉiµ↑〉+ 〈ĉ†iµ↓ĉiµ↓〉

)
. (A.12)

A.2 Momentum space

In order to readily study the electronic properties we also solve the above model in
momentum space with the mean-fields 〈ĉ†µσ(k)ĉνσ′(k + ql)〉, where ql = {0, Q1, Q2,
Q1 +Q2} ≡ {q0, q1, q2, q3}. The mean-field Hamiltonian in momentum space takes
the following form
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′∑
kµ6=νσ

Ψ†



ξµν(k) Wµν
1 Wµν

2 Nµν
3 Ñµν

0 W̃µν
1 W̃µν

2 Ñµν
3

+Nµν
0

ξµν(k+q1) Nµν
3 Wµν

2 W̃µν
1 Ñµν

0 Ñµν
3 W̃µν

2

+Nµν
0

ξµν(k+q2) Wµν
1 W̃µν

2 Ñµν
3 Ñµν

0 W̃µν
1

+Nµν
0

ξµν(k+q3) Ñµν
3 W̃µν

2 W̃µν
1 Ñµν

0

+Nµν
0

ξµν(k) −Wµν
1 −Wµν

2 Nµν
3

+Nµν
0

ξµν(k+q1) Nµν
3 −Wµν

2

+Nµν
0

H.c. ξµν(k+q2) −Wµν
1

+Nµν
0

ξµν(k+q3)

+Nµν
0



Ψ,

where

Ψ† = ( ĉ†µ↑(k) ĉ†µ↑(k+q1) ĉ†µ↑(k+q2) ĉ†µ↑(k+q3) ĉ†µ↓(k) ĉ†µ↓(k+q1) ĉ†µ↓(k+q2) ĉ†µ↓(k+q3) ) , (A.13)

and the summation
∑′

k is done in the reduced Brillouin zone −π/2 < kx, ky < π/2.
The entries below the main diagonal were not included for clarity but are obtained
by the transpose conjugate of the upper triangular matrix. All entries of the
mean-field Hamiltonian are defined below

ξµν(k + ql) = εµν(k + ql)− µ0δµν , (A.14)

Nµν
0 = δµν [Unµ0 + (2U ′ − J)nν0] + δ̄µν [(−U ′ + 2J)nνµ0 + J ′nµν0 ] , (A.15)

W µν
l = δµν [−UMµ

l − JM
ν
l ]− δ̄µν [U ′Mνµ

l + J ′Mµν
l ] , (A.16)

Nµν
3 = δµν [Unµ3 + (2U ′ − J)nν3] + δ̄µν [(−U ′ + 2J)nνµ3 + J ′nµν3 ] , (A.17)

Ñµν
0 = δµν [−Uñµ0 − Jñν0]− δ̄µν [U ′ñνµ0 + J ′ñµν0 ], (A.18)

W̃ µν
l = δµν

[
−UM̃µ

l − JM̃
ν
l

]
− δ̄µν [U ′M̃νµ

l + J ′M̃µν
l ], (A.19)

Ñµν
3 = δµν [−Uñµ3 − Jñν3]− δ̄µν [U ′ñνµ3 + J ′ñµν3 ]. (A.20)

Using the unitary transformation ĉµ↑(k + ql) =
∑

n u
n
lµ(k)γn and ĉµ↓(k + ql) =∑

n ū
n
lµ(k)γn (where l = 0, 1, 2, 3) the mean-fields are then self-consistently ob-

tained from the relations

nµν0 =
∑
kσ

〈ĉ†µσ(k)ĉνσ(k)〉 =
′∑
kn

3∑
l=0

[
un∗lµ (k)unlν(k) + ūn∗lµ (k)ūnlν(k)

]
fn,

nµν3 =
∑
kσ

〈ĉ†µσ(k)ĉνσ(k + q3)〉 =
′∑
kn

{∑
l=1,4

[
un∗lµ (k)unl̄ν(k) + ūn∗lµ (k)ūnl̄ν(k)

]



A.3 Orbitally resolved order parameters 118

+
∑
l=2,3

[
un∗lµ (k)unl̄ν(k) + ūn∗lµ (k)ūnl̄ν(k)

]}
fn,

Mµν
1 =

∑
kσ

σ〈ĉ†µσ(k)ĉνσ(k + q1)〉 =
′∑
kn

{∑
l=1,2

[
un∗lµ (k)unl̄ν(k)− ūn∗lµ (k)ūnl̄ν(k)

]
+
∑
l=3,4

[
un∗lµ (k)unl̄ν(k)− ūn∗lµ (k)ūnl̄ν(k)

]}
fn,

Mµν
2 =

∑
kσ

σ〈ĉ†µσ(k)ĉνσ(k + q2)〉 =
′∑
kn

{∑
l=1,3

[
un∗lµ (k)unl̄ν(k)− ūn∗lµ (k)ūnl̄ν(k)

]
+
∑
l=2,4

[
un∗lµ (k)unl̄ν(k)− ūn∗lµ (k)ūnl̄ν(k)

]}
fn,

ñµν0 =
∑
kσ

σ〈ĉ†µσ̄(k)ĉνσ(k)〉 =
′∑
kn

3∑
l=0

[
ūn∗lµ (k)unlν(k)− un∗lµ (k)ūnlν(k)

]
fn,

ñµν3 =
∑
kσ

σ〈ĉ†µσ̄(k)ĉνσ(k + q3)〉 =
′∑
kn

{∑
l=1,4

[
ūn∗lµ (k)unl̄ν(k)− ūn∗lµ (k)unl̄ν(k)

]
+
∑
l=2,3

[
ūn∗lµ (k)unl̄ν(k) + un∗lµ (k)ūnl̄ν(k)

]}
fn,

M̃µν
1 =

∑
kσ

〈ĉ†µσ̄(k)ĉνσ(k + q1)〉 =
′∑
kn

{∑
l=1,2

[
ūn∗lµ (k)unl̄ν(k) + un∗lµ (k)ūnl̄ν(k)

]
+
∑
l=3,4

[
ūn∗lµ (k)unl̄ν(k) + un∗lµ (k)ūnl̄ν(k)

]}
fn,

M̃µν
2 =

∑
kσ

〈ĉ†µσ̄(k)ĉνσ(k + q2)〉 =
′∑
kn

{∑
l=1,3

[
ūn∗lµ (k)unl̄ν(k) + un∗lµ (k)ūnl̄ν(k)

]
+
∑
l=2,4

[
ūn∗lµ (k)unl̄ν(k) + un∗lµ (k)ūnl̄ν(k)

]}
fn,

where the abbreviation fn ≡ f(En(k)) has been used.
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Figure A.1: Orbitally resolved (a) magnetic OPs for dxz, dyz and dxy, and (b)
charge OPs for dxz and dyz as a function of temperature for x = −0.09.
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Figure A.2: Orbitally resolved (a) magnetic OPs for dxz, dyz and dxy, (b) charge
OPs for dxz and dyz, and (c) (π, π) charge OPs for all orbitals as a function of
temperature for x = 0.02.

A.3 Orbitally resolved order parameters

The Figs. A.1 and A.2 show the orbital content of the magnetic and charge order
parameters versus T corresponding to the results presented in Fig. 2 of the main
text. The largest magnetic order parameter (OP) components Mµ

l correspond to
the best nested orbitals, dxz/dyz for x = −0.09 in Fig. A.1(a), and dxy for the
higher filling of x = 0.02 in Fig. A.2(a) where the γ − βi nesting has improved.
The remaining orbital components are not shown for presentational simplicity.
The ferro-orbital order (nxz0 > nyz0 ) can be seen across the PM-MS transition in
Figs. A.1(b) and A.2(b), and it collapses upon formation of both SVC and CSDW
order. In addition, a small q3 ≡ Q1 + Q2 = (π, π) charge order develops as soon
as M2 > 0 in the CSDW phase. Figure A.2(c) shows the orbital character of this
charge order, and the dominant contributions arise from the dxz and dyz orbitals.



Appendix B

Elastic scattering rate

We give a detailed derivation of the momentum dependent effective impurity po-
tential V̂ impσσ′ (kα,k

′β) ≡ 〈k′βσ′|V imp|kασ〉 which is part of the scattering rate (5.4).
Here α and β are the band index and from now we only consider non-spin flip pro-
cesses σ′ = σ. The full Hamiltonian can be written as

H = H̃0 +Himp (B.1)

where H̃0 = H0 + Hint + Hoo is the tight-binding band with the static ferro-
orbital order and the Hartree-Fock mean-fields, i.e. the impurity free system under
uniaxial stress. The matrix elements we are after are then

〈k′βσ|V imp|kασ〉 = 〈k′βσ|H − H̃0|kασ〉 = 〈k′βσ|H|kασ〉 − εkαδkk′δαβ. (B.2)

Here the last term contains the band energies εkα of the unperturbed system H̃0.
The first term is calculated as

〈k′βσ|H|kασ〉 =
∑
mn

〈k′βσ|mσ〉〈mσ|H|nσ〉〈nσ|kασ〉 (B.3)

=
∑
n

〈k′βσ|nσ〉〈nσ|kσ〉Enσ

=
∑
n

∑
ijµν

〈k′βσ|rjνσ〉〈rjνσ|nσ〉〈nσ|riµσ〉〈riµσ|kασ〉Enσ

=
1

N

∑
n

∑
ijµν

aβk′νe
−ik′rjun∗jνσu

n
iµσa

α∗
kµe

ikriEnσ

Here |nσ〉 are the eigenstates of the full Hamiltonian H associated to the eigenen-
ergy Enσ, which in real space representation become uniµσ (so Huniµσ = Enσu

n
iµσ).

Note we have used twice the complete set |riµσ〉 which includes both site and
orbital information. We also used in the last step 〈riµσ|kασ〉 = 1√

N
aα∗kµe

ikri , where
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aαkµ are the band to orbital transformation elements in k space (H̃0a
α
kµ = εkαa

α
kµ).

By doing the real space and n sums the expression becomes

〈k′βσ|H|kασ〉 =
∑
µν

aα∗kµω
µν
kk′a

β
k′ν (B.4)

where ωαβkk′ = 1
N

∑
n

∑
ij u

n∗
jνσu

n
iµσEnσe

−ik′rjeikri .



Appendix C

Band structure for LiFeAs

The explicit form of the tight-binding Hamiltonian

H0 =
∑
k,µν,σ

ξµν(k)c†kµσckνσ (C.1)

is listed in equation (C.2). The indices µ and ν run through 1 to 5 corresponding
to the Fe orbitals d3z2−r2 , dyz, dxz, dxy, and dx2−y2 . The hopping parameters and
on-site energies are given in tables C.1 and C.2. For our 2D real space lattice we
the take the kz = 0 cut, and the resulting band structure and Fermi surface are
shown in figure 6.5.

ξ11(k) = −2t11
x cos kx − 2t11

y cos ky + 2t11
xx cos 2kx + 2t11

yy cos 2ky (C.2)

+ 4t11
xy cos kx cos ky − 4t11

xz cos kx cos kz − 4t11
yz cos ky cos kz

+ 8t11
xyz cos kx cos ky cos kz + 2t11

z cos kz + 2t11
zz cos 2kz

+ 4t11
xxyy cos 2kx cos 2ky + ε1

ξ22(k) = −2t22
x cos kx − 2t22

y cos ky + 2t22
z cos kz + 4t22

xy cos kx cos ky

+ 2t22
xx cos 2kx + 2t22

yy cos 2ky − 4t22
xxy cos 2kx cos ky − 4t22

xyy cos kx cos 2ky

+ 4t22
xxyy cos 2kx cos 2ky − 4t22

xz cos kx cos kz

+ 4t22
yyz cos 2ky cos kz − 8t22

xxyz cos 2kx cos ky cos kz + 4t22
xxz cos 2kx cos kz

− 8t22
xyyz cos kx cos 2ky cos kz + 8t22

xyz cos kx cos ky cos kz + ε2

ξ33(k) = −2t33
x cos kx − 2t33

y cos ky + 2t33
z cos kz + 4t33

xy cos kx cos ky + 2t33
xx cos 2kx

+ 2t33
yy cos 2ky − 4t33

xxy cos 2kx cos ky − 4t33
xyy cos kx cos 2ky

+ 4t33
xxyy cos 2kx cos 2ky + 4t33

yyz cos 2ky cos kz − 8t33
xxyz cos 2kx cos ky cos kz

+ 4t33
xxz cos 2kx cos kz − 4t33

xz cos kx cos kz − 8t33
xyyz cos kx cos 2ky cos kz

122
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+ 8t33
xyz cos kx cos ky cos kz + ε3

ξ44(k) = 2t44
z cos kz + 4t44

xy cos kx cos ky − 4t44
xz cos kx cos kz − 4t44

yz cos ky cos kz

− 4t44
xxy cos 2kx cos ky − 4t44

xyy cos kx cos 2ky + 4t44
xxz cos 2kx cos kz

+ 4t44
yyz cos kz cos 2ky + 8t44

xyz cos kx cos ky cos kz + 4t44
xxyy cos 2kx cos 2ky

− 8t44
xxyz cos 2kx cos ky cos kz − 8t44

xyyz cos kx cos 2ky cos kz

+ 8t44
xxyyz cos 2kx cos 2ky cos kz + ε4

ξ55(k) = −2t55
x cos kx − 2t55

y cos ky + 2t55
z cos kz + 2t55

xx cos 2kx + 2t55
yy cos 2ky

+ 4t55
xy cos kx cos ky + 4t55

xxyy cos 2kx cos 2ky + 4t55
xxz cos 2kx cos kz

+ 4t55
yyz cos 2ky cos kz + 8t55

xyz cos kx cos ky cos kz − 4t55
xz cos kx cos kz

− 4t55
yz cos ky cos kz + ε5

ξ12(k) = −2it12
x sin kx + 2it12

xx sin 2kx + 4it12
xy sin kx cos ky − 4it12

xyy sin kx cos 2ky

− 4it12
xxy sin 2kx cos ky − 4it12

xz sin kx cos kz + 4it12
xxyy sin 2kx cos 2ky

+ 8it12
xyz sin kx cos ky cos kz + 4it12

xxz sin 2kx cos kz

ξ13(k) = −2it13
y sin ky + 2it13

yy sin 2ky + 4it13
xy sin ky cos kx − 4it13

yz sin ky cos kz

− 4it13
xxy cos 2kx sin ky − 4it13

xyy cos kx sin 2ky + 4it13
xxyy sin 2ky cos 2kx

+ 8it13
xyz cos kx sin ky cos kz + 4it13

yyz sin 2ky cos kz

ξ14(k) = −4t14
xy sin kx sin ky − 4t14

xxyy sin 2kx sin 2ky − 8t14
xyz sin kx sin ky cos kz

+ 8t14
xxyz sin 2kx sin ky cos kz + 8t14

xyyz sin kx sin 2ky cos kz

ξ15(k) = −2t15
x cos kx − 2t15

y cos ky + 2t15
xx cos 2kx + 2t15

yy cos 2ky

− 4t15
xxy cos 2kx cos ky − 4t15

xyy cos kx cos 2ky − 4t15
xz cos kx cos kz

− 4t15
yz cos ky cos kz + 4t15

xxz cos 2kx cos kz + 4t15
yyz cos 2ky cos kz

ξ23(k) = −4t23
xy sin kx sin ky − 4t23

xxyy sin 2kx sin 2ky + 4t23
xxy sin 2kx sin ky

+ 4t23
xyy sin kx sin 2ky

ξ24(k) = −2it24
y sin ky + 2it24

yy sin 2ky + 4it24
xy sin ky cos kx

− 8it24
xxyz cos 2kx sin ky cos kz − 4it24

xxy cos 2kx sin ky − 4it24
xyy cos kx sin 2ky

+ 4it24
xxyy sin 2ky cos 2kx + 8it24

xyz cos kx sin ky cos kz − 4it24
yz sin ky cos kz

ξ25(k) = −2it25
x sin kx + 2it25

xx sin 2kx + 4it25
xy sin kx cos ky − 4it25

xyy sin kx cos 2ky

− 4it25
xxy cos ky sin 2kx + 4it25

xxz cos kz sin 2kx − 4it25
xz cos kz sin kx

ξ34(k) = −2it34
x sin kx + 2it34

xx sin 2kx + 4it34
xy sin kx cos ky

− 8it34
xyyz sin kx cos 2ky cos kz − 4it34

xxy sin 2kx cos ky − 4it34
xyy sin kx cos 2ky

+ 4it34
xxyy sin 2kx cos 2ky + 8it34

xyz sin kx cos ky cos kz − 4it34
xz sin kx cos kz

ξ35(k) = −2it35
y sin ky + 2it35

yy sin 2ky + 4it35
xy sin ky cos kx − 4it35

xxy cos 2kx sin ky
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− 4it35
xyy sin 2ky cos kx + 4it35

yyz sin 2ky cos kz − 4it35
yz sin ky cos kz

ξ45(k) = 4t45
xxy sin 2kx sin ky + 4t45

xyy sin kx sin 2ky

+ 8t45
xxyz sin 2kx sin ky cos kz + 8t45

xyyz sin kx sin 2ky cos kz

Table C.1: Hopping parameters on the XY plane

tµνi i = x i = y i = xy i = xx i = yy i = xxy i = xyy i = xxyy εµ
µν = 11 -0.024 -0.024 -0.040 -0.010 -0.010 -0.015 -0.43
µν = 22 0.38 0.051 0.26 -0.075 0.0137 -0.022 0.045 0.038 0.0088
µν = 33 0.051 0.38 0.26 0.014 -0.075 0.045 -0.022 0.038 0.0088
µν = 44 0.076 0.029 0.029 -0.034 -0.13
µν = 55 -0.40 -0.40 -0.032 -0.049 -0.049 0.021 -0.40
µν = 12 -0.17 -0.13 0.013 0.012 0.013 -0.020
µν = 13 -0.17 -0.13 0.013 0.013 0.012 -0.020
µν = 14 0.078 -0.015
µν = 15 -0.34 0.34 0.032 -0.032 -0.010 0.010
µν = 23 0.11 0.030 0.030 0.048
µν = 24 -0.28 0.087 0.011 -0.015 -0.015 -0.0090
µν = 25 0.40 0.10 -0.0061 0.016 -0.032
µν = 34 -0.28 0.087 0.011 -0.015 -0.015 -0.0090
µν = 35 -0.40 -0.10 0.0061 0.032 -0.016
µν = 45 0.018 -0.018

Table C.2: Hopping parameters out of the XY plane

tµνi i = z i = xz i = yz i = zz i = xyz i = xxz i = yyz i = xxyz i = xyyz

µν = 11 -0.056 -0.0306 -0.0306 0.0041 -0.013
µν = 22 0.0078 0.035 0.0096 0.025 -0.010 0.014 -0.0058
µν = 33 0.0078 0.035 0.0096 -0.010 0.025 -0.0058 0.014
µν = 44 0.055 -0.049 -0.049 0.036 0.031 0.031 -0.014 -0.014
µν = 55 -0.037 0.0079 0.0078 0.016 -0.010 -0.010
µν = 12 0.030 0.015 0.0066
µν = 13 0.030 0.015 0.0066
µν = 14 -0.013 -0.0081 -0.0081
µν = 15 0.016 -0.016 0.0080 -0.0080
µν = 23
µν = 24 0.0077 -0.0075 -0.012
µν = 25 -0.010 0.016
µν = 34 0.0077 -0.0075 -0.012
µν = 35 0.010 -0.016
µν = 45 0.0094 -0.0094



Appendix D

Self-consistent BdG equations
with superconductivity

D.1 BdG equations

Let us start with the Hamiltonian

H = H0 +Hint +HBCS +Himp, (D.1)

which describes a SC system with interactions and disorder. We first mean-field
decouple the interactions in the density channel,

HMF
int =

∑
i,µ6=ν,σ

[U〈n̂iµσ〉+ U ′〈n̂iνσ〉+ (U ′ − J)〈n̂iνσ〉]ĉ†iµσ ĉiµσ (D.2)

and bring the Hamiltonian to a quadratic form.
The first step to get the BdG equations is to compute the commutators

[HMF , ĉiµσ]. We will do this in two differing ways. In the first way, we split the
mean field Hamiltonian up and find the commutator of each piece. The kinetic
energy term,

[H0, ĉiµσ] =
∑
klabσ′

tabkl [ĉ
†
kaσ′ ĉlbσ′ , ĉiµσ] (D.3)

= −
∑
klabσ′

tabkl{ĉ
†
kaσ′ , ĉiµσ}ĉlbσ′

= −
∑
jν

tµνij ĉjνσ.

The Hartree-Fock interacting term,

[HMF
int , ĉiµσ] =

∑
ka6=bσ′

(Unkaσ′ + U ′nkbσ′ + (U ′ − J)nkbσ′)[ĉ
†
kaσ′ ĉkaσ′ , ĉiµσ] (D.4)
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= −
∑
ka6=bσ′

(Unkaσ′ + U ′nkbσ′ + (U ′ − J)nkbσ′){ĉ†kaσ′ , ĉiµσ}ĉkaσ′

= −
∑
µ6=ν

(Uniµσ + U ′niνσ + (U ′ − J)niνσ)ĉiµσ.

The superconducting term,

[HBCS, ĉiµσ] = −
∑
kl

∑
pt

∆pt
kl[ĉ
†
kp↑ĉ

†
lt↓, ĉiµσ] (D.5)

= −
∑
kl

∑
pt

∆pt
kl({ĉ

†
lt↓, ĉiµσ}ĉ

†
kp↑ − {ĉ

†
kp↑, ĉiµσ}ĉ

†
lt↓)

= −
∑
kp

∆pµ
ki ĉ
†
kp↑δσ↓ +

∑
lt

∆µt
il ĉ
†
lt↓δσ↑

= −
∑
jν

∆νµ
ji ĉ
†
jν↑δσ↓ +

∑
jν

∆µν
ij ĉ
†
jν↓δσ↑.

where ∆µν
ij =

∑
qs Γµqsν(r)〈ĉjs↓ĉiq↑〉. Finally the impurity term,

[Himp, ĉiµσ] =
∑
i∗aσ′

Vimp[ĉ
†
i∗aσ′ ĉi∗aσ′ , ĉiµσ] (D.6)

= Vimpĉiµσδii∗.

We turn now to the second method, were we use the spin-generalized Bogoli-
ubov transformation,

ĉiµσ =
∑
n

(uniµσγ̂nσ + vn∗iµσγ̂
†
nσ), (D.7)

ĉ†iµσ =
∑
n

(u∗niµσγ̂
†
nσ + vniµσγ̂nσ).

Here, n is the index of the new eigenstates and eigenvalues. The diagonalized
Hamiltonian is H = GS +

∑
nσ Enσγ̂

†
nσγ̂nσ and hence it runs only for those n

states with the associated eigenvalue Enσ > 0. With this transformation we use
the commutators

[HMF , γ̂nσ] = −Enσγ̂nσ, (D.8)

[HMF , γ̂†nσ] = Enσγ̂
†
nσ,

to compute the commutators using the second method:

[HMF , ĉiµ↑] =
∑
n

(−En↑uniµ↑γ̂n↑ + En↓v
n∗
iµ↑γ̂

†
n↓), (D.9)
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[HMF , ĉiµ↓] =
∑
n

(En↑v
n∗
iµ↓γ̂

†
n↑ − En↓u

n
iµ↓γ̂n↓).

We now have two equivalent ways of expressing the commutators. By equating the
coefficients of the γ̂ operators, we arrive to the Bogoliubov-de Gennes equations:

−En↑uiµ↑ = −
∑
jν

tµνij u
n
jν↑ −

∑
µ6=ν

[−µ0 + δii∗Vimp + Uniµ↓ + U ′niν↓+ (D.10)

+ (U ′ − J)niν↑]u
n
iµ↑ +

∑
jν

∆µν
ij v

n
jν↓,

En↑v
n∗
iµ↓ = −

∑
jν

tµνij v
n∗
jν↓ −

∑
µ 6=ν

(−µ0 + δii∗Vimp + Uniµ↑ + U ′niν↑+ (D.11)

+ (U ′ − J)niν↓)v
n∗
iµ↓ −

∑
jν

∆νµ
ji u

n∗
jν↑,

En↓v
n∗
iµ↑ = −

∑
jν

tµνij v
n∗
jν↑ −

∑
µ 6=ν

(−µ0 + δii∗Vimp + Uniµ↓ + U ′niν↓+ (D.12)

+ (U ′ − J)niν↑)v
n∗
iµ↑ +

∑
jν

∆µν
ij u

n∗
jν↓,

−En↓uiµ↓ = −
∑
jν

tµνij u
n
jν↓ −

∑
µ6=ν

(−µ0 + δii∗Vimp + Uniµ↑ + U ′niν↑+ (D.13)

+ (U ′ − J)niν↓)u
n
iµ↓ −

∑
jν

∆νµ
ji v

n
jν↑,

Upon a little manipulation we can write these equations in matrix form:(
ξ̂↑ ∆̂µν

ij

∆̂νµ∗
ji −ξ̂∗↓

)(
un↑
vn↓

)
= En↑

(
un↑
vn↓

)
, (D.14)

and (
ξ̂↓ −∆̂νµ

ji

−∆̂µν∗
ij −ξ̂∗↑

)(
un↓
vn↑

)
= En↓

(
un↓
vn↑

)
. (D.15)

Here the matrix operators are defined as:

ξ̂σuiµ =
∑
jν

tµνij ujν +
∑
µ6=ν

(−µ0 + Vimpδii∗ + Uniµσ + U ′niνσ + (U ′ − J)niνσ)uiµ,

(D.16)
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∆̂µν
ij uiµ = −

∑
jν

∆µν
ij ujν .

By applying to equations (D.14) the transformation un↑
vn↓
En↑

→
 vn∗↑

un∗↓
−En↓

 (D.17)

one obtains equations (D.15). Since we are only concerned with eigenvectors cor-
responding to positive eigenvalues and the previous symmetry holds, the diagonal-
ization of a single Hermitian matrix is necessary:(

ξ̂↑ ∆̂ij

∆̂∗ji −ξ̂∗↓

)(
un

vn

)
= En

(
un

vn

)
(D.18)

and account for all states.

D.2 Self-consistent fields

We can now express the self-consistent parameters of our mean field Hamiltonian
in terms of the eigenvectors and eigenvalues:

niµ↑ = 〈ĉ†iµ↑ĉiµ↑〉 =
∑
n

|uniµ↑|2〈γ̂
†
n↑γ̂n↑〉+

∑
n

|vniµ↑|2〈γ̂n↓γ̂
†
n↓〉 (D.19)

=
∑
n

|uniµ↑|2f(En↑) +
∑
n

|vniµ↑|2f(−En↓)

=
∑

n,En↑>0

|uniµ↑|2f(En↑) +
∑

n,En↑<0

|uniµ↑|2f(En↑)

=
∑
l

|uliµ|2f(El)

where
∑

n sums only for those n values which have positive (or negative when
specified) eigenvalues, Enσ > 0, and

∑
l sums for all states with positive and neg-

ative eigenvalues. The symmetry (D.17) has been used. A very similar calculation
gives for the spin down density,

niµ↓ = 〈ĉ†iµ↓ĉiµ↓〉 =
∑
n

|uniµ↓|2〈γ̂
†
n↓γ̂n↓〉+

∑
n

|vniµ↓|2〈γ̂n↑γ̂
†
n↑〉 (D.20)

=
∑
n

|uniµ↓|2f(En↓) +
∑
n

|vniµ↓|2f(−En↑)
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=
∑

n,En↑<0

|vniµ↓|2f(−En↑) +
∑

n,En↑>0

|vniµ↓|2f(−En↑)

=
∑
l

|vliµ|2(1− f(El))

The superconducting field:

∆µν
ij =

∑
qs

Γµqsν(r)〈ĉjs↓ĉiq↑〉 (D.21)

=
∑
qs

Γµqsν(r)[
∑
n

unjs↓v
n∗
iq↑〈γ̂n↓γ̂

†
n↓〉+

∑
n

vn∗js↓u
n
iq↑〈γ̂

†
n↑γ̂n↑〉]

=
∑
qs

Γµqsν(r)[
∑

n,En↑<0

vn∗js↓u
n
iq↑f(En↑) +

∑
n,En↑>0

vn∗js↓u
n
iq↑f(En↑)]

=
∑
qs

Γµqsν(r)
∑
l

vl∗jsu
l
iqf(El).

D.3 Local density of states

The spin resolved LDOS in the superconducting system:

Niσ(ω) = − 1

π
=
∑
nµ

[
|uniµσ|2

ω − Enσ + iη
+

|vniµσ|2

ω + Enσ + iη
] (D.22)

So that the spin-up part is given by,

Ni↑(ω) = − 1

π
=
∑
nµ

[
|uniµ↑|2

ω − En↑ + iη
+

|vniµ↑|2

ω + En↓ + iη
] (D.23)

= − 1

π
=
∑
nµ

[
|uniµ↑|2

ω − En↑ + iη
+

|uniµ↑|2

ω − En↑ + iη
]

= − 1

π
=
∑
lµ

[
|uliµ|2

ω − El + iη
]

and in a similar way the spin-down,

Ni↓(ω) = − 1

π
=
∑
nµ

[
|uniµ↓|2

ω − En↓ + iη
+

|vniµ↓|2

ω + En↑ + iη
] (D.24)

= − 1

π
=
∑
lµ

[
|vliµ|2

ω + El + iη
]
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and the total LDOS is computed by summation of both spin components,

Ni(ω) = − 1

π
=
∑
nµ

[ |uniµ|2

ω − En + iη
+

|vniµ|2

ω + En + iη

]
(D.25)



Appendix E

Ru substitution

E.1 Bandwidth increase

In Fig. E.1, we compare the band structures of LaFeAsO and LaRuAsO to un-
derstand the effect of Ru substitution. The first-principles calculations of the
electronic structure were performed within the density functional theory by F.
Bernardini. To help the comparison of the results, we rescaled the abscissas in
Fig. E.1 to fit the band structure of LaRuAsO with the Brillouin zone for the
LaFeAsO system. The band structure of LaFeAsO (solid lines) is characterized by
a valence band originating from Fe-3d orbitals. We see that the band ranges from
0.15 to -2.15 eV and is separated from the As-4p band by a small pseudo gap.
The width of the Fe-3d band is 2.3 eV. The arrow (black) in Fig. E.1 shows the
estimated width of the band from its topmost dxz+yz state to the lowermost dx2−y2
one. The LaRuAsO and LaFeAsO band structures clearly differ in the dispersion
of the Ru-4d orbitals related band. To help the readability of the band structure
in Fig. E.1, we used the so-called fat-bands representation, where the size of the
dots is proportional to the weight of the Ru-4d orbitals. We see that Ru-4d states
span over a range of ∼ 4 eV. In Fig. E.1, it is still possible to identify the states
with the dxz+yz and dx2−y2 characters at Γ to define the width of the valence band
in LaRuFeAs. The long (red) arrow shows the estimated width of the Ru-4d band.
we resorted to a criterion based on the density of states projected onto the Fe and
Ru d-orbitals to define the d band width. We define the function P (E) as:

P (E) =

∫ E

−∞
[(1− x)DFe(ε) + xDRu(ε)]dε. (E.1)

where DFe(ε) and DRu(ε) are the values of the projected density of states (PDOS)
onto the Fe-3d and Ru-4d orbitals, respectively. The physical meaning of P (E)
is the amount of electron density for energies below E coming from d states of Fe
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Figure E.1: Band structures for LaFeAsO (lines) and LaRuAsO (dots). The size
of the dots is proportional to the weight of the Ru-4d orbitals. The LaRuAsO
band structure is rescaled to fit the first Brillouin zone of LaFeAsO (see text).

and Ru. By using P (E), we can define in an unambiguous way the band width in
RFe1−xRuxAsO. We find that P (E) in LaFeAsO is 1.515 for E = −2.15 eV and
6.3 for E = 0.15 eV. We define the minimum of the band, EL, as the value that
fulfills the relation P (EL) = 1.515, and the maximum, EU, as the value for which
P (EU) = 6.3. With this criterion, we computed the lower and upper limits of the
d related band in RFe1−xRuxAsO.

In Fig. E.2, we show the energies of the upper and lower edges of the TM-related
band; the band center defined as the average Eav = 1

2
(EU + EL); the bandwidth

EW = EU−EL. Fig. E.2 shows that the La vs. Sm substitution does not influence
the position and the width of the transition metal d band. The band center energy
Eav is weakly dependent of Ru concentration. The bandwidth increases from 2.3
to 4.8 with Ru content. This is the most relevant effect of Ru substitution on the
band structure of RFe1−xRuxAsO. The change in the bandwidth is due, in equal
amount, to an increase of the band maximum and a decrease of the band minimum.
The band minimum goes from -2.15 to -3.2 eV, increasing the hybridization of
Ru-4d orbitals with the As-4p. The band maximum increases from 0.15 to 1.6
eV, showing that Ru related bands extend far beyond the Fermi level into the
unoccupied states.
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Figure E.2: Band parameters for TM related d-bands. Solid lines and filled
symbols refer to LaFe1−xRuxAsO, while dashed lines and open symbols refer to
SmFe1−xRuxAsO.

E.2 Comparison with µSR

The magnetic ordering temperature Tm in µSR experiments is extracted from the
temperature evolution of the fraction of muons which detect a local moment. Con-
ventionally, this is called magnetic volume fraction. Tm is taken as the temperature
where the volume fraction is 50%. Therefore, it does not necessarily mean that
half of the sample has gone magnetic. Using this probe one can roughly estimate
the width of the local field distribution at the muon site, which in case of over-
damped oscillations, is of the same order of the mean value of the local field. The
local field is proportional to the staggered moment mainly through the dipolar
coupling. Here we implement the map from a given staggered magnetization field
at the muon sites r:

B(r) =
∑
iµ

miµ

|ri|3
(E.2)

where the relative distance between the muon site r and the moment position miµ

is ri = (axi − (a/2 + ax), ayi − (a/2 + ay), c0). Here we have used the symmetric
position of the main muon site (a/2, a/2, c0), with a = 2.83Å and c0 = 0.78Å,
illustrated in figure E.3. We show examples of three magnetic states and their
corresponding B(r) in figure E.4.
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Figure E.3: Illustration of main muon site (white sphere) with respect to Fe sites
(green spheres). From [25]
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Figure E.4: Spin polarization m5(r) (a) 5%, (b) 25% and (c) 50% non-magnetic
disorder content. (d), (e), (f) The fields B(r) of the previous configurations, re-
spectively.
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J.-Ph. Reid, H. Kim, M. A. Tanatar, R. Prozorov, B. Shen, H.-H. Wen, N.
Doiron-Leyraud, and L. Taillefer, Phys. Rev. B 86, 140502(R) (2012).

[20] F. Waßer, A. Schneidewind, Y. Sidis, S. Wurmehl, S. Aswartham, B. Büchner,
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