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Abstract

Superconductivity and magnetism are fascinating fields in condensed matter physics giving rise

to exotic and puzzling phases of matter. In this thesis we explore three different topics: in the

first part of the thesis we investigate unconventional superconductivity in a one-band Hubbard

model within the spin-fluctuation approach. We construct phase diagrams examining the role of

on-site and extended Coulomb interactions on the preferred superconducting state. In addition,

we study the transitions between different symmetries and find that spin-singlet orders generate

a coexistence region breaking time-reversal symmetry. Then, we focus on multiorbital systems,

which offer a new route to generate superconductivity based on a direct attraction due to a

large Hund’s exchange. We compare this mechanism to the spin-fluctuation mediated pairing

by examining two distinct multiorbital models. We find that, when the bands exhibit significant

nesting, the spin-fluctuation mechanism dominates, which is relevant for systems like Sr2RuO4.

The second part of the thesis explores the superconducting diode effect, which exists in

systems where both inversion and time-reversal symmetries are broken. In usual diode setups,

time-reversal symmetry is broken by applying an in-plane magnetic field. However, we show

that out-of-plane magnetization gradients also induce the diode effect, generating comparable

efficiencies. Moreover, we also propose alternative device designs based on out-of-plane mag-

netization gradients, emphasizing the importance of an optimized gradient profile, which may

significantly enhance the diode efficiency.

In the last part of the thesis, we focus on altermagnetism, a new class of magnetic order dis-

tinct from conventional ferromagnetism and antiferromagnetism. We construct minimal models

for altermagnetism based on symmetry arguments, and reveal the mechanisms stabilizing this

phase by examining the analytic expressions for the susceptibility. Additionally, we apply the

model to relevant altermagnetic material candidates, including RuO2, MnF2, FeSb2, κ-Cl, CrSb

and MnTe, and find that it gives rise to a large Berry curvature linear in the spin-orbit cou-

pling. Finally, we derive the Landau free energy expansion and the analytic expressions for the

coefficients from the minimal model, investigating the interplay between the magnetization and

the altermagnetic order parameter at domain walls and in the presence of spin-orbit coupling.



Resumé

Superledning og magnetisme er fascinerende fænomener i faststoffysik, der giver anledning til

eksotiske og g̊adefulde faser. Denne afhandling er delt i tre: i den første del studerer vi ukonven-

tionel superledning i Hubbard-modellen ved brug af spin-fluktuationsmetoden. Vi konstruerer

fasediagrammer for at undersøge den lokale og den langtrækkende Coulomb-interaktions rolle for

den foretrukne superledende tilstand. Derudover undersøger vi overgangene mellem forskellige

superledende faser og finder, at spin-singlet tilstande foretrækker en speciel form for sameksis-

tens hvor tidsomvendingssymmetrien er brudt. Herefter fokuserer vi p̊a multiorbitale systemer,

som giver en ny vej til at opn̊a superledning baseret p̊a en direkte tiltrækning p̊a grund af stor

Hund’s udveksling. Vi sammenligner denne mekanisme med den spin-fluktuations-medierede

kobling ved at undersøge to forskellige multiorbitale modeller. Vi finder, at n̊ar b̊andene udviser

betydelig “nesting”, dominerer spin-fluktuations mekanismen, hvilket er relevant for systemer

som Sr2RuO4.

Anden del af afhandlingen studerer den superledende diodeeffekt, som eksisterer i systemer,

hvor b̊ade inversions- og tidsomvendingssymmetrier brydes. I sædvanlige diode-opsætninger

brydes tidsomvendingssymmetrien ved at p̊aføre et magnetfelt i planet. Imidlertid viser vi, at

magnetiseringsgradienter uden for planet ogs̊a inducerer diodeeffekten, hvilket genererer sam-

menlignelige diodeeffektiviteter. Desuden foresl̊ar vi ogs̊a alternative diode designs baseret p̊a

magnetiseringsgradienter uden for planet, hvilket understreger vigtigheden af en optimeret gra-

dientprofil, som kan forbedre diodeeffektiviteten betydeligt.

I den sidste del af afhandlingen fokuserer vi p̊a altermagnetisme, en ny klasse af mag-

netisk orden, der adskiller sig fra konventionel ferromagnetisme og antiferromagnetisme. Vi

konstruerer minimale modeller for altermagnetisme baseret p̊a symmetriargumenter og afslører

mekanismerne, der stabiliserer denne fase ved at undersøge de analytiske udtryk for suscep-

tibiliteten. Derudover anvender vi modellen p̊a altermagnetiske materialekandidater, herunder

RuO2, MnF2, FeSb2, κ-Cl, CrSb og MnTe, og finder ud af at spin-bane koblingen giver anledning

til en stor Berry-krumning lineær i spin-bane koblingen. Endelig udleder vi funktionalen for den

fri energi og finder analytiske udtryk for koefficienterne fra den minimale model, og vi undersøger

samspillet mellem magnetisering og altermagnetiske ordensparametre ved domænevægge samt i

tilfælde med spin-bane kobling.
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5.7 Bilinear coupling between magnetization and Néel order . . . . . . . . . . . . . . . 131
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Introduction

Strongly correlated electron systems are an intriguing and stimulating research area in constant

evolution, driven by both theoretical and experimental puzzles. An outstanding example is

superconductivity, which is a fascinating phase of matter that occurs at low temperatures,

where a phase transition takes place and electrons form bound states that significantly alter the

properties of the system. This phenomenon was successfully explained for the first time in 1957

by the theory of Bardeen, Cooper and Schrieffer [9], attributing it to the exchange of phonons

between electrons.

It was not until 1979, when superconductivity in CeCu2Si2 was discovered [10], that the

first unconventional superconductor was experimentally identified. In this case, the mechanism

behind superconductivity was not attributed to electron-phonon coupling, but instead should

be due to a different origin. In particular, a possible mechanism could be the exchange of spin

fluctuations, as a consequence of a nearby magnetic instability. A few years later, unconventional

superconductivity was also discovered in the cuprate family, where a notably high-temperature

superconducting phase was observed for the first time [11].

Another remarkable example of an unconventional superconductor is Sr2RuO4. Supercon-

ductivity in this material was discovered in 1994 with a critical temperature around 1.5 K [12].

Despite being considered an ideal candidate to understand unconventional superconductivity,

after more than two decades of research describing the superconducting state in this material

still remains an open problem in condensed matter physics [13]. The main theoretical challenge

is to propose a consistent explanation in agreement with all experimental results, and elucidate

the apparently contradicting observations [14].

Notably, realistic theoretical models for Sr2RuO4 must include three orbitals contributing

to the superconducting state, as well as the effect of spin-orbit coupling [15,16]. Regarding the

pairing mechanism, since spin-fluctuations have been reported on this material [17], a reasonable

suggestion is that they could mediate superconductivity. In this direction, assuming a spin-

fluctuation mediated pairing interaction, Refs. [18,19] investigated the resulting superconducting

state for Sr2RuO4, pointing out the role of the longer-range Coulomb repulsion to find a solution

in agreement with most experimental observations. Motivated by these works, in the first part

of the thesis we explore the role of longer-range Coulomb interactions in the preferred symmetry

of the superconducting state for a one-band model, by obtaining the phase diagrams within the

spin-fluctuation approach.
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However, in multiorbital systems there is another route to mediate superconductivity, which

is based on the direct attraction obtained from the bare interactions when the Hund’s exchange

is sufficiently larger. This has also been proposed as the pairing mechanism to describe the

superconducting state in Sr2RuO4 [20,21]. Therefore, it is crucial to examine the spin-fluctuation

mediated pairing and the direct attraction induced from the bare interactions to determine

which pairing mechanisms dominates. With this purpose, in this thesis we compare the two

mechanisms on equal footing for different multiorbital systems, by investigating the generated

superconducting state in both cases and the corresponding critical temperatures.

Recently, another phenomenon characteristic of superconductors has attracted a lot of inter-

est: the superconducting diode effect, which exists in device junctions when both time-reversal

and inversion symmetries are broken [22]. The semiconductor diodes (p-n junctions) are widely

used nowadays, and they are the basis of many electronic compounds such as signal rectifiers

and photosensors. In the superconducting analogue of the diode effect, the critical supercur-

rents are different along opposite directions, giving rise to a non-dissipative effect. Consequently,

achieving higher efficiencies for the superconducting diode effect could broaden and improve the

current applications of the p-n junctions.

In the usual superconducting diode setups, time-reversal symmetry is broken through an

applied in-plane magnetic field [22]. The starting point for our work is based on the previous

analysis of Ref. [23], suggesting that out-of-plane magnetization gradients may also generate the

diode effect. Regarding the origin of the superconducting diode effect, our particular focus in this

thesis is due to the finite center-of-mass momentum of the Cooper pairs in the superconducting

state, exhibiting what is known as the helical phase [24,25], which generates a preferred direction

in the system and allows for nonreciprocal currents. Notably, magnetization gradients offer a

new route to design devices exhibiting the diode effect, but optimizing the magnetization profile

is an important task to achieve higher efficiencies.

Finally, we also investigate another relevant phenomenon in condensed matter physics, the

emergent field of altermagnetism, which has recently been recognized as a new class of magnetic

order [26,27]. This unique state differs from both conventional ferromagnets and antiferromag-

nets. In particular, it exhibits a vanishing net magnetization, like antiferromagnets, but shows

time-reversal symmetry breaking and a spin-split band structure, similar to ferromagnets. These

exceptional properties make altermagnets ideal candidates for spintronic applications, as they

are not sensitive to external magnetic field perturbations.

Therefore, it is important to understand the mechanisms stabilizing this phase over conven-

tional ferromagnetism and antiferromagnetism. With this purpose, in this thesis we identify

realistic minimal models that can be used to describe altermagnetic material candidates, which

also provide a platform to perform analytic calculations for the Berry curvature and investigate

the anomalous Hall response. In addition, since altermagnets feature net magnetization, it is a

difficult task to manipulate domain walls by an external field. The minimal models also provide

a setup to derive the Landau free energy expansion and investigate the magnetization induced at

domain walls and due to the effect of spin-orbit coupling, in order to make predictions relevant

for experimental observations.
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Thesis outline

This thesis focuses on the fields of superconductivity and magnetism and has three distinct

parts:

I Superconductivity from the Hubbard model

In the first part of the thesis, we explore unconventional superconductivity emerging

from the Hubbard model. First, in Chapter 1 we focus on a one-band model to derive

the pairing interaction from the spin-fluctuations mechanism, implementing on-site and

extended Coulomb interactions. We analyze in detail the symmetries of the order pa-

rameter and the regions of coexistence between different symmetries. In Chapter 2, we

focus on multiorbital systems and compare on equal footing two mechanisms inducing

superconductivity: spin fluctuations and a direct attraction induced at the bare level

when the Hund’s exchange is sufficiently large. We examine the superconducting state

in two different models: a two-orbital model describing iron-based superconductors and

a three-orbital model relevant for Sr2RuO4.

II Superconducting diode effect

The second part of the thesis focuses on the superconducting diode effect for a Rashba

superconductor that arises both in the presence of an in-plane field and a uniform out-

of-plane magnetization gradient. In Chapter 3, we demonstrate that both configurations

stabilize the helical phase as the preferred ground state, and compare the efficiencies

obtained for the diode effect. In addition, we explore alternative configurations based

on out-of-plane magnetization gradients, and compare the associated efficiencies.

III Altermagnetism

In the last part of the thesis, we first construct in Chapter 4 general minimal models

for altermagnetism based on symmetry arguments, including the form of the spin-orbit

coupling. The minimal models allow us to examine the mechanisms stabilizing the

altermagnetic phase and derive analytic expressions for the Berry curvature. Moreover,

we apply the models to relevant altermagnetic material candidates, including RuO2,

MnF2, FeSb2, κ-Cl, MnTe and CrSb. Finally, in Chapter 5 we use the previous minimal

models to derive the form of the Landau free energy for altermagnetism, investigating

the induced magnetization at domain walls. In addition, we analyze the role of spin-

orbit coupling in both the orientation of the moments and the coupling between the

magnetization and the altermagnetic order parameter.
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Part I

Superconductivity from the

Hubbard model
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Chapter 1

Superconductivity in the extended

one-band Hubbard model

Info: Part of the content and figures of this Chapter have been published together with

A.T. Rømer, P.J. Hirschfeld and B.M. Andersen in Ref. [1], available at Phys. Rev. B

106, 214530 (2022).

i

1.1 Introduction

The theory of Bardeen, Cooper and Schrieffer (BCS) successfully described conventional super-

conductivity for the first time in 1957 [9]. In BCS theory, electrons attract each other through

an effective interaction mediated by phonons, combining into bound states known as the Cooper

pairs. The BCS Hamiltonian,

H = ∑
k,σ

ξkc
†
kσckσ + ∑

k,k′
V (k,k′)c†k↑c−k↓c−k′↓ck′↑, (1.1)

provides a framework for describing the superconducting state, where c†kσ (ckσ) is the creation

(annihilation) operator for an electron with momentum k and spin σ, ξk denotes the dispersion,

which depends on the specific model, and V (k,k′) corresponds to the interaction. By diagonal-

izing this Hamiltonian, a self-consistent equation for the superconducting order parameter ∆k

can be found within the mean-field approach,

∆k = −∑
k′
V (k,k′) ∆k′

2Ek′
tanh

Ek′

2kBT
, (1.2)

where Ek are the eigenvalues of the Hamiltonian and kBT denotes the temperature (in energy

units). According to BCS theory, there is an effective attraction between electrons in a small

window given by electron-phonon interactions, where V (k,k′) = g < 0. Since this cancels the

minus sign on the right-hand side of Eq. (1.2), this leads to a solution for the superconducting

gap, which has the same sign over the Fermi surface. This corresponds to an on-site attraction

between electrons in real space, giving rise to conventional s-wave superconductivity.

5
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Chapter 1. Superconductivity in the extended one-band Hubbard model

In strongly correlated electron systems, the Coulomb interaction dominates over the attrac-

tive electron-phonon coupling. Hence, if V (k,k′) = U > 0, in principle there is no solution for

the gap from Eq. (1.2). In these systems, phonons cannot mediate the attractive interaction

between electrons, and the natural explanation for the pairing mechanism was the electron-

electron interaction itself, leading to unconventional superconductivity. This idea was proposed

in 1965 by Kohn and Luttinger [28], where they introduced a new mechanism for the pairing

based on the screening of the bare Coulomb repulsion, corresponding to bubble diagrams. This

gives rise to Friedel oscillations, such that Cooper pairs of higher angular momentum can take

advantage of the attractive part of these oscillations. As a consequence, for these unconventional

superconducting states, even though there is a repulsive interaction, a solution of Eq. (1.2) can

be found if the gap changes sign for some momentum q, ∆k = −∆k+q. This results in a nodal

gap structure with different symmetries, as will be discussed in this Chapter. For instance, the

superconducting symmetries include dx2−y2 , which has nodes along kx = ±ky; dxy, with nodes

along kx = 0 and ky = 0; and g-wave, which has a more complex nodal structure. In addition to

the screening effect, it was pointed out in Ref. [28] that exchange diagrams, which can be drawn

as ladder diagrams, also play an important role in the effective interaction. Consequently, we

will include both type of diagrams in our effective interaction in Sec. 1.2.

A year after the work of Kohn and Luttinger, Berk and Schrieffer analyzed the exchange of

spin fluctuations in 3He [29], obtaining more realistic critical temperatures compared to Ref. [28].

The idea is that spins can yield an effective interaction between electrons, thus referred to as

spin-fluctuation pairing. In particular, in the random-phase approximation (RPA), the screening

of the bare electron-electron interaction is accounted for by summing the contribution of bubble

and ladder diagrams to all orders, with the spin susceptibility in a one-band model given by

χRPA(q, ω) =
χ0(q, ω)

1 −Uχ0(q, ω)
, (1.3)

where χ0(q, ω) is the bare susceptibility evaluated at momentum q and frequency ω (the specific

form will be given in Sec. 1.2). The assumption that these diagrams give rise to the dominant

contribution relies on Stoner’s criteria for the onset of magnetic order, which corresponds to

1 = U Re{χ0(q,0)}, giving rise to a divergent RPA susceptibility at zero energy [30]. The key

point is that these fluctuations are strong close to a magnetic ordering and, as a consequence, can

also give rise to superconductivity. We consider that at low temperatures pairing occurs in the

vicinity of the Fermi surface, i.e., we focus on the static pairing interaction (ω = 0) throughout

this thesis.

To investigate unconventional superconductivity arising from repulsive interactions, a com-

mon approach is to use the one-band two-dimensional Hubbard model on a square lattice,

H = −t ∑
⟨i,j⟩,σ

(c†iσcjσ + h.c.) − µ∑
i

c†iσciσ +U∑
i

ni↑ni↓, (1.4)

where t corresponds to the nearest-neighbor hopping, ⟨i, j⟩ denotes the sum over nearest neigh-

bors, µ is the chemical potential and U is the on-site Coulomb repulsion. In this equation, c†iσ
(ciσ) refers to the creation (annihilation) operator for an electron at site i with spin σ, where i
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1.1. Introduction

VNN

VNNN U

Figure 1.1: Illustration of the two-dimensional extended Hubbard model on the square lattice. We

include on-site (U), nearest-neighbor (VNN) and next-nearest neighbor (VNNN) Coulomb interactions,

while t and t′ denote the nearest neighbor and next-nearest neighbor hoppings.

is the shorthand notation for Ri denoting the coordinates on a two-dimensional square lattice

(with lattice constant a = 1).

This model has already been addressed by many theoretical works [28,31–61], including ex-

act methods on small systems, weak-coupling approaches and spin-fluctuation pairing obtained

within RPA. These approaches in general find that the superconducting gap has dx2−y2 symmetry

close to half filling, considering nearest-neighbor hopping and a smaller next-nearest neighbor

hopping, which becomes a model relevant for cuprates. Away from half filling, different supercon-

ducting gap symmetries are present, which also depend on the coupling strength. In particular,

Ref. [50] constructed the phase diagram of the leading superconducting instabilities from an RPA

spin-fluctuation approach, including on-site repulsion for a different range of interactions and

band structures, by varying the next-nearest neighbor hopping. Even though spin-fluctuation-

mediated pairing does not include self-energy corrections, recent studies reported that it yields

comparable results to other approaches [52,57].

However, the previous works focused only on the case of on-site Coulomb repulsion, but

longer-range Coulomb interactions can also be important and give rise to different supercon-

ducting gap symmetries. When additional interactions between different sites of the lattice are

included in Eq. (1.4), this leads to the extended Hubbard model, with the hoppings and interac-

tions illustrated in Fig. 1.1. This model has also been addressed by different techniques [62–73].

In particular, previous works found that the dx2−y2 symmetry is robust for a small nearest-

neighbor Coulomb repulsion [63,67,70,73]. Triplet superconductivity has also been found as the

hole doping is increased from half filling, although further away the dxy solution dominates [62].

In the weak-coupling limit, the gap with g-wave symmetry has been proposed as the leading

solution around half filling [66], in contrast to previous works [64].

Moreover, longer-range Coulomb interactions should modify the phase boundaries as well

as the gap structure, since higher harmonics are favored due to the repulsion on the closest

sites, giving rise to a more complex nodal structure. Different superconducting symmetries may

coexist close to the phase transition, as we will explore in Sec. 1.8, finding that it is possible to
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Chapter 1. Superconductivity in the extended one-band Hubbard model

form time-reversal symmetry breaking combinations of the two superconducting symmetries.

In particular, this is relevant for the material Sr2RuO4, where an RPA spin-fluctuation ap-

proach predicted a time-reversal symmetry breaking degeneracy between two superconducting

instabilities with different symmetries [18, 74], in agreement with muon spin rotation and polar

Kerr effect measurements [75, 76]. However, recent experimental observations have pointed out

that the gap could have dxy symmetry [77, 78]. From the spin-fluctuation approach, the role of

the nearest-neighbor Coulomb repulsion is crucial, as it favors dxy against dx2−y2 superconduc-

tivity [19].

There is another motivation to investigate the impact of nearest-neighbor interactions. Ref-

erence [79] recently studied the doped cuprate material Ba2−xSrxCuO3+δ using angle-resolved

photoemission spectroscopy (ARPES). Surprisingly, by analyzing the spinon and holon branches,

they revealed a strong nearest-neighbor attraction from the coupling to phonons [80]. This effect

could have an important role in high-temperature superconductors. Due to the structural and

chemical similarities between one-dimensional and two-dimensional cuprate materials, this mo-

tivates studying in detail the effect of nearest-neighbor attraction on superconductivity [81–85].

In this Chapter, we present a detailed analysis of the effect of longer-range interactions on the

superconducting instabilities within the RPA spin-fluctuation approach, considering a one-band

two-dimensional Hubbard model. First, in Sec. 1.2 we focus on the case of repulsive on-site,

nearest-neighbor and next-nearest-neighbor interactions and derive the effective interaction from

spin-fluctuation mediated pairing. With this interaction, we solve for the leading superconduct-

ing symmetries using the linearized gap equation and self-consistent approaches, as explained in

Secs. 1.3 and 1.4, respectively, analyzing in detail the gap symmetries in Sec. 1.4. We discuss the

effect of longer-range Coulomb repulsion on the pairing by Fourier transforming it to real space

in Sec. 1.5. Then, in Sec 1.6 we map out the phase diagram, and we analyze the gap structure

in momentum space in Sec. 1.7. In order to study the different phase transitions, in Sec. 1.8 we

examine the coexistence regions between different symmetries. Next, motivated by Ref. [79], in

Sec. 1.9 we consider only the on-site Coulomb repulsion and additionally introduce a nearest-

neighbor attraction to study the leading superconducting symmetries. Finally, in Sec. 1.10 we

present the conclusions of this Chapter.

1.2 Derivation of the effective interaction

In this section, we derive the effective interaction within the RPA approximation including

bubble and ladder diagrams [86, 87]. First, we include only on-site Coulomb interactions and

derive the effective interaction generalizing the formalism to include spin dependence, which will

also be useful in Chapter 2. Next, we turn to the discussion of the extended Hubbard model

including longer-range interactions, and derive the expression for the pairing in this case.

1.2.1 On-site Coulomb repulsion

We start from the Hamiltonian including only bare repulsive interactions, and then we gener-

alize the interaction term to include the screening due to higher-order processes within RPA.
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1.2. Derivation of the effective interaction

Therefore, we focus on the one-band two-dimensional Hubbard model on a square lattice,

H = −t ∑
⟨i,j⟩,σ

(c†iσcjσ + h.c.) − t′ ∑
⟨⟨i,j⟩⟩,σ

(c†iσcjσ + h.c.) − µ∑
i,σ

niσ +Hint, (1.5)

including nearest-neighbors (NN) hopping t and next-nearest-neighbors (NNN) hopping t′ (see

Fig. 1.1), with niσ = c†iσciσ. In this Chapter, we set t = 1 for the energy scale and we choose to

fix the filling ⟨n⟩ = 1
N ∑k,σ ⟨c

†
kσckσ⟩ and adjust the chemical potential correspondingly, with N

denoting the number of k-points.

Considering only on-site Coulomb interaction U , the interaction term in the Hamiltonian is

given by

Hint =
U

2
∑
i,σ

niσniσ̄. (1.6)

We can Fourier transform the Hamiltonian to momentum space,

H = ∑
k,σ

ξkc
†
kσckσ +Hint, (1.7)

where the dispersion corresponds to ξk = −2t(coskx + cosky) − 4t′ coskx cosky −µ, and the inter-

acting part of the Hamiltonian considering zero center-of-mass momenta for the Cooper pairs

corresponds to

Hint =
U

2
∑

k,k′,σ
c†kσc

†
−kσ̄c−k′σ̄ck′σ. (1.8)

Since it will be convenient when introducing longer-range Coulomb interactions, we rewrite this

Hamiltonian in the general form

Hint = ∑
k,k′,σi

[U]σ1σ2
σ3σ4

c†kσ1
c†
−kσ3

c−k′σ2ck′σ4 , (1.9)

with the bare interaction
[U]σ σ̄

σ̄ σ = U,

[U]σ σ
σ̄ σ̄ = −U.

(1.10)

This relation can be verified by anticommuting the fermionic operators in Eq. (1.9). The notation

introduced above is also useful to generalize the interactions to a multiorbital case, as we will

see in Chapter 2.

Let us now introduce the form for the general interaction including bare elements and higher-

order diagrams,

Hint = ∑
k,k′,σi

[V (k,k′)]σ1σ2
σ3σ4

c†kσ1
c†
−kσ3

c−k′σ2ck′σ4 , (1.11)

where the pairing interaction corresponds to [V (k,k′)]σ1σ2
σ3σ4
= [U]σ1σ2

σ3σ4
+ [Veff(k,k′)]σ1σ2

σ3σ4
. Thus,

the bare interaction gives the first-order correction to the effective interaction, and higher-

order terms are obtained by summing bubble and ladder diagrams to all orders in U . The

effective interaction diagram is shown in Fig. 1.2(a), while the bare interaction corresponds to

Fig. 1.2(b). Since in this case we consider only on-site Coulomb repulsion, the range of the
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Chapter 1. Superconductivity in the extended one-band Hubbard model

(a) (b)

Figure 1.2: (a) Effective pairing interaction labeled by the four electronic spin indices σi, including

the bare interaction and the contribution to all orders in U from bubble and ladder diagrams. (b) Bare

interaction diagram with δ denoting the real space vector labelling the range of the bare Coulomb

interaction.

interaction corresponds to δ = 0. However, the δ-vector will become important in the presence

of longer-range interactions, as we will discuss in the following subsection.

We begin by deriving the effective interaction from bubble diagrams. The second-order

diagram is shown in Fig. 1.3(a), and can be written as

−[V (2)bub(k,k
′)]σ1σ2

σ3σ4
= − 1

Nβ
[U]σ1s2

s1σ4 ∑
p,ipn

Gs3s2(p, ipn)Gs1s4(p − (k − k
′), ipn − (ikn − ik′n))[U]s3σ2

σ3s4 ,

(1.12)

where iωn, ikn and ik′n denote the Matsubara frequencies and the minus sign is due to the

fermion loop. In this expression, summation over repeated indices si is implicit. We introduce

the bare susceptibility as

[χ0(q, iωn)]s1s2s3s4 =
1

N
∫

β

0
dτeiωnτ ∑

k,k′
⟨Tτ c†k−qs1(τ)cks2(τ)c

†
k′+qs3(0)ck′s4(0)⟩0

= − 1

Nβ
∑

p,ipn

Gs3s2(p, ipn)Gs1s4(p − q, ipn − iωn),
(1.13)

where Tτ is the time-ordered operator for the imaginary time τ . To obtain the second line we

have used Wick’s theorem,

⟨Tτ c†k−qs1(τ)cks2(τ)c
†
k′+qs3(0)ck′s4(0)⟩0 = −⟨Tτ cks2(τ)c

†
k′+qs3(0)⟩0⟨Tτ ck′s4(0)c

†
k−qs1

(τ)⟩0,
(1.14)

and we have expressed this in terms of the Green’s function, Gs3s2 = ⟨Tτ cks2(τ)c
†
ks3
(0)⟩0, Fourier

transforming from imaginary time τ to the Matsubara frequency space iωn. In the absence of

spin-orbit coupling, s3 = s2 and s1 = s4, and Gσσ(p) = 1
iωn−ξp

. Thus, performing the sum

over the fermionic Matsubara frequency ipn, the spin-matrix elements for the susceptibility at

momentum q and bosonic Matsubara frequency iωn are simply given by

[χ0(q, iωn)]σσ
′

σ′σ =
1

N
∑
p

f(ξp) − f(ξp−q)
iωn + ξp−q − ξp

, (1.15)

with the only non-zero elements corresponding to σ = σ′ and σ = −σ′. In the following, we will

omit the Matsubara frequency dependence in the susceptibility for ease of notation, recalling

from Sec. 1.1 that we consider here that pairing occurs close to the Fermi level, and thus we
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1.2. Derivation of the effective interaction

(a)

(b)

Figure 1.3: (a) Second- and (b) third-order bubble diagrams. Each interaction line carries the four spin

indices, with δ denoting the real-space vector labelling the range of the bare Coulomb interaction.

take ω = 0 (after performing the analytic continuation iωn → ω + iη, with η being a small

parameter). Using the symmetry of the interaction Hamiltonian in Eq. (1.10), the second-order

bubble diagram is given by

−[V (2)bub(k,k
′)]σ1σ2

σ3σ4
= [U]σ1σ4

s1s2 [χ0(k − k′)]s1s2s3s4[U]
s3s4
σ3σ2
= [Uχ0(k − k′)U]σ1σ4

σ3σ2
. (1.16)

The spin indices are combined to construct the matrix elements as Aσ1+σ2D,σ3+σ4D = [A]σ1σ2
σ3σ4

,

with A = {U,χ0} and D = 2 in our case since there are only two possibilities for spin, σi = {0,1}.
The third-order bubble diagram is shown in Fig. 1.3(b), and similarly to the previous case, it

can be written as

−[V (3)bub(k,k
′)]σ1σ2

σ3σ4
= (−1)2[U]σ1s2

s1σ4
[χ0(k − k′)]s1s2s3s4[U]

s3s
′
2

s′3s4
[χ0(k − k′)]

s′1s
′
2

s′3s
′
4
[U]s

′
3σ2

σ3s′4

= −[Uχ0(k − k′)Uχ0(k − k′)U]σ1σ4
σ3σ2

.
(1.17)

Following our convention in Eq. (1.10) and in order to agree with the form of the effective

pairing in Refs. [1, 18], we have to reverse all signs for the bare interaction U .1 Therefore, the

contribution from bubble diagrams to all orders corresponds to

[Vbub(k,k′)]σ1σ2
σ3σ4
= −[U(1 − χ0(k − k′)U)−1χ0(k − k′)U]σ1σ4

σ3σ2
. (1.18)

Next, we focus on the ladder diagrams. The second-order diagram is shown in Fig. 1.4(a)

and is given by

−[V (2)lad (k,k
′)]σ1σ2

σ3σ4
= −[U]σ1σ2

s4s1 [χ0(k + k′)]s4s1s2s3[U]
s2s3
σ3σ4
= −[Uχ0(k + k′)U]σ1σ2

σ3σ4
. (1.19)

1Alternatively, one may proceed by summing all orders with the current sign, so that to all orders we would

instead obtain −[U(1 + χ0(k − k′)U)−1χ0(k − k′)U]σ1σ4
σ3σ2

. However, in this formulation the divergence of the

susceptibility is hidden in the orbital indices, but as it was shown in Ref. [88], in the one-band model we recover

the usual Stoner criteria for the spin susceptibility.
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(a)

(b)

Figure 1.4: (a) Second- and (b) third-order ladder diagrams. Each interaction line carries the four spin

indices, with δ denoting the real-space vector labelling the range of the bare Coulomb interaction. In

this case, the interaction line depends on the internal momentum p of the fermion propagators.

In this case, since there is no fermion loop we do not obtain an extra minus sign. The third-order

ladder diagram is displayed in Fig. 1.4(b), and corresponds to

−[V (3)lad (k,k
′)]σ1σ2

σ3σ4
= [U]σ1σ2

s4s1 [χ0(k + k′)]s4s1s2s3[U]
s2s3
s′4s

′
1
[χ0(k + k′)]

s′4s
′
1

s′2s
′
3
[U]s

′
2s
′
3

σ3σ4

= [Uχ0(k + k′)Uχ0(k + k′)U]σ1σ2
σ3σ4

.
(1.20)

Thus, reversing again the signs from the bare interactions, the contribution from ladder diagrams

to all orders can be written as

[Vlad(k,k′)]σ1σ2
σ3σ4
= [U(1 − χ0(k + k′)U)−1χ0(k + k′)U]σ1σ2

σ3σ4
. (1.21)

Finally, the pairing interaction including the bare interactions and the contribution from

bubble and ladder diagrams to all orders is given by

[V (k,k′)]σ1σ2
σ3σ4
= [U]σ1σ2

σ3σ4
− [U(1 − χ0(k − k′)U)−1χ0(k − k′)U]σ1σ4

σ3σ2

+ [U(1 − χ0(k + k′)U)−1χ0(k + k′)U]σ1σ2
σ3σ4

.
(1.22)

This form of the interaction satisfies the symmetries imposed by the interacting Hamiltonian in

Eq. (1.11) obtained by anticommuting the fermionic operators,

[V (k,k′)]σ1σ2
σ3σ4
= −[V (k,−k′)]σ1σ4

σ3σ2
. (1.23)
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1.2. Derivation of the effective interaction

1.2.2 Longer-range Coulomb interaction

In the extended Hubbard model, the interaction Hamiltonian including bare longer-range Coulomb

interactions is

Hint =
1

2
∑

i,δ,σ,σ′
V0(δ)niσni+δ,σ′ , (1.24)

with V0(δ = 0) = U for the on-site Coulomb interaction, V0(δ) = VNN for nearest-neighbors at

δ = {±x̂,±ŷ}, and V0(δ) = VNNN for next-nearest-neighbors at δ = {±(x̂ ± ŷ)}. In momentum

space, this is now given by

Hint =
1

2
∑

k,k′,σ,σ′
V0(k,k′)c†kσc

†
−kσ′c−k′σ′ck′σ, (1.25)

where V0(k,k′) = ∑δ V0(δ)e−iδ⋅(k−k
′
) is the Fourier transform of the real-space interaction. In

the case of NN and NNN interactions,

∑
δ={±x̂,±ŷ}

VNNe
−iδ⋅(k−k′) = 2VNN{ cos(kx − k′x) + cos(ky − k′y)}, (1.26)

∑
δ={±(x̂±ŷ)}

VNNNe
−iδ⋅(k−k′) = 4VNNN cos(kx − k′x) cos(ky − k′y). (1.27)

With the aim of including higher-order interactions, we can use the general notation with

spin indices in the pairing, so that the Hamiltonian can be written as

Hint = ∑
k,k′,σi

[V (k,k′)]σ1σ2
σ3σ4

c†kσ1
c†
−kσ3

c−k′σ2ck′σ4 , (1.28)

where now the pairing interaction includes both bare and effective interactions from bubble and

ladder diagrams, [V (k,k′)]σ1σ2
σ3σ4
= [V0(k,k′)]σ1σ2

σ3σ4
+ [Veff(k,k′)]σ1σ2

σ3σ4
. As opposed to the previous

subsection where we included only on-site bare interactions, [V0(k,k′)]σ1σ2
σ3σ4

is now k-dependent

(see Eqs. (1.26)-(1.27)). The non-zero elements of the bare interaction correspond to

[V0(k,k′)]σ σ′
σ′σ = Uδσσ̄′ + 2VNN[cos(kx − k′x) + cos(ky − k′y)] + 4VNNN[cos(kx − k′x) cos(ky − k′y)],

(1.29)

and by the symmetries of the Hamiltonian in Eq. (1.28), [V0(k,k′)]σ σ
σ′σ′ = −[V0(k,−k′)]σ σ′

σ′σ . The

diagram corresponding to the bare interactions is shown in Fig. 1.2(b), where δ is the vector

labelling the range of the Coulomb interaction.

Focusing first on the bubble diagrams, as seen in Fig. 1.3, the sum over δ can be done

independently of the sum over the internal momentum p. As a consequence, summing up bubble

diagrams to all orders can be performed using the same procedure as for on-site interactions,

obtaining

[Vbub(k,k′)]σ1σ2
σ3σ4
= −[V0(k,k′)(1 − χ0(k − k′)V0(k − k′))−1χ0(k − k′)V0(k,k′)]σ1σ4

σ3σ2
. (1.30)

In contrast, for the ladder diagrams shown in Fig. 1.4, the interaction line depends both on

the range of the Coulomb interaction and on the internal momentum p. Therefore, the effective
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Chapter 1. Superconductivity in the extended one-band Hubbard model

interaction from the second-order ladder diagram shown in Fig. 1.4(a) yields

−[V (2)lad (k,k
′)]σ1σ2

σ3σ4
=

− ∑
δ,δ′

e−iδ⋅keiδ
′
⋅k′[V0(δ)]σ1σ2

s4s1

1

Nβ
∑
p

eip⋅(δ−δ
′
)Gs1s2(p)Gs3s4(p−(k+k

′))

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
[χ0(k + k′,δ,δ′)]s4s1s2s3

[V0(δ′)]s2s3σ3σ4
, (1.31)

where we have introduced the generalized susceptibility at zero energy [89,90]

χ0(q,δ,δ′)=
1

N
∑
p

eip⋅(δ−δ
′
)
f(ξp) − f(ξp−q)

ξp−q − ξp
. (1.32)

The spin-matrix elements are again given by [χ0(q,δ,δ′)]σ σ′
σ′σ = χ0(q,δ,δ′), with the only non-

zero elements corresponding to σ = σ′ and σ = −σ′. Therefore, in the case of NN interactions,

to perform the sum over δ,δ′ in Eq. (1.31) we account for the extra dependence on these two

spatial vectors by uplifting the susceptibility matrix to be of dimension 22 ⋅ 5 × 22 ⋅ 5,

⎛
⎜⎜⎜⎜⎜⎜⎜⎜
⎝

[χ(q,0,0)]σ1σ2
σ3σ4

[χ(q,0, x̂)]σ1σ2
σ3σ4

[χ(q,0,−x̂)]σ1σ2
σ3σ4

[χ(q,0, ŷ)]σ1σ2
σ3σ4

[χ(q,0,−ŷ)]σ1σ2
σ3σ4

[χ(q, x̂,0)]σ1σ2
σ3σ4

[χ(q, x̂, x̂)]σ1σ2
σ3σ4

[χ(q, x̂,−x̂)]σ1σ2
σ3σ4

[χ(q, x̂, ŷ)]σ1σ2
σ3σ4

[χ(q, x̂,−ŷ)]σ1σ2
σ3σ4

[χ(q,−x̂,0)]σ1σ2
σ3σ4

[χ(q,−x̂, x̂)]σ1σ2
σ3σ4

[χ(q,−x̂,−x̂)]σ1σ2
σ3σ4

[χ(q,−x̂, ŷ)]σ1σ2
σ3σ4

[χ(q,−x̂,−ŷ)]σ1σ2
σ3σ4

[χ(q, ŷ,0)]σ1σ2
σ3σ4

[χ(q, ŷ, x̂)]σ1σ2
σ3σ4

[χ(q, ŷ,−x̂)]σ1σ2
σ3σ4

[χ(q, ŷ, ŷ)]σ1σ2
σ3σ4

[χ(q, ŷ,−ŷ)]σ1σ2
σ3σ4

[χ(q,−ŷ,0)]σ1σ2
σ3σ4

[χ(q,−ŷ, x̂)]σ1σ2
σ3σ4

[χ(q,−ŷ,−x̂)]σ1σ2
σ3σ4

[χ(q,−ŷ, ŷ)]σ1σ2
σ3σ4

[χ(q,−ŷ,−ŷ)]σ1σ2
σ3σ4

⎞
⎟⎟⎟⎟⎟⎟⎟⎟
⎠

,

(1.33)

where each entry is a 4 × 4 matrix including spin space,

[χ(q,δ,δ)]σ1σ2
σ3σ4
=

⎛
⎜⎜⎜⎜⎜
⎝

[χ(q,δ,δ′)]↑↑
↑↑
[χ(q,δ,δ′)]↑↑

↑↓
[χ(q,δ,δ′)]↑↑

↓↑
[χ(q,δ,δ′)]↑↑

↓↓

[χ(q,δ,δ′)]↑↓
↑↑
[χ(q,δ,δ′)]↑↓

↑↓
[χ(q,δ,δ′)]↑↓

↓↑
[χ(q,δ,δ′)]↑↓

↓↓

[χ(q,δ,δ′)]↓↑
↑↑
[χ(q,δ,δ′)]↓↑

↑↓
[χ(q,δ,δ′)]↓↑

↓↑
[χ(q,δ,δ′)]↓↑

↓↓

[χ(q,δ,δ′)]↓↓
↑↑
[χ(q,δ,δ′)]↓↓

↑↓
[χ(q,δ,δ′)]↓↓

↓↑
[χ(q,δ,δ′)]↓↓

↓↓

⎞
⎟⎟⎟⎟⎟
⎠

. (1.34)

The effective bare interaction entering in Eq. (1.31) also gets an additional dependence on the

interaction range δ,

⎛
⎜⎜⎜⎜⎜⎜⎜⎜
⎝

[U]σ1σ2
σ3σ4

0 0 0 0

0 [V0(δ)]σ1σ2
σ3σ4

0 0 0

0 0 [V0(δ)]σ1σ2
σ3σ4

0 0

0 0 0 [V0(δ)]σ1σ2
σ3σ4

0

0 0 0 0 [V0(δ)]σ1σ2
σ3σ4

⎞
⎟⎟⎟⎟⎟⎟⎟⎟
⎠

, (1.35)

where again each entry is 4 × 4 in spin space and the only non-zero elements for the interaction

are [V0(δ)]σσ̄σ̄σ = VNN. When additionally including NNN interactions, the susceptibility and the

bare interaction matrices become 22 ⋅ 9× 22 ⋅ 9. Thus, the second-order contribution from ladder

diagrams can generally be written as

−[V (2)lad (k,k
′)]σ1σ2

σ3σ4
= − ∑

δ,δ′
e−iδ⋅keiδ

′
⋅k′[V0(δ)]σ1σ2

s4s1 [χ0(k + k′,δ,δ′)]s4s1s2s3[V0(δ
′)]s2s3σ3σ4

= − ∑
δ,δ′

e−iδ⋅keiδ
′
⋅k′[V0(δ)χ0(k + k′,δ,δ′)V0(δ′)]σ1σ2

σ3σ4
.

(1.36)
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1.2. Derivation of the effective interaction

Similarly, the third-order ladder diagram in Fig. 1.4(b) can be evaluated as

−[V (3)lad (k,k
′)]σ1σ2

σ3σ4
= 1

(Nβ)2 ∑
δ,δ′,δ′′

∑
p,p′
[V0(δ)]σ1σ2

s4s1 e
iδ⋅(p−k)Gs1s2(p)Gs3s4(p − (k + k

′))[V0(δ′)]s2s3s′4s
′
1

× eiδ
′
⋅(p′−p)Gs′1s

′
2
(p′)Gs′3s

′
4
(p′ − (k + k′))[V0(δ′′)]

s′2s
′
3

σ3σ4e
iδ′′⋅(k′−p). (1.37)

Introducing the generalized susceptibility of Eq. (1.32),

−[V (3)lad (k,k
′)]σ1σ2

σ3σ4
= e−iδ⋅keiδ

′′
⋅k′[V0(δ)χ0(k+k′,δ,δ′)V0(δ′)χ0(k+k′,δ′,δ′′)V0(δ′′)]σ1σ2

σ3σ4
. (1.38)

Therefore, we can sum up all ladder diagrams to infinite order,

[Vlad(k,k′)]σ1σ2
σ3σ4
= ∑

δ,δ′
e−iδ⋅keiδ

′
⋅k′[V0(δ)(1−χ0(k+k′,δ,δ′′)V0(δ′′))−1χ0(k+k′,δ,δ′)V0(δ′)]σ1σ2

σ3σ4
,

(1.39)

where summation over the longer-range vector δ′′ is implicit.

1.2.3 Effective interaction within the RPA approximation

Finally, generalizing the notation we obtain the effective interaction including the bare term and

the contribution from bubble and ladder diagrams,

[Veff(k,k′)]σ1σ2
σ3σ4
= ∑

δ,δ′
e−iδ⋅keiδ

′
⋅k′[W (k,−k′,δ)χRPA(k + k′,δ,δ′)W (k,−k′,δ′)]σ1σ2

σ3σ4

− e−iδ⋅ke−iδ
′
⋅k′[W (k,k′,δ)χRPA(k − k′,δ,δ′)W (k,k′,δ′)]σ1σ4

σ3σ2
, (1.40)

where we have correctly symmetrized the effective interaction to satisfy Eq. (1.23). Here, we

have introduced bare interaction matrices [W (k + k′,δ)]σ1σ4
σ3σ2

to include both the contribution

from bubble and ladder diagrams, which are given by

[W (k,k′,δ = 0)]σσσ′σ′ = −Uδσσ̄′ − 2VNN[cos(kx − k′x) + cos(ky − k′y)]

− 4VNNN cos(kx − k′x) cos(ky − k′y),

[W (k,k′,δ = 0)]σσ̄σ̄σ = U, [W (k,k′,δ ≠ 0)]σσ̄σ̄σ = V (δ), [W (k,k′,δ ≠ 0)]σσσσ = V (δ).

(1.41)

In the effective pairing in Eq. (1.40), the RPA susceptibility is obtained from

[χRPA(q,δ,δ′)]σ1σ2
σ3σ4
= [(1 − χ0(q,δ,δ′′)W (q,δ′′))−1χ0(q,δ,δ′)]σ1σ2

σ3σ4
, (1.42)

with the generalized susceptibility introduced in Eq. (1.32). In the following results, we calculate

the RPA susceptibility at temperature kBT = 0.015 and zero energy (ω = 0).

To conclude with this section, we have derived the effective interaction within RPA including

on-site and longer-range Coulomb interactions, which we will use throughout this Chapter to

generate the pairing and solve for the superconducting gap. However, it is also worth introducing

two quantities relevant for experimental probes: the physical spin and charge susceptibilities.

In particular, the differential cross section measured in neutron scattering is proportional to
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Chapter 1. Superconductivity in the extended one-band Hubbard model

the spin susceptibility, while similarly the charge susceptibility can be related to resonant X-ray

scattering measurements [91,92]. In our formalism, they can be calculated as

χαβ
sp (q) =

1

N
∫

β

0
dτeiωnτ ⟨TτSα

−q(τ)Sβ
q(,0)⟩ =

1

4
∑
{σi}

σασ1,σ2
σβσ3,σ4

[χRPA(q,δ = 0,δ′ = 0)]σ1σ2
σ3σ4

,

χch(q) =
1

N
∫

β

0
dτeiωnτ ⟨Tτn−q(τ)nq(0)⟩ =

1

4
∑

σ1,σ2

[χRPA(q,δ = 0,δ′ = 0)]σ1σ1
σ2σ2

, (1.43)

where we have introduced the charge density, nq(τ) = ∑k,s1 c
†
s1(k + q, τ)cs1(q, τ), and the spin

operator, Sα
q(τ) = 1

2 ∑k,s1,s2 c
†
s1(k + q, τ)σαs1s2cs2(k, τ), with s1, s2 denoting spin indices and

σα corresponding to the three Pauli matrices. Since we do not include spin-orbit coupling nor

magnetic order, χxx
sp (q) = χ

yy
sp(q) = χzz

sp(q) [18, 93], but this will not be the case in Chapter 2.

We will use these expressions to calculate and visualize the structure of the spin and charge

susceptibilities in Fig. 1.9.

1.3 Linearized gap equation

In order to obtain the leading superconducting instability, we first derive the superconducting

gap equation starting from the BCS Hamiltonian,

H = ∑
k,σ

ξkc
†
kσckσ +

1

2
∑

k,k′,σ
[V (k,k′)]σσ̄σ̄σc

†
kσc

†
−kσ̄c−k′σ̄ck′σ. (1.44)

Using the mean-field approximation in the Cooper channel, the Hamiltonian is reduced to

H = ∑
k,σ

ξkc
†
kσckσ +∑

k,σ

([∆k]σσ̄c
†
kσc

†
−kσ̄ + ([∆k]σσ̄)∗c−kσ̄ckσ), (1.45)

with the superconducting order parameter given by

[∆k]σσ̄ = ∑
k′
([V (k,k′)]σσ̄σ̄σ + [V (k,k′)]σσσ̄σ̄)⟨c−k′σ̄ck′σ⟩

= 1

2
∑
k′
{Γs

k,k′(⟨c−k′σ̄ck′σ⟩ − ⟨c−k′σck′σ̄⟩) + Γt
k,k′(⟨c−k′σ̄ck′σ⟩ + ⟨c−k′σck′σ̄⟩)} ,

(1.46)

where we have projected the interaction in the singlet (s) and triplet (t) channels,

Γ
s/t
k,k′ = [V0(k,k

′) + Veff(k,k′)]σσ̄σ̄σ ∓ [V0(k,k′) + Veff(k,k′)]σσσ̄σ̄. (1.47)

The one-band model can easily be solved analytically by introducing the Bogoliubov transfor-

mation that diagonalizes the Hamiltonian, thus obtaining the self-consistent BCS gap equation,

∆
s/t
k = ∑

k′
Γ
s/t
k,k′

∆
s/t
k′

2Ek′
tanh

Ek′

2kBT
, (1.48)

where for simplicity we have now omitted the spin indices in the gap.

The linearized gap equation is obtained close to the critical temperature. In this case, the

mean-field order parameter is very small, and therefore we can approximate

Ek =
√
ξ2k +∆2

k ≈ ∣ξk∣. (1.49)
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1.4. Gap symmetries and self-consistent solution

Hence, in this limit the BCS gap equation can be written as [86]

∆
s/t
k = [−

1

(2π)2 ∫FS
dk′

∣vk′ ∣
Γ
s/t
k,k′∆

s/t
k′ ]∫

ξc

−ξc
dξ

1

2∣ξ∣
tanh

∣ξ∣
2kBTc

, (1.50)

with the Fermi velocity corresponding to vk = dξk
dk , FS denoting the integral over the Fermi

surface and ξc being the energy cutoff. The energy integral can be done in the limit ξc < kBT ,

obtaining ln 1.13ξc
kBT . Thus, the linearized gap equation corresponds to an eigenvalue problem,

− 1

(2π)2 ∫FS
dk′

∣vk′ ∣
Γ
s/t
k,k′∆

s/t
k′ = λ∆

s/t
k , (1.51)

where we diagonalize the matrix

M
s/t
k,k′ = −

1

(2π)2
lk′

∣vk′ ∣
Γ
s/t
k,k′ , (1.52)

with lk′ denoting the length associated to the Fermi point k′. In particular, to obtain the

results we have parametrized the Fermi surface with 160 k-points. The largest eigenvalue of

this matrix corresponds to the leading superconducting instability, as it has the highest critical

temperature, and the associated eigenvector encodes the information about the symmetry of the

superconducting gap.

1.4 Gap symmetries and self-consistent solution

The aim of this section is to classify the symmetries of the superconducting gap to study the

phase transitions and coexistence between phases with different symmetries. With this purpose,

we have also solved self-consistently the full BCS gap equation, decomposing it into basis func-

tions that transform as irreducible representations (irreps) under the point group D4h, which

is the relevant point group for the square lattice. To begin with, we focus on the point group

operations and irreps of D4h to rewrite the pairing interaction, allowing us to identify basis

functions that transform according to these irreps. Finally, we use this result to classify the

symmetries of the order parameter from the gap equation.

Let us first introduce the notation used to denote the point group symmetry operations.

Firstly, E denotes the identity. Secondly, Cn corresponds to a rotation of 2π/n around the z

axis, while 2C ′n denotes the two rotations of 2π/n around the x and y axes. Analogously, 2C ′′n
corresponds to the two rotations around the x = y and −x = y axes. Thirdly, σh, 2σv, 2σd denote

the mirror operations in the horizontal plane (z = 0), two vertical planes (x = 0 and y = 0) and

two diagonal planes (x = y and x = −y), respectively. Finally, I denotes the inversion (or parity)

operation, and Sn is an improper rotation, which is composed of a rotation of 4π/n around the

z axis followed by the inversion operation.

In Fig. 1.5 we illustrate some of the symmetry operations that leave the square lattice

invariant, which act as follows on the space coordinates,

E(x, y, z) = (x, y, z), C2(x, y, z) = (−x,−y, z), C4(x, y, z) = (y,−x, z),

σv(x, y, z) = (x,−y, z), σd(x, y, z) = (y, x, z), I(x, y, z) = (−x,−y,−z).
(1.53)
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Chapter 1. Superconductivity in the extended one-band Hubbard model

Figure 1.5: Illustration of some of the symmetry operations that leave the square lattice invariant,

including a π rotation (C2), two π/2 rotations (2C4), two vertical mirrors (2σv) and two diagonal mirrors

(2σd).

In addition, in Table 1.1 we show the character table for the point group D4h, which includes

how the irreducible representations transform under the point group operations. Since we con-

sider a two-dimensional lattice model for the calculations, we focus only on the irreps with basis

functions in the two-dimensional x − y plane. The character of the identity operation specifies

the dimension of the irrep. In particular, we see that A1g, A2g, B1g and B2g are one-dimensional,

in contrast to Eu, which is two-dimensional. The right column of the table indicates the usual

notation to denote the lowest harmonic for the superconducting symmetry belonging to the

different irreps, showing that the basis function for the Eu irrep is of odd parity, as opposed

to the one-dimensional irreps. Hence, since the superconducting order parameter must be an-

tisymmetric under the exchange of two electrons, even-parity basis functions (A1g, A2g, B1g

and B2g irreps) must correspond to spin singlet, whereas odd-parity basis functions (Eu irrep)

correspond to spin triplet.

To illustrate how we classify the symmetries of the superconducting gap, let us consider the

case of nearest-neighbors interactions only and focus on the pairing interaction, which is given

Table 1.1: Character table for the point groupD4h, including only the irreducible representations (irreps)

with two-dimensional basis functions, with some operations illustrated in Fig. 1.5. The right column of the

table lists the notation for the lowest harmonic usually associated with each superconducting symmetry.

Irrep E C2 2C4 2C ′2 2C ′′2 I σh 2S4 2σv 2σd Lowest harmonic

A1g 1 1 1 1 1 1 1 1 1 1 s

A2g 1 1 1 −1 −1 1 1 1 −1 −1 g

B1g 1 1 −1 1 −1 1 1 −1 1 −1 dx2−y2

B2g 1 1 −1 −1 1 1 1 −1 −1 1 dxy

Eu 2 −2 0 0 0 −2 2 0 0 0 p

18



1.4. Gap symmetries and self-consistent solution

by

[V (k,k′)]σ1σ2
σ3σ4
= ∑

δ={±x̂,±ŷ}

[V (δ)]σ1σ2
σ3σ4

e−iδ⋅(k−k
′
)

= [V tot
NN]σ1σ2

σ3σ4
(cos(kx − k′x) + cos(ky − k′y)) ,

(1.54)

where [V tot
NN]σ1σ2

σ3σ4
is the full interaction for nearest neighbors in real space obtained after Fourier

transforming [V0(k,k′) +Veff(k,k′)]σ1σ2
σ3σ4

in Eqs. (1.29) and (1.40), respectively. More details on

how we perform the Fourier transform can be found in Appendix A. By expanding the cosine of

the differences, the pairing interaction can also be written as

[V (k,k′)]σ1σ2
σ3σ4
= [V tot

NN]σ1σ2
σ3σ4
([coskx + cosky][cosk′x + cosk′y] + [coskx − cosky][cosk′x − cosk′y]

+ 2 sinkx sink′x + 2 sinky sink′y). (1.55)

Thus, in the case of nearest neighbors we can identify four different basis functions transforming

as irreps of the point group D4h (see Table 1.1). Specifically, we find the functions

g
A1g

k = coskx + cosky, g
Ex

u

k =
√

2 sinkx,

g
B1g

k = coskx − cosky, gE
y
u

k =
√

2 sinky.
(1.56)

Importantly, the k and k′ dependence in the interaction in Eq. (1.55) is now separated, which

will be useful when solving for the gap. In the same way, we can follow this procedure for

next-nearest neighbors, third neighbors, etc., to identify the basis functions, as summarized in

Tables 1.2-1.3. We consider up to fifth neighbors in addition to the on-site term to capture the

largest interactions in real space, which usually occur on the closest sites, as we demonstrate

in the following Section. Note that the basis function for the A2g irrep can also be written as

2
√

2(coskx − cosky) sinkx sinky, explicitly showing that the lowest order harmonic for this irrep

has g-wave symmetry (see Table 1.1).

As described in Eq. (1.45), within the mean-field approximation the superconducting order

parameter can be written as

[∆k]σ1
σ3
= ∑

k′,σ2,σ4

[V (k,k′)]σ1σ2
σ3σ4
⟨c−k′σ2ck′σ4⟩, (1.57)

with [V (k,k′)]σ1σ2
σ3σ4
= [V0(k,k′)+Veff(k,k′)]σ1σ2

σ3σ4
denoting the full pairing interaction in momen-

tum space (see Eqs. (1.29) and (1.40)). Recalling Eqs. (1.55)-(1.56), this equation can be more

conveniently written as

[∆k]σ1
σ3
= ∑
Γ∈irrep

gΓk[∆Γ]σ1
σ3
, (1.58)

where gΓk denotes the k-dependent basis function for the irrep Γ and

[∆Γ]σ1
σ3
= ∑
k′,σ2,σ4

[V (∆r)]σ1σ2
σ3σ4

gΓk′ ⟨c−k′σ2ck′σ4⟩, (1.59)

where [V (∆r)]σ1σ2
σ3σ4

is the real-space pairing interaction (see Appendix A). Hence, we can identify

the symmetries of the superconducting gap equation by calculating all [∆Γ]σ1
σ3

self-consistently,
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Chapter 1. Superconductivity in the extended one-band Hubbard model

Table 1.2: Basis functions for first, second and third nearest neighbors in the two-dimensional square

lattice, indicating the corresponding irreducible representation (irrep).

Irrep 1st neighbors 2nd neighbors 3rd neighbors

A1g coskx + cosky 2 coskx cosky cos 2kx + cos 2ky

A2g - - -

B1g coskx − cosky - cos 2kx − cos 2ky

B2g - 2 sinkx sinky -

Ex
u i

√
2 sinkx 2i sinkx cosky i

√
2 sin 2kx

Ey
u i

√
2 sinky 2i sinky coskx i

√
2 sin 2ky

Table 1.3: Basis functions for fourth and fifth nearest neighbors in the two-dimensional square lattice,

indicating the corresponding irreducible representation (irrep).

Irrep 4th neighbors 5th neighbors

A1g

√
2 cos 2kx cosky +

√
2 coskx cos 2ky 2 cos 2kx cos 2ky

A2g

√
2 sin 2kx sinky −

√
2 sinkx sin 2ky -

B1g

√
2 cos 2kx cosky −

√
2 coskx cos 2ky -

B2g

√
2 sin 2kx sinky +

√
2 sinkx sin 2ky 2 sin 2kx sin 2ky

Ex
u 2i sinkx cos 2ky, 2i sin 2kx cosky 2i sin 2kx cos 2ky

Ey
u 2i sinky cos 2kx, 2i sin 2ky coskx 2i sin 2ky cos 2kx

as described in Appendix B. In addition to classifying the symmetries, this way of rewriting the

gap equation is extremely convenient as the k′ sum can be done independently of the k sum,

improving the efficiency of the numerical calculation. Thus, to solve for the gap we will consider

lattice sizes of 120 × 120. We will use the self-consistent solution in Sec. 1.8 to analyze the gap

symmetries and coexistence between different phases at low temperatures. Furthermore, the

gap classification into the different irreps will be used throughout this Chapter, also for the

linearized gap equation solution, see Secs. 1.6-1.9.

1.5 Effect of the Coulomb repulsion on the pairing interaction

In the previous section, we have identified the symmetries of the superconducting gap based on

the irreps of the point group D4h, as presented in Table 1.1. Moreover, we have classified the

symmetries of the gap for the different neighbors, as seen in Tables 1.2-1.3. We can now use

these results to inspect the full pairing interaction, [V (k,k′)]σ1σ2
σ3σ4
= [V0(k,k′) + Veff(k,k′)]σ1σ2

σ3σ4

(see Eqs. (1.29) and (1.40), respectively), by Fourier transforming it to real space, as detailed

in Appendix A. This is useful to visualize which neighbors provide an attractive interaction

within the spin-fluctuation approach, and subsequently provides information on the possible
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1.5. Effect of the Coulomb repulsion on the pairing interaction

Figure 1.6: Real-space interaction strength V (∆r) within the RPA approach, obtained from Fourier

transforming Eqs. (1.29), (1.40) and projecting to the singlet channel (see Eq. (1.47)), for a filling ⟨n⟩ = 0.8

and t′ = 0. (a) Considering only on-site repulsion U = 0.5, (b) adding also VNN = 0.25, and (c) including

VNNN = 0.125, but setting VNN = 0. (d) Full interaction for U = 0.5, VNN = 0.25, and VNNN = 0.125.

symmetries of the order parameter by comparing to Tables 1.2-1.3.

In Fig. 1.6 we display the real space pairing interaction V (∆r) projected to the singlet

channel (see Eq. (1.47)) as a function of the intersite spacing ∆r = (∆rx,∆ry). When including

only on-site Coulomb repulsion U , as seen from Fig. 1.6(a) there is a nearest-neighbor attraction

generated through the spin-fluctuation mechanism. This gives rise to dx2−y2 symmetry for the

order parameter close to half filling [31,36,50,57]. Figure 1.6(b) includes NN repulsion, leading

to attraction at ∆r = (±1,±1), ∆r = (±2,0) and ∆r = (0,±2). Including only NNN repulsion in

addition to U gives rise to attraction at ∆r = (±2,±2), ∆r = (±2,0) and ∆r = (0,±2), as seen in

Fig. 1.6(c).

Finally, the general case including on-site, NN and NNN repulsion in shown in Fig. 1.6(d). As

observed, the longer-range interactions give rise to attraction in further neighbors. Consequently,

there should be pairing in higher-angular momentum channels, leading to more nodes in the

gap structure (see the basis functions in Table 1.3). The generated attraction in the fourth

neighbors at ∆r = (±2,±1) and ∆r = (±1,±2) usually stabilizes an A2g gap symmetry, whereas

the attraction at ∆r = (±2,0) and ∆r = (0,±2) leads to higher-order basis functions for A1g,

B1g and Eu symmetries, as seen from Table 1.3.
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(a) (b)

(c)

U = 0.05 U = 0.5

U = 1

Figure 1.7: Evolution of the eigenvalues obtained from the linearized gap equation in Eq. (1.51) for

different symmetry channels as a function of the NN repulsion VNN/U in the case (a) U = 0.05, (b) U = 0.5

and (c) U = 1, for ⟨n⟩ = 0.7, VNNN = 0 and t′ = 0.

1.6 Phase diagrams

In this section, we use the linearized gap equation method introduced in Eq. (1.51) to solve for

the superconducting instabilities and construct phase diagrams for the leading gap symmetry

as a function of filling and longer-range repulsion. This is shown in Fig. 1.8 for a fixed U

and varying VNN and VNNN, considering t′ = 0 (Figs. 1.8(a)-(d)) and t′ = −0.35 (Figs. 1.8(e)-

(h)), which is relevant for the cuprate Fermi surface. In particular, Fig. 1.8(a) and Fig. 1.8(e)

correspond to the absence of NNN Coulomb repulsion, while in Figs. 1.8(b),(f), Figs. 1.8(c),(g)

and Figs. 1.8(d),(h) we set VNNN = 0.1VNN, 0.3VNN and 0.5VNN, respectively.

In all phase diagrams, we set the on-site Coulomb repulsion to U = 0.5. Since the critical

Uc depends on the band structure and longer-range repulsion, it varies a lot through the phase

diagrams. Specifically, the choice of U is based on the agreement between RPA and other

methods in the low-U regime, as discussed in Ref. [57]. We have verified that moderate changes

of the Coulomb repulsion U shift the overall eigenvalues while still showing almost the same

phase transitions, as shown in Fig. 1.7 for U = 0.05, U = 0.5 and U = 1. The value U = 0.5 is

generically below the critical Uc in which either the spin or the charge susceptibility diverge, thus

leading to a non-superconducting instability. The exception is close to half filling in the case

t′ = 0, as indicated by the gray color in Fig. 1.8(a)-(d). This can be circumvented by increasing

the temperature or lowering the on-site Coulomb repulsion, but we keep these parameters fixed

in the phase diagrams for comparison.

In the case t′ = 0 shown in Fig. 1.8(a)-(d), the band is particle-hole symmetric, and therefore

the phase diagrams are symmetric for hole and electron dopings. Considering only on-site

interactions (lower row on Fig. 1.8(a)-(d) for VNN = VNNN = 0), the leading superconducting

instability has B1g symmetry close to half filling or B2g for smaller fillings, in agreement with

previous works [52,61,66,71].
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t' = 0 t' = -0.35

Figure 1.8: Phase diagrams of the leading superconducting gap symmetry obtained by solving the

linearized gap equation (see Eq. (1.51)) for the nearest-neighbor Coulomb repulsion VNN as a function of

the filling ⟨n⟩, keeping the on-site repulsion fixed to U = 0.5. The colors of the dots indicate the irrep of

the leading solution. In (a)-(d) we choose t′ = 0, whereas (e)-(h) correspond to t′ = 0.35. In (a) and (e) we

set VNNN = 0, while in (b),(f), (c),(g) and (d),(h) we increase it to VNNN = 0.1VNN, 0.3VNN and 0.5VNN,

respectively. In the case t′ = 0, for our choice of U there is a small region close to half filling (⟨n⟩ = 1) in

which either the spin or the charge susceptibility diverge, giving rise to a non-superconducting instability,

colored in gray. The black crosses in (f) denote the parameters used to show the momentum dependence

of the gap in Fig. 1.9.

When NN and NNN Coulomb repulsion are included, they give rise to different leading

superconducting symmetries. In particular, close to half filling the B1g symmetry is rapidly

suppressed due to VNN, as expected from the repulsive pairing interaction on NN displayed in

Fig. 1.6. As a consequence, the leading symmetry becomes A2g, which dominates the phase

diagram in the case of large VNNN, as seen in Fig. 1.8(c)-(d) for t′ = 0. In contrast, for smaller

VNNN there is another transition from A2g to spin-triplet Eu superconductivity (see Fig. 1.8(a)-

(b)). In the case t′ = −0.35, displayed in Fig. 1.8(e)-(h), the Eu order is also favored against A2g

in the hole-doped regime.
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Chapter 1. Superconductivity in the extended one-band Hubbard model

Figure 1.9: (a)-(e) Leading symmetry for the superconducting order parameter plotted at the Fermi

surface obtained by solving the linearized gap equation (see Eq. (1.51)), for fillings ⟨n⟩ = 0.2, 0.4, 0.5, 1.2,

and 1.5, as indicated in Fig. 1.8(f) with black crosses. We take U = 0.5, VNN = 0.2U , VNNN = 0.1VNN, and

t′ = −0.35. (f)-(j) Real-space pairing interaction from the RPA approach in Eqs. (1.29)-(1.40) for the gap

structures in (a)-(e). (k)-(o) Charge (red solid line) and spin (blue dashed line) RPA susceptibilities using

Eq. (1.43) for the same parameters as panels (a)-(e) and (f)-(j). The insets show the full momentum

dependence of the spin susceptibility, displaying C4 symmetry.

1.7 Gap structure in momentum space

In the previous section, we have presented the phase diagrams for the leading superconducting

instability, displayed in Fig. 1.8. Here, we analyze the momentum-dependent gap structure

together with the attraction from the real-space projected pairing interaction. In some cases,

this reveals the importance of higher-order basis functions within each irrep (see Tables 1.2-1.3)

and therefore explains the nodal structure of the gap.

In Fig. 1.9(a)-(e) we show the gap structure on the Fermi surface for the parameters marked

with black crosses in Fig. 1.8(f). Hence, they correspond to U = 0.5, VNN = 0.2U , VNNN = 0.1VNN,

t′ = −0.35 and fillings ⟨n⟩ = 0.2, 0.4, 0.5, 1.2, and 1.5, for panels (a)-(e), respectively. Considering

the same parameters, Fig. 1.9(f)-(j) show the related real-space pairing strength, and Fig. 1.9(k)-

(o) are the corresponding charge and spin susceptibilities.

Focusing first on the smallest filling, ⟨n⟩ = 0.2, there is a dominant induced attraction at

sites ∆r = (±2,±1) and (±1,±2) that favors the A2g irrep with g-wave symmetry. At ⟨n⟩ = 0.4,

the dominant irrep corresponds to Eu with the higher-order basis function (sin 2kx, sin 2ky),
as expected from the attraction to third neighbors ∆r = (±2,0), (0,±2), see Table 1.2. The

susceptibility shows a leading nesting peak at (π,0.2π) connecting regions of the Fermi surface

with the same sign, as there is an opposite sign in the pairing interaction for the triplet channel,

see Eq. (1.47). To analyze the gap structure at low temperatures for the Eu phase, we have

24



1.8. Coexistence phases and time-reversal symmetry breaking

(a) (b)

Figure 1.10: Real and imaginary part of the gap for the Eu irrep obtained by solving the full self-

consistent equation in Eq. (1.58), corresponding to a px + ipy phase. We consider ⟨n⟩ = 0.8, U = 0.5,

VNN = 0.3U , VNNN = 0, t′ = 0 and a temperature kBT = 0.015.

also solved the full gap equation in Eq. (1.58). As shown in Fig. 1.10, this reveals that at

low temperatures the Eu phase always condenses into a px + ipy solution, therefore breaking

time-reversal symmetry as this gives rise to a fully gapped phase.

For a larger electron filling, ⟨n⟩ = 0.5, the largest attraction corresponds to the diagonal

sites at ∆r = (±2,±2), ∆r = (±1,±1), which give rise to a leading B2g solution with a higher-

order nodal structure. At ⟨n⟩ = 1.2, the nesting peak at (π,π) gives rise to B1g symmetry.

Nevertheless, since the attraction is in further neighbors, there are many nodes in the gap

structure indicating the presence of higher harmonics. Finally, in the case ⟨n⟩ = 1.5, the real-

space pairing interaction in Fig. 1.9(j) displays a small attraction to ∆r = (0,±2), (±2,0), (0,±3)
and (±3,0), which generates a leading gap structure with A1g symmetry and a higher-order nodal

structure.

1.8 Coexistence phases and time-reversal symmetry breaking

The phase diagrams in Fig. 1.8 obtained by solving the linearized gap equation show that

there are many transitions between different irreps, thus allowing for a possible coexistence of

symmetries. To study if there exists such a coexistence region between different symmetries at

low temperatures, we have solved the full self-consistent gap equation along certain cuts in the

phase diagrams using Eq. (1.58).

To begin with, in Fig. 1.11(a) we show a transition between B1g and B2g irreps as a function

of the filling ⟨n⟩ in the case VNN = VNNN = 0, U = 0.5 and t′ = 0 (see the phase diagram in

Fig. 1.11(b)). There is a small coexistence region where the gap prefers a complex time-reversal

symmetry breaking (TRSB) phase, B1g + iB2g, as seen from the real and imaginary parts of the

gap included in the inset in Fig. 1.11(a).

In addition, we have verified that TRSB is stabilized by analyzing the effect of non-magnetic

inhomogeneities. In particular, non-magnetic point-like impurities directly display the symmetry

of the complex superconducting gap in the currents formed around the disorder [94–97]. With

this purpose, we have solved for the current densities from the Bogoliubov-de Gennes equations
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(b) (c)

(a)

Figure 1.11: (a) Superconducting order parameters for B1g and B2g irreps as a function of the filling

⟨n⟩, obtained by solving the full self-consistent equation, see Eq. (1.58), for VNN = VNNN = 0, U = 0.5

and t′ = 0. The inset shows the real and imaginary parts of the gap at ⟨n⟩ = 0.573. (b) Corresponding

crossing in the phase diagram from Fig. 1.8(a), denoted by the black dashed line. (c) Current patterns

in the TRSB region in panel (a), induced due to the presence of a non-magnetic impurity indicated by

the red cross. The currents are in units of et/h̵a2, where a corresponds to the lattice spacing.

between each lattice site i and the NN and NNN bonds (see Appendix C for the details),

JNN
i,δ = it∑

σ

[ ⟨c†i+δσciσ⟩ − h.c.],

JNNN
i,δ = it′∑

σ

[ ⟨c†i+δσciσ⟩ − h.c.], (1.60)

where in the case of NN we have δ = {±x̂,±ŷ}, while NNN correspond to δ = {x̂ ± ŷ,−(x̂ ± ŷ)}.
We project the current density for the next-nearest neighbors to the nearest-neighbors directions

{±x̂,±ŷ},

Ji,δ = JNN
i,δ +

δδ,±x̂√
2
(JNNN

i,δ+ŷ + J
NNN
i,δ−ŷ) +

δδ,±ŷ√
2
(JNNN

i,δ+x̂ + J
NNN
i,δ−x̂). (1.61)

Therefore, we can obtain the x̂ and the ŷ components of the total current vector at each lattice

site, which are calculated by taking the average of the nearest neighbors in the ±x̂ and ±ŷ
direction, respectively, obtaining

Ji =
1

2
∑
δ

δJi,δ =
1

2
[x̂(Ji,x̂ − Ji,−x̂) + ŷ(Ji,ŷ − Ji,−ŷ)]. (1.62)
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1.8. Coexistence phases and time-reversal symmetry breaking

Table 1.4: Symmetries of the B1g and the B2g irreps and the product of both of them B1g ⊗B2g under

some operations of the point group D4h (see the character table in Tab. 1.1 and Fig. 1.5). The current

pattern in the coexistence phase between these two irreps shown in Fig. 1.11(c) satisfies the symmetries

of B1g ⊗B2g.

B1g B2g B1g ⊗B2g

C2 1 1 1

2C4 −1 −1 1

2σv 1 −1 −1

2σd −1 1 −1

We use this expression to determine the current patterns due to the non-magnetic impurities at

the coexistence phases in Figs. 1.11-1.12. Non-magnetic impurities are implemented as repulsive

local potentials,

Himp = Vimp∑
i,σ

c†iσciσδi,rimp
, (1.63)

with Vimp corresponding to the potential of the non-magnetic impurities placed at rimp.

Figure 1.11(c) displays the current pattern at the coexistence region in Fig. 1.11(a) in the

presence of a non-magnetic impurity, denoted by the red cross. The disorder induces super-

current loops, as also found in earlier works [94–97]. Importantly, the current pattern directly

reveals the symmetry of the superconducting gap. For instance, the pattern in Fig. 1.11(c) has

the symmetries of B1g ⊗B2g = A2g, as seen from Table 1.4, considering the operations of D4h

illustrated in Fig. 1.5.

Additionally, we have also considered a crossing between B1g and A2g irreps, shown in

Fig. 1.12(a), but in this case as a function of VNN/U for a constant filling (see the phase diagram

in Fig. 1.12(b)). Similarly to the previous case, there is a region where the gap condenses in

a TRSB phase B1g + iA2g, as seen from the inset of Fig. 1.12, which displays the real and

imaginary parts of the order parameter. The current pattern shown in Fig. 1.12(c) now exhibits

the symmetries of the B1g ⊗ A2g = B2g irrep, as seen from Table 1.5 for the square lattice

operations depicted in Fig. 1.5. Consequently, imaging of the current patterns should directly

provide information about the symmetries of the superconducting phase [98].

Previous results have shown that TRSB can also arise from the local magnetic moments

Table 1.5: Symmetries of the B1g and the A2g irreps and the product of both of them B1g ⊗A2g under

some operations of the point group D4h (see the character table in Tab. 1.1 and Fig. 1.5). The current

pattern in the coexistence phase between these two irreps shown in Fig. 1.12(c) satisfies the symmetries

of B1g ⊗A2g.

B1g A2g B1g ⊗A2g

C2 1 1 1

2C4 −1 1 −1

2σv 1 −1 −1

2σd −1 −1 1
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(b) (c)

(a)

Figure 1.12: (a) Superconducting order parameters for B1g and A2g irreps as a function of the NN

repulsion VNN/U , obtained by solving the full self-consistent equation, see Eq. (1.58), for VNNN = 0.5VNN,

U = 0.5 and t′ = −0.35. The inset shows the real and imaginary parts of the gap at VNN/U = 0.0126.

(b) Corresponding crossing in the phase diagram from Fig. 1.8(h), denoted by the black dashed line.

(c) Current patterns in the TRSB region in panel (a), induced due to the presence of a non-magnetic

impurity indicated by the red cross. The currents are in units of et/h̵a2, where a corresponds to the

lattice spacing.

(b)(a)

Figure 1.13: (a) Superconducting order parameters for A2g and Eu irreps as a function of the NN

repulsion VNN/U , obtained by solving the full self-consistent equation, see Eq. (1.58), for VNNN = 0,

U = 0.5 and t′ = 0. (b) Corresponding crossing in the phase diagram from Fig. 1.8(a), denoted by the

black dashed line.
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1.9. Additional nearest-neighbor interaction

induced by non-magnetic impurities [99–109], which is different from the TRSB emerging in our

case. As given in Eq. (1.45), the mean-field Hamiltonian relevant for the study of the supercon-

ducting effects is obtained by including correlations only in the Cooper channel (particle-particle

channel). To analyze the effects of magnetism, we have also included the mean-field decoupling

in the particle-hole channel. We have observed numerically that the induced local magnetic

moments compete with the impurity-induced local supercurrents.

Finally, we have also studied transitions between spin-singlet and spin-triplet regions from

the full self-consistent gap equation. In Fig. 1.13(a) we show an example of a crossing between

A2g and Eu irreps as a function of VNN/U for a constant filling in the case VNNN = 0, as seen from

the phase diagram in Fig. 1.13(b). As opposed to the previous transitions studied in this section,

we now include the points in Fig. 1.13(a) where we performed the self-consistent calculation of

the gap, to show that, in this case, there is no coexistence region between the two symmetries,

and we observe a first-order phase transition. We also find the same behavior in other regions

of the phase diagrams for the crossings between triplet and singlet order parameters, which may

indicate that the two phases do not coexist in our model. To understand the origin of this

and the transitions between singlet and triplet irreps one could construct the Ginzburg-Landau

theory including the two orders and analyze the stability and the phase diagram, which we leave

for future work as this is beyond the scope of this Chapter.

1.9 Additional nearest-neighbor interaction

As discussed in Sec. 1.1, recent ARPES experiments have revealed a nearest-neighbor attractive

interaction in a doped cuprate compound [79,80]. Thus, this motivates studying the role of NN

attraction in the preferred superconducting symmetry. With this purpose, we have calculated

the effective pairing interaction from spin fluctuations within RPA, including first only the

on-site Coulomb repulsion U (see Eq. (1.22)), and then also adding the nearest-neighbor bare

attractive interaction (VNN < 0) as in Eq. (1.29). This contrasts with previous studies where

both on-site and nearest-neighbor pairing were considered attractive [72,110,111].

Figure 1.14 displays the evolution of the leading eigenvalues for different irreps, obtained by

solving the linearized gap equation (see Eq. (1.51)) as a function of filling ⟨n⟩, increasing the

bare NN attraction. First, in Fig. 1.14(a) we show the case with no additional bare interaction,

which corresponds to the bottom cut in Fig. 1.8(e) for VNN = VNNN = 0 and t′ = −0.35. Within

the RPA approach, the on-site Coulomb interaction U generates a nearest-neighbor attraction,

which is of the order of −0.01 (for instance, see the real-space pairing interaction in Fig. 1.6(a)

for the case t′ = 0).

Including NN attraction at the bare level leads to a preferred B1g (Eu) symmetry at the

small (large) electron density region, as seen from Fig. 1.14(b). Increasing the NN attraction

(see Fig. 1.14(c)) further boosts the B1g and Eu channels, which split from the other irreps.

This can be understood from the basis functions obtained by NN interactions only, shown in

Eqs. (1.55)-(1.56). As seen, an attractive VNN would directly boost the B1g and Eu solutions,

therefore displaying a nodal structure dominated by these lowest harmonics.
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A2g
Eu

B2g
B1gA1g

(a)

(b)

(c)

Figure 1.14: Eigenvalues for the different irreps as a function of filling ⟨n⟩ obtained from the linearized

gap equation in Eq. (1.51), for (a) VNN/U = 0, (b) VNN/U = −0.01, and (c) VNN/U = −0.03, with U = 0.5

and t′ = −0.35. The additional NN attractive interaction is added at the bare level (see Eq. (1.29)).

Although these results may not be directly related to the cuprate material in Refs. [79, 80],

Fig. 1.14 shows that adding a small NN attraction to the pairing interaction obtained from

the repulsive on-site interaction U can significantly enhance the transition temperature of the

B1g irrep. Therefore, our results suggest that the strong NN attractive interaction identified in

Ref. [112] could have an important role in generating high-temperature superconductivity in the

cuprate compounds.

1.10 Discussion and conclusions

In this Chapter, we have analyzed the leading superconducting symmetries of the extended one-

band two-dimensional Hubbard model from spin-fluctuation pairing obtained within the RPA

approximation by summing up all bubble and ladder diagrams. With this purpose, we have

first derived the effective interaction considering only the on-site Coulomb repulsion. Then, we

have generalized the previous result by obtaining an expression for the pairing in the presence

of longer-range Coulomb interactions.

We have introduced two methods to solve for the superconducting gap: the linearized gap

equation and the full self-consistent solution. Even though the former is derived considering

that the system is close to the critical temperature, while the full self-consistent equation allows

us to analyze the gap at low temperatures, the two methods show a remarkable agreement, as

seen by comparing the crossings in Fig. 1.11(a)-(b), Fig 1.12(a)-(b), and Fig. 1.13(a)-(b), where

in all cases (a) corresponds to the full self-consistent solution and (b) is obtained by solving the
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linearized gap equation.

We have classified the gap symmetries by rewriting the interaction for different neighbors

in terms of basis functions, and identifying how these functions transform under the operations

of the point group D4h, as summarized in Tables 1.2-1.3. By analyzing the full interaction

in real space, the classification of the gap into basis functions gives insight into the leading

superconducting symmetry, as it shows the sites where the interaction becomes attractive.

In addition, we have constructed phase diagrams for the leading superconducting symmetry

as a function of the filling and the nearest-neighbor repulsion, considering also different values

for the next-nearest-neighbor repulsion. The results show that the phase diagram is rich, with

different symmetry regions close by, and there is also a clear dominance of the A2g symmetry as

the NN and NNN repulsion is increased. We have also determined the momentum dependence

of the gap structure and identified the origin of the nodal structure by comparing with the real-

space pairing interaction, showing that the NN and NNN repulsion generally push the attraction

to further away sites.

Focusing on the phase transitions, we have solved the full BCS gap equation at low tem-

peratures, revealing a coexistence region between different symmetries that breaks time-reversal

symmetry. We have explicitly demonstrated this by adding a non-magnetic impurity and cal-

culating the currents, which reflect the symmetries of the condensate and provide evidence

for TRSB. The situation is different for the transition between the spin-triplet Eu and a one-

dimensional irrep. In this case, we identified a first-order phase transition and no region of

coexistence between the two symmetries. As future work, to fully understand the transition

between singlet and triplet phases, the Ginzburg-Landau theory could be constructed, including

the interplay of the two superconducting orders. However, this would require including two

order parameters, one two-dimensional describing the Eu irrep and the other one-dimensional

corresponding to the spin-singlet irrep ordering.

Motivated by ARPES results in a cuprate compound where a strong NN attraction was

identified [79,80], we have also added a negative VNN at the bare level to the usual spin-fluctuation

mediated pairing including only local repulsion U . This has shown that a small NN attraction is

sufficient to enhance notably the critical temperature of the B1g and the Eu symmetry channels,

with a nodal structure dominated by the lowest harmonics.

Finally, our work shows that the inclusion of longer-range repulsion within the spin-fluctuation

mediated pairing gives rise to a rich phase diagram, leading to many transitions between different

symmetries when increasing the repulsion strength. These results could be useful to identify the

nature of the superconducting gap in new unconventional superconductors where longer-range

Coulomb repulsion may play a role. In particular, the importance of longer-range Coulomb

interactions and the coexistence of different symmetries have been pointed out in SrRuO2 or

the Kagome metals [19,113]. The large number of phase transitions between different symmetry

channels also opens the possibility of exotic condensates with an accidental degeneracy between

two different irreducible representations breaking time-reversal symmetry.
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Chapter 2

Pairing in multiorbital systems with

repulsive interactions

Info: Part of the content and figures of this Chapter have been published together with

A.T. Rømer, A. Kreisel, P.J. Hirschfeld and B.M. Andersen in Ref. [2], available at Phys.

Rev. B 106, L100501 (2022).

i

2.1 Introduction

In systems where all local interactions are repulsive superconductivity cannot be mediated by

phonons. As discussed in Chapter 1, pairing in one-band models can arise from including

the screened Coulomb interaction [114], allowing electrons to take advantage of the effective

interaction in higher angular momentum channels and form Cooper pairs [29,115–118]. However,

in reality many unconventional systems involve multiple bands close to the Fermi level with a

strong local Coulomb repulsion [87]. A common approach to describe the interactions in these

multiorbital systems is to use the Hubbard-Kanamori Hamiltonian,

Hint = U∑
i,µ

niµ↑niµ↓ +U ′ ∑
i,µ<ν,σ

niµσniνσ̄ + (U ′ − J) ∑
i,µ<ν,σ

niµσniνσ

+ J ∑
i,µ<ν,σ

c†iµσc
†
iνσ̄ciµσ̄ciνσ + J

′ ∑
i,µ<ν,σ

c†iµσc
†
iµσ̄ciνσ̄ciνσ.

(2.1)

Differently from the one-band case, where only the intra-orbital Hubbard U is included, now

other parameters also enter at the bare level. Specifically, we also have to incorporate the

inter-orbital Coulomb interaction U ′, the Hund’s exchange J , and the pair hopping term J ′.

In multiorbital systems, pairing can also arise from the screening of the Coulomb interac-

tions, which can be investigated from the RPA approach following a similar procedure as in

Chapter 1, but accounting for all bare interactions. This scenario has been considered for iron-

based superconductors, where magnetic fluctuations are believed to play an important role in

the superconducting pairing [119–121].
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2.1. Introduction

As opposed to single-band systems, a different mechanism for obtaining superconducting

pairing is possible in multiorbital models. As seen from Eq. (2.1), on-site interactions can be-

come attractive for a sufficiently large Hund’s exchange J , which we refer to as Hund’s pairing

or Hund’s mechanism. Consequently, a direct attraction at the bare level can occur for certain

symmetry channels of the superconducting order parameter. This has been investigated by a

different number of works [20, 21, 122–133]. Equation (2.1) shows that this mechanism gives an

attraction in an inter-orbital spin-triplet channel, and therefore can induce exotic superconduct-

ing pairing states, as proposed for iron-based systems [129–131], Sr2RuO4 [20, 21, 125–127] and

uranium-based superconductors [123–125].

In the regime where Hund’s pairing can be stabilized, this mechanism should compete with

spin-fluctuation pairing arising from the screening of the bare interactions. Thus, comparing the

two mechanisms on equal footing is crucial to determine which one is more favorable and leads

to a higher critical temperature. Since the competition of both pairing mechanisms may also

depend on the band structure, this question should also be addressed by considering different

systems.

In this Chapter, we compare the Hund’s mechanism with the spin-fluctuation mediated

pairing by analyzing the superconducting states and the corresponding critical temperature.

In particular, we perform the comparison for two multiorbital systems. On the one hand, we

consider a two-orbital system relevant for iron-based superconductors with two Fermi pockets

centered around the Γ-point [130]. On the other hand, we take a three-orbital model relevant

for Sr2RuO4 [18, 134]. In both systems, we use the linearized gap equation (LGE) and the self-

consistent solution introduced in Secs. 1.3-1.4 to determine the gap structure, generalizing the

two approaches to multiorbital systems.

We show that for multiorbital systems where the susceptibility has almost no momen-

tum structure, both mechanisms give the same superconducting state. By contrast, when the

susceptibility has sufficient momentum structure, the spin-fluctuation pairing dominates over

Hund’s pairing. At the bare level, the Hund’s mechanism gives rise to an attraction only for

J > U ′ [20, 130]. However, when higher-order interactions are included, the Hund’s pairing

regime can be extended [125, 135]. We verify this result and generalize the expression for a

multiorbital system with different susceptibilities.

This Chapter is organized as follows: in Sec. 2.2 we generalize the effective pairing interaction

within the RPA derived in Sec. 1.2 to describe multiorbital systems. In Sec. 2.3, we classify the

symmetries of the superconducting order parameter for both the two-orbital and the three-orbital

models. This requires identifying how the orbital and spin matrices transform under the point

group operations. We use these results in Secs. 2.4-2.5 to identify the leading symmetry channel

obtained by solving the full self-consistent equation in orbital and spin space. First, Sec. 2.4

discusses the two-orbital model from Ref. [130], while in Sec. 2.5 we turn to the three-orbital

model relevant for Sr2RuO4, and examine the leading superconducting symmetry channels from

Hund’s pairing and spin-fluctuation pairing in both systems. Next, in Sec. 2.6 we investigate

whether the higher-order interactions included within the RPA renormalize the extent of the

Hund’s regime. Finally, Sec. 2.7 presents the discussion and conclusions.
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Chapter 2. Pairing in multiorbital systems with repulsive interactions

2.2 Multiorbital interaction

In this section, we derive the multiorbital interaction for both Hund’s pairing and spin-fluctuation

mediated pairing. In the multiorbital case, the effective interaction in Eq. (1.11) can be written

as

Hint = ∑
k,k′,µ̃

[V (k,k′)]µ̃i,µ̃l
µ̃j ,µ̃k

c†kµ̃i
c†
−kµ̃j

c−k′µ̃l
ck′µ̃k

, (2.2)

where now the indices in the effective interaction are separated by a comma since µ̃i = µi σi
denotes both orbital and spin indices. Considering first Hund’s pairing, the effective interaction

simply corresponds to

[V (k,k′)]µ̃i,µ̃l
µ̃j ,µ̃k

= [U]µ̃i,µ̃l
µ̃j ,µ̃k

, (2.3)

where we include the bare interactions from the multiorbital Hubbard-Kanamori Hamiltonian

in Eq. (2.1),

[U]µσ,µσ̄µσ̄,µσ = U, [U]νσ,µσ̄µσ̄,νσ = U
′, [U]µσ,νσ̄µσ̄,νσ = J

′, [U]µσ,µσ̄νσ̄,νσ = J, [U]µσ,νσνσ,µσ = U ′ − J,

[U]µσ,µσµσ̄,µσ̄ = −U, [U]νσ,νσµσ̄,µσ̄ = −U
′, [U]µσ,νσµσ̄,νσ̄ = −J

′, [U]µσ,νσνσ̄,µσ̄ = −J, [U]µσ,µσνσ,νσ = −U ′ + J,
(2.4)

with µ and ν denoting different orbitals. We assume spin-rotational invariance, so that U ′ =
U − 2J and J ′ = J [136]. Therefore, in the Hund’s mechanism, the on-site interactions give

rise to attraction in certain channels, which can generate superconductivity. Specifically, for a

repulsive inter-orbital interaction U ′ > 0, an attractive pairing arises for J > U ′. Equivalently,

using the spin-rotational invariance relations above, when J/U < 1/2 there is an attraction

induced for J/U > 1/3. This can generate exotic orbital-singlet spin-triplet superconducting

states [20,125,127,130], as we will show in Sec. 2.4.

Turning now to the effective interaction from spin fluctuations, for multiorbital systems we

can follow an analogous procedure as in Sec. 1.2, where we derived in detail the effective pairing

for a one-band model within the RPA approach, by summing up bubble and ladder diagrams to

infinite order. In particular, the results of Chapter 1 can be easily generalized to multiorbital

systems, such that the effective pairing obtained in Eq. (1.22) can be written as

[V (k,k′)]µ̃i,µ̃l
µ̃j ,µ̃k

= [U]µ̃i,µ̃l
µ̃j ,µ̃k

− [U(1 − χ0(k − k′)U)−1χ0(k − k′)U]µ̃i,µ̃k
µ̃j ,µ̃l

+ [U(1 − χ0(k + k′)U)−1χ0(k + k′)U]µ̃i,µ̃l
µ̃j ,µ̃k

.
(2.5)

Here, the dimensions of the susceptibility and the bare interaction matrices also include the

orbital degree of freedom in addition to spin, and therefore correspond to 22 ⋅ 2norb × 22 ⋅ 2norb ,

where norb is the number of orbitals. The generalized susceptibility is given by [18,30]

[χ0(q, iωn)]µ1σ1,µ2σ2
µ3σ3,µ4σ4

= 1

N
∫

β

0
dτeiωnτ ∑

k,k′
⟨Tτ c†k−qµ1σ1

(τ)ckµ2σ2(τ)c
†
k′+qµ3σ3

(0)ck′µ4σ4(0)⟩0,

(2.6)

where, compared to Eq. (1.13), we have introduced the orbital indices in the fermionic operators.

Performing the Matsubara sum, the susceptibility can now be written as

[χ0(q, iωn)]µ1σ1,µ2σ2
µ3σ3,µ4σ4

= − 1

N
∑
k

∑
n1,n2,si

[Mn1,n2(k,q)]
µ1s1,µ2s2
µ3s3,µ4s4

f(ξk−q,n1,s1) − f(ξk,n2,s2)
iωn + ξk−q,n1,s1 − ξk,n2,s2

. (2.7)
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2.3. Classification of gap symmetries

In contrast to the expression found in Eq. (1.15), the transformation from the orbital and

electronic spin basis (µ,σ) to the band and pseudospin basis (n, s) also enters,

[Mn1,n2(k,q)]
µ1s1,µ2s2
µ3s3,µ4s4 = [u

µ1σ1
n1s1 (k − q)]

∗[uµ3σ3
n2s3 (k)]

∗uµ2σ2
n2s2 (k)u

µ4σ4
n1s4 (k − q), (2.8)

with uµσns (k) denoting the components of the eigenvector obtained from diagonalizing the non-

interacting Hamiltonian.

Following the same approach as in Chapter 1, in order to obtain the superconducting gap we

solve self-consistently the BCS gap equation and the linearized gap equation (LGE). In the case

of multiorbital systems, classifying the symmetries of the gap from the self-consistent approach

becomes more involved, as we will elaborate in the next section. For the LGE, following Sec. 1.3,

the effective interaction in Eq. (2.5) is projected to band and pseudospin space [18,19,86],

− 1

(2π)2 ∫FS
dk′

∣vk′ ∣
Γl,l′
k,k′∆

l′
k′ = λ∆l

k, (2.9)

where Γl,l′
k,k′ = ∑ni

[Γl]n3n1[V (k,k′)]n1n2
n3n4
[Γl′]n4n2 , with [V (k,k′)]n1n2

n3n4
being the effective interac-

tion in Eq. (2.5) projected to the band basis using the transformation in Eq. (2.8). In addition,

the Γl matrices correspond to Γl = i
√

2
σlσy, which are constructed to project the solution onto

pseudospin singlet (l = 0) and triplet (l = 1,2,3) [18]. This will become clearer in the following

section where we classify the gap in spin space, in particular see Eqs. (2.22)-(2.23). By diago-

nalizing this matrix, we obtain the leading eigenvalues and the corresponding gap function on

the Fermi surface. Specifically, to calculate the results we parametrize the Fermi surface with

160 k-points. We will use this method to compare the superconducting gap and the eigenval-

ues obtained from Hund’s pairing versus spin-fluctuation pairing for the two distinct models in

Secs. 2.4-2.5.

2.3 Classification of gap symmetries

In multiorbital systems, classifying the symmetry of the gap is not as straightforward as it was

in Sec. 1.4 for the one-band model, where we could directly identify the symmetry from the

different basis functions. Therefore, in this section, we first follow the approach in Sec. 1.4 to

rewrite the self-consistent gap equation in terms of different basis functions, and then we classify

the gap in orbital and spin space. For this purpose, we need to identify how the spin and orbital

matrices transform under the point group.

We classify the gap structure for the two-orbital system in Ref. [130] and the three-orbital

model relevant for Sr2RuO2 [18, 134], i.e., considering a two-orbital model including {dxz, dyz}
orbitals and a three-orbital model with contributions from {dxz, dyz, dxy} orbitals. In this section,

we focus only on the identification of the gap symmetries assuming the set of orbitals relevant

for each system, but we will introduce and describe in detail the origin of the models in Sec. 2.4

and Sec. 2.5, respectively.

For multiple orbitals, the mean-field gap equation in Eq. (1.57) can be written as

[∆k]µ̃i

µ̃j
= ∑

k′,µ̃k,µ̃l

[V (k,k′)]µ̃i,µ̃l
µ̃j ,µ̃k
⟨c−k′µ̃l

ck′µ̃k
⟩, (2.10)
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Chapter 2. Pairing in multiorbital systems with repulsive interactions

where it is now labelled by orbital and spin indices. The interacting Hamiltonian in Eq. (2.2)

implies that the effective interaction must satisfy the following symmetries,

[V (k,k′)]µ̃i,µ̃l
µ̃j ,µ̃k

= −[V (k,−k′)]µ̃i,µ̃k
µ̃j ,µ̃l

= −[V (−k,k′)]µ̃j ,µ̃l

µ̃i,µ̃k
, (2.11)

obtained by anticommuting the fermionic operators. Therefore, the order parameter fulfills

[∆k]µ̃i

µ̃j
= −[∆−k]

µ̃j

µ̃i
. (2.12)

This symmetry will become useful in the following discussion.

Fourier transforming the effective interaction from momentum space to real space, Eq. (2.10)

can be rewritten in terms of the real-space pairing and the basis functions that belong to the

irreps of the point group for the different neighbors, similarly to Sec. 1.4 for the one-band model.

In the two multiorbital systems considered in this Chapter, the relevant point group is also D4h.

For the Hund’s mechanism, the effective interaction in Eq. (2.3) contains exclusively on-site

terms. On the contrary, in the spin-fluctuation mediated pairing, we Fourier transform the

interaction in Eq. (2.5) and include up to sixth neighbors, in addition to the on-site term. This

allows us to capture the largest interactions in real space, which usually occur on the closest

sites.

Following Sec. 1.4, we rewrite the self-consistent gap equation as a function of the irreducible

representations (irreps) Γ of D4h as

[∆k]µ̃i

µ̃j
= ∑

Γ∈irrep

gΓk[∆Γ]µ̃i

µ̃j
= ∑

Γg

g
Γg

k [∆Γg]
µ̃i

µ̃j
+∑

Γu

gΓu

k [∆Γu]
µ̃i

µ̃j
, (2.13)

where in the last equality we have separated the even (Γg) and odd (Γu) irreps, with the basis

functions satisfying g
Γg

−k = g
Γg

k and gΓu

−k = −g
Γu

k , respectively. As previously discussed in Sec. 1.4,

when compared to Eq. (2.10), we have separated the k and k′ dependence. Thus, similarly to

Eq. (1.59), the k-independent gap function in orbital and spin space is given by

[∆Γ]µ̃i

µ̃j
= ∑

k′,µ̃k,µ̃l

[V (∆r)]µ̃i,µ̃l
µ̃j ,µ̃k

gΓk′ ⟨c−k′µ̃l
ck′µ̃k

⟩ . (2.14)

with [V (∆r)]µ̃i,µ̃l
µ̃j ,µ̃k

denoting the Fourier transform of the effective interaction for the neighbor ∆r

(see Appendix A). Equations (2.12)-(2.13) imply that the matrices coupling to even form factors

satisfy [∆Γg]
µ̃i

µ̃j
= −[∆Γg]

µ̃j

µ̃i
, while those coupling to odd form factors obey [∆Γu]

µ̃i

µ̃j
= [∆Γu]

µ̃j

µ̃i
.

These properties will be relevant in the following subsections. To solve self-consistently for the

superconducting gap in Secs. 2.4-2.5, as detailed in Appendix B, we consider a system size 81×81.

The first step to classify the symmetries of the gap is to find the matrix representation in

spin and orbital space of the point group generators. The point group D4h can be written

as D4h = C4v ⊗ I, where I denotes the inversion operation and C4v = {E,C2,2C4,2σv,2σd},
which contains the identity, π/2 and π rotations, and two mirror operations, as illustrated in

Fig. 1.5. Since the two models examined contain inversion, it is sufficient to consider the following

operations as the generators of the group:

{E,C2,C4, σv, σd,I}. (2.15)
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2.3. Classification of gap symmetries

Table 2.1: Transformation of the spin degrees of freedom (σ0, σx, σy, σz) under the generators of the

point group D4h in Eq. (2.15), obtained using the matrix representations in Eq. (2.18). The right column

indicates the corresponding irrep.

E C2 2C4 2σv 2σd I Irrep

σ0 1 1 1 1 1 1 A1g

σz 1 1 1 -1 -1 1 A2g

(σx, σy) 2 -2 0 0 0 2 Eg

We recall that these operations act as follows on the spatial coordinates,

E(x, y, z) = (x, y, z), C2(x, y, z) = (−x,−y, z), C4(x, y, z) = (y,−x, z),

σv(x, y, z) = (x,−y, z), σd(x, y, z) = (y, x, z), I(x, y, z) = (−x,−y,−z).
(2.16)

First, we focus on spin space, and in the following subsections we turn to orbital space and

identify the symmetries of the order parameter for both the two-orbital and three-orbital models.

We denote σ = (σ0, σx, σy, σz) as the set of Pauli matrices representing spin space,

σx =
⎛
⎝

0 1

1 0

⎞
⎠
, σy =

⎛
⎝

0 −i
i 0

⎞
⎠
, σz =

⎛
⎝

1 0

0 −1

⎞
⎠
, σ0 =

⎛
⎝

1 0

0 1

⎞
⎠
, (2.17)

and we want to identify the symmetry properties of these matrices, i.e., to which irreducible

representation of D4h they belong to. Hence, we need to calculate d†
σ(g)σidσ(g), with dσ(g)

denoting the matrix representation in spin space of the point group operations g in Eq. (2.15).

On the one hand, the matrix representation of the rotation operation corresponds to dσ(Cn) =
e−iσ⋅φ̂, where φ̂ is the angle of the rotation. For instance, in the case of a π/2 rotation, the

matrix representation corresponds to dσ(C2) = −i sin π
2σz. On the other hand, for the mirror

and inversion operations, we recall that the spin operator transforms in the same way as the

angular momentum operator, L = r×p, with r and p corresponding to the space and momentum

coordinates, respectively. Let us illustrate this with an example, focusing on the mirror operation

σv. In this case, the x-component of the angular momentum Lx = xpy − ypx changes sign under

σv, since both the coordinates and the momentum transform under the point group operations

as in Eq. (2.16). Similarly, we see that σv(Lx, Ly, Lz) = (−Lx, Ly,−Lz). Thus, by inspection we

identify that the matrix representation transforming d†
σ(σv)(σx, σy, σz)dσ(σv) in the previous

way must correspond to dσ(σv) = −iσy. Therefore, following the same procedure for the other

group generators in Eq. (2.15), we find the following matrix representations [137],

dσ(E) = σ0, dσ(C2) = −iσz, dσ(C4) =
σ0 − iσz√

2
,

dσ(σv) = −iσy, dσ(σd) = −i
σy − σx√

2
, dσ(I) = σ0.

(2.18)

Hence, we identify the transformation properties of the Pauli matrices under the point group

operations g in Eq. (2.18) by calculating d†
σ(g)σidσ(g). The results are shown in Table 2.1.
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Chapter 2. Pairing in multiorbital systems with repulsive interactions

Table 2.2: Transformation of the matrices in orbital space (see Eq. (2.19)) under the generators of the

point group D4h in Eq. (2.15), obtained using the matrix representations in Eq. (2.20). The right column

indicates the corresponding irrep.

E C2 2C4 2σv 2σd I Irrep

κ0 1 1 1 1 1 1 A1g

κy 1 1 1 -1 -1 1 A2g

κz 1 1 -1 1 -1 1 B1g

κx 1 1 -1 -1 1 1 B2g

2.3.1 Two-orbital model

Let us consider a two-orbital model relevant for iron-based materials, described by two Γ-centered

hole pockets with contribution from dxz and dyz orbitals [130]. We introduce the Pauli matrices

κ to denote orbital space, with

κx =
⎛
⎝

0 1

1 0

⎞
⎠
, κy =

⎛
⎝

0 −i
i 0

⎞
⎠
, κz =

⎛
⎝

1 0

0 −1

⎞
⎠
, κ0 =

⎛
⎝

1 0

0 1

⎞
⎠
. (2.19)

Equation (2.16) is useful to determine how the group generators in Eq. (2.15) act in the orbital

basis {dxz, dyz}. For instance, the C4 rotation act on the basis as C4(xz, yz) = (yz,−xz). Thus,

the matrix representation performing this transformation corresponds to dκ(C4) = −iκy. In the

same way, we can identify the matrix representation for the other operations, obtaining

dκ(E) = κ0, dκ(C2) = −κ0, dκ(C4) = −iκy,

dκ(σv) = κz, dκ(σd) = κx, dκ(I) = κ0.
(2.20)

Therefore, we can classify how the matrices in orbital space transform under the point group

operations of Eq. (2.20) by calculating d†
κ(g)κidκ(g). The results are included in Table 2.2.

Having determined how the matrices in orbital and spin space transform for the two-orbital

model, we can now classify the symmetries of the gap. Recalling Eq. (2.13), we focus first on

matrices coupling to even form factors, which satisfy [∆Γg]
µ̃i

µ̃j
= −[∆Γg]

µ̃j

µ̃i
. Therefore, we start

from the matrix form

∆Γg =

⎛
⎜⎜⎜⎜⎜
⎝

0 [∆Γg]
xz↑
xz↓ [∆Γg]

xz↑
yz↑ [∆Γg]

xz↑
yz↓

−[∆Γg]
xz↑
xz↓ 0 [∆Γg]

xz↓
yz↑ [∆Γg]

xz↓
yz↓

−[∆Γg]
xz↑
yz↑ −[∆Γg]

xz↓
yz↑ 0 [∆Γg]

yz↑
yz↓

−[∆Γg]
xz↑
yz↓ −[∆Γg]

xz↓
yz↓ −[∆Γg]

yz↑
yz↓ 0

⎞
⎟⎟⎟⎟⎟
⎠

. (2.21)

We can parametrize the gap matrix in spin space to distinguish between spin singlet and

spin triplet terms [138,139]. For the spin singlet, it is sufficient to use a scalar function,

∆s =
⎛
⎝

∆↑↑ ∆↑↓

∆↓↑ ∆↓↓

⎞
⎠
=
⎛
⎝

0 ψ

ψ 0

⎞
⎠
= iσyψ. (2.22)
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2.3. Classification of gap symmetries

Table 2.3: Classification of the order parameter components in Eq. (2.24) that couple to an even form

factor (g
Γg

−k = g
Γg

k ) in orbital and spin space, considering a two-orbital model with dxz and dyz orbitals.

We include whether each combination corresponds to singlet or triplet in orbital and spin space and

indicate when it is an intra-orbital term. The transformation of the spin and orbital matrices is detailed

in Tables 2.1 and 2.2, respectively, which is used to obtain the total irrep for each combination.

∆Γg component Orbital κi Spin σi Irrep
1
2([∆Γg]

xz↑
xz↓ + [∆Γg]

yz↑
yz↓) Triplet, Intra κ0 Singlet σ0 A1g

1
2([∆Γg]

xz↑
yz↓ − [∆Γg]

xz↓
yz↑) Triplet κx Singlet σ0 B2g

1
2([∆Γg]

xz↑
xz↓ − [∆Γg]

yz↑
yz↓) Triplet, Intra κz Singlet σ0 B1g

1
2([∆Γg]

xz↑
yz↑ + [∆Γg]

xz↓
yz↓) Singlet κy Triplet σy Ey

g

1
2([∆Γg]

xz↑
yz↑ − [∆Γg]

xz↓
yz↓) Singlet κy Triplet σx Ex

g
1
2([∆Γg]

xz↓
yz↑ + [∆Γg]

xz↑
yz↓) Singlet κy Triplet σz A1g

In contrast, the spin triplet requires three components, denoted by the vector d⃗,

∆t =
⎛
⎝

∆↑↑ ∆↑↓

∆↓↑ ∆↓↓

⎞
⎠
=
⎛
⎝
−dx + idy dz

dz dx + idy
⎞
⎠
= i(d ⋅σ)σy. (2.23)

As a consequence, taking into account both configurations the gap matrix in spin space can be

written as ∆ = i(ψ + d ⋅σ)σy.

Rewriting Eq. (2.21) in this form, including also orbital space, we identify the following spin

singlet and spin triplet terms:

ψ = 1

2
([∆Γg]

xz↑
xz↓ + [∆Γg]

yz↑
yz↓)κ0σ0 +

1

2
([∆Γg]

xz↑
xz↓ − [∆Γg]

yz↑
yz↓)κzσ0 +

1

2
([∆Γg]

xz↑
yz↓ − [∆Γg]

xz↓
yz↑)κxσ0,

d ⋅σ = 1

2
([∆Γg]

xz↑
yz↑ + [∆Γg]

xz↓
yz↓)κyσy −

i

2
([∆Γg]

xz↑
yz↑ − [∆Γg]

xz↓
yz↓)κyσx +

i

2
([∆Γg]

xz↓
yz↑ + [∆Γg]

xz↑
yz↓)κyσz.

(2.24)

These results are summarized in Table 2.3, specifying how all terms couple to orbital and spin

space and whether they correspond to singlet or triplet. The right column denotes the total

irrep, obtained as the direct product of the irrep for the orbital and spin matrices, included in

Tables 2.1-2.2. The classification is in agreement with Ref. [130]. As we will see in Secs. 2.4-

2.5, for the two-orbital and three-orbital models considered, the order parameter components

coupling to an odd form factor always vanish from the self-consistent solution. Therefore, we

do not consider these components here, for the classification in this case see Appendix D.

2.3.2 Three-orbital model

Let us now turn to a three-orbital model relevant for SrRuO4 including dxz, dyz and dxy or-

bitals [18, 134]. Thus, we now need a set of 3 × 3 matrices standing for the orbital degree of

freedom. For this purpose, we take the Gell-Mann matrices, which form a basis in this space,
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Chapter 2. Pairing in multiorbital systems with repulsive interactions

Table 2.4: Transformation of the matrices in orbital space (see Eq. (2.25)) under the generators of the

point group D4h, obtained using the matrix representations in Eq. (2.26). The right column indicates

the corresponding irrep.

E C2 2C4 2σv 2σd I Irrep

λ0, λ8 1 1 1 1 1 1 A1g

λ2 1 1 1 -1 -1 1 A2g

λ3 1 1 -1 1 -1 1 B1g

λ1 1 1 -1 -1 1 1 B2g

(λ6, λ4), (λ7, λ5) 2 -2 0 0 0 2 Eg

and correspond to

λ1 =
⎛
⎜⎜
⎝

0 1 0

1 0 0

0 0 0

⎞
⎟⎟
⎠
, λ2 =

⎛
⎜⎜
⎝

0 −i 0

i 0 0

0 0 0

⎞
⎟⎟
⎠
, λ3 =

⎛
⎜⎜
⎝

1 0 0

0 −1 0

0 0 0

⎞
⎟⎟
⎠
,

λ4 =
⎛
⎜⎜
⎝

0 0 1

0 0 0

1 0 0

⎞
⎟⎟
⎠
, λ5 =

⎛
⎜⎜
⎝

0 0 −i
0 0 0

i 0 0

⎞
⎟⎟
⎠
, λ6 =

⎛
⎜⎜
⎝

0 0 0

0 0 1

0 1 0

⎞
⎟⎟
⎠
,

λ7 =
⎛
⎜⎜
⎝

0 0 0

0 0 −i
0 i 0

⎞
⎟⎟
⎠
, λ8 =

1√
3

⎛
⎜⎜
⎝

1 0 0

0 1 0

0 0 −2

⎞
⎟⎟
⎠
, λ0 =

⎛
⎜⎜
⎝

1 0 0

0 1 0

0 0 1

⎞
⎟⎟
⎠
.

(2.25)

Similarly to the two-orbital model, we use Eq. (2.16) to calculate how the operations in

Eq. (2.15) act in the orbital basis {dxz, dyz, dxy}, finding the matrix representations

dλ(E) = λ0, dλ(C2) =
⎛
⎜⎜
⎝

−1 0 0

0 −1 0

0 0 1

⎞
⎟⎟
⎠
, dλ(C4) =

⎛
⎜⎜
⎝

0 −1 0

1 0 0

0 0 −1

⎞
⎟⎟
⎠
,

dλ(σxz) =
⎛
⎜⎜
⎝

1 0 0

0 −1 0

0 0 −1

⎞
⎟⎟
⎠
, dλ(σx=y) =

⎛
⎜⎜
⎝

0 1 0

1 0 0

0 0 1

⎞
⎟⎟
⎠
, dλ(I) = λ0.

(2.26)

Hence, by calculating d†
λ(g)λidλ(g) for the point group operations g in Eq. (2.15) we can obtain

how the Gell-Mann matrices transform in orbital space, as detailed in Table 2.4.

We focus again on matrices coupling to even form factors (see Eq. (2.13)). Since they satisfy

[∆Γg]
µ̃i

µ̃j
= −[∆Γg]

µ̃j

µ̃i
, in analogy with the previous two-orbital model we consider the following
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Table 2.5: Classification of the order parameter components that couple to an even form factor (g
Γg

−k =
g
Γg

k ) in orbital and spin space, considering a three-orbital model with dxz, dyz and dxy orbitals. We

include whether each combination corresponds to singlet or triplet in orbital and spin space and indicate

when it is an intra-orbital term. The transformation of the spin and orbital matrices is detailed in

Tables 2.1 and 2.4, respectively, which is used to obtain the total irrep for each combination.

∆Γg component Orbital λi Spin σi Irrep
1
3([∆Γg]

xz↑
xz↓ + [∆Γg]

yz↑
yz↓ + [∆Γg]

xy↑
xy↓) Triplet, Intra λ0 Singlet σ0 A1g

1
2([∆Γg]

xz↑
yz↓ − [∆Γg]

xz↓
yz↑) Triplet λ1 Singlet σ0 B2g

1
2([∆Γg]

xz↑
xz↓ − [∆Γg]

yz↑
yz↓) Triplet, Intra λ3 Singlet σ0 B1g

1
2([∆Γg]

xz↑
xy↓ − [∆Γg]

xz↓
xy↑) Triplet λ4 Singlet σ0 Ey

g (i)
1
2([∆Γg]

yz↑
xy↓ − [∆Γg]

yz↓
xy↑) Triplet λ6 Singlet σ0 Ex

g (i)
1

2
√

3
([∆Γg]

xz↑
xz↓ + [∆Γg]

yz↑
yz↓ − 2[∆Γg]

xy↑
xy↓) Triplet, Intra λ8 Singlet σ0 A1g

1
2([∆Γg]

xz↑
yz↑ + [∆Γg]

xz↓
yz↓) Singlet λ2 Triplet σy Ey

g (ii)
i
2([∆Γg]

xz↑
yz↓ + [∆Γg]

xz↓
yz↑) Singlet λ2 Triplet σz A1g

−i
2 ([∆Γg]

xz↑
yz↑ − [∆Γg]

xz↓
yz↓) Singlet λ2 Triplet σx Ex

g (ii)
1
2([∆Γg]

xz↑
xy↑ + [∆Γg]

xz↓
xy↓) Singlet λ5 Triplet σy Reducible

i
2([∆Γg]

xz↑
xy↓ + [∆Γg]

xz↓
xy↑ Singlet λ5 Triplet σz Ey

g (iii)
−i
2 ([∆Γg]

xz↑
xy↑ − [∆Γg]

xz↓
xy↓) Singlet λ5 Triplet σx Reducible

1
2([∆Γg]

yz↑
xy↑ + [∆Γg]

yz↓
xy↓) Singlet λ7 Triplet σy Reducible

i
2([∆Γg]

yz↑
xy↓ + [∆Γg]

yz↓
xy↑) Singlet λ7 Triplet σz Ex

g (iii)
−i
2 ([∆Γg]

yz↑
xy↑ − [∆Γg]

yz↓
xy↓) Singlet λ7 Triplet σx Reducible

Table 2.6: Classification of the order parameter components obtained by combining the reducible

representations in Table 2.5, for the order parameter matrices coupling to an even form factor (g
Γg

−k = g
Γg

k )

in orbital and spin space, considering a three-orbital model for dxz, dyz and dxy orbitals. We classify the

terms in combined orbital and spin space, and indicate the corresponding irrep in each case.

∆Γg component
Combined spin

and orbital
Orbital Spin Irrep

1
4
([∆Γg]

xz↑
xy↑ + [∆Γg]

xz↓
xy↓ − i([∆Γg]

yz↑
xy↑ − [∆Γg]

yz↓
xy↓)) λ5σy + λ7σx Singlet Triplet A2g

1
4
([∆Γg]

xz↑
xy↑ + [∆Γg]

xz↓
xy↓ + i([∆Γg]

yz↑
xy↑ − [∆Γg]

yz↓
xy↓)) λ5σy − λ7σx Singlet Triplet B2g

1
4
( − i([∆Γg]

xz↑
xy↑ − [∆Γg]

xz↓
xy↓) + [∆Γg]

yz↑
xy↑ + [∆Γg]

yz↓
xy↓) λ5σx + λ7σy Singlet Triplet B1g

1
4
( − i([∆Γg]

xz↑
xy↑ − [∆Γg]

xz↓
xy↓) − [∆Γg]

yz↑
xy↑ − [∆Γg]

yz↓
xy↓) λ5σx − λ7σy Singlet Triplet A1g
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Chapter 2. Pairing in multiorbital systems with repulsive interactions

matrix in orbital and spin space,

∆Γg =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

0 [∆Γg]
xz↑
xz↓ [∆Γg]

xz↑
yz↑ [∆Γg]

xz↑
yz↓ [∆Γg]

xz↑
xy↑ [∆Γg]

xz↑
xy↓

−[∆Γg]
xz↑
xz↓ 0 [∆Γg]

xz↓
yz↑ [∆Γg]

xz↓
yz↓ [∆Γg]

xz↓
xy↑ [∆Γg]

xz↓
xy↓

−[∆Γg]
xz↑
yz↑ −[∆Γg]

xz↓
yz↑ 0 [∆Γg]

yz↑
yz↓ [∆Γg]

yz↑
xy↑ [∆Γg]

yz↑
xy↓

−[∆Γg]
xz↑
yz↓ −[∆Γg]

xz↓
yz↓ −[∆Γg]

yz↑
yz↓ 0 [∆Γg]

yz↓
xy↑ [∆Γg]

yz↓
xy↓

−[∆Γg]
xz↑
xy↑ −[∆Γg]

xz↓
xy↑ −[∆Γg]

yz↑
xy↑ −[∆Γg]

yz↓
xy↑ 0 [∆Γg]

xy↑
xy↓

−[∆Γg]
xz↑
xy↓ −[∆Γg]

xz↓
xy↓ −[∆Γg]

yz↑
xy↓ −[∆Γg]

yz↓
xy↓ −[∆Γg]

xy↑
xy↓ 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

. (2.27)

Using the notation ∆ = i(ψ + d ⋅ σ)σy and following the same procedure as before, we obtain

the classification summarized in Table 2.5, where the last column corresponds to the total irrep

in orbital and spin space. Note that, in this case, there are some combinations that do not

transform as an irrep of the point group D4h. However, combining the reducible representations

we can obtain terms transforming like an irrep, as specified in Table 2.6. The classification

is in agreement with Refs. [140, 141]. Similarly, since for this model the matrices coupling to

odd-parity basis functions are not stabilized in the self-consistent solution, we include them in

Appendix D.

2.4 Two-orbital model with no nesting

In this section, we consider again the two-orbital model from Ref. [130] relevant for iron-based

superconductors to compare the superconducting gap from Hund’s pairing and spin-fluctuation

pairing. First, we detail how to construct the non-interacting Hamiltonian for a two-orbital

model including dxz and dyz orbitals from symmetry arguments, and then we proceed to study

the Fermi surface and the susceptibility from this model. Next, we turn to the comparison

of the two mechanisms, and we investigate the role of spin-orbit coupling (SOC) in inducing

superconducting pairing using analytical calculations.

The non-interacting Hamiltonian is constructed by finding all terms that transform like in-

variants under all point group operations, i.e., the A1g irrep of D4h in our case (see Table 1.1).

The same analysis will also be used in Chapter 4 to construct minimal models based on symmetry

considerations. The first step is to identify how the orbital and spin matrices transform, which

in our two-orbital case include the Pauli matrices κ = {κ0, κ1, κ2, κ3} and σ = {σ0, σ1, σ2, σ3}
denoting orbital and spin space, respectively. As described in the previous section, the corre-

sponding irrep for each matrix can be identified and is listed in Tables 2.1-2.2. Then, we can

find the combinations of these matrices together with the k-dependent functions that belong to

the A1g irrep.

For instance, since κx transforms like the B2g irrep and B2g ⊗B2g = A1g, we need to find the

basis function transforming also like B2g. In particular, the lowest-order harmonic coupling to

this matrix is kxky (see Table 1.1). Analogously, as Table 2.2 shows that κz transforms like the

B1g irrep, the lowest-order harmonic coupling to this matrix is k2x − k2y. In addition, the SOC

terms are given by combinations of the imaginary matrix κy and the spin matrices σx, σy, σz.

However, from Tables 2.1-2.2 we see that there is only one on-site spin-orbit coupling term,

which is obtained when combining σz and κy, since both matrices transform like A2g.
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2.4. Two-orbital model with no nesting

(a) (b)

Figure 2.1: (a) Fermi surface for the two-orbital model in Eq. (2.29), with a = 1, b = c = λsoc = 0.5,

and µ = 1.5. The color bar denotes the orbital character. (b) Momentum structure of the bare static

susceptibility χzz
0 (k), considering the same parameters as in panel (a).

Thus, in agreement with Ref. [132], the non-interacting Hamiltonian including SOC is given

by

H4×4
0 (k) = σ0 [(µ − ak2)κ0 + bkxkyκx + c(k2x − k2y)κz] + λsocσzκy, (2.28)

where we have chosen the basis {ckxz↑, ckyz↑, ckxz↓, ckyz↓}. Here, a = 1/2m is the energy unit, the

coefficients µ, m, b, c depend on the material, and finally λsoc is the SOC strength. Using the

doublet {ckxzα, ckyzα}, we can consider only a 2 × 2 block of the previous Hamiltonian,

H0(k) =
⎛
⎝

µ − ak2 + bkxky c(k2x − k2y) − iαλsoc
c(k2x − k2y) + iαλsoc µ − ak2 − bkxky

⎞
⎠
, (2.29)

where α = + or − for spin up and spin down, respectively, and we have redefined kx and ky by

rotating the basis π/4 to find the same form of the Hamiltonian as in Ref. [130]. This redefinition

does not affect our results since, as we will see in this section, the stabilized superconducting

order parameters have A1g symmetry.

In Fig. 2.1(a) we show the Fermi surface indicating the orbital content by the color code. As

seen, there are regions with predominant dxz and regions with dominant dyz orbital contribution.

The corresponding spin susceptibility at zero energy (static limit) is shown in Fig. 2.1(b). In

particular, we show the χzz
0 (q) component of physical spin susceptibility, defined in Eq. (1.43)

and in Ref. [18], since in the presence of SOC all components are no longer equivalent. Impor-

tantly, the susceptibility displays a weak momentum dependence, and therefore this indicates

that there is no nesting vector connecting regions of the Fermi surface.

Focusing on the Hund’s mechanism, the classification of the gap structure from Sec. 2.3 is

now relevant for understanding the channels that can give rise to superconductivity. Specifically,

we consider only the first (A1g, spin singlet) and the last channels (A1g, spin triplet) in Table 2.3.

The spin-triplet channel 1
2([∆]

xz↓
yz↑ + [∆]

xz↑
yz↓) can be written as

∆2 = (U ′ − J)∑
k′
( ⟨c−k′yz↓ck′xz↑⟩ + ⟨c−k′yz↑ck′xz↓⟩ ), (2.30)
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Chapter 2. Pairing in multiorbital systems with repulsive interactions

explicitly showing the orbital-singlet, spin-triplet structure, in agreement with Refs. [130, 132].

The spin-singlet channel 1
2([∆]

xz↑
xz↓ + [∆]

yz↑
yz↓) corresponds to

∆0 = (U + J)∑
k′
( ⟨c−k′xz↓ck′xz↑⟩ + ⟨c−k′yz↓ck′yz↑⟩ ), (2.31)

which, as opposed to the previous case, has a spin-singlet intra-orbital structure. As seen from

Eq. (2.30), a direct attraction is expected in the spin-triplet channel in the Hund’s regime

(J > U ′). As detailed in Ref. [130] and as we will demonstrate in Sec. 2.4.2, SOC plays a crucial

role in inducing this attraction.

Having introduced the Hamiltonian and the relevant channels in the superconducting state,

in the following subsections we first investigate the solution of the linearized gap equation and the

gap in the band basis, followed by an analysis of the gap structure using analytical calculations.

Then, we explore the role of SOC in the Hund’s mechanism in driving superconducting pairing,

and finally we turn to the self-consistent solution to examine the spin-singlet and spin-triplet

characters of the superconducting state.

2.4.1 Linearized gap equation results and superconducting gap in the band

basis

As shown in Fig. 2.2(a), solving the linearized gap equation reveals that Hund’s pairing is in

close agreement with spin-fluctuation pairing, since both mechanisms result in almost identical

eigenvalues. This occurs because, in the Hund’s regime (J/U > 1/3), there is an attractive inter-

action at the bare level that dominates over the weak momentum dependence of the RPA pairing

in Eq. (2.5) (see Fig. 2.1(b)). In Fig. 2.2(b) we show the gap structure of the superconducting

order parameter in the band basis. As seen, it has an A1g symmetry with a sign change between

the two bands, commonly referred to as an s+− gap structure.

To explore the origin of the gap structure, let us find an analytic expression for the gap in the

band basis, similarly to the analysis performed in Ref. [130]. With this purpose, we construct

the Bogoliubov-de Gennes (BdG) Hamiltonian,

H =∑
k

Ψ†
kHBdG(k)Ψk, (2.32)

where the Nambu spinor corresponds to Ψk = (ckxz↑, ckyz↑, c†−kxz↓, c
†
−kyz↓) and

HBdG(k) =
⎛
⎝

H0(k) κ0∆0 + κ2∆2

κ0∆0 + κ2∆2 −H0(k)
⎞
⎠
, (2.33)

with κi corresponding to the Pauli matrices in orbital space. For simplicity, we only include

the channels given by Eqs. (2.30)-(2.31), and we assume that ∆0 and ∆2 are real. The matrix

form for both order parameters is obtained from Table 2.3, since ∆0 and ∆2 couple to κ0

and κ2, respectively. To obtain the equation above, we have also used that H0(k) = H⊺0 (−k).
Diagonalizing this Hamiltonian, we find the Bogoliubov quasiparticle dispersion

E±k =
√
A2

k + B⃗
2
k +∆2

0 +∆2
2 ± 2
√
A2

kB⃗
2
k +∆2

0∆
2
2 + 2∆0∆2Akλsoc +∆2

2(B⃗2
k − λ2soc), (2.34)
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(a) (b)

Figure 2.2: (a) Leading eigenvalue of the LGE as a function of J/U , considering U/a = 1, a = 1,

b = c = λsoc = 0.5, and µ = 1.5. The eigenvalues from Hund’s pairing are indicated by diamonds, while

the solid line corresponds to the results from spin-fluctuation pairing. The blue region indicates the

Hund’s regime (J/U > 1/3), where on-site Hund’s pairing J induces a direct attraction at the bare level.

(b) Gap structure for the superconducting order parameter in the band basis, for J/U = 0.5 and the same

parameters as in panel (a).

where Ak and B⃗k are related to the non-interacting Hamiltonian in Eq. (2.29),

H0(k) = Ak1 + B⃗k ⋅ κ⃗, (2.35)

so that denoting B⃗ = (B(1)k ,B
(2)
k ,B

(3)
k ),

Ak = µ −
k2

2m
, B

(1)
k = c(k2x − k2y), B

(2)
k = λsoc, B

(3)
k = bkxky. (2.36)

Hence, the normal-state band dispersion corresponds to

ξ±k = Ak ± ∣B⃗k∣. (2.37)

To transform the superconducting order parameter from orbital to band space, we first have

to find the unitary operation U that diagonalizes the non-interacting Hamiltonian in Eq. (2.35).

Using this transformation, the BdG Hamiltonian can be written as

UHBdG(k)U† =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜
⎝

ξ+ 0 ∆0 + λsoc

∣B⃗k∣
∆2 ∆2u

0 ξ− ∆2u
∗ ∆0 − λsoc

∣B⃗k∣
∆2

∆0 + λsoc

∣B⃗k∣
∆2 ∆2u −ξ+ 0

∆2u
∗ ∆0 − λsoc

∣B⃗k∣
∆2 0 −ξ−

⎞
⎟⎟⎟⎟⎟⎟⎟⎟
⎠

, (2.38)

where we have defined u = ∆2
√

(B
(1)
k
)

2
+(B

(2)
k
)

2
(−iB(1)k + B

(2)
k

B
(3)
k

∣B⃗k∣
). Following Ref. [130], at low en-

ergies the Bogoliubov quasiparticle dispersion can be approximated by ignoring the off-diagonal

terms in the pairing blocks, obtaining

E±k ≈

¿
ÁÁÁÀ(ξ±k)2 +

⎛
⎝

∆0 ±
λsoc

∣B⃗k∣
∆2
⎞
⎠

2

. (2.39)
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Thus, in the band basis the gaps on the two pockets correspond to

∆± =∆0 ±
λsoc

∣B⃗k∣
∆2, (2.40)

with ∆+ (∆−) the gap on the larger (smaller) pocket.

Since in the ∆0 channel the interaction is repulsive (see Eq. (2.31)), ∆2 will be larger than

∆0. Consequently, analyzing Eq. (2.40), we see that the gap in the band basis will have opposite

signs on the two pockets, displaying the s+− symmetry, with C4 symmetry as both channels

belong to the A1g irrep. In addition, the gap ∣∆+∣ is smaller compared to ∣∆−∣, since the factor

∣B⃗k∣ is larger on the outer pocket. These conclusions are in agreement with the gap structure

shown in Fig. 2.2(b).

2.4.2 Role of spin-orbit coupling

As pointed out in Ref. [130], SOC is key to inducing pairing from the Hund’s mechanism. In this

section, we follow a similar analysis as in Ref. [130] to investigate the role of SOC. As seen from

Eq. (2.30) and Table 2.3, in the absence of SOC the order parameter for the A1g spin-triplet

channel is purely inter-orbital. In general, the inter-orbital particle-particle susceptibility in the

static limit and at zero energy for a dispersion ξk and orbitals µ, ν is given by

χinter ∼ −∫
d2k

(2π)2
f(ξµk) − f(−ξ

ν
k)

ξµk + ξ
ν
k

, (2.41)

where f(ξµk) is the Fermi function. Importantly, this quantity does not diverge logarithmically

at low temperatures T . Thus, even though the ∆2 channel has an attractive interaction (see

Eq. (2.30)), it cannot give rise to pairing by itself. In contrast, the A1g spin-singlet channel

corresponds to an intra-orbital pairing, and at zero energy the susceptibility is generally written

as

χintra ∼ ∫
d2k

(2π)2
tanh

ξµ
k

2kBT

2ξµk
, (2.42)

which contains a Cooper logarithm at low temperatures T . However, in the Hund’s mechanism

this channel has a repulsive interaction (see Eq. (2.31)), and hence we also do not obtain pairing.

To circumvent the pairing problem, we need to include SOC in the model. Given that the two

channels have the same symmetry (A1g), both must be present below the critical temperature in

the presence of SOC. This gives rise to a superconducting state where spin-triplet and spin-singlet

characters are mixed. Therefore, the ∆2 channel gets an intra-orbital contribution sufficient to

generate the logarithmic divergence at low temperatures and, consequently, superconducting

pairing.

To verify this, we have calculated the self-consistent equations for the two gaps. Using the

unitary transformation that diagonalizes the BdG Hamiltonian in Eq. (2.33), Eqs. (2.30)-(2.31)
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can be written as

− ∆0

U + J
= ∑

p=±
∑
k

tanh
Ep

k
2T

2Ep
k

(∆0 + 4∆2
Akλsoc +∆0∆2

(Ep
k)2 − (E

−p
k )2
) , (2.43)

− ∆2

U ′ − J
= ∑

p=±
∑
k

tanh
Ep

k
2T

2Ep
k

(∆2 + 4∆2
B⃗2

k − λsoc
(Ep

k)2 − (E
−p
k )2

+ 4∆0
Akλsoc +∆0∆2

(Ep
k)2 − (E

−p
k )2
) . (2.44)

Close to the critical temperature Tc, we can assume that ∆0 and ∆2 are very small, and hence

the dispersion corresponds to the normal state case,

E±k ≃ ξ
±

k = Ak ± ∣B⃗k∣ ⇒ (E±k)
2 − (E∓k)

2 = ±4Ak∣B⃗k∣. (2.45)

Therefore, considering only the linear terms in the order parameter, from Eqs. (2.43)-(2.44) we

can obtain the linearized mean-field self-consistent equations,

− ∆0

U + J
= ∑

p=±
∫

d2k

(2π)2
tanh

ξp
k

2Tc

2ξpk

⎛
⎝

∆0 + p∆2
λsoc

∣B⃗k∣
⎞
⎠
, (2.46)

− ∆2

U ′ − J
= ∑

p=±
∫

d2k

(2π)2
tanh

ξp
k

2Tc

2ξpk

⎛
⎝

∆2

⎡⎢⎢⎢⎢⎣

λ2soc
∣B⃗k∣

+
ξpk
Ak

⎛
⎝

1 − λ
2
soc

∣B⃗k∣
⎞
⎠

⎤⎥⎥⎥⎥⎦
+ p∆0

λsoc

∣B⃗k∣
⎞
⎠
. (2.47)

These equations have the form

⎛
⎝
− 1
U+J − χ00(Tc) −χ02(Tc)
−χ02(Tc) − 1

U ′−J − χ22(Tc)
⎞
⎠
⎛
⎝

∆0(Tc)
∆2(Tc)

⎞
⎠
= 0, (2.48)

confirming that in the presence of SOC the following susceptibilities contain the logarithmic

divergence at low temperatures,

χ00(Tc) = ∑
p=±
∫

d2k

(2π)2
tanh

ξp
k

2Tc

2ξpk
, (2.49)

χ22(Tc) = ∑
p=±
∫

d2k

(2π)2
tanh

ξp
k

2Tc

2ξpk

⎡⎢⎢⎢⎢⎣

λ2soc
∣B⃗k∣

+
ξpk
Ak

⎛
⎝

1 − λ
2
soc

∣B⃗k∣
⎞
⎠

⎤⎥⎥⎥⎥⎦
, (2.50)

while the mixed susceptibility,

χ02(Tc) = ∑
p=±
∫

d2k

(2π)2
tanh

ξp
k

2Tc

2ξpk
p
λsoc

∣B⃗k∣
, (2.51)

is finite as the logarithms cancel, as discussed in Ref. [130].

We will not elaborate further here, but Ref. [130] also notes that pairing exists for a finite

SOC with any attractive interaction U ′ − J , independent of the repulsive pairing U + J . In

Fig. 2.3(a) we show the leading eigenvalue obtained by solving the linearized gap equation as

a function of the SOC strength, considering the Hund’s mechanism. As seen for two different

values of J/U , SOC is crucial to obtain a finite eigenvalue, confirming the previous analytical

results.
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(a) (b)

Figure 2.3: (a) Eigenvalue obtained by solving the LGE (see Eq. (2.9)) as a function of λsoc for two

values of J/U in the Hund’s pairing regime, with U/a = 1, a = 1, b = c = λsoc = 0.5, and µ = 1.5. (b)

Self-consistent solution in orbital and spin space as a function of temperature from the Hund’s pairing

mechanism, for the same parameters as in (a) but with U/a = 6 and J/U = 0.5. The symmetry of the

superconducting channels is detailed in Table 2.7.

Table 2.7: Symmetry channels from Table 2.3 that give a non-vanishing order parameter from the

self-consistent calculation, as seen in Fig. 2.3(b). We indicate the orbital and spin character and the

corresponding irrep.

Channel Orbital Spin Irrep

●
1
2([∆]

xz↓
yz↑ + [∆]

xz↑
yz↓) Singlet Triplet A1g

●
1
2([∆]

xz↑
xz↓ + [∆]

yz↑
yz↓) Triplet Singlet A1g

2.4.3 Self-consistent solution

In the previous subsections, we have discussed the results from the linearized gap equation and

the role of SOC in the Hund’s mechanism. However, since the linearized gap equation is solved

in the band basis, it is not straightforward to project the superconducting order parameter into

singlet and triplet character. With this purpose, we have also solved the full self-consistent equa-

tion in orbital and spin space, classifying the gap as described in Sec. 2.3. In Fig. 2.3(b) we show

the non-zero superconducting channels obtained from Hund’s pairing, detailed in Table 2.7, as

a function of temperature. The dominant A1g channel (green curve) has a spin-triplet struc-

ture, as expected from the direct attractive interaction induced in this channel (see Eq. (2.30)).

However, due to the presence of SOC a subleading channel with spin-singlet structure is also

present, which is smaller since the interaction for this combination is repulsive (see Eq. (2.31)).

Recalling the analytic expression for the gap in the orbital basis that we found in Eq. (2.40),

we have demonstrated in Fig. 2.3(b) that the spin-triplet channel (∆2) is larger when compared

to the spin-singlet combination (∆0). Thus, this confirms that there should be a sign change in

the superconducting gap between the inner and the outer pocket in the band basis, in agreement

with the result shown in Fig. 2.2(b).
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2.5 Three-orbital model with nesting

In the previous section, we demonstrated numerically that in a multiorbital model where the

susceptibility exhibits a weak momentum dependence, the pairing strength and gap structure

resulting from Hund’s and spin-fluctuation pairings yield compatible results. Here, let us con-

sider a different multiorbital system in which the bands feature some nesting, as is usually

the case in many unconventional superconductors. Specifically, we focus on a model relevant for

Sr2RuO4 due to previous proposals suggesting that Hund’s pairing generates its superconducting

state [20,21]. The Fermi surface of this material has been experimentally determined, revealing

three distinct bands with predominant contributions from dxz, dyz and dxy orbitals [142–144],

characterized by a strong two-dimensional behavior and thus weak kz dispersion [145].

Following the same procedure as in Sec. 2.4 for the two-orbital model, we can construct the

non-interacting Hamiltonian by combining terms that transform in total like the A1g irrep of

D4h. To this end, the first step is to recall how the spin and orbital matrices transform under

the point group operations, as identified in Tables 2.1 and 2.4, respectively. We consider a two-

dimensional lattice model including only intra-orbital hoppings, and therefore we only include

hopping terms that couple to the Gell-Mann matrices λ0 and λ3, since these are the only diagonal

matrices in the set from Eq. (2.25) (and λ8 transforms like λ0, as seen from Table 2.4). First,

λ0 transforms like A1g, which couples to the usual orbital-independent dispersion. Secondly,

since λ3 transforms like the B1g irrep, it must enter in the Hamiltonian together with a hopping

term transforming in the same way, i.e., coskx − cosky. Thus, combining these two terms, the

non-interacting part of the Hamiltonian without SOC corresponds to

∑
k,ν,σ

ξνkc
†
kνσckνσ, (2.52)

where the dispersions that reproduce the ARPES experiments [134,146] are given by

ξ
xz/yz
k = −2t1/2 coskx − 2t2/1 cosky − µ,

ξxyk = −2t3(coskx + cosky) − 4t4 coskx cosky − 2t5(cos 2kx + cos 2ky) − µ,
(2.53)

with t1, t2 (t3) the nearest-neighbor hoppings for dxz/dyz (dxy) orbitals, and t4 and t5 the second-

and third-neighbor hoppings for dxy orbitals, respectively. Finally, considering only on-site SOC,

there are three allowed terms corresponding to the three imaginary matrices λ2, λ7, λ5. These

matrices must couple to the spin degree of freedom transforming in the same way to obtain

invariants (see Table 2.1). Thus, the SOC Hamiltonian corresponds to

HSOC = λsoc(λ2σz + λ7σy − λ5σx), (2.54)

where we have chosen the basis {ckxz↑, ckyz↑, ckxz↓, ckyz↓, ckxy↓, ckxy↓}. The minus sign between

the last two terms is needed to preserve the mirror symmetries.

The normal state Hamiltonian decomposes into two blocks, and therefore it is sufficient

to consider the basis {ckxzα, ckyzα, ckxyᾱ} [18, 134]. Hence, in this basis, the non-interacting
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(a) (b)

Figure 2.4: (a) Fermi surface for the three-orbital model in Eq. (2.55), for (t1, t2, t3, t4, t5, µ) =
(88,9,80,40,5,109) meV and SOC λsoc = 20 meV to reproduce the ARPES experiments [134, 146].

The color code indicates the orbital content of each band. (b) Momentum structure of the bare static

susceptibility χzz
0 (k), considering the same parameters as in panel (a).

Hamiltonian including SOC can be written as

H0(k) =
⎛
⎜⎜
⎝

ξxzk −iαλsoc/2 iλsoc/2
iαλsoc/2 ξyzk −αλsoc/2
−iλsoc/2 −αλsoc/2 ξxyk

⎞
⎟⎟
⎠
. (2.55)

In Fig. 2.4(a) we show the Fermi surface indicating the orbital content by the color code. As

seen, there are three different bands, one with a dominant dxy orbital content, and two bands

with a majority of dxz and dyz character. Figure 2.4(b) displays the corresponding spin sus-

ceptibility at zero energy. In contrast to the susceptibility obtained from the two-orbital model

shown in Fig. 2.1(b), the nesting peaks are now well-defined and exhibit a stronger momentum

dependence.

In the following subsections, similarly to Sec. 2.4, we use the model in Eq. (2.55) to solve

the linearized gap equation for the superconducting order parameter, and then we classify the

symmetry channels using the self-consistent solution.

2.5.1 Linearized gap equation

Let us first solve the linearized gap equation to compare Hund’s and spin-fluctuation pairing for

the three-orbital model in Eq. (2.55). In this case, the analytical analysis becomes more involved,

as the Hamiltonian corresponds to a larger matrix. Consequently, we focus on the numerical

results, although the mechanism generating Hund’s pairing in the presence of SOC is similar to

Sec. 2.4. However, in the two-orbital model considered in Sec. 2.4, Hund’s pairing could only

generate a superconducting gap with A1g symmetry, as it was the only irrep that included both

a spin-singlet and a spin-triplet channel (see Table 2.3). Therefore, as discussed in Sec. 2.4.2,

only in the presence of SOC does the triplet channel contain the Cooper logarithm necessary

for pairing. In contrast, by inspecting Tables 2.5-2.6, we observe that in the three-orbital model

the Hund’s mechanism can generate superconducting gaps with different symmetries, which
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Figure 2.5: Leading eigenvalue of the LGE as a function of J/U , considering U = 100 meV and the same

parameters as in Fig. 2.4. The eigenvalues from Hund’s pairing are indicated by diamonds, while the

solid line corresponds to the results from spin-fluctuation pairing. The blue region indicates the Hund’s

regime (J/U > 1/3), where on-site Hund’s pairing J induces a direct attraction at the bare level.

include a spin-triplet and a spin-singlet channel that induce the logarithmic divergence at low

temperatures in the presence of SOC. However, to stabilize the Eg solution a three-dimensional

model is needed [21].

Figure 2.5 shows the leading eigenvalues from the linearized gap equation as a function of

J/U . Importantly, now the spin-fluctuation mechanism generates a gap structure with A1g

(s′) or B1g (dx2−y2) symmetry, as shown by the solid and dashed blue line, respectively. In the

regime where a bare interaction is induced (J/U > 1/3), the Hund’s mechanism can also generate

pairing and give rise to an A1g and B1g gap structure, denoted by the diamond symbols. In

contrast to the two-orbital model shown in Fig. 2.2(a), Hund’s pairing in this case generates

smaller eigenvalues and, consequently, lower critical temperatures (Tc ∝ e1/λ, with λ denoting

the eigenvalue). These results reveal that spin-fluctuation mediated pairing dominates in Fig. 2.5

due to the significant momentum dependence of the RPA pairing in Eq. (2.5), as displayed in

Fig. 2.4(b).

2.5.2 Self-consistent solution

Having compared both mechanisms from the linearized gap equation results, we proceed to

analyze the gap structure from the full self-consistent solution in orbital and spin space (see

Sec. 2.3). The full classification of the different channels is detailed in Tables 2.5-2.6, while the

non-zero channels obtained from the self-consistent solution for the Hund’s and spin-fluctuation

pairings are listed in Table 2.8.

Focusing first on the spin-fluctuation pairing, in Figs. 2.6(a)-(c) we show the leading su-

perconducting channels (see Table 2.8) as a function of temperature, considering J/U = 0.3,

J/U = 0.35 and J/U = 0.4, respectively. The corresponding gap structures at low temperatures

are shown in the panels below, see Figs. 2.6(d)-(g). First, Fig. 2.6(a) shows that the dominant
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Imag
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(d) (e)

(f)

(g)

Figure 2.6: Self-consistent solution in orbital and spin space as a function of temperature from the

spin-fluctuation mechanism, for the same parameters as in Fig. 2.4, in addition to U = 110 meV and

(a) J/U = 0.3, (b) J/U = 0.35 and (c) J/U = 0.4. The symmetry of the superconducting channels and

their color code are detailed in Table 2.8. Panels (d)-(g) show the corresponding gap structure on the

Fermi surface in the band basis at kBT = 0.01 meV. From panel (b) we see that at low temperatures two

symmetries coexist (A1g and B1g), and thus panels (e) and (f) display the real and imaginary parts of

the gap, showing a time-reversal symmetry broken combination of both symmetries.

gap structure (red curve) has A1g symmetry with orbital-triplet and spin-singlet character. As

shown in Table 2.8, this channel couples to the basis function cos 2kx+cos 2ky, as seen also from

the nodal gap structure in Fig. 2.6(d), and therefore corresponds to a next-nearest-neighbor

pairing state. Secondly, in the Hund’s regime, in particular in the case J/U = 0.35 displayed in

Fig. 2.6(b), the previous A1g channel still dominates. Nevertheless, there is a subleading solution

with orbital-singlet spin-triplet gap structure (green curve). This case also reveals that there are

non-zero channels with B1g symmetry with mixed spin-singlet and spin-triplet character that set

in at a lower critical temperature (see Table 2.8). Therefore, as seen from Figs. 2.6(e)-(f), the real

and imaginary parts of the gap demonstrate that it stabilizes the combination A1g + iB1g at low

temperatures, which breaks time-reversal symmetry. Finally, for a larger J/U , the spin-triplet

gap structure is favored, as seen in Fig. 2.6(c), and the gap structure displays an s+− structure
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(a) (b)

Figure 2.7: (a) Self-consistent solution in orbital and spin space as a function of temperature from

Hund’s mechanism, for the same parameters as in Fig. 2.4, U = 110 meV and J/U = 0.5. The symmetry

of the superconducting channels is detailed in Table 2.8. (b) Gap structure on the Fermi surface in the

band basis at kBT = 0.01 meV.

and changes sign between the inner and the two outer bands, similarly to the two-orbital model

result presented in Fig. 2.2(b).

If we now turn to the results from Hund’s pairing, shown in Fig. 2.7, the solution is simpler

since there are only two non-zero channels. As seen from Table 2.8, the dominant one corresponds

to the inter-orbital spin-triplet state (green curve), while the subleading solution has spin singlet

(brown curve). The gap structure shown in Fig. 2.7(b) is representative throughout the Hund’s

regime (J/U > 1/3), and it is similar to Fig. 2.6(g). However, a comparison of Fig. 2.6(c) and

Fig. 2.7(a) reveals that the critical temperature and the gap magnitude are remarkably smaller

from Hund’s mechanism compared to spin-fluctuation pairing, in agreement with Fig. 2.5. Note

that in Fig. 2.7(a) we choose J/U = 0.5 to resolve the small gap, while in Fig. 2.6(g), J/U = 0.4.

Table 2.8: Symmetry channels from Tables 2.5-2.6 that give a non-vanishing order parameter from the

self-consistent calculation, as shown in Figs. 2.6-2.7. We indicate the orbital and spin character and the

corresponding irrep, in addition to the basis function obtained after projecting the gap, as detailed in

Eq. (2.13).

Channel Basis function Orbital Spin Irrep

●
1

2
√

3
([∆]xz↑xz↓ + [∆]

yz↑
yz↓ − 2[∆]xy↑xy↓) cos 2kx + cos 2ky Triplet Singlet A1g

●
1
4
(i[∆]xz↓xy↓ − i[∆]

xz↑
xy↑ − [∆]

yz↑
xy↑ − [∆]

yz↓
xy↓) cos 2kx + cos 2ky Singlet Triplet A1g

●
1
3([∆]

xz↑
xz↓ + [∆]

yz↑
yz↓ + [∆]

xy↑
xy↓) cos 2kx − cos 2ky Triplet Singlet B1g

●
1
4
(i[∆]xz↓xy↓ − i[∆]

xz↑
xy↑ + [∆]

yz↑
xy↑ + [∆]

yz↓
xy↓) 1 Singlet Triplet B1g

●
1
4
(i[∆]xz↓xy↓ − i[∆]

xz↑
xy↑ − [∆]

yz↑
xy↑ − [∆]

yz↓
xy↓) 1 Singlet Triplet A1g

●
1
3([∆]

xz↑
xz↓ + [∆]

yz↑
yz↓ + [∆]

xy↑
xy↓) 1 Triplet Singlet A1g
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(a)

(c) (d)

(b)

Figure 2.8: Second-order bubble diagrams restricting to intra-orbital susceptibilities for interactions

between same-spin electrons on dxz and dxy orbitals. These diagrams give rise to an effective attractive

pairing, even though the bare interaction is repulsive.

Therefore, for the same parameters the critical temperature obtained from Hund’s pairing would

be even lower.

Thus, the self-consistent solution confirms the results from the linearized gap equation shown

in Fig. 2.5, indicating that the critical temperature from Hund’s mechanism is significantly lower

than for spin-fluctuation pairing.

2.6 Renormalization of the on-site interaction

In this section, we investigate whether the extent of the Hund’s regime (J/U > 1/3) can become

larger when renormalized by higher-order interactions. This has been previously discussed in

Ref. [125] for the case of degenerate orbitals, but we generalize this result including the orbital

dependence of the susceptibility. To illustrate this point, for simplicity we include only the

intra-orbital susceptibility components, and thus we restrict to χµσ
0 (q) ≡ [χ0(q)]µσµσµσµσ.

As a particular example, we focus on the interactions between same-spin electrons on orbitals

xz and xy. The four relevant diagrams contributing in this case are displayed in Fig. 2.8,

obtaining the following correction to the bare interaction to second order,

[V (2)(k,k′)]xz↑xz↑xy↑xy↑ ≃ (U
′ − J) −UU ′[χxz↓

0 (k − k
′) + χxy↓

0 (k − k
′)]

− (U ′)2χyz↓
0 (k − k

′) − (U ′ − J)2χyz↑
0 (k − k

′).
(2.56)

Since we are interested in the on-site pairing interaction driving the green superconducting

channels in Figs. 2.6(a)-(c) and Fig. 2.7(a), we Fourier transform the previous equation to real
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Bare interaction
Spin fluctuation

Figure 2.9: On-site spin-triplet pairing interaction in real space between xz and xy orbitals, [V (0)]xz↑xy↑
(see Eq. (2.58) and Appendix A), as a function of J/U , for Hund’s pairing (blue line) and spin-fluctuation

pairing (green line). These interactions determine the behavior of the green curve in Figs. 2.6(a)-(c) and

Fig. 2.7(a).

space and consider only the on-site term,

[V (2)(r = 0)]xz↑xz↑xy↑xy↑ ≃ (U
′ − J) −UU ′∑

q

[χxz↓
0 (q) + χ

xy↓
0 (q)]

− (U ′)2∑
q

χyz↓
0 (q) − (U

′ − J)2∑
q

χyz↑
0 (q),

(2.57)

where we have used that the Fourier transform of the susceptibility is given by χµσ
0 (r) =

∑q χ
µσ
0 (q)e

iq⋅r, and thus for the on-site term χµσ
0 (r = 0) = ∑q χ

µσ
0 (q). This expression ex-

plicitly demonstrates that the contribution from second-order bubble diagrams can induce an

attractive on-site interaction even when the bare interactions are repulsive (J < U ′).
To verify the regime where on-site interactions become attractive, in Fig. 2.9 we show the

on-site triplet pairing interaction between electrons on orbitals xz and xy as a function of J/U .

To comply with the symmetries of the Hamiltonian (see Eq. (2.11)), the on-site interaction

shown in Fig. 2.9 is symmetrized as

[V (r = 0)]xz↑xy↑ = [U]
xz↑,xy↑
xy↑,xz↑ + [V (r = 0)]xz↑,xy↑xy↑,xz↑ − [V (r = 0)]xz↑,xz↑xy↑,xy↑. (2.58)

As seen from the Hund’s mechanism (blue line), an attractive on-site interaction is induced

only in the regime J/U > 1/3, driving the spin-triplet channel denoted by the green color in

Fig. 2.7(a). Let us now focus instead on the on-site part of the spin-fluctuation pairing (green

line), obtained by Fourier transforming the full effective pairing vertex in Eq. (2.5). Figure 2.9

reveals that the spin-fluctuation mechanism enhances the on-site attraction compared to Hund’s

pairing, since the former can induce an on-site attraction for J/U < 1/3, even when the bare

interaction is still repulsive. This on-site interaction drives the spin-triplet superconducting

channel denoted by the green color in Figs. 2.6(a)-(c).

Hence, we have derived the correction to the bare Hund’s interaction between same-spin

electrons on orbitals xz and yz in Eq. (2.57). We have shown that, in agreement with Ref. [125],
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when the second-order diagrams dominate the bare interaction an attractive on-site interaction

can be induced. This is indeed what we obtain by Fourier transforming the full effective pairing

interaction from spin fluctuations, since the on-site term becomes attractive even when U ′−J > 0

(see Fig. 2.9).

2.7 Discussion and conclusions

In this Chapter, we have compared two different mechanisms inducing superconductivity: 1)

Hund’s pairing, which induces an attraction at the bare level in the regime where Hund’s coupling

is sufficiently large, J/U > 1/3; and 2) spin-fluctuation pairing, which includes higher-order

processes renormalizing the bare interaction by summing the contributions from bubble and

ladder diagrams to all orders. We have classified the gap symmetries and confirmed that Hund’s

mechanism generates an inter-orbital spin-triplet superconducting gap. This state has been

proposed as a candidate to describe the superconducting gap in many materials, including iron-

based superconductors and Sr2RuO4 [20, 122–133,147].

By considering a two-orbital model relevant for iron-based systems [130], we have demon-

strated that, in band structures where there is no nesting, Hund’s pairing gives comparable

results to spin-fluctuation mediated pairing in the regime where the bare interaction becomes

attractive. We have performed analytical calculations to understand the form of the gap in the

band basis and to demonstrate why a finite spin-orbit coupling strength is crucial to obtain

superconducting pairing. The full self-consistent solution in orbital and spin space confirmed

that the leading solution corresponds to an inter-orbital spin-triplet state, although a small

intra-orbital spin-singlet channel with the same symmetry (A1g) is also generated due to the

presence of SOC .

We have also analyzed a three-orbital model with nesting, considering a model relevant for

Sr2RuO4, where the susceptibility exhibits a strong momentum dependence. We have observed

that the spin-fluctuation mechanism gives rise to significantly higher critical temperatures for

the different channels when compared to the Hund’s mechanism. For the Hund’s pairing case,

the gap in the band basis also changes sign between the inner and the outer pockets, similarly

to the two-orbital model results. By contrast, the self-consistent solution demonstrates that the

spin-fluctuation pairing leads to a gap with a different nodal structure, and also stabilizes other

gap symmetries with different critical temperatures. Specifically, we have obtained that the A1g

and B1g symmetries coexist at lower temperatures, leading to time-reversal symmetry breaking.

We have also verified that the extent of the Hund’s regime is enhanced when higher-order

interactions are included, since the spin-fluctuation pairing induces an on-site attraction for

J/U < 1/3. This can generate the inter-orbital spin-triplet channel even when the bare interaction

is still repulsive.

In the particular case of Sr2RuO4, previous works have estimated J/U ≃ 0.1 − 0.2 [148,149],

and thus it might not be realistic that this material has such a large Hund’s coupling, J >
1/3, which is necessary to generate superconducting pairing from the Hund’s mechanism. To

investigate the role of SOC, we have also performed self-consistent calculations for a larger
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value of the SOC, comparing the order parameter in orbital and spin space from Hund’s and

spin-fluctuation pairing. We have obtained that the two mechanisms give rise to a similar gap

structure for a smaller value of J/U , although Hund’s pairing still generates significantly lower

critical temperatures.

Finally, our calculations point out that in nested band structures the Hund’s pairing approach

gives a different superconducting state when compared to the spin-fluctuation mechanism, which

is probably relevant for most unconventional superconductors of current interest. Given that

Hund’s coupling is generally small in these materials, our results suggest that the inter-orbital

spin-triplet states might not be realized.
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Superconducting diode effect
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Chapter 3

Superconducting diodes from

magnetization gradients

Info: Part of the content and figures of this Chapter have been published together with

P. Kotetes and B.M. Andersen in Ref. [3], available at Phys. Rev. B 109, 144503 (2024).

i

3.1 Introduction

The superconducting diode effect has recently attracted a lot of interest after being observed for

the first time [22]. To motivate the importance of this effect, it is instructive to discuss first the

usual semiconductor diodes, which are formed by two semiconductors that are doped differently.

These devices have been known for a long time and are characterized by an asymmetric relation

between the current and the resistance. The origin of this behavior is the built-in electric field,

which breaks spatial inversion and therefore gives rise to a nonreciprocal transport between

opposite directions, i.e., there is a larger resistance in one direction and a smaller resistance

along the opposite direction.

Semiconductor diodes are nowadays the basis of many electronic compounds, such as recti-

fiers, which can convert alternating current (AC) to direct current (DC), as they allow current

to flow only in a single direction. However, semiconductor diodes are dissipative, since there is

an energy loss due to the finite resistance. Remarkably, this contrasts with the superconducting

analogue of the diode effect, which should have zero resistance along one direction, therefore

being non-dissipative. As a consequence, this motivates studying the mechanisms giving rise to

the superconducting diode effect, particularly after the first recent experimental observation [22].

In the superconducting diode effect, it is the critical currents that become different along

opposite directions. Notably, there are two requirements to obtain an asymmetric critical cur-

rent. On the one hand, spatial inversion must be broken. This can be achieved, for instance,

by considering spin-orbit coupling, which breaks the spin up and spin down degeneracy. On

the other hand, breaking of time-reversal symmetry must also occur. The simplest phenomenon

breaking this symmetry is magnetism, and therefore in Ref. [22] an in-plane magnetic field was
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applied to the system. Shortly after this work, Ref. [150] also observed the superconducting

diode effect in a material breaking inversion symmetry, but without any applied field. This has

also been reported in magic angle twisted bilayer graphene and trilayer graphene [151,152], lead-

ing to different proposals for the origin of time-reversal symmetry breaking in these materials,

including the possibility that it could be an intrinsic property of these systems.

Recently, many experimental works have confirmed the observation of the superconducting

diode effect in different setups [150–165], even though the efficiency of the rectification obtained

from a superconducting diode significantly depends on the design [166]. As explored in these

works, the superconducting diode effect can have different origins. It can arise due to the tunnel

junction [150, 151, 154, 156, 162], vortex physics [158, 163, 165] or due to a finite Cooper pair

momentum in the superconducting state [152,153,155,157,159–161,164].

In this work, we focus on the latter mechanism. As we will demonstrate in Secs. 3.2 and

3.4, in superconductors with a strong spin-orbit coupling (SOC) and broken inversion symmetry

the Fermi surfaces are split. By additionally applying an in-plane magnetic field, the Fermi

surfaces are shifted and the superconductor generates a ground state in which the Cooper pairs

carry a finite center-of-mass momentum q, which is determined by the field orientation. This

is known as the helical superconducting phase, in which the superconducting gap becomes

∆(r) =∆0e
iq⋅r, with a constant magnitude and a spatially varying phase [24, 25]. The presence

of finite-momentum superconductivity gives rise to a preferred direction along the Cooper pair

momentum q, which allows for a nonreciprocal critical current [167–179].

However, the helical phase is not uniquely obtained by the application of an in-plane field.

In Ref. [23] it was shown that magnetization gradients also break time-reversal symmetry, and

therefore they could also provide a platform to realize the superconducting diode effect. Fig-

ures 3.1(a) and (b) illustrate the Josephson junction setups considered in this thesis for an

applied in-plane magnetic field By and a uniform spatially varying out-of-plane magnetization

Mz(y) with gradient ∂yMz, respectively. Spatially varying magnetizations can be externally im-

posed, similarly to the in-plane field case, or they can also be considered as an intrinsic property

of the system, such as a generated spin-density wave phase or due to the presence of magnetic

impurities. Therefore, to distinguish both mechanisms, throughout this Chapter we refer to the

in-plane applied field as By, while we denote the out-of-plane field as the magnetization Mz(y).
The main focus of this Chapter is the uniform out-of-plane magnetization gradient illustrated

in Fig. 3.1(b). Nevertheless, since the device design will determine the efficiency of the diode

effect, we also analyze different setups. Note that for the out-of-plane magnetization gradients we

will always consider a profile with no net magnetization, since we want to identify the underlying

mechanism for the diode effect, while a finite net magnetization could lead to additional effects.

In this Chapter, we demonstrate that out-of-plane magnetization gradients induce the helical

phase in a two-dimensional Rashba superconductor, and we compare this setup to the in-plane

field case. In addition, we analyze the Josephson diode effect by introducing a junction setting,

as illustrated in Fig. 3.1 by the orange region, and we show that out-of-plane magnetization

gradients also exhibit nonreciprocal transport. To determine the real-space current pattern and

the current-phase relations, we solve numerically the mean-field self-consistent gap equation in
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(

(

Figure 3.1: Illustration of the Josephson junction setups for (a) an in-plane field By applied in the y

direction, and (b) an out-of-plane magnetization gradient Mz(y). The supercurrent generated in the x

direction is denoted by Jx, and the orange region corresponds to the weak link in the junction area, which

we model as a softening of the nearest-neighbor hopping t, see Sec. 3.5.

real space considering a two-dimensional Rashba superconductor. We find that magnetization

gradients show similar diode efficiencies when compared to the usual in-plane field case for a

different range of parameters. Moreover, we also examine alternative magnetization gradients

profiles, specifically focusing on a ferromagnetic domain wall function and arrays of magnetic

impurities, and show that these setups also feature the diode effect.

This Chapter is organized as follows: in Sec. 3.2 we include a phenomenological analysis

based on the results of Ref. [23], and we introduce a method to compare the helical phase for

an in-plane field and an out-of-plane magnetization by calculating the superconducting phase

gradient. Section 3.3 introduces the lattice model and the method used to obtain the numerical

results in the remainder of the Chapter. The numerical evidence for helical superconductivity

for the in-plane field and out-of-plane magnetization is presented in Sec. 3.4, including a free

energy analysis for the in-plane field to demonstrate that a state with a finite Cooper pair

momentum has a lower energy. In addition, by comparing the superconducting phase gradient

from both field configurations, we numerically verify the phenomenological expression obtained

in Sec. 3.2. Next, in Sec. 3.5 we study the current-phase relations for the Josephson diode effect

by introducing a junction in the model, and examine the efficiency of the effect for a different

range of parameters. In Sec. 3.6 we propose and study alternative designs based on out-of-plane

magnetization gradients. Finally, we present the discussion and conclusions in Sec. 3.7.

3.2 Helical superconductivity in a Rashba system

In this section, we briefly introduce the foundations of the phenomenological analysis based on

Ref. [23]. This analysis is key to motivating the existence of the helical phase also in the case of
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out-of-plane magnetization gradients, and to finding an expression to compare the helical phase

with the in-plane field case.

Following Ref. [23], we can obtain an expression for the energy density of the Rashba super-

conductor from a symmetry analysis. Similarly to Chapters 1 and 2, the symmetry classification

is based on identifying how the different fields transform under the operations of the point

group. The relevant point group is now C4v, as it does not contain inversion but includes the

operations illustrated in Fig. 1.5. Let us introduce A(r) as the real-space vector potential and

M(r) as the real-space magnetization vector. In order to find the combinations of these fields

entering in the free energy, we have to find the terms transforming as invariants, i.e., like the

A1 irreducible representation (irrep) of C4v. Focusing on the in-plane components, the vector

potential transforms like a vector, (Ax,Ay) ∼ (kx, ky), whereas the magnetization transforms

like a pseudovector, (Mx,My) ∼ (σx, σy), since it transforms like the magnetic field B = ∇ ×A.

From inspecting the character table of C4v, we identify that both quantities belong to the E

irrep.

As noticed in Ref. [23], the form for the invariant is obtained by considering (Ax,Ay) as

the basis of the two-dimensional irrep E. Thus, we can identify how the in-plane components

of the magnetization transform relative to the vector potential, which can be determined from

B = ∇×A = (∂yAz − ∂zAy,−∂xAz + ∂zAx, ∂xAy − ∂yAx). Hence, focusing on the in-plane compo-

nents, this shows that (Mx,My) transforms like (−Ay,Ax), and consequently the combination

transforming like an invariant corresponds to Ax(r)My(r) −Ay(r)Mx(r). Note that this invari-

ant can also be rewritten as

A(r) ⋅ (My(r),−Mx(r)) = −A(r) ⋅ ẑ ×M(r). (3.1)

Following analogous arguments, Ref. [23] identified that the combination Ax(r)∂yMz(r)
− Ay(r)∂xMz(r) is also an invariant, allowing similar phenomena for in-plane fields and out-

of-plane magnetization gradients, as we will show in this Chapter. Similarly, it can be rewritten

as follows,

A(r) ⋅ (∂yMz(r),−∂xMz(r)) = −A(r) ⋅∇ × ẑMz(r). (3.2)

Let us now introduce the gauge-invariant vector potential A(r) =A(r)+ h̵∇φ(r)/2e, since it

is this quantity that must enter in the energy density, which transforms in the same way as A(r).
Here, φ(r) denotes the superconducting phase, h̵ corresponds to the reduced Planck constant

and e > 0 is the electron charge unit. Finally, including the invariants in Eqs. (3.1)-(3.2), we

find the following expression for the energy density [23],

E(r) = A(r) ⋅ [DA(r)/2 − (Λẑ ×M(r) + X∇ × ẑMz(r)
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

Jmag(r)

)], (3.3)

where D is the superfluid stiffness and we have identified the current as the term coupling to

the vector potential [180]. As a consequence, the coefficients Λ and X determine the strength

of the currents due to the in-plane magnetization and the out-of-plane magnetization gradient,

respectively. The energy density in Eq. (3.3) directly shows that the contribution to the cur-

rent from in-plane magnetic fields and out-of-plane magnetization gradients has a similar form.
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3.2. Helical superconductivity in a Rashba system

(a) (b)

Figure 3.2: Fermi surface (a) in the absence of spin-orbit coupling (spin degenerate) and (b) spin split

bands due to the Rashba SOC effect, considering a dispersion with nearest-neighbor hopping, chemical

potential µ = −1 and λsoc = 0.5 (see Eq. (3.10)). In (b) we indicate the parameter δksoc denoting the

splitting of the two Fermi surfaces.

Therefore, we expect that in both cases the superconducting state will enter the helical phase,

as we will demonstrate numerically in Sec. 3.4.

The expression for the coefficients Λ and X can be calculated from the second-order free-

energy expansion using microscopic models [23, 181]. Note that we will precisely follow this

approach in Chapter 5 to obtain the coefficients for the Landau theory of altermagnetism. On

the one hand, Λ corresponds to the Edelstein effect [182,183]. In the limit where the spin-orbit

coupling energy at the Fermi level (Esoc) is much larger than the pairing gap (∆), the expression

for this coefficient is given by [23]

Λ = 2meυ

h̵

e

4πh̵
, (3.4)

where me is the electron mass and υ is the strength of the Rashba spin-orbit coupling (SOC).

On the other hand, X corresponds to the interconversion coefficient and, in the limit Esoc >>∆,

it can be written as [23]

X = e

4πh̵
. (3.5)

Thus, in this limit we can identify the following relation between the two coefficients,

Λ/X = δksoc, (3.6)

where δksoc = 2meυ
h̵ denotes the Rashba SOC wave number and gives rise to the splitting of the

two Fermi surfaces due to SOC, as illustrated in Fig. 3.2.

To compare the in-plane magnetic field and the out-of-plane magnetization mechanisms, we

first need to find an expression for the current of the system, which corresponds to

J(r) = − δE(r)
δA(r)

∣
A=0

= −D h̵

2e
∇φ(r) + Jmag(r). (3.7)

In the helical phase, there is no net electric current. Consequently, for a spatially uniform

Jmag(r) = Jmag, the system cancels out the magnetization-induced current [25], and the super-

conducting phase gradient is given by

∇φ = 1

D

2e

h̵
Jmag. (3.8)
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Chapter 3. Superconducting diodes from magnetization gradients

Hence, using Eq. (3.3) and the form for the coefficients given in Eqs. (3.4)-(3.6), the in-

plane field and the out-of-plane magnetization gradient lead to the same superconducting phase

gradient ∇φ if the following relation is satisfied,

δksoc∣By ∣ = ∣∂yMz ∣ ∼
2Mmax

z

ξgrad
. (3.9)

We recall that By corresponds to the in-plane magnetic field, as seen in Fig. 3.1(a), and ∂yMz

denotes the out-of-plane magnetization gradient, illustrated in Fig. 3.1(b). In this case, ∂yMz

can be approximated as the maximum value of the out-of-plane magnetization, 2Mmax
z , where

the factor of 2 arises since we are considering a profile with no net magnetization, divided by

the length scale ξgrad, denoting the steps over which the out-of-plane magnetization gradient

increases in the y direction.

Equation (3.9) shows that the strength of the two effects is determined by the SOC splitting

of the two Fermi surfaces δksoc and the length scale ξgrad. In Sec. 3.4 we will demonstrate

numerically that both mechanisms stabilize the helical phase and indeed give rise to a similar

phase gradient when the condition in Eq. (3.9) is fulfilled.

3.3 Lattice model and method for the numerical approach

Throughout this Chapter, we use numerical results to demonstrate the existence of the diode

effect for the out-of-plane magnetization gradients, and also to compare the diode effect with

the in-plane field case. In this section, we introduce the lattice model and describe the method

used to calculate the superconducting order parameter and the supercurrents.

First of all, let us neglect for now the magnetization effects and introduce the Hamiltonian

for a Rashba superconductor,

H =Hkin +Hsoc +HSC, (3.10)

with

Hkin = −t ∑
⟨i,j⟩,σ

c†iσcjσ − µ∑
i,σ

c†iσciσ, (3.11)

Hsoc = −
λsoc

2
∑
i

[(c†i−x̂↓ci↑ − c
†
i+x̂↓ci↑) + i(c

†
i−ŷ↓ci↑ − c

†
i+ŷ↓ci↑) + h.c.] , (3.12)

HSC = ∑
i

∆i(c†i↑c
†
i↓ + h.c.). (3.13)

The first term corresponds to the kinetic part, with nearest-neighbor hopping t = 1 and chemical

potential µ, whereas Hsoc denotes the Rashba SOC term with strength λsoc. Finally, HSC is the

superconducting term, where ∆i is the site-dependent superconducting order parameter,

∆i = VSC (⟨ci↑ci↓⟩ − ⟨ci↓ci↑⟩) , (3.14)

with VSC < 0 corresponding to the on-site pairing interaction. We construct the 4N2 × 4N2

Bogoliubov-de Gennes (BdG) Hamiltonian using the spinor Ψ†
i = (c

†
i↑, c

†
i↓, ci↑, ci↓), and solve self-

consistently Eq. (3.14) for the superconducting order parameter at each lattice site (for more
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3.3. Lattice model and method for the numerical approach

details see Appendix B). Throughout this Chapter, we consider VSC = −1, which results in

a superconducting gap ∆ = 0.2 in the homogeneous system, i.e., in the absence of imposed

magnetizations, assuming the values µ = −1 and λsoc = 0.2.

As illustrated in Fig. 3.1, the junction area of reduced transparency corresponds to the

orange region, which we model by reducing the nearest-neighbor hopping t to t′ on two columns

of lattice sites in the center region of the device, as we will detail in Sec. 3.5 when we discuss

the Josephson diode effect. However, in Sec. 3.5 we first set t′ = t to demonstrate the emergence

of the helical phase in the homogeneous system.

In Chapter 1, we derived an expression for the current density in the case of a one-band

model with nearest-neighbor hopping. However, in the presence of Rashba SOC, the current

density has an additional contribution,

Ji,δ = J t
i,δ + J

soc
i,δ , (3.15)

where δ = {x̂,−x̂, ŷ,−ŷ} denotes the four nearest neighbors to the lattice site i. As given

in Sec. 1.8 and derived in Appendix C, the first term is obtained from the Hamiltonian in

Eq. (3.11), and is given by

J t
i,δ = it∑

σ

⟨c†i+δσciσ − h.c.⟩. (3.16)

The second contribution arises due to the Rashba SOC term in Eq. (3.12), and can be derived

following an analogous procedure as in Appendix C, obtaining

J soc
i,±x̂ = i

λsoc
2
∑
i,σ

⟨±σc†i±x̂σciσ̄ − h.c.⟩, (3.17)

J soc
i,±ŷ = ±

λsoc
2
∑
i,σ

⟨c†i±ŷσciσ̄ − h.c.⟩, (3.18)

with σ̄ = −σ. Note that in Eqs. (3.16)-(3.18) there is an additional prefactor corresponding to

e/(h̵a2), which also enters in the current units in the figures shown in the following sections.

Finally, to obtain the total current at each lattice site, we take the average over the two nearest-

neighbor bonds in the x̂ and the ŷ direction,

Ji =
1

2
∑
δ

δJi,δ. (3.19)

This expression gives the current at each lattice site, which we use to illustrate the current pat-

terns and obtain the current-phase relations in Secs. 3.4-3.6. Current conservation is guaranteed

at all lattice sites once the self-consistency condition is achieved, since the incoming and the

outgoing currents are equal in magnitude at each site [184,185].

Having introduced the Hamiltonian for a Rashba superconductor and the resulting current

density, let us now focus on the Hamiltonian for the magnetization effects. On the one hand,

the in-plane field term can be written as

HB = −By ∑
i,σ,σ′
(σy)σσ′c†iσciσ′ , (3.20)
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Chapter 3. Superconducting diodes from magnetization gradients

and, on the other hand, the out-of-plane magnetization gradient contribution corresponds to

HMz = − ∑
i,σ,σ′

Mz,i(σz)σσ′c†iσciσ′ , (3.21)

with Mz,i denoting the site-dependent magnetization in the z direction.

In the following sections, we consider the Hamiltonian for the Rashba superconductor in

Eq. (3.10), and add the Hamiltonian for the in-plane field in Eq. (3.20) or the out-of-plane

magnetization gradient in Eq. (3.21) to solve self-consistently for the order parameter, using

Eq. (3.14). In addition, we impose open boundary conditions in the system, except otherwise

explicitly indicated. Moreover, in Secs. 3.4-3.6 we use Eq. (3.19) to obtain the current at each

lattice site and illustrate the current patterns. Finally, to calculate the current-phase relations

we impose a phase difference between both ends of the device, as we will detail in Sec. 3.5. By

insisting on the phase difference at each iteration of the self-consistency, the superconducting

gap eventually induces a current in the x direction, as depicted in Fig. 3.1.

3.4 Helical superconductivity from the numerical results

In this section, we verify that the helical phase is the preferred ground state for a Rashba

superconductor in the presence of an in-plane magnetic field, as discussed in previous works [24,

25, 170]. We calculate the free energy and show that, for a finite in-plane field and SOC, the

state with a finite Cooper pair momentum has a lower energy. Next, we turn to the case of an

out-of-plane magnetization gradient and demonstrate numerically that it also induces the helical

phase. In both cases, we see that the superconducting gap acquires the form ∆(r) = ∆0e
iq⋅r,

with a constant homogeneous magnitude and a spatially varying phase, which characterizes the

helical phase.

3.4.1 In-plane magnetic field

Let us focus first on the superconducting Rashba system with an in-plane magnetic field and no

junction in the central region, as illustrated in Fig. 3.3(a). In Fig. 3.3(b) we show the two Fermi

surfaces in the presence of SOC and an in-plane field. As seen, in contrast to the case with no

field displayed in Fig. 3.2(b), the center of the two Fermi surfaces is shifted, in agreement with

Ref. [24].

Using periodic boundary conditions and calculating self-consistently the superconducting

order parameter, we have verified that the ground state has no net current, since the two

contributions in Eq. (3.15) exactly cancel each other [25]. If we turn now to the case of open

boundary conditions, shown in Fig. 3.3(c), we observe the presence of dominant currents only at

the edges due to finite size effects, while at the system center they are almost negligible. Note

that the currents develop a certain pattern ensuring conservation at all lattice sites. In addition,

as seen from Fig. 3.3(d), the superconducting state develops a phase gradient in the system,

confirming the helical phase.

To further demonstrate the emergence of a superconducting state with a finite Cooper pair

momentum in the presence of Rashba SOC and an in-plane magnetic field, we can calculate the
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3.4. Helical superconductivity from the numerical results

(b)

(c) (d)

(a)

Figure 3.3: Helical superconductivity generated in a Rashba superconductor with an in-plane magnetic

field. (a) Device illustration for a field in the y direction and no junction in the central region. (b)

Fermi surfaces in the presence of SOC and the in-plane field, with λsoc = 0.2, By = 0.1 and µ = −1. (c)

Self-consistent solution with open boundary conditions for the supercurrent patterns obtained at each

lattice site, for a 31×31 system size. (d) Superconducting phase for a cut in (c) at y = 15 as a function of

the position on the x axis. The finite constant gradient with a homogeneous gap magnitude ∆ ∼ 0.2 and

the negligible current at the system center (away from the edges) are characteristic of the helical ground

state.

free energy. Specifically, we perform the calculation in momentum space for the homogeneous

case with periodic boundary conditions, since this allows us to work with larger system sizes.

Therefore, we first have to Fourier transform the real space Hamiltonian in Eq. (3.10) with the

in-plane field in Eq. (3.20).

For this purpose, the challenge is to implement in momentum space the spatial variation

of the gap in the helical phase, with the form ∆(r) = ∆0e
iq⋅r. To circumvent this problem,

we use the gauge transformation ci → eiq⋅i/2ci for the creation and annihilation operators in

Eqs. (3.10), (3.20), so that the superconducting term simplifies to

HSC =∆0∑
i

(c†i↑c
†
i↓ + h.c.). (3.22)

However, with this transformation the kinetic term in Eq. (3.10) becomes

Hkin = −t∑
i,σ

(eiqx/2c†iσci+x̂σ + e
−iqx/2c†iσci−x̂σ + c

†
iσci+ŷσ + c

†
iσci−ŷσ) − µ∑

i,σ

c†iσciσ, (3.23)

where we have used that q = (qx,0), as seen from the shift of the two Fermi surfaces in Fig. 3.3(b).

Using this transformation also for the other terms in Eq. (3.10), the Hamiltonian in momentum
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Chapter 3. Superconducting diodes from magnetization gradients

(a) (b)

Figure 3.4: Free energy density as a function of the Cooper pair momentum qx (a) in the absence of

in-plane field and SOC and (b) for By = 0.15 and λsoc = 0.2, considering in both cases a homogeneous

gap ∆ = 0.2, µ = −1, and a system size 2000 × 2000.

space is given by

H = Hkin +Hsoc +HSC +HB, (3.24)

where the different contributions correspond to

Hkin = −2t∑
k,σ

[cos(kx +
qx
2
) + cosky] − µ∑

k,σ

c†kσckσ,

Hsoc =
λsoc

2
∑
k

[(i sin(kx+
qx
2
)+ sinky) c†k↑ck↓+h.c.] ,

HSC =∆0∑
k

(c−k↓ck↑ + h.c.),

HB = −By∑
k

(−ic†k↑ck↓ + ic
†
k↓ck↑).

(3.25)

Here, the homogeneous superconducting order parameter in momentum space given by

∆0 =
VSC
N2 ∑

k

(⟨ck↑c−k↓⟩ − ⟨ck↓c−k↑⟩) , (3.26)

Thus, the zero-temperature free-energy density is obtained by evaluating F = 1
N2 ⟨H⟩ − ∣∆0∣

2

VSC

using the unitary transformation that diagonalizes the Hamiltonian (see Appendix B), where

the constant term
∣∆0∣

2

VSC
comes from the mean-field expansion of the interacting Hamiltonian.

The free energy density is shown in Fig. 3.4 as a function of the Cooper pair momentum. In

the absence of SOC and in-plane field, the free energy minimum is at qx = 0. Therefore, the

Cooper pairs have zero center-of-mass momentum and the gap is homogeneous with a constant

magnitude and no phase. This contrasts with the case in Fig. 3.4(b) with finite SOC and an

applied field, since now the free energy displays a clear minimum at a finite qx ≠ 0. The free

energy is not symmetric for qx → −qx, which shows that there is a preferred direction along +qx,

generating the nonreciprocal current in the superconducting diode effect. These results confirm

the self-consistent calculations in Fig. 3.3, in which the superconducting gap shows a spatially

varying phase with qx = ∂φ
∂x and a constant magnitude.
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(a) (b)

(c) (d)

Figure 3.5: Helical superconductivity generated in a Rashba superconductor with an out-of-plane mag-

netization gradient. (a) Device illustration for a gradient in the z direction and no junction in the central

region. (b) Out-of-plane magnetization gradient profile. (c) Self-consistent solution with open bound-

ary conditions for the supercurrent patterns obtained at each lattice site, for a 31 × 31 system size. (d)

Superconducting phase for a cut in (c) at y = 15 as a function of the position on the x axis. The gap

magnitude is homogeneous in the system center, with ∆ ∼ 0.2, while it is suppressed close to the edges

due to the large out-of-plane magnetization.

3.4.2 Out-of-plane magnetization gradient

Having established that the helical phase is the ground state for a Rashba superconductor

with an in-plane applied field, we now demonstrate numerically that out-of-plane magnetization

gradients also induce the same finite Cooper pair momentum phase. With this purpose, we

consider a uniform out-of-plane magnetization gradient, as illustrated in Fig. 3.5(a). Specifically,

the profile is shown in Fig. 3.5(b), emphasizing the uniform increase in the y direction with

vanishing total magnetization. Figure 3.5(c) shows the current pattern obtained from the self-

consistent solution and, similarly to Fig. 3.3(c), the bulk currents in the system center are

almost vanishing, while larger contributions are observed due to edge effects. In addition, the

finite phase gradient seen in Fig. 3.5(d) confirms that the system also enters the helical phase

in this case, since the gap magnitude is also homogeneous in the system.

As derived in Eq. (3.9) from the phenomenological model, when the in-plane field δksocBy

and the out-of-plane magnetization gradient
2Mmax

z

ξgrad
have comparable magnitudes, they should

generate similar superconducting phase gradients in the helical phase. To verify this, we have

solved self-consistently for the superconducting order parameter imposing open boundary con-

ditions, extracting numerically the phase gradient ∂φ/∂x in the x direction as the average of

different cuts in the y direction from the center region, excluding the cuts close to the edge, since

69



Chapter 3. Superconducting diodes from magnetization gradients

Figure 3.6: Comparison of the superconducting phase gradient calculated self-consistently in the helical

phase for the case of an in-plane magnetic field and an out-of-plane magnetization configuration. As

derived in Eq. (3.9), we compare Byδksoc (red curve), where By is the in-plane field in the y direction and

δksoc is the splitting of the two Fermi surfaces due to SOC shown in Fig. 3.2(b), with 2Mmax
z /ξgrad (blue

curve), where Mmax
z denotes the maximum value for the magnetization gradient at the y edge and ξgrad

is the length scale for which the magnetization is modified (see Fig. 3.5(b)). We consider the parameters

λsoc = 0.2, µ = −1 and a 31 × 31 system size.

they lead to significant finite size effects (see the large currents in Fig. 3.3(c) and Fig. 3.5(c)).

In Fig. 3.6 we compare the superconducting phase gradient obtained from both mechanisms.

Remarkably, the superconducting phase gradients show notable consistency, in particular in the

limit where ∣∂φ/∂x∣ is small. For a larger out-of-plane magnetization, the gap becomes more

inhomogeneous, as it is suppressed close to the edges where Mz is larger (see Fig. 3.5(a)-(b)).

This may be the origin of the crossing between the two curves in the non-linear regime.

Hence, we have demonstrated that the in-plane field and the out-of-plane magnetization

gradient configurations illustrated in Fig. 3.1 yield to the helical state, and the superconducting

phase gradients become similar when Eq. (3.9) is satisfied. The numerical confirmation of the

helical phase therefore suggests that both field configurations should exhibit the diode effect,

which we will explore in the following section.

3.5 Superconducting Josephson diode effect

3.5.1 Current-phase relation

In the previous section, we have shown that the ground state for the Rashba superconductor

with an out-of-plane magnetization gradient is the helical phase, similarly to the in-plane field

case. We have compared the superconducting phase gradients from both configurations, ob-

taining compatible results in the linear regime, as expected from the phenomenological theory

discussed in Sec. 3.2. Therefore, out-of-plane magnetization gradients should also give rise to

a nonreciprocal current. In this section, we verify this from the numerical results and we also

determine quantitatively the efficiency of the diode effect to compare both field configurations.

We consider the Josephson junction devices illustrated in Fig. 3.1. The lattice model for the
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Figure 3.7: Illustration of the modified hoppings in the lattice corresponding to the orange junction

region depicted in Fig. 3.1. Only two column bonds in the central region are changed to t′, in contrast

to the hopping t used for all other bonds.

junction and the modified hoppings are shown in Fig. 3.7, so that only the hoppings between the

central bonds are modified to t′. The currents in the system are generated by imposing a phase

difference φ between the two edges in the x direction (across the junction). Concretely, we impose

that for the sites at x = 0 the gap is ∆, while at the opposite edge there is phase difference ∆eiφ,

as illustrated in the insets of Fig 3.8. Therefore, numerically the current is obtained by insisting

on the phase difference at each iteration of the self-consistency procedure [184]. Eventually, once

the convergence condition is achieved, there is an induced current in the x direction, fulfilling

current conservation.

Following this procedure, we obtain the current-phase relations shown in Fig. 3.8. Here, I

denotes the normalized current calculated by summing all currents in the y direction for the

same x value and dividing by the length along the y direction. Due to current conservation,

all x-cuts give the same I. In the absence of applied field or magnetizations, the current-phase

relation is symmetric around φ = 0. On the contrary, both in the case of an in-plane field,

see Fig. 3.8(a), and an out-of-plane magnetization, see Fig. 3.8(b), the curve is slightly shifted

and the current-phase relation is asymmetric. These results numerically showcase that both

configurations exhibit the Josephson diode effect, even though the shift of the current-phase

relations is small.

In the case of no applied magnetization, the current-phase relation for t′ = t shows a saw-

tooth shaped curve, which approaches the sinusoidal curve as the junction transparency t′ is

reduced. We specifically focus on the Josephson diode effect (t′ < t), since the effect is stronger

than in the case with no junction (t′ = t).
To understand how the current is generated in the system, it is also instructive to examine

the current patterns in real space. In particular, we focus on the out-of-plane magnetization,

shown in Fig. 3.8(b), and determine the real space currents for different phases, as seen in

Fig. 3.9. In the case of open boundary conditions with no imposed phase (see Fig. 3.9(a)), there

are currents of similar magnitude at all sites due to finite size effects, forming loops to satisfy

momentum conservation. However, there is no current flow along any direction after taking the

sum of any cut in the system. As the system size increases, the bulk currents vanish similarly
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(a)

(b)

Figure 3.8: Current-phase relations for (a) an in-plane field, and (b) an out-of-plane magnetization,

with λsoc = 0.2, µ = −1, t′ = 0.1 and a 21 × 11 system size. The red and blue curves correspond to the

case with and without magnetic field/magnetization gradients, respectively. The insets illustrate the

device considered in each case, with ∆ and ∆eiφ the phase difference imposed at both ends of the lattice,

generating a current Jx in the x direction.

to Fig. 3.5(c), and there are only significant contributions close to the edges.

If we turn now to the cases with an imposed phase gradient, see Figs. 3.9(b)-(d), they give

rise to a non-vanishing net current along the x direction. For a smaller imposed phase, the

current pattern in real space still resembles the case with open boundary conditions. However,

as the phase increases, the current direction at all lattice sites becomes aligned along x. In

Fig. 3.9(e) we show the superconducting phase corresponding to Fig. 3.9(d). Notably, there is a

larger jump across the junction (orange region in the inset), since the system compensates for

the reduced hopping to preserve current conservation.

Having explored how the current is generated in the system by observing the real space

patterns and how the current-phase relations are obtained, let us now proceed to quantify

the diode effect by introducing the superconducting diode effect efficiency to compare the in-

plane field with the out-of-plane magnetization gradient, investigating the role of the different

parameters.
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(a)

(b)

(c)

(d)

(e)

OBC

Figure 3.9: Current patterns evolution in real space for (a) open boundary conditions, and (b)-(d) an

increasing imposed phase of φ = π/30, π/10, and π/3. We consider an out-of-plane magnetization gradient

with 2Mmax
z /ξgrad = 0.04, λsoc = 0.4, µ = −1, t′ = 0.1 and a 21× 11 system size. (e) Superconducting phase

for the case in panel (d) considering the cut y = 5, which shows that the phase principally increases at

the junction (central orange region illustrated in the inset).
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(a) (b)

Figure 3.10: Diode efficiency Q as a function of (a) the in-plane field By, and (b) the out-of-plane

magnetization gradient 2Mmax
z /ξgrad, for µ = −1, t′ = 0.1 and a 21 × 11 system size. We consider different

values for the Rashba SOC strength: λsoc = 0.2 (blue), 0.4 (red) and 0.6 (green).

3.5.2 Superconducting diode effect efficiencies

In order to compare and quantify the superconducting diode effect for both field configurations,

let us introduce the diode efficiency Q [167,169–171,174],

Q = ∣Imax∣ − ∣Imin∣
∣Imax∣ + ∣Imin∣

, (3.27)

where Imax and Imin correspond to the maximum and minimum normalized currents obtained

from the current-phase relations. Since the efficiency depends on the parameters, we explore

different strengths for the Rashba SOC and magnetization as well as different values for the

chemical potential µ, which changes the Fermi surface.

As shown in Fig. 3.10, we first examine the diode efficiency as a function of the in-plane field

and the out-of-plane magnetization strength, for different values of the Rashba SOC. Focusing

first on the in-plane field, see Fig. 3.10(a), the efficiency is higher as the magnetic field becomes

larger. In addition, increasing the SOC parameter also enhances the effect. In contrast, the

out-of-plane magnetization displays a slightly different behavior, as seen from Fig. 3.10(b). In

particular, as the magnetization increases, the efficiency is not higher for all λsoc. However,

similarly to the in-plane field case, the effect is generally enhanced for an increasing SOC. In

both configurations, there is an upper limit to the efficiency since superconductivity is destroyed

when the field is too large.

In Fig. 3.11 we show the effect of the chemical potential on the Fermi surface and the

efficiency. The Fermi surface for the case of a constant in-plane field is shown in Figs. 3.11(a)-

(d) for µ = −1, −0.5, −0.2, and −0.1, respectively, displaying two split Fermi surfaces with a

shifted center from zero momentum, which give rise to the helical phase (see Sec. 3.4). As seen

from Fig. 3.11(e), the maximum efficiency for the case of an in-plane field occurs for µ = −0.1,

when one of the split Fermi surfaces is close to the van Hove singularity. If we turn to the out-

of-plane magnetization gradient configuration, shown in Fig. 3.11(f), the high efficiency regions

may also originate from enhanced density of states contributions.

Figures 3.11(e)-(f) also show that the efficiency at µ = 0 vanishes for the lattice model
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(a) (b) (c) (d)

(e) (f)

Figure 3.11: (a)-(d) Fermi surface evolution for a varying chemical potential µ = {−1,−0.5,−0.2,−0.1} in

the presence of an in-plane magnetic field, with λsoc = 0.2 and By = 0.16. Diode efficiency Q as a function

of the chemical potential µ for (e) an in-plane field By = 0.16, and (f) an out-of-plane magnetization

gradient 2Mmax
z /ξgrad = 0.04 (f), with λsoc = 0.2, t′ = 0.1 and a 21 × 11 system size.

considered here, which contrasts with the results in Ref. [171] found for an analogue continuum

model. The origin of this discrepancy is that for the lattice model there is a symmetry at µ = 0,

which leads to no currents in the system. As seen from the BdG Hamiltonian in momentum

space, see Eq. (3.24), the symmetry is obtained by shifting the wave vector k → k + (π,π),
together with the exchange of time-reversed electron and hole pairs.

Therefore, the numerical results in Figs. 3.11-3.10 evidence that the two diode mechanisms

have comparable efficiencies. Conversely, the in-plane field setup has the disadvantage that a

larger amplitude eventually destroys superconductivity, whereas for the case of an out-of-plane

magnetization gradient, superconductivity can survive in some regions of the system where the

magnetization is smaller and still show the diode effect. This motivates exploring different

spatial profiles for the out-of-plane magnetization gradient to seek a higher diode efficiency Q,

as we will explore in the next section.

3.6 Other diode designs

In this section, we investigate alternative setups with different profiles for the out-of-plane mag-

netization gradient. Specifically, in Sec. 3.6.1 we introduce a ferromagnetic domain wall junction

to the Rashba superconductor. By contrast, in Sec. 3.6.2 we explore different configurations for

arrays of magnetic impurities. We have verified that in both cases the helical phase is the pre-

ferred ground state, since a superconducting phase gradient is developed with no net currents

away from the edges, similarly to the results presented in Sec. 3.4 for the in-plane field and
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(a)

(b)

(c)

Figure 3.12: Josephson diode efficiency as a function of the out-of-plane magnetization amplitude

∣MFM
z ∣/ξgrad for the ferromagnetic domain wall magnetization profile, shown in the inset. We consider

λsoc = 0.2, µ = −1, ξgrad = 11, t′ = 0.1 and a 21 × 11 system size. (b)-(c) Current patterns in real space for

opposite phase differences (φ = ±π/2) across the Rashba superconductor, as depicted in each inset. This

demonstrates that the current is not restricted to the domain wall region.

out-of-plane magnetization gradient. Therefore, these setups also exhibit the Josephson diode

effect and, as we show in the following subsections, we can calculate and compare the efficiencies.

3.6.1 Ferromagnetic domain wall junction

The ferromagnetic domain wall magnetization profile that we consider is displayed in the inset of

Fig. 3.12(a). We have numerically obtained the current-phase relations, as introduced in Fig. 3.8,

and determined the efficiency for each set of parameters using Eq. (3.27). In Fig. 3.12(a) we show

the efficiency as a function of the domain wall magnetization amplitude. As seen, the efficiency
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(a)

(b)

(c)

(d)

Figure 3.13: Out-of-plane magnetization configuration with (a) 8 and (c) 24 magnetic impuri-

ties. Josephson diode efficiency as a function of the out-of-plane impurities magnetization amplitude

∣M imp
z ∣/ξgrad for the (b) 8 impurities case shown in (a) and (d) 24 impurities configuration shown in (c),

with λsoc = 0.2, µ = −1, ξgrad = 11, t′ = 0.1 and a 21 × 11 system size.

becomes higher as the magnetization increases, similarly to the blue curve in Fig. 3.10.

The current patterns in real space are shown in Figs. 3.12(b)-(c) for opposite imposed phases,

as depicted in the insets. The patterns reveal that current flows over the entire device, and is not

only restricted close to the domain wall region, where the magnetization gradient is located (see

the inset in Fig. 3.12(a)). For a negative phase bias, see Fig. 3.12(b), the current flow is higher

close to the domain wall. This contrasts with the positive phase bias result, see Fig. 3.12(c),

where the current flow in the vicinity of the domain wall region is lower than at the edges.

The diode efficiency for the ferromagnetic domain wall magnetization can also be optimized

by tuning the Rashba SOC strength λsoc and the chemical potential µ. For instance, considering

λsoc = 0.6 and µ = −0.2 we can achieve efficiencies of Q ≃ 3%, which is comparable to the results

presented in Figs. 3.10-3.11 for the in-plane field and the out-of-plane magnetization gradient.

3.6.2 Arrays of impurities

Having investigated the diode efficiency in the domain wall junction, we further examine other

configurations. Specifically, we consider two different configurations of arrays of single impu-

rities, which generate a magnetization gradient sufficient to induce the helical phase and the

superconducting diode effect, and we calculate the diode efficiency by varying the magnetiza-

tion strength of the impurities.

In Figs. 3.13(a) and (c) we display two different configurations with 8 and 24 magnetic

impurities, respectively, and the corresponding diode efficiency as a function of the impurities

magnetization is shown in Figs. 3.13(b) and (d). Note that all impurities have the same mag-

netization magnitude, and there is an equal number of positive and negative magnetization
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(a)

(b) (c)

(d) (e)

Figure 3.14: (a) Out-of-plane magnetization for the single-impurity configuration. (b)-(e) Energy

dispersion E as a function of the imposed superconducting phase φ for increasing values of the impurity

magnetization, with λsoc = 0.2, µ = −1, ξgrad = 11, t′ = 0.1 and a 21 × 11 system size.

impurities. Figures 3.13(b) and (d) show that, in both cases, the diode efficiency is significantly

enhanced for a similar magnetization, corresponding to ∣M imp
z ∣/ξgrad ≃ 0.18.

Thus, it is important to analyze why the efficiency is higher for this particular magnetization.

With this purpose, let us consider the case of a single magnetic impurity and calculate the

spectrum as a function of the superconducting phase difference imposed on the device. The

impurity configuration is shown in Fig. 3.14(a), whereas the energy dispersions for different

magnetizations are displayed in Figs. 3.14(b)-(e). Focusing first on Fig. 3.14(b), for a small

impurity magnetization there are bound states inside of the superconducting gap close to the

continuum. As the magnetization is increased, the bound states move closer to zero energy.
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However, when the magnetization is further increased, the bound states split from zero energy

and move closer to the continuum again, as seen from Figs. 3.14(d)-(e).

Notably, precisely when the bound states are close to zero energy (see Fig. 3.14(c)), the

magnetization of the impurity is ∣M imp
z ∣/ξgrad = 0.18, which corresponds to the peak in the

efficiency observed in Figs. 3.13(b) and (d) for the multiple impurities configurations. As a

cross-check, we have verified that for the configurations with 8 and 24 impurities the bound

states are also close to zero energy for ∣M imp
z ∣/ξgrad = 0.18.

Hence, we have demonstrated that the out-of-plane magnetization gradient in both the fer-

romagnetic domain wall and the arrays of impurities can induce the Josephson diode effect.

However, the mechanism in the latter setup seems to be distinct, as our results point to the

importance of bound states close to zero energy to enhance the efficiency. The purpose of this

work was to verify whether the diode effect could be induced by out-of-plane magnetization

gradients and propose alternative profiles that enhance the efficiency. Thus, investigating the

role of bound states close to zero energy is beyond the scope of this Chapter and we leave it for

future work.

3.7 Discussion and conclusions

In this Chapter, we have investigated and compared different setups that stabilize the heli-

cal phase and show the Josephson diode effect. We have explored a phenomenological model

based on the results from Ref. [23]. This model motivated comparing the helical phase induced

by in-plane fields and out-of-plane magnetization gradients in a Rashba superconductor with

spin-split Fermi surfaces. With this purpose, we have introduced a lattice model and solved self-

consistently for the superconducting order parameter. We have first demonstrated numerically

that for both field/magnetization configurations the helical phase is the preferred ground state

and the Cooper pairs acquire a finite center-of-mass momentum. As discussed in Ref. [170],

this implies that the diode effect can be used as a new probe to identify finite-momentum su-

perconductivity, since experimental evidence for this exotic phase is scarce. In addition, as

expected from the phenomenological model and demonstrated through the numerical calcula-

tions, in the linear regime the superconducting phase gradient in the helical phase is similar for

both mechanisms when Byδksoc ∼ 2Mmax
z

ξgrad
.

After confirming that the helical state is the ground state for both magnetization configura-

tions, which leads to a preferred direction for the current flow along the Cooper pair momentum,

we have introduced the junction in the lattice model to study the Josephson diode effect. We

have demonstrated that the current-phase relations are shifted and become asymmetric around

zero phase when a magnetization is introduced to the Rashba superconductor. Consequently,

similarly to the in-plane field setup, an out-of-plane magnetization can also generate nonrecip-

rocal currents.

We have performed an extensive study of the role of the different parameters, including the

field/magnetization magnitude, the SOC and the Fermi surface shape (by tuning the chemical

potential). We have observed that, in general, a larger SOC strength leads to a higher efficiency.
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Moreover, the field magnitude also enhances the effect, but there is an upper limit to the

efficiency due to the suppression of superconductivity. Interestingly, in the in-plane magnetic

field setup, the efficiency is significantly enhanced when one of the split Fermi surfaces is close

to the van Hove singularity. Similarly, regions with an enhanced density of states contribution

may also give rise to the high-efficiency peaks in the out-of-plane magnetization gradient case.

These results demonstrate that, in both cases, comparable magnitudes for the diode efficiencies

can be obtained, and out-of-plane magnetization gradients are therefore a realistic alternative

to generate the Josephson diode effect.

In this direction, we emphasize that it would be interesting to repeat the experiments that

reported the superconducting diode effect in the presence of an applied in-plane field, for in-

stance, in Refs. [22, 155], but using out-of-plane magnetization gradients. Experimentally, this

may be realized by proximity effects of a ferromagnetic insulator to the Rashba superconduc-

tor, or by exposing the Rashba system to the fields of an array of nearby nanomagnets, as

discussed in Ref. [23]. From the numerical results obtained in this Chapter, we predict that the

superconducting diode effect should also be experimentally detectable.

We have also introduced different profiles for the out-of-plane magnetization gradient, and we

have demonstrated that they also generate the Josephson diode effect. On the one hand, we have

examined a ferromagnetic domain wall magnetization, and we have observed that the currents

are also large away from the domain wall. This configuration also shows that imposing phases

in opposite directions leads to distinct current patterns in the superconductor, since depending

on the phase the current flows more in the center or closer to the edges. Thus, a possible

application of the magnetization gradients could be to guide the nonreciprocal current in circuits

along certain paths. On the other hand, we have analyzed arrays of magnetic impurities, which

revealed that bound states close to zero energy may give rise to an enhanced efficiency. Moreover,

we have also observed that they generate anomalous current-phase relations, in agreement with

Ref. [186]. Thus, as a first step, we are currently working on studying in detail the role of bound

states in the Josephson diode effect, considering a minimal model with two magnetic impurities.

Importantly, in this Chapter we restricted the magnetization gradients to have no net mag-

netization in total. Firstly, this is beneficial as superconductivity is less destroyed and, secondly,

our purpose was to identify the underlying mechanism for the diode effect, whereas a finite

magnetization could give rise to additional effects. Along these lines, we could consider alter-

native configurations with a non-vanishing net magnetization, since we also expect that these

will generate the superconducting diode effect. We have indeed verified the simplest case, by

adding a constant out-of-plane field to the gradient configuration in Fig. 3.5(b). This allows

more control of the current flow, as superconductivity will be further suppressed in the largest

magnetization regions.

Finally, we emphasize that magnetization gradients could also be relevant for real systems,

such as the superconducting diode effect reported for twisted bilayer graphene at zero applied

field [151, 152]. Previous theoretical works showed that, in this system, superconductivity may

coexist with a spontaneous time-reversal symmetry broken phase, for instance, some inhomo-

geneous magnetic phase [187, 188]. Hence, a magnetization gradient with a profile relevant for
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this material could indeed give rise to the diode effect. From the opposite perspective, this

consequently implies that the superconducting diode effect could be used as a probe of sponta-

neously generated magnetic order in certain materials. Motivated by the case of twisted bilayer

graphene, we have demonstrated that clusters of magnetic impurities also lead to nonreciprocal

transport, and give rise to an enhanced efficiency. Hence, magnetization gradients open up many

new possibilities to generate the superconducting diode effect, and by optimizing the profile it

is also likely that the diode efficiency can be significantly enhanced.

81



Part III

Altermagnetism
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Chapter 4

Minimal models for altermagnetism

Info: Part of the content and figures of this Chapter have been submitted for publication

together with A. Kreisel, Y. Yu, B.M. Andersen and D.F. Agterberg, and are available in

Ref. [4] as a preprint [arXiv:2402.15616].

i

4.1 Introduction

Traditionally, the basic magnetic states have been classified either as ferromagnets or antifer-

romagnets. The former are characterized by a strong macroscopic magnetization, as opposed

to antiferromagnets, which exhibit a vanishing net magnetization. This traditional view was

recently challenged when a new class of unique materials, dubbed altermagnets, was recognized,

which differs from both conventional ferromagnets and antiferromagnets [26, 27, 189–195]. In

particular, altermagnets feature a vanishing net magnetization, similar to antiferromagnets, but

show time-reversal symmetry breaking and spin-split band structures, akin to ferromagnets.

The symmetries of the magnetic states define the properties of each phase. First, as shown in

Fig. 4.1(a), in ferromagnets all spins are aligned in the same direction, which gives rise to a net

magnetization and time-reversal symmetry breaking. Therefore, this results in a uniform Zeeman

splitting of the bands. On the contrary, antiferromagnets feature a vanishing net magnetization,

as illustrated in Fig. 4.1(b). Since time reversal followed by a translation or inversion is a

symmetry of these systems, there is no splitting of the bands due to Kramers degeneracy. Finally,

altermagnets also feature vanishing net magnetization, but there is a different local environment

for the two spin sublattices due to the non-magnetic atoms, as illustrated in Fig. 4.1(c). Thus,

in contrast to antiferromagnets, only time reversal followed by a rotation is now a symmetry

of these systems, which gives rise to a momentum-dependent spin-split band structure that,

as opposed to ferromagnets, has symmetry-imposed nodes. Note that the altermagnetic spin-

splitting of the bands does not require relativistic spin-orbit coupling (SOC). Even though the

term altermagnetism is new, the idea of a magnetic state with these symmetries was already

introduced in the context of cuprates more that 20 years ago, but in that case it was referred to

as a “nematic spin nematic” state [196,197].
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(a) Ferromagnetism

(b) Antiferromagnetism

(c) Altermagnetism

Figure 4.1: Illustration of the crystal structure in real space and the nonrelativistic electronic structure

in momentum space for (a) ferromagnetism, (b) antiferromagnetism and (c) altermagnetism. The red

and blue colors represent the opposite spin sublattices. Adapted from Šmejkal et al., Refs. [26, 27].

Many compounds were initially proposed as altermagnetic candidates [26,27], but recently a

large ab-initio study identified up to 62 material candidates [198]. Among others, the list includes

RuO2 [190, 191, 199], MnF2 [192, 194], κ-Cl [200, 201], FeSb2 [193], CrSb [202] and MnTe [203].

In these compounds, the different local environments for the two sublattices characterizing

altermagnets (see Fig 4.1(c)) originate from the non-magnetic atoms, e.g., the oxygen atoms in

RuO2 or the tellurium atoms in MnTe [198,203,204].

The exceptional properties of altermagnets make them ideal candidates for spintronic appli-

cations due to the spin-split electronic structure in momentum space [192,204–206]. Differently

from antiferromagnets, the spin splitting does not require relativistic spin-orbit coupling. In

addition, since altermagnets feature no net magnetization, these materials are not sensitive to

external magnetic field perturbations, a key advantage over ferromagnets. Altermagnets have

also been predicted to show a finite anomalous Hall effect, previously associated mainly with

ferromagnets and fundamentally different from relativistic antiferromagnets [191,207].

Recent experimental works are consistent with the predictions for an altermagnetic phase

in RuO2 and MnTe, including the anomalous Hall effect [208, 209], the broken Kramer’s de-

generacy [203,210–213], and the spin currents and spin torque phenomena [214–216]. However,

in the case of RuO2, whether the ground state is magnetic or non-magnetic is still controver-

sial [217,218].

The band structure in Fig. 4.1(c) shows that altermagnets do not exhibit a uniform spin

splitting. Instead, there are symmetry-imposed nodes that reflect the rotation connecting the
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two sublattices. In analogy with even-parity unconventional superconductivity, altermagnetic

states can be classified according to the symmetry of the order parameter, which can be d-wave,

g-wave, or i-wave, and determines the number of nodes. For instance, when the symmetry

relating the two sublattices is a π/2 rotation, the spin splitting exhibits d-wave symmetry, with

nodes along two orthogonal directions. Note that unconventional magnets with odd-parity, such

as p-wave or f -wave symmetry, are distinct from altermagnets, as they require a noncollinear

magnetic structure and inversion symmetry breaking of the band structure. However, odd-parity

unconventional magnets must preserve time-reversal symmetry, since this operation followed by

a translation protects the zero net magnetization [219].

To understand the origin of altermagnetism and the properties of this phase, an important

step is to obtain realistic minimal tight-binding models. These models allow us to study the

altermagnetic phase in space groups with different symmetries, and should be able to describe

d-wave, g-wave and i-wave altermagnetism. Hence, the minimal models can provide insight

into which mechanism stabilizes this phase over conventional magnetic phases, such as ferro-

magnetism. Moreover, minimal models provide a platform to calculate analytically the Berry

curvature and analyze the anomalous Hall response.

The remainder of this Chapter is organized as follows. In Sec. 4.2, we first present the general

minimal model describing altermagnetism, and introduce the different terms appearing in the

model. We apply the model to the altermagnetic candidates RuO2 and MnF2 in Sec. 4.3, and

compare the band structure to density functional theory (DFT) results. In order to identify

which mechanism stabilizes altermagnetism over ferromagnetism, we derive analytic expressions

for the bare susceptibilities in Sec. 4.4. In Sec. 4.5, we use the previous susceptibilities to

investigate why most altermagnets belong to non-symmorphic groups (we will introduce this

concept in Sec. 4.2). Then, in Sec. 4.6, we show that the minimal models stabilize a leading

altermagnetic instability within RPA and Hartree-Fock self-consistent approaches, introducing

intra-orbital on-site Coulomb interactions. We use the minimal model to derive an analytic

expression for the Berry curvature in Sec. 4.7, revealing that it is linear in the spin-orbit coupling

strength. Finally, we extend the discussion to other altermagnetic candidates in Sec. 4.8, where

we introduce the specific form of the minimal model for different space groups, demonstrating

that it can describe d-wave, g-wave and i-wave altermagnetism. Finally, in Sec. 4.9 we present

the conclusions of this Chapter.

4.2 Minimal models for altermagnetism

4.2.1 General considerations

Since it will be important in this Chapter, we first introduce the distinction between sym-

morphic and non-symmorphic space groups. In a symmorphic space group, all point group

operations (including rotations, reflections and inversion) leave one common point fixed, as op-

posed to non-symmorphic space groups, where the point group operations are combined with

translations to recover the original crystal structure. Without considering spin-orbit coupling,

non-symmorphic symmetries ensure band degeneracies on the Brillouin zone boundary, in ad-
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(a) (b)

Figure 4.2: Illustration of the (a) inter- and (b) intra-sublattice hoppings introduced in the minimal

model of Eq. (4.1), for the particular case of a tetragonal system (see Eq. (4.4)). The two colors denote

the two sublattices.

dition to spin degeneracy [147]. As we will demonstrate in Sec. 4.5, they play a crucial role in

stabilizing altermagnetism.

The large ab-initio study performed in Ref. [198] revealed that most of the 62 material

candidates belong to non-symmorphic space groups. Motivated by this insight, we focus on

minimal models for these space groups. However, to investigate why altermagnetic materials

with symmorphic space groups are less frequent, we will also discuss a symmorphic example

in Sec. 4.5. To construct minimal tight-binding models, we consider two sublattices defined by

two magnetic atoms which belong to a given Wyckoff position, which defines the location of the

atoms in the system. In addition, we mainly focus on materials that contain inversion symmetry,

as this applies to 53 of the 62 material candidates in Ref. [198]. We will extend the discussion

to a case without inversion symmetry in Sec. 4.8.

A minimal model is obtained by combining the lowest-order functions that give rise to

invariants, i.e. terms transforming like the trivial irreducible representation (see Chapter 1).

We start by introducing the generic minimal model and describing the role of the parameters

involved, and then we provide the explicit form of the model for specific cases. In general, it

can be written as

H(k) = ε0,k + tx,kτx + tz,kτz + τyλ⃗k ⋅ σ⃗ + τzJ⃗ ⋅ σ⃗, (4.1)

where τi corresponds to sublattice space and σi labels the spin degree of freedom. This form

of the model assumes a single orbital per site, although we will extend the discussion to a two

orbital model for the case of RuO2 in Sec. 4.3.

As seen from Eq. (4.1), the minimal model for altermagnetism contains only five parameters.

First, ε0,k is a sublattice-independent dispersion, while tx,k and tz,k are the inter- and intra-

sublattice hoppings, illustrated in Fig. 4.2 for the case of a tetragonal system. In addition, λ⃗k is

the general form for the spin-orbit coupling and, finally, J⃗ is the altermagnetic order parameter.

The specific form of these parameters depends on the space group, the point group and the

Wyckoff position. In the case of space groups containing inversion symmetry, all parameters in

Eq. (4.1) are even under k→ −k.

In order to classify the symmetries of the sublattice operators τi = {τ0, τx, τy, τz}, we first
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have to determine how they transform under the point group operations g, similarly to the

procedure followed in Chapter 2. However, in sublattice space, there are only two possibilities

for the point group operations. On the one hand, if g preserves the two sublattices, the matrix

representation in sublattice space simply corresponds to dτ(g) = 12. On the other hand, if the

point group operation acts non trivially and exchanges the two sublattices, the representation

corresponds to dτ(g) = τx. To classify how the sublattice operators transform, we calculate

d†
τ(g)τidτ(g). (4.2)

Since dτ(g) can only be either 12 or τx, this shows that the operators τ0 and τx are invariant

under all point group operations, and therefore have the full symmetry of the point group. By

contrast, τz and τy must be odd under the operations that exchange the two sublattices. Hence,

the operations that flip the two sublattices in each point group define the symmetry of τz and

τy in Eq. (4.1).

As discussed above Eq. (4.1), the terms entering in the Hamiltonian correspond to invariants,

and therefore transform trivially under all point group operations. As a consequence, the k-

dependence of the hopping term tz,k shares the same symmetry as the τz operator. On the

contrary, since tx,k transforms like τx, it has the full symmetry of the point group. The spin

operators σ⃗ and τy are odd under time-reversal symmetry T = iτ0σyK, where K denotes complex

conjugation. Therefore, τy can only be part of the spin-orbit coupling terms, since the product

will preserve T . We focus on materials that have inversion symmetry, λ⃗k = λ⃗−k, and thus the term

τyλ⃗k ⋅ σ⃗ in Eq. (4.1) is also invariant under time-reversal symmetry. Finally, the altermagnetic

order parameter J⃗ is k-independent and has opposite signs on the two sublattices, as it couples

to τz in the minimal model.

In the case of more than one magnetic atom in the unit cell, there are two possible con-

ventions for the Fourier transform. One the one hand, the first convention corresponds to

χk,α = ∑R e
ik⋅(R+rα)ϕR,α, where χk,α and ϕR,α are the basis functions in momentum and real

space, respectively, with R being the position of the unit cell and rα the position of the atom

within the unit cell. On the other hand, in the second convention the Fourier transform is written

as χk,α = ∑R e
ik⋅RϕR,α, and thus the phase factor is not included in the basis functions. Here, we

choose the first convention since, even though the Hamiltonian Hk,αβ = ∑R e
ik⋅(R−rα+rβ)HR,αβ

is not periodic in the Brillouin zone, the symmetries without translations are k-independent.

Consequently, since τx and τy couple the two sublattices, we have tx,k+G = eiG⋅t12tx,k and

λ⃗k+G = eiG⋅t12 λ⃗k, where G is a reciprocal lattice vector and t12 is the translation vector between

the two magnetic atoms. For the sublattice independent parameters, we have ε0,k = ε0,k+G and

tz,k = tz,k+G. As we will show with the example of space group 136 in the next subsections, the

choice of Fourier transform determines the form of the tx,k and λ⃗k parameters.

4.2.2 Dispersion relations and Weyl lines

The minimal model introduced in Eq. (4.1) has four bands, and the dispersion corresponds to

E
(α=±,β=±)
k = ε0,k + α(t2x,k + t

2
z,k + λ⃗

2
k + J⃗

2 + β2
√
t2z,kJ⃗

2 + (λ⃗k × J⃗)2)
1/2
. (4.3)
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Figure 4.3: Illustration of the crystal structure for space group 136, relevant for RuO2 and MnF2. The

red and blue colors denote the two sublattices (Ru and Mn atoms, respectively), while the green color

corresponds to the non-magnetic atoms (O and F).

The bands can be degenerate in some cases, giving rise to what are known as Weyl planes and

Weyl lines. As we will show for the case of RuO2 in Sec. 4.7, identifying the degeneracies is

important since they enhance the Berry curvature and allow us to predict regions with a large

Hall conductivity response.

Focusing first on the limit λ⃗k = 0, in general the four bands are non-degenerate, except in

two cases:

1) tz,k = 0: Defines symmetry-imposed Weyl planes in momentum space with two two-fold

degenerate bands, which correspond to the nodes of the altermagnetic spin splitting.

2) tx,k = 0 and tz,k = ±∣J⃗ ∣: Define Weyl lines with a two-fold degeneracy and two non-

degenerate bands. These lines appear only when ∣tz,k∣ > ∣J⃗ ∣, and are not symmetry-

imposed.

In general, when λ⃗k ≠ 0, the Weyl planes given by tz,k = 0 become gapped and typically result

in Weyl points, although Weyl lines can occur when λ⃗k × J⃗ = 0. The Weyl lines discussed in the

second case can survive with spin-orbit coupling if λ⃗k ⋅ J⃗ ≠ 0 [220–223].

4.2.3 Example: space group 136

To illustrate the form of the minimal model for a particular example, let us consider the case of

space group 136 (P42/mnm), which has point group D4h. The crystal structure for this space

group is illustrated in Fig. 4.3, including both magnetic (red/blue dots) and non-magnetic atoms

(green dots). This applies to rutile RuO2, MnF2, NiF2, and CoF2, with Wyckoff position 2a for

the magnetic atoms, which correspond to the positions (0,0,0) and (1/2,1/2,1/2). The first step

to construct the minimal model is to find the symmetry of the τz and τy operators in Eq. (4.1),

by identifying the point group operations that exchange the two sublattices.

The rutile lattice structure contains inversion symmetry, and consequently we can focus

only on the rotation operations of D4h. These include the four-fold rotation with respect to

the z-axis (C4z) and the two-fold rotations with respect to the z-axis (C2z), the x-axis (C2x),

and the diagonal plane xy (C2xy), as illustrated in Fig. 1.5. For space group 136, the origin
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of coordinates is conventionally set at a magnetic site, and therefore the rotation axis crosses

the origin. In this setting, as seen from Fig. 4.3, the operations {C2z ∣0 0 0} and {C2xy ∣0 0 0}
leave the two sublattices invariant, whereas the non-symmorphic operations {C4z ∣12

1
2

1
2} and

{C2x∣12
1
2

1
2} exchange the two sublattices. The irreducible representation (irrep) in D4h that has

these symmetries is B2g, which implies that τz and τy transform like this irrep.

Since the hopping tz,k in Eq. (4.1) has the same symmetry as τz, it should also transform

as the B2g irrep. In momentum space, this irrep transforms like kxky, and therefore the lowest-

order hopping with this symmetry is sinkx sinky. As depicted in Fig. 4.2(b), this involves

a hopping between next-nearest neighbors and gives rise to symmetry-imposed sign changes.

Instead, τx transforms like A1g, and consequently the hopping tx,k also transforms trivially

under all point group operations. Given that τx (and thus tx,k) couple the two sublattices,

with our choice of Fourier transform the translation between the two sublattices has to enter

in the basis function transforming like the A1g irrep, which for nearest neighbors corresponds

to cos(kx/2) cos(ky/2) cos(kz/2) (see Fig. 4.2(a)). Therefore, in this case, the hoppings for the

minimal model are

tx,k = tx0 cos
kx
2

cos
ky

2
cos

kz
2
,

tz,k = tz0 sinkx sinky,

(4.4)

while for the spin-orbit coupling

λx,k = λ sin
kx
2

cos
ky

2
sin

kz
2
,

λy,k = −λ cos
kx
2

sin
ky

2
sin

kz
2
,

λz,k = λz cos
kx
2

cos
ky

2
cos

kz
2
(coskx − cosky).

(4.5)

To obtain these terms, we have used that σz ∼ A2g and (σx, σy) ∼ Eg in D4h, as derived in

Sec. 2.3 and summarized in Table 2.1. Note that in tetragonal systems the strength of the SOC

is the same in the x and y directions (λ), while it is different for the z component. In addition,

the minus sign for λy,k is needed to fulfill the mirror symmetries. As previously discussed, the

factors of 1/2 in the tx,k and λ⃗k inter-sublattice hopping terms appear due to the translation

t12 = (12 ,
1
2 ,

1
2) between the two sublattices entering in the Fourier transformation from real to

momentum space.

By expanding the tight-binding model around certain momentum points, we can verify that

the form agrees with the kp theories in Ref. [147]. The relevant representation at each point can

be checked at the Bilbao Crystallographic Server [224–226].1 As seen from Ref. [147], different

representations can have the same kp theory, and for space group 136 this shows that s and

dxy-orbitals have the same form for the tight-binding model.

1It can be found under: Topological Quantum Chemistry → Non-magnetic → BANDREP → Get the BRs with

time-reversal symmetry from a Wyckoff position.
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4.3 Application to RuO2 and MnF2

To demonstrate that the minimal model can describe the normal-state band structure and

capture the altermagnetic spin splitting, we focus first on the case of RuO2 and compare to DFT

results [190]. Afterwards, we extend the discussion to another tetragonal system, MnF2, and

discuss the similarities and differences with DFT calculations [192]. Since we are constructing

realistic minimal models for different material candidates, all energy units are given in eV.

4.3.1 Case 1: RuO2

The DFT calculations shown in Fig. 4.4 reveal that there are three orbitals forming bands that

cross the Fermi level: dxy, dxz, and dyz. Therefore, we first construct a one-orbital tight-binding

model for the dxy orbitals with Wyckoff position 2a, which corresponds to the example discussed

in Sec. 4.2. Then, we also show that the minimal model can be generalized to a two-orbital model

to include the dxz/dyz orbitals. In this case, the altermagnetic order parameter in Eq. (4.1) has

the same form as it is given by opposite signs on the two sublattices.

In order to reproduce the DFT results we consider the following form for the dispersion,

ε0,k = t1(coskx + cosky) − µ + t2 coskz + t3 coskx cosky

+ t4(coskx + cosky) coskz + t5 coskx cosky coskz,
(4.6)

while for the hoppings we take

tz,k = t6 sinkx sinky + t7 sinkx sinky coskz,

tx,k = t8 cos
kx
2

cos
ky

2
cos

kz
2
,

(4.7)

with the SOC previously written in Eq. (4.5).

Figure 4.5(a) shows the bands obtained from the minimal model in Eq. (4.1) using the expres-

sions above for the parameters, with the appropriate choice of hoppings detailed in Table 4.1.

Importantly, when compared to the DFT calculations in Fig. 4.4, the minimal tight-binding

model shows a remarkable resemblance, as it captures the behavior of the bands as well as the

crossings at the Fermi level. In addition, it also reproduces the nodal lines along X-M and Z-R-

A. The tx,k term gives rise to a splitting along Γ-X and M-Γ-Z lines, while the tz,k hopping is

responsible for the splitting along the A-Z direction. In Fig. 4.5(b) we also include the altermag-

netic order parameter J , reproducing the spin splitting along the M-Γ and A-Z lines reported

in Ref. [190] (see also Fig. 4.4(c)). The minimal model reveals that, to obtain an altermagnetic

spin splitting, we must have a finite tz,k term, which defines the symmetry of the splitting.

As noted before, the dxz/dyz orbitals also cross the Fermi level (see Fig. 4.4). Thus, we have

also constructed a two-orbital model without including correlations with the previous one-orbital

model. In this case, the minimal model of Eq. (4.1) with the parameters in Eqs. (4.5)-(4.7) is

duplicated to incorporate the orbital degree of freedom (and therefore couples to an identity in

orbital space). In addition, we obtain the following terms transforming as invariants (A1g irrep),

γz(ta,k+tb,kτx+tc,kτz) + γx(td,k+te,kτx+tf,kτz) + tg,kγyτy + λγyτ0σz, (4.8)
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Figure 4.4: DFT band structure for RuO2 projecting to the d-orbitals for (a) the Ru(1) and (b) the

Ru(2) atoms. (c) Hartree-Fock calculation from Ref. [190] for the paramagnetic (black) and altermagnetic

state (red,↑; blue,↓) from a Wannier projection of the DFT calculation.

(b)

(a)

Z R
A X
M

Spin
Spin

Figure 4.5: Band structure for RuO2 in (a) the normal, and (b) the altermagnetic state, using the

minimal model in Eq. (4.1) with the parameters given in Eqs. (4.6)-(4.7) and Jz = 0.2 in (b). The

tetragonal Brillouin zone is sketched on the right. The gray bands are obtained from the two-orbital

model in Eqs. (4.8)-(4.9). The specific hopping parameters used to reproduce the DFT results shown in

Fig 4.4 are given in Tables 4.1-4.2.
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Table 4.1: Hopping parameters used for RuO2 and MnF2 to obtain the bands in Fig. 4.5 and Fig. 4.7,

respectively, which reproduce the DFT results [190, 192]. We use the minimal model in Eq. (4.1) with

the parameters given in Eqs. (4.6)-(4.7).

Tetra. t1 t2 t3 t4 t5 t6 t7 t8 µ

RuO2 -0.05 0.7 0.5 -0.15 -0.4 -0.6 0.3 1.7 0.25

MnF2 0 0.13 0 -0.02 0.015 0 0.03 0.33 -0.01

Table 4.2: Hopping parameters for the two-orbital model of RuO2 given in Eqs. (4.8)-(4.9), which was

used to obtain the gray bands in Fig. 4.5 reproducing the results shown in Fig. 4.4.

t1 t2 t3 t4 t5 t6 t7 t8 µ

RuO2 0.18 -1 -0.5 -0.1 -0.1 -0.6 0 -0.2 -3

t9 t10 t11 t12 t13 t14 t15 t16 a0

RuO2 -0.1 0 -0.2 0 0 0 0.1 0 3

with

ta,k = (t9 + t10 coskz)(coskx − cosky),

tb,k = t11 cos
kx
2

cos
ky

2
cos

kz
2
(coskx − cosky),

tc,k = t12 sinkx sinky(coskx − cosky),

td,k = t13 sinkx sinky,

te,k = t14 sin
kx
2

sin
ky

2
cos

kz
2
,

tf,k = a0 + t15(coskx + cosky),

tg,k = t16 cos
kx
2

cos
ky

2
cos

kz
2
(coskx − cosky),

(4.9)

where γi are the Pauli matrices describing the {dxz, dyz} orbital space, with γx ∼ B2g, γy ∼ A2g,

and γz ∼ B1g, as discussed earlier in Sec. 2.3 and summarized in Table 2.2. In addition, a0 is a

k-independent constant allowed since the coupling of γx and τz already transforms like the A1g

irrep. The last term in Eq. (4.8) corresponds to an on-site spin-orbit coupling, which was not

allowed by symmetry in the one-orbital model in Eq. (4.1) and opens a splitting at the Γ point.

In Fig. 4.5 we also include the bands from the two-orbital model using the choice of hopping

parameters specified in Table 4.2, colored in gray in the normal state (see Fig. 4.5(a)). In this

case, there is another set of bands with a two-fold spin-degeneracy with a higher energy (not

shown). As seen, when compared to the DFT results in Fig. 4.4, the bands obtained from this

model also correctly describe the crossings at the Fermi level and the degeneracies of the bands,

as well as the characteristic altermagnetic spin splitting.
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4.3.2 Case 2: MnF2

We focus now on another tetragonal material candidate, MnF2, where DFT calculations have

also identified an altermagnetic state [192,194]. As shown in Fig. 4.6(a)-(b), DFT results indicate

that, by introducing an on-site Coulomb interaction, U a single band close to the Fermi level

can be obtained, in agreement with Ref. [192]. In Fig. 4.7(a) we show the normal state bands

obtained from the minimal model in Eq. (4.1) with the hopping parameters given in Eqs. (4.6)-

(4.7), with the specific values reproducing the DFT bands included in Table 4.1. Similarly to the

RuO2 case, the normal state bands obtained from the minimal model reproduce the crossings

at the Fermi level and the general behavior and degeneracies of the bands.

In the magnetic state, DFT results in Fig 4.6(c)-(d) show that there is a spin splitting along

M-Γ and A-Z lines, similarly to RuO2, but there is a crossing of two bands close to the Fermi level

along the Γ-Z direction due to the large correlation U [194, 227]. As shown in Fig. 4.7(b), the

band structure in the altermagnetic state obtained from the minimal model cannot reproduce

this crossing. Since we can impose a small moment J , differently from the DFT results in

the magnetic state, there is still a single band close to the Fermi level displaying a splitting

along the same directions. Focusing on the spin splitting in the A-Z directions, we can identify

another subtle difference: the DFT results show that the opposite-spin bands approach each

other, as opposed to the minimal model result. However, DFT calculations are performed at

zero temperature, while the magnetic transition for MnF2 occurs at T = 67 K [228]. The minimal

model may indicate that in this material the small magnetic order can be obtained at a larger

temperature.

4.4 Analysis of the susceptibilities

In the previous section, we identified relevant minimal models for altermagnetism and demon-

strated that they can reproduce the nodal lines and the characteristic altermagnetic spin split-

ting. In order to understand the mechanisms stabilizing this phase over other conventional

phases, such as ferromagnetism, in this section we obtain and analyze analytic expressions for

the bare susceptibilities from the minimal model. To simplify the analysis, we neglect here the

role of SOC, but in Sec. 4.7 we include it again to derive an analytic expression for the Berry

curvature and investigate the anomalous Hall response. In the abscence of SOC, the minimal

model in Eq. (4.1) is given by

H ′(k) = ε0,k + tx,kτx + tz,kτz. (4.10)

The transformation from sublattice to band basis for this 2× 2 model is straightforward and is

given by

U(k) =
⎛
⎝

cos θk
2 sin θk

2

− sin θk
2 cos θk

2

⎞
⎠
, (4.11)
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Figure 4.6: DFT band structure for MnF2 in (a) the paramagnetic state and (c) performing a spin-

polarized calculation, for two values of the parameter U , reproducing the results in Ref. [192]. (b), (d)

Zoom of the bands close to zero energy for (a), (c), respectively.

(b)

(a)

Spin
Spin

Figure 4.7: Band structure for MnF2 in (a) the normal, and (b) the altermagnetic state, using the

minimal model in Eq. (4.1) with the hopping parameters given in Eqs. (4.6)-(4.7) and Jz = 0.05 in (b).

The specific hopping parameters to reproduce the DFT results shown in Fig 4.6 are detailed in Table 4.1.
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where θk depends on the hopping parameters in the minimal model as

cos θk =
tz,k√

t2z,k + t
2
x,k

,

sin θk =
tx,k√

t2z,k + t
2
x,k

.

(4.12)

Thus, this transformation diagonalizes the previous Hamiltonian H ′(k), U(k)†H ′(k)U(k) =
diag (E(+)k ,E

(−)

k ), with E
(±)

k = ε0,k ±
√
t2x,k + t

2
z,k. As seen, this unitary transformation is in

general k-dependent, except at the M-point, which corresponds to (π,π,0) (see the sketch in

Fig. 4.5), where both hoppings have the same momentum dependence, tx,k, tz,k ∼ kxky.

As discussed in Eq. (1.43), the spin susceptibility is a relevant quantity as it can be directly

related to the intensity measured in neutron scattering. Thus, let us introduce now the spin

susceptibility in the usual spin channel for the case of multiple sublattices, which can be written

as

χFM(q, iqn) = −
1

N
∫

β

0
eiqnτ ⟨TτSq(τ)S−q(0)⟩, (4.13)

where iqn denotes now the bosonic Matsubara frequency and the operator Sq(τ) in sublattice

space corresponds to

Sq(τ) = ∑
k

Ψ†
k+q(τ)τ0Ψk(τ), (4.14)

with the spinor Ψk = (ψk,1 ψk,2)⊺ in the sublattice basis. We denote this susceptibility as the

ferromagnetic channel since it diverges at q → 0 close to a ferromagnetic instability. Replacing

the form for the previous operator in the susceptibility,

χFM(q, iqn) = −
1

Nβ
∑

k,iωn

Tr{G(k, iωn)G(k + q, iωn + iqn)}, (4.15)

where the Green’s function projected to the band basis is given by

G(k, iωn) = ∑
a=±

G(a)(k, iωn) ∣u(a)k ⟩ ⟨u
(a)
k ∣ , (4.16)

with G(±)(k, iωn) = 1

iωn−E
(±)
k

denoting the Green’s function in the band basis and ∣u(a)k ⟩ ⟨u
(a)
k ∣

the projection operator from sublattice basis onto band a and wavevector k. Replacing this

expression in the susceptibility, we obtain

χFM(q, iqn) = −
1

Nβ
∑

k,iωn

Tr

⎧⎪⎪⎨⎪⎪⎩
∑
a,b

G(a)(k, iωn)G(b)(k + q, iωn + iqn) ∣u(a)k ⟩ ⟨u
(a)
k ∣u

(b)
k+q⟩ ⟨u

(b)
k+q∣
⎫⎪⎪⎬⎪⎪⎭
.

(4.17)

Performing the Matsubara sum, the previous expression can be written as

χFM(q, iqn) = −
1

N
∑
k,a,b

∣⟨u(a)k ∣u
(b)
k+q⟩∣

2 f(E
(a)
k ) − f(E

(b)
k+q)

iqn +E(a)k −E(b)k+q

. (4.18)

95



Chapter 4. Minimal models for altermagnetism

Focusing on the uniform static susceptibility (q → 0, iqn → 0), ⟨u(a)k ∣u
(b)
k ⟩ = δab, we obtain that

it only contains intra-band terms,

χFM(0) = − 1

N
∑
k

⎧⎪⎪⎪⎨⎪⎪⎪⎩

df(ε)
dε

RRRRRRRRRRRε=E(+)
k

+ df(ε)
dε

RRRRRRRRRRRε=E(−)
k

⎫⎪⎪⎪⎬⎪⎪⎪⎭
. (4.19)

Motivated by the form of the altermagnetic order parameter introduced in the general model

in Eq. (4.1) and noticing that it couples to the τz matrix in sublattice space, let us introduce an

analogous expression for the susceptibility in the altermagnetic channel,

χAM(q, iqn) = −
1

N
∫

β

0
eiqnτ ⟨Tτ S̃q(τ)S̃−q(0)⟩, (4.20)

where now the operator S̃q is given by

S̃q = ∑
k

Ψ†
k+qτzΨk. (4.21)

The susceptibility in the band basis now has the following form,

χAM(q, iqn) = −
1

Nβ
∑

k,iωn

Tr{G(k, iωn)τzG(k + q, iωn + iqn)τz}. (4.22)

Inserting the Green’s functions projected onto the band basis,

χAM(q, iqn) = −
1

Nβ
∑

k,iωn

Tr

⎧⎪⎪⎨⎪⎪⎩
∑
a,b

G(a)(k, iωn)G(b)(k+q, iωn+iqn) ∣u(a)k ⟩ ⟨u
(a)
k ∣ τz ∣u

(b)
k+q⟩ ⟨u

(b)
k+q∣ τz

⎫⎪⎪⎬⎪⎪⎭
,

(4.23)

we obtain a similar result to the ferromagnetic channel in Eq. (4.18),

χAM(q, iqn) = −
1

N
∑
k,a,b

∣⟨u(a)k ∣ τz ∣u
(b)
k+q⟩∣

2 f(E
(a)
k ) − f(E

(b)
k+q)

iqn +E(a)k −E(b)k+q

. (4.24)

Using the transformation matrix given in Eq. (4.11), we can obtain the form of τz in the band

basis,

U †(k)τzU(k) =
⎛
⎝

cos θk sin θk

sin θk − cos θk

⎞
⎠
. (4.25)

Thus, in the limit q→ 0, iqn → 0, the altermagnetic susceptibility corresponds to

χAM(0) = − 1

N
∑
k

⎧⎪⎪⎪⎨⎪⎪⎪⎩
cos2 θk

⎡⎢⎢⎢⎢⎢⎣

df(ε)
dε

RRRRRRRRRRRε=E(+)
k

+ df(ε)
dε

RRRRRRRRRRRε=E(−)
k

⎤⎥⎥⎥⎥⎥⎦
+ sin2 θk

2 [f(E(−)k ) − f(E
(+)

k )]

E
(−)

k −E(+)k

⎫⎪⎪⎪⎬⎪⎪⎪⎭
.

(4.26)

To directly compare both susceptibilities, this expression can be rewritten as

χAM(0) = χFM(0) − 1

N
∑
k

sin2 θk

⎧⎪⎪⎪⎨⎪⎪⎪⎩

2 [f(E(−)k ) − f(E
(+)

k )]

E
(−)

k −E(+)k

−
⎡⎢⎢⎢⎢⎣

df(ε)
dε

RRRRRRRRRRRε=E(+)
k

+ df(ε)
dε

RRRRRRRRRRRε=E(−)
k

⎤⎥⎥⎥⎥⎦

⎫⎪⎪⎪⎬⎪⎪⎪⎭
.

(4.27)
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Figure 4.8: Intra-band (χintra) and inter-band (χinter) susceptibilities as a function of the hopping t8,

which enters in the minimal model in Eq. (4.1) through Eq. (4.7), considering the one-orbital RuO2

normal state band structure in Fig. 4.5(a), for a temperature kBT = 0.02 and a number of k-points

N = 2013.

In contrast to the ferromagnetic channel, now the susceptibility has both intra-band and

inter-band contributions,

χinter = −
1

N
∑
k

sin2 θk
2 [f(E(−)k ) − f(E

(+)

k )]

E
(−)

k −E(+)k

,

χintra =
1

N
∑
k

sin2 θk

⎡⎢⎢⎢⎢⎣

df(ε)
dε

RRRRRRRRRRRε=E(+)
k

+ df(ε)
dε

RRRRRRRRRRRε=E(−)
k

⎤⎥⎥⎥⎥⎦
,

(4.28)

where the inter-band term depends on the occupation between the two bands. Equation (4.27)

reveals that the competition between intra-band and inter-band terms determines the leading

instability. In particular, altermagnetism is stabilized if the inter-band contribution is larger,

whereas a dominant intra-band part will give rise to ferromagnetism. For the two instabilities

not to be degenerate, we need sin θk > 0, which implies that we require a finite tx,k hopping,

as see from Eq. (4.12). This is typically the case since tx,k corresponds to a nearest-neighbor

hopping (see the illustration in Fig. 4.2).

In addition, Eq. (4.27) also shows that band degeneracies, corresponding to E+k − E
−

k → 0,

enhance the inter-band term and therefore are important in stabilizing altermagnetism. As seen

from Fig. 4.5(a) and Fig. 4.7(a) for RuO2 and MnF2, respectively, there are such degeneracies in

the band structure, in particular along the X-M and Z-R-A directions. This is in agreement with

previous works that identified hot spots on the Brillouin zone boundary driving the altermagnetic

phase in RuO2 [190,199].

In Fig. 4.8 we show the inter-band and intra-band susceptibilities as a function of the t8

hopping for RuO2, see Eq. (4.7), which are calculated from Eq. (4.28) using the minimal model

in Eq. (4.1) taking Eqs. (4.6)-(4.7), with the band structure shown in Fig. 4.5(a). As seen,

the inter-band term dominates when the inter-sublattice hopping tx,k in the minimal model is

sufficiently large.
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4.5 Comparison of symmorphic versus non-symmorphic space

groups

The analytic expressions of the susceptibility have revealed that band degeneracies play an

important role in stabilizing altermagnetism, as they enhance the inter-band term in Eq. (4.28).

In this section, motivated by the fact that most altermagnetic candidates identified in Ref. [198]

belong to non-symmorphic space groups (see Sec. 4.2), which have symmetry-enforced band

degeneracies on the Brillouin zone boundary [147], we would like to elucidate on the importance

of these degeneracies by comparing the susceptibility for a symmorphic and a non-symmorphic

space group.

For concreteness, let us focus on two-dimensional models for the space group (SG) 136 (non-

symmorphic) and SG 123 (symmorphic). For the former, we consider Wyckoff position 2a, which

has already been introduced in Sec. 4.3 since it is relevant for RuO2 and MnF2. In this case,

the two-dimensional model can be written as

HSG136
2D = t1(coskx + cosky) + t2 coskx cosky − µ

+ t3 cos
kx
2

cos
ky

2
τx + t4 sinkx sinkyτz.

(4.29)

The hoppings are illustrated in Fig. E.1 of Appendix E.

For the symmorphic case, we consider SG 123 with Wyckoff position 2e, which corresponds

to (0,1/2) and (1/2,0), and has also point group D4h. For this Wyckoff position, taking the

origin at (0,0) we can identify that τy and τz belong to the B1g irrep of D4h, since the two

sublattices are exchanged by the rotations C4z and C ′′2 (around the diagonal x = y axis). Thus,

the two-dimensional minimal model is now given by

HSG123
2D = t1(coskx + cosky) + t2 coskx cosky − µ

+ t3 cos
kx
2

cos
ky

2
τx + t4(coskx − cosky)τz.

(4.30)

In Figs. 4.9(a) and (c) we show the normal-state band structure for the non-symmorphic

SG 136 and the symmorphic SG 123, respectively. The bands are inspired by the RuO2 case

in Appendix E, where we construct a two-dimensional minimal model. The normal-state bands

already demonstrate a crucial difference: the t4(coskx − cosky) term in Eq. (4.30) splits the

band degeneracy at the Brillouin zone boundary and there is only a degeneracy at the M-point,

in contrast to the model for SG 136 in Eq. (4.29), which shows a band degeneracy along the

X-M direction. The bands in the altermagnetic state shown in Figs. 4.9(b) and (d) also display

a completely different spin splitting due to the different symmetry of the tz,k hopping.

In Fig. 4.9(e) we compare the bare altermagnetic susceptibility for both space groups. No-

tably, the altermagnetic susceptibility for SG 136 (non-symmorphic) is significantly larger when

compared to SG 123 (symmorphic). This result seems to indicate that, in agreement with

the prediction from the analytic expression for the altermagnetic susceptibility in Eq. (4.27),

band degeneracies are important for stabilizing altermagnetism. In addition, this gives insight

into why the majority of altermagnetic material candidates identified in Ref. [198] have non-

symmorphic space groups.
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Figure 4.9: Band structure for a two-dimensional model for space group 136 (non-symmorphic, see

Eq. (4.29)) and space group 123 (symmorphic, see Eq. (4.30)) in (a),(c) the normal, and (b),(d)

the altermagnetic state, with Jz = 0.2. The hopping parameters in both cases are {t1, t2, t3, t4, µ} =
{−0.1,0.1,1.7,0.3,0.2}. (e) Comparison of the bare altermagnetic susceptibility for both space groups,

with kBT = 10−4 and N = 12002.

4.6 Stabilization of altermagnetism

In the previous section, we analyzed the bare susceptibilities and the competition between

ferromagnetic and altermagnetic instabilities. The purpose now is to verify that indeed the

minimal models stabilize altermagnetism, focusing again on the one-orbital case and neglecting

spin-orbit coupling. To do so, we use both the random phase approximation (RPA) and self-

consistent Hartree-Fock calculations. We consider the Hamiltonian in Eq. (4.10) and introduce

an intra-orbital Coulomb interaction,

Hint = U∑
i,µ

ni,µ↑ni,µ↓, (4.31)

where µ corresponds to the sublattice index. The effect of the on-site Coulomb interaction has

also been studied in Ref. [8], showing that it is sufficient to give rise to altermagnetism.
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In the case of multiple sublattices, the RPA susceptibility can be generalized to [18,30,229,

230]

[χRPA(q, iqn)]µ1,µ2
µ3,µ4

= [χ0(q, iqn)(1−Uχ0(q, iqn))
−1]

µ1,µ2

µ3,µ4

, (4.32)

with [U]µ1,µ2
µ3,µ4 corresponding to a matrix in sublattice space including only interactions within

the same sublattices,

[U]µ1,µ2
µ3,µ4

= U for µ1 = µ2 = µ3 = µ4, (4.33)

and the bare susceptibility matrix

[χ0(q, iqn)]µ1,µ2
µ3,µ4

= − 1

Nβ
∑

k,iωn

G(0)µ1µ3
(k + q, iωn + iqn)G(0)µ2µ4

(k, iωn). (4.34)

As detailed in Chapter 1, we construct the matrix elements combining the sublattice indices

as Aµ1+µ2D,µ3+µ4D = [A]
µ1µ2
µ3µ4 , with A = {χ0(q, iqn), U}, obtaining 4 × 4 matrices since D = 2 in

the case of two sublattices. We use these matrices in sublattice space to compute the matrix

product in Eq. (4.32), obtaining the RPA susceptibility. The bare Green’s function is calculated

as

G(0)µν (k, iωn) = ∑
m

uµm(k)uν∗m (k)
iωn −E(m)k

, (4.35)

with E
(m)
k being the eigenvalue for band m of the Hamiltonian H ′(k) in Eq. (4.10), and uµm(k)

the eigenvector transforming from sublattice (µ) to band space (m).

The physical spin susceptibility can then be obtained as the sum over the two sublattices,

χFM
RPA(q, ω) = ∑

µ,ν

[χRPA(q, iqn → ω + iη)]µ,µν,ν . (4.36)

Following the notation introduced in the previous section, we again denote this as the ferro-

magnetic channel since this susceptibility diverges at q→ 0 close to a ferromagnetic instability.

Similarly, we also introduce the susceptibility in the altermagnetic channel as

χAM
RPA(q, ω) = ∑

µ,ν

(−1)µ(−1)ν[χRPA(q, iqn → ω+iη)]µ,µν,ν , (4.37)

where the minus signs arise due to the projection of the physical spin susceptibility in Eq. (4.34)

to the τz channel, since the altermagnetic order parameter couples to τz in the minimal model in

Eq. (4.1). The altermagnetic phase dominates if χAM
RPA diverges before the usual spin susceptibil-

ity χFM
RPA does, whereas the opposite result would indicate that ferromagnetism or a spin-density

wave phase is favored.

In Figs. 4.10(a)-(d) and Figs. 4.10(f)-(i) we show the bare and RPA susceptibilities in the

ferromagnetic and altermagnetic channels considering the one-orbital minimal model relevant

for MnF2 and RuO2, with the band structures shown in Fig. 4.7(a) and Fig. 4.5(a), respectively.

The RPA susceptibilities show a leading altermagnetic instability which diverges at q → 0 at

the critical U for both minimal models. In addition, the bare and RPA susceptibilities display

the same momentum dependence. As a consequence, this shows that the discussion in Sec. 4.4

on the competition between both phases and the mechanisms stabilizing altermagnetism over

ferromagnetism also applies in this case.
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Figure 4.10: Bare and RPA susceptibilities in the ferromagnetic and altermagnetic channels (see

Eqs. (4.36)-(4.37)) (a)-(d) for MnF2, with the band structure shown in Fig. 4.7(a) and U = 0.36; and

(f)-(i) for RuO2, considering the one-orbital minimal model bands shown in Fig. 4.5(a) and U = 1.8. We

take kBT = 0.02 and N = 603 in both cases. (e),(j) Hartree-Fock calculation considering the Hamiltonian

in Eq. (4.38) for an altermagnetic and ferromagnetic order parameters as a function of the Hubbard inter-

action at different fillings n, using the band structures for MnF2 and RuO2, respectively, with kBT = 0.02

and N = 403.

To further verify that the altermagnetic phase is stabilized before the ferromagnetic phase,

we have also solved the Hartree-Fock self-consistent equations for both order parameters. With

this purpose, we perform a mean-field decoupling of the intra-sublattice Coulomb interactions,

HMF(k) = ε0,k + tx,kτx + tz,kτz +U ∑
i,µ,σ

⟨ni,µ,σ⟩ni,µ,σ̄, (4.38)

where we have used that ni,µ,σ → ⟨ni,µ,σ⟩+δni,µ,σ, keeping only terms that contain two fermionic

operators. We calculate the expectation value ⟨ni,µ,σ⟩ self-consistently by using the eigenvalues

and eigenvectors of HMF(k), updating the mean-fields and chemical potential at each iteration

and fixing the number of electrons. To determine if a phase is stabilized, we calculate the order

parameter ∣M ∣ = ∑µ ∣⟨nµ,↑⟩−⟨nµ,↓⟩∣ initializing with a certain magnetic phase. Figures 4.10(e) and

(j) show the order parameter for MnF2 and RuO2, respectively, as a function of the interaction

strength U . As seen, both ferromagnetic and altermagnetic order parameters can be stabilized,

but the altermagnetic phase has a lower critical U , indicating that this is the leading instability,

in agreement with the RPA susceptibilities. This result is robust as a function of filling variations,
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(a) (b)

Figure 4.11: Intra- and inter-sublattice components of the bare susceptibility in Eq. (4.34) for the

one-orbital minimal model bands relevant for (a) MnF2 (see Fig 4.7(a)) and (b) RuO2 (see Fig 4.5(a)),

with kBT = 0.02 and N = 603.

which correspond to the different colors specified in the insets.

Finally, we can compare the expressions for the susceptibility in the ferromagnetic channel

and the altermagnetic channel in Eqs. (4.36)-(4.37), considering the two sublattices µ, ν = {A,B},

χFM
0 (q, ω) = [χ0(q, ω)]A,A

A,A + [χ0(q, ω)]B,B
B,B + [χ0(q, ω)]A,A

B,B + [χ0(q, ω)]B,B
A,A ,

χAM
0 (q, ω) = [χ0(q, ω)]A,A

A,A + [χ0(q, ω)]B,B
B,B − [χ0(q, ω)]A,A

B,B − [χ0(q, ω)]B,B
A,A .

(4.39)

This reveals that the altermagnetic instability dominates when the inter-sublattice components

of the susceptibility become negative. Figure 4.11 shows the intra- and inter-sublattice com-

ponents for the one-orbital minimal models for MnF2 and RuO2 (shown in Fig. 4.7(a) and

Fig. 4.5(a), respectively), where the RPA and Hartree-Fock results in Fig. 4.10 predict a leading

altermagnetic instability. Notably, the inter-sublattice components become negative along the

Γ-X and M-Γ lines, with [χ0(q)]AB = [χ0(q)]BA . On the contrary, for band structures where fer-

romagnetism is the leading instability, the inter-sublattice components become positive in the

same directions (not shown). In addition, Fig. 4.11 also shows a splitting of the intra-sublattice

components [χ0(q)]AA and [χ0(q)]BB in the M-Γ direction, which is reversed in the orthogonal

direction, M′-Γ, with M = (π,π,0) and M′ = (−π,π,0). This is in agreement with the symmetry

of the altermagnetic spin splitting.

4.7 Berry curvature and crystal Hall effect

In this section, we consider the general one-orbital minimal model in Eq. (4.1) and include SOC

to derive an analytic expression for the Berry curvature in the four-band model. Previous works

solved the four-band case numerically [191] or obtained and effective two-band Hamiltonian in

the large J limit [27, 231]. In contrast, we derive an analytic expression using the results of

Ref. [232], which describes an approach to calculate the Berry curvature based on obtaining a

projector operator. Thus, it does not require calculating the eigenstates, and in general can be

constructed for an N -band case.

Specifically, in Ref. [232] they provide an expression for the quantum geometric tensor

T
(n)
ij = Tr{(∂iP (n)) (1 − P (n)) (∂jP (n))}, (4.40)
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where P (n) = ∣ψ(n)⟩ ⟨ψ(n)∣ is the projection operator to band n. The Berry curvature is anti-

symmetric in the indices ij, and can be obtained as

Ω
(α)
ij = − Im [Tr{(∂iP (α))(1 − P (α))(∂jP (α))} − {i↔ j}]. (4.41)

In this approach, to solve analytically for the Berry curvature we must find the expression for the

projector operator using our tight-binding Hamiltonian. In the four-band case, the expression

for the projector operator is given by [232]

P
(n)
k = 1

4(E(n)k )
2 −C(2)k E

(n)
k − C

(3)
k
3

⎡⎢⎢⎢⎢⎣

⎛
⎝
(E(n)k )

3 −
C
(2)
k

2
E
(n)
k −

C
(3)
k

3

⎞
⎠
14

+
⎛
⎝
(E(n)k )

2 −
C
(2)
k

2

⎞
⎠
H(k) +E(n)k H(k)2 +H(k)3

⎤⎥⎥⎥⎥⎦
,

(4.42)

where E
(n)
k is the eigenenergy for band n of the Hamiltonian H(k), and C

(l)
k = ∑n (E

(n)
k )

l

correspond to the Casimir invariants.

Before finding the explicit expression for the projector from our minimal model, we can get

some insight on the Berry curvature by writing it in the common form

Ω
(n)
ij = Im∑

p≠n

⎡⎢⎢⎢⎢⎣

⟨n∣∂kiH(k) ∣p⟩ ⟨p∣∂kjH(k) ∣n⟩

(E(p)k −E(n)k )
2

− {ki ↔ kj}
⎤⎥⎥⎥⎥⎦
. (4.43)

This expression shows that the Berry curvature does not depend on the ε0,k14×4 term in the

minimal model in Eq. (4.1). More importantly, it explicitly shows that the Berry curvature

is large in the presence of band degeneracies, (E(p)k − E(n)k ) → 0, which precisely favor the

altermagnetic instability, as discussed in Sec. 4.4.

We fix the altermagnetic moments in-plane, J⃗ = (J,0,0), consistent with previous observa-

tions in RuO2 [208], and allow for all directions of the SOC λk. Thus, the minimal model in

Eq. (4.1) corresponds to

H(k) = tx,kτx + tz,kτz + τyλ⃗k ⋅ σ⃗ + Jτzσx, (4.44)

with the eigenenergies given by

E
(α=±,β=±)
k = α(J2 + t2x,k + t

2
z,k + λ⃗

2
k + β 2J

√
t2z,k + λ

2
y,k + λ

2
z,k)

1/2
. (4.45)

Hence, for the minimal model we can label the bands by (α,β) indices. Using this form for the

spectrum, we can see that

C
(2)
k = 4(J2 + t2x,k + t

2
z,k + λ

2
x,k + λ

2
y,k + λ

2
z,k),

C
(3)
k = 0,

(4.46)

and therefore the projection operator in Eq. (4.42) in this case is

P
(α,β)
k = 1

4(E(α,β)k )2 −C(2)k E
(α,β)
k

⎡⎢⎢⎢⎢⎣

⎛
⎝
(E(α,β)k )2 −

C
(2)
k

2

⎞
⎠
E
(α,β)
k 14

+
⎛
⎝
(E(α,β)k )2 −

C
(2)
k

2

⎞
⎠
H(k) +E(α,β)k H(k)2 +H(k)3

⎤⎥⎥⎥⎥⎦
.

(4.47)
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Using that H(k)2 can be written as

H(k)2 = 1

4
C
(2)
k 14 + 2JH̃(k), (4.48)

with H̃(k) = tz,kσx + λy,kτxσz − λz,kτxσy, the projector can be simplified to

P
(α,β)
k = 1

4

⎡⎢⎢⎢⎢⎣
14 +

H̃(k)
Ẽ
(β)
k

⎤⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎣
14 +

H(k)
E
(α,β)
k

⎤⎥⎥⎥⎥⎦
, (4.49)

with Ẽ
(β=±)
k = β

√
t2z,k + λ

2
z,k + λ

2
y,k being the eigenvalues of H̃(k).

Replacing the previous expression for the projector operator in Eq. (4.41), we can calculate

the Berry curvature. When the SOC has the same spin direction as the altermagnetic order

parameter, we find a term linear in the SOC,

Ω
(α,β)
ij = 1

(E(α,β)k )3
∑

m,n=i,j

εmn[(J + βtz,k)∂mλx,k∂ntx,k + β tx,k∂mtz,k∂nλx,k + β λx,k∂mtx,k∂ntz,k],

(4.50)

where εmn is the antisymmetric tensor, so that it is antisymmetric in the indices i, j. Therefore,

we find a Berry curvature that is linear in the SOC, as opposed to previous minimal models

that found a quadratic behavior [191, 231]. Consequently, this result could naturally explain

the large anomalous Hall effect observed in altermagnets [208, 209], since SOC is expected to

be weak in these materials [26]. Note that so far we have not replaced explicit expressions for

the hoppings and the SOC, and thus Eq. (4.50) is general and relevant for any system with the

minimal model in Eq. (4.44).

4.7.1 Application to RuO2

In the previous section, we provided a general analytic expression for the Berry curvature which

is linear in the SOC. Let us now use the specific form for the hoppings and SOC in the tetragonal

space group 136, which is relevant for RuO2. In order to compare with previous works reporting

anomalous Hall effect [191, 208], we calculate the Hall conductivity σij , given by the integral

over the Brillouin zone of the filled bands of the Berry curvature,

σij = −
e2

h̵
∫
BZ

dk

(2π)3∑n
fn(k)Ω(n)ij , (4.51)

where fn(k) is the Fermi-Dirac distribution for band n. In this space group, the altermagnetic

order parameter τzσx breaks the mirror symmetries Mx and Mz. As a consequence, there can

be a non-vanishing Hall conductivity σxz [191,206].

Recalling the form for the minimal model in Eqs. (4.5) and (4.7), we repeat here for conve-

nience the relevant terms entering in Eq. (4.50),

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

tx,k = t8 cos kx
2 cos

ky
2 cos kz

2 ,

tz,k = t6 sinkx sinky + t7 sinkx sinky coskz,

λx,k = λ sin kx
2 cos

ky
2 sin kz

2 .

(4.52)
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(a) (b)

Figure 4.12: Three-dimensional Berry curvature obtained from Eq. (4.54) with (a) α = + and β = +
and (b) α = + and β = −, for the one-orbital minimal model band structure relevant for RuO2 shown

in Fig. 4.5(a), with hopping parameters detailed in Table 4.1. We take J = 0.2 and λ = 0.1 based on

relativistic DFT calculations [4]. For α = − the same plots are obtained with the colors reversed due to

inversion symmetry.

Therefore, the Berry curvature corresponds to

Ω(α,β)xz = 1

16

1

(E(α,β)k )3
λt8 cos2 (

ky

2
) [2J(coskz − coskx)

+ β sinkx sinky{2 coskx(t7 coskz + t6) + 2t6 coskz − t7(cos(2kz) − 3)}].
(4.53)

When performing the k integral to obtain the conductivity, the second line will vanish since it

is proportional to sinkx sinky. Therefore, we consider only the first term,

Ω(α,β)xz = 1

8(E(α,β)k )3
λt8J cos2 (

ky

2
) (coskz − coskx), (4.54)

which in general gives rise to a finite Hall conductivity.

The Berry curvature in Eq. (4.54) is shown in Fig. 4.12 for (a) α = + and β = +, and (b)

α = + and β = − bands, considering the one-orbital minimal model normal-state bands relevant

for RuO2 shown in Fig. 4.5, with the specific hopping parameters detailed in Table 4.1. We

have estimated a realistic strength for the altermagnetic order parameter and SOC from DFT

calculations [4, 190]. As expected from Eq. (4.43), Fig. 4.12(a) shows that the Berry curvature

is large at the nodal planes X-M and Z-R, as seen from the band degeneracies in Fig. 4.5(a).

However, due to the k dependence in Eq. (4.54), the Berry curvature vanishes at the ky = ±π
plane and along the R-A direction due to the coskz − coskx term in Eq. (4.54), although the

bands also feature degeneracies.

Notably, Fig. 4.12(b) shows a much larger Berry curvature. To understand the origin of this

result, we have to recall the form of the dispersion introduced in Eq. (4.45). Neglecting SOC,

the dispersion reduces to E
(α=±,β=±)
k = α

√
t2x,k + (J + βtz,k)2. When tx,k = 0, which occurs at
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Figure 4.13: (a)-(b) Spin-up and spin-down Fermi surfaces using the one-orbital minimal model in

Eq. (4.1) for the bands relevant to RuO2 in the altermagnetic state shown in Fig. 4.5(b). The color

bar denotes the sublattice weight. (c)-(d) Berry curvature shown in Fig. 4.12 projected onto the two

Fermi surfaces. (e)-(f) Conductivity as a function of SOC and altermagnetic order parameter strength

calculated using Eq. (4.51) for the minimal model relevant to RuO2, with kBT = 0.01. In (e) we take

J = 0.2 and N = 2013, whereas in (f) we choose λ = 0.1 and N = 4013. λDFT and Jeff correspond to the

effective parameters obtained by comparing to DFT results [4, 190]. In (e) the dashed line indicates the

λ → 0 limit, displaying a linear dependence as expected from Eq. (4.54). Non-linear contributions arise

from the dependence of E
(α,β)
k on the SOC (solid line).

the BZ boundaries, for tz,k = ±J one band is two-fold degenerate. Due to the form of the tz,k

hopping, this band degeneracy gives rise to Weyl loops on the kz = π face. However, the Weyl

loops only appear when ∣tz,k∣ > ∣J ∣, which is the case in RuO2, as seen from the specific hopping

parameters in Table 4.1. The Weyl loops in this case survive when we add SOC, as seen from
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Fig. 4.12(b), and further enhance the Berry curvature [207].

Figure 4.12 indicates the regions of the Brillouin zone that give rise to a large Berry curvature

Ωxz and Hall conductivity σxz, but the Fermi surface should intersect these regions to produce

a large response. For this purpose, doping can be useful to move the Fermi surface to these

large Berry curvature regions, as previously suggested for the altermagnetic material candidate

FeSb2 [193].

Using the one-orbital minimal model for RuO2, we can plot the Fermi surface for spin up and

down, as shown in Fig. 4.13(a) and (b), respectively, where the colorbar denotes the sublattice

weight. Figure 4.13(c) and (d) correspond to the Berry curvature in Fig. 4.12 projected onto

the two Fermi surfaces. Therefore, we can use Eq. (4.51) to calculate the Hall conductivity

by integrating over the entire Brillouin zone, as seen in Fig. 4.13(e) as a function of the SOC

strength. Importantly, from the minimal model we obtain a non-vanishing anomalous Hall

effect, and the resulting conductivity is linear in the SOC. Non-linear contributions arise due

to the dependence of E
(α,β)
k on λ from Eq. (4.54). DFT results predict σxz ∼ 36 S cm−1 for

this material [191]. However, we expect contributions from other bands in RuO2 (see Fig. 4.5).

Consequently, the Berry curvature obtained from the minimal models could explain the large

Hall conductivity. In addition, the conductivity exhibits a large dependence on the altermagnetic

order parameter strength J , as shown in Fig. 4.13(f). Similar results have been reported for

FeSb2 [193], suggesting that band optimization of the order parameter J can give rise to an

enhanced anomalous Hall effect.

4.8 Minimal models for other altermagnetic material candidates

In the previous sections, we have demonstrated that the minimal model introduced in Eq. (4.1)

can be used to describe altermagnetic material candidates with tetragonal symmetry. Now,

we want to show that it is sufficiently general and can be applied to other materials with

different symmetries. First, we focus on orthorhombic systems, specifically FeSb2 and the organic

compound κ-Cl, and demonstrate that we also obtain a d-wave altermagnet in these cases. In

addition, we use the minimal models to describe g-wave and i-wave altermagnetism in hexagonal

and cubic materials, respectively.

4.8.1 FeSb2

A recent DFT study has suggested that FeSb2 is non-magnetic, but the doped compound could

develop unconventional magnetism [193], even though it was first proposed to be ferromagnet-

ically ordered [233]. FeSb2 is an orthorhombic material with space group 58, point group D2h,

and Wyckoff position 2a for the Fe atoms, which corresponds to (0,0,0) and (1/2,1/2,1/2). Fol-

lowing the same discussion as for the space group 136 in Sec. 4.2, in this case the non-symmorphic

operations {C2x∣12
1
2

1
2} and {C2y ∣12

1
2

1
2} exchange the two sublattices, whereas {C2z ∣0 0 0} leaves

them invariant. Hence, this implies that τz and τy belong to the B1g irrep of D2h.

We construct a minimal model for dx2−y2-orbitals, based on Ref. [233]. Since τz and τy

transform like kxky and we have the same Wyckoff position as in the case of space group 136
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(a)

(b)
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Figure 4.14: Band structure inspired by FeSb2 in (a) the normal, and (b) the altermagnetic state, using

the minimal model in Eq. (4.1) with Eqs. (4.7), (4.56) for the hopping parameters and Jz = 0.1 in (b).

The tetragonal Brillouin zone is sketched in the inset. The specific values of the hopping parameters are

detailed in Table 4.3.

Table 4.3: Hopping parameters for FeSb2 and κ-Cl used to obtain the bands in Figs. 4.14 and 4.16,

respectively, using the minimal model in Eq. (4.1) with Eqs. (4.7), (4.56) for FeSb2 and Eqs. (4.57), (4.58)

for κ-Cl.

Ortho. t1x t1y t2 t3 t4x t4y t5 t6 t7 t8 µ

FeSb2 -0.1 -0.05 -0.05 0.06 0.1 0.05 -0.05 0.05 -0.1 0.15 -0.12

κ-Cl 0.08 -0.01 - -0.03 - - - 0.05 - 0.3 -0.1

(relevant for RuO2 and MnF2), the hoppings tx,k and tz,k in the minimal tight-binding model

in Eq. (4.1) have the same form as in Eq. (4.7). Following a similar derivation as in Sec. 2.3, for

the point group D2h the spin degrees of freedom σx, σy, σz belong to the irreps B3g, B2g, B1g,

respectively. Thus, the form for the SOC is different and corresponds to

λx,k = λx sin
kx
2

cos
ky

2
sin

kz
2
,

λy,k = λy cos
kx
2

sin
ky

2
sin

kz
2
,

λz,k = λz cos
kx
2

cos
ky

2
cos

kz
2
.

(4.55)
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AM
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Figure 4.15: (a)-(d) Bare and RPA susceptibilities in the ferromagnetic and altermagnetic channels

(see Eqs. (4.36)-(4.37)) for the bands inspired on FeSb2, with the band structure shown in Fig. 4.14(a),

for U = 0.35, kBT = 0.02 and N = 603. (e) Hartree-Fock calculation using the Hamiltonian in Eq. (4.38)

for an altermagnetic and ferromagnetic order parameters as a function of the Hubbard interaction at

different fillings n, using the band structures for FeSb2, with kBT = 0.002 and N = 403.

The dispersion for this orthorhombic material also changes and is given by

ε0,k = t1x coskx + t1y cosky + t2 coskz + t3 coskx cosky + t4x coskx coskz + t4y cosky coskz

+ t5 coskx cosky coskz − µ. (4.56)

Using the previous parameters for the minimal model in Eq. (4.1), based on Refs. [193,233] we

construct a single-band picture inspired on FeSb2, shown in Fig. 4.14(a). The choice of hopping

parameters is specified in Table 4.3, and the altermagnetic state is displayed in Fig. 4.14(b).

Similarly to the previous cases, the tz,kτz term gives rise to the spin splitting along Γ-S and R-Z

directions. Only for the low value of the chemical potential used in Fig. 4.14(a) we obtain a

leading altermagnetic instability, as seen in Fig. 4.15(a)-(d), in agreement with Ref. [193].
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Remarkably, in contrast to the previous results for RuO2 and MnF2 (see Fig. 4.10), Fig. 4.15(d)

reveals that for FeSb2 the altermagnetic susceptibility does not diverge at q → 0 close to the

critical U . This indicates that the leading instability corresponds to an incommensurate al-

termagnetic state, which could be due to Fermi surface nesting. The Hartree-Fock calculation

in Fig. 4.15(e) shows that altermagnetism is the leading instability for large fillings, but upon

variations of the filling the ferromagnetic order has a smaller critical U .

The band structure for FeSb2 shown in Fig. 4.14(a) has important differences that could lead

to altermagnetism not being as stable as in the other materials considered before. On the one

hand, the tx,k hopping is smaller, giving rise to a smaller splitting along the Z-Γ-S direction.

Recalling the susceptibility discussion in Sec. 4.4, the inter-band susceptibility only dominates

for a sufficiently large inter-sublattice hopping tx,k. On the other hand, Fig. 4.14(a) also shows

that along the R-Z line both bands disperse downwards, in contrast to the other cases where

the bands disperse in opposite ways giving rise to a van Hove singularity, which could also be

important in stabilizing altermagnetism [8].

However, a more complete model for FeSb2 should include all d-orbitals [193], and therefore

our predictions should be examined again in this case. Importantly, the minimal one-orbital

model can capture the altermagnetic spin-splitting with the right symmetry, and the Berry

curvature for this model is also given by the general expression in Eq. (4.50), which gives rise

to a finite Hall conductivity.

4.8.2 κ-Cl

The organic compound κ-Cl is an orthorhombic material that provides a platform to study

altermagnetism in a two-dimensional system. Characteristic properties of altermagnetism have

been predicted for κ-Cl, such as the anomalous Hall effect or spin currents [200,201]. Moreover,

the interplay between an unconventional magnetic state and superconductivity has been studied

for this material, suggesting that finite-momentum superconductivity can be induced [234].

κ-Cl has the 2D layer space group L25 and, as opposed to the other materials considered in

this Chapter, it does not have inversion symmetry. As a consequence, the form for the SOC is

different and lies beyond the scope of this thesis, therefore we do not include it in the following.

Previous models considered a four sublattice unit cell, which split in two pairs due to bonding

and antibonding [200,201,234]. We consider the large dimerization limit, and thus we focus only

on the antibonding set of bands [235]. As we demonstrate below, considering this subset of the

bands is sufficient to obtain a leading altermagnetic phase.

Similarly to FeSb2, the minimal model in Eq. (4.1) is constructed taking into account Wyckoff

positions (0,0,0) and (1/2,1/2,0), which gives

tz,k = t6 sinkx sinky,

tx,k = t8 cos
kx
2

cos
ky

2
,

(4.57)

and a dispersion

ε0,k = t1x coskx + t1y cosky + t3 coskx cosky − µ. (4.58)
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(a)

(b)
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Figure 4.16: Band structure for κ-Cl in (a) the normal, and (b) the altermagnetic state, using the

minimal model in Eq. (4.1) with Eqs. (4.57)-(4.58) for the hopping parameters and Jz = 0.05 in (b). The

Brillouin zone path is illustrated in the inset. The specific values for the hopping parameters are detailed

in Table 4.3.

The normal state band structure is shown in Fig. 4.16(a), in agreement with Refs. [200, 234],

considering that the Fermi level is at the van Hove singularity at the S-point. The values for the

hopping parameters are detailed in Table 4.3 and the Brillouin zone path is shown in the inset.

In the altermagnetic state, the splitting is reversed along the Γ-S lines in the opposite directions

kx = ky and kx = −ky, as shown in Fig. 4.16(b), also in agreement with Refs. [200,234].

Figures 4.17(a)-(d) show the altermagnetic and ferromagnetic susceptibilities for this mate-

rial. As seen, both channels have a peak at q→ 0 due to the van Hove singularity at the Fermi

level (see Fig. 4.16(a)), but already at the level of the bare susceptibility the altermagnetic

instability dominates. In Fig. 4.17(e) we display the Hartree-Fock results, confirming that the

altermagnetic state can be stabilized at a smaller critical U than the ferromagnetic state. As

the filling changes, the critical U becomes smaller (coinciding the minimum with the van Hove

singularity) and then it increases again.

The altermagnetic state can be stabilized through a weak-coupling mechanism for κ-Cl,

as demonstrated in Ref. [8]. In agreement with this work, examining the hoppings and the

dispersions in Eqs. (4.57)-(4.58) show that the hopping t8 has to be sufficiently large for the inter-

band susceptibility to dominate, otherwise the ferromagnetic instability becomes the leading

one. Motivated by κ-Cl and this mechanism, in Appendix E we introduce a minimal model for

altermagnetism in a two-dimensional tetragonal system.
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AM

FM

(a) (b)

(c) (d)

(e)

Figure 4.17: (a)-(d) Bare and RPA susceptibilities in the ferromagnetic and altermagnetic channels (see

Eqs. (4.36)-(4.37)) for κ-Cl, with the band structure shown in Fig. 4.16(a), for U = 0.1, kBT = 10−4 and

N = 4002. (e) Hartree-Fock calculation considering the Hamiltonian in Eq. (4.38) for an altermagnetic

and ferromagnetic order parameters as a function of the Hubbard interaction at different fillings n, using

the band structures for κ-Cl, with kBT = 0.002 and N = 3002.

4.8.3 g-wave altermagnetism

In this section, we demonstrate that the minimal model in Eq. (4.1) can also describe g-wave

altermagnetism. Different altermagnetic material candidates have been proposed to have this

symmetry for the spin splitting, including CrSb and MnTe [26, 27, 198]. In particular, the case

of CrSb is remarkable since a large spin splitting of 1.2 eV has been predicted [26, 27], and

recently an experimental work has reported the altermagnetic spin splitting of the bands [202].

Also importantly, CrSb is a metallic system with magnetic order at room temperature [198,236].

Similarly, the splitting of the bands in MnTe has also been recently observed [203].

Both CrSb and MnTe are hexagonal materials with space group 194, which has point group

D6h and the Mn/Cr atoms occupy Wyckoff position 2a, corresponding to (0,0,0) and (0,0,1/2).
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(a) (b)Top view Side view

Figure 4.18: Illustration of the crystal structure for space group 194, relevant for CrSb and MnTe.

The two colors red and blue denote the two sublattices (for Cr and Mn atoms), while the green color

corresponds to the non-magnetic atoms (Sb and Te, respectively).

The crystal structure for this space group including magnetic (red/blue dots) and non-magnetic

atoms (green dots) is illustrated in Fig. 4.18. As seen, the operations {C3∣0 0 0} and {C2x∣0 0 0}
leave the two sublattices invariant, while the non-symmorphic operations {C6∣0 0 1

2}, {C2z ∣0 0 1
2}

and {C2xy ∣0 0 1
2} exchange them. Thus, in this point group τz and τy transform as the B1g irrep,

and the minimal model in Eq. (4.1) is given by

ε0,k = t1 (coskx + 2 cos
kx
2

cos

√
3ky

2
) + t2 coskz − µ, (4.59)

and the hoppings correspond to

tx,k = t3 cos
kz
2
,

tz,k = t4 sinkzfy(f2y − 3f2x).
(4.60)

For the SOC, we have

λx,k = λ cos
kz
2
(f2x − f2y ),

λy,k = 2λ cos
kz
2
fxfy,

λz,k = λz sin
kz
2
fx(f2x − 3f2y ),

(4.61)

where we have considered that σz ∼ A1g and (σx, σy) ∼ E1g in D6h. In Eqs. (4.60)-(4.61) we have

introduced fx ≡ sinkx + sin kx
2 cos

√

3ky
2 and fy ≡

√
3 cos kx

2 sin
√

3ky
2 due to the nearest-neighbor

hopping form in hexagonal lattices, since tz,k should describe the difference in the hopping along

(12 ,
√

3
2 ) and (−1

2 ,
√

3
2 ). At the Γ-point, they reduce to fx ∼ 3

2kx and fy ∼ 3
2ky, but at the zone

boundaries they could be different.

Note that near the Γ-point, tz,k ∼ kykz(k2y − 3k2x). Hence, in this case, the symmetry of the

hopping tz,k and thus the symmetry of the altermagnetic spin splitting correspond to g-wave.

Consequently, the minimal one-orbital model in Eq. (4.1) can capture the right symmetry also

for hexagonal systems.
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4.8.4 i-wave altermagnetism

Having shown that the minimal model in Eq. (4.1) can correctly describe d-wave and g-wave

altermagnets, we now demonstrate that it can further describe the i-wave symmetry for the spin

splitting. With this purpose, we consider space group 223 with point group Oh. We assume

Wyckoff position 2a, corresponding to (0,0,0) and (1/2,1/2,1/2). In this case, the operations

{C3∣0 0 0} and {C2∣0 0 0} leave the crystal structure invariant, while the non-symmorphic rota-

tions {C4∣12
1
2

1
2} and {C2′ ∣12

1
2

1
2} interchange the two sublattices. Therefore, τz and τy belong to

the A2g irrep of Oh. In this case, the dispersion in the minimal model in Eq. (4.1) is given by

ε0,k = t1(coskx + cosky + coskz) − µ, (4.62)

while for the hoppings we have

tx,k = t2 cos
kx
2

cos
ky

2
cos

kz
2
,

tz,k = t3(coskx− cosky)(coskx− coskz)(cosky− coskz).
(4.63)

Finally, the SOC has now the form

λx,k = λ cos
kx
2

sin
ky

2
sin

kz
2
,

λy,k = λ sin
kx
2

cos
ky

2
sin

kz
2
,

λz,k = λ sin
kx
2

sin
ky

2
cos

kz
2
,

(4.64)

where we have used that the spin degree of freedom transforms as the T1g irrep of Oh. Near the

Γ-point, the altermagnetic spin splitting corresponds to tz,k ∼ x4(y2−z2)+y4(z2−x2)+z4(x2−y2),
and thus this model describes an i-wave altermagnet.

Hence, the minimal model is also able to capture the g-wave and the i-wave symmetry for

the spin splitting. Note that the general Berry curvature expression in Eq. (4.50) linear in SOC

is general and therefore is also relevant in these cases. By using the expressions for the hoppings

and the SOC above, the large Berry curvature regions can be determined and the conductivity

can be calculated, similarly to Figs. 4.12-4.13 for the case of RuO2. This is particularly relevant

for CrSb and MnTe, for which the anomalous Hall effect has already been measured [209],

since so far no material candidates with an i-wave symmetry for the spin splitting have been

experimentally identified.

4.9 Discussion and conclusions

In this Chapter, we have constructed minimal models for altermagnetism in non-symmorphic

materials with two magnetic sublattices. We have demonstrated that the model is realistic

for altermagnetic material candidates through the comparison to DFT calculations. We have

applied the models to tetragonal, orthorhombic, hexagonal, and cubic materials, but they are

sufficiently general and can also be applied to other altermagnetic candidates, for instance,
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with monoclinic or rhombohedral non-symmorphic space groups [4]. We have shown that the

intra-sublattice hopping tz,k in the minimal model defines the symmetry of the spin splitting

in reciprocal space, which corresponds to d-wave for the tetragonal and orthorhombic cases

discussed, but also describes g-wave for the hexagonal compounds and i-wave for a cubic space

group.

We have also derived an expression for the susceptibility in the usual spin channel and intro-

duced an altermagnetic susceptibility, revealing the competition between intra- and inter-band

contributions. The latter favors the altermagnetic phase over conventional ferromagnetic or-

der. Importantly, the altermagnetic susceptibility shows that band degeneracies help stabilizing

altermagnetism. The minimal tight-binding model also reveals that a large inter-sublattice hop-

ping term tx,k and the presence of van Hove singularities favor the inter-band susceptibility and

thus the altermagnetic phase. We have verified that the minimal model gives rise to a leading

altermagnetic instability using an RPA analysis and self-consistent Hartree-Fock calculations in

the presence of on-site Hubbard interactions.

In addition, we have obtained an analytic expression for the Berry curvature, which is linear

in the spin-orbit coupling strength and in general gives rise to a significant Hall conductivity.

The Berry curvature is large at the nodal planes in the presence of an altermagnetic instability,

and is further enhanced by Weyl lines. Motivated by this observation, an important next step

would be to provide a general classification of nodal planes and lines in space groups relevant for

material candidates, as well as to construct the corresponding minimal models in these cases. In

particular, it could help to identify other experimental signatures that, similar to the anomalous

Hall effect, are further enhanced in the presence of nodal planes and lines.

So far we have focused on Wyckoff positions with multiplicity 2, which is the minimum al-

lowed in the non-symmorphic space groups discussed. Extending the minimal models to more

atoms per unit cell is a necessary next step to describe other materials. Furthermore, a gen-

eral minimal model for unconventional p-wave magnets could also be constructed, which would

require at least four atoms per unit cell [219].

The minimal models can be useful to study the properties of altermagnetism and the interplay

with other electronic instabilities, such as superconductivity. In particular, recent experimental

evidence has suggested that superconductivity emerges under strain in RuO2 [237–239]. To shed

light on this discussion, we stress that strain can also be included in the minimal models as

Hϵxy(k) = ϵxy coskx coskyτz, (4.65)

which for RuO2 splits the van Hove singularity at the A-point. Consequently, we expect that

altermagnetism could be suppressed, favoring another nearby instability.

In addition, the minimal models can also be used to examine the properties of altermag-

netism in the presence of spatial inhomogeneities, such as domain walls or impurities [240]. In

this direction, it is crucial to identify the terms entering in the Landau theory of altermagnetism,

as we will investigate in the following Chapter. The coefficients in Landau theory can be cal-

culated using the microscopic model in Eq. (4.1), unveiling the role of spin-orbit coupling in

determining the direction of the altermagnetic moments and the coupling of the altermagnetic
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order parameter to the magnetization. With this insight, we could solve self-consistently for

the order parameter in real space and reveal important differences with antiferromagnets, for

instance by analyzing the effect of impurities or edge states.

Finally, in the same direction as in Chapter 1, we can study the spin-fluctuation mechanism

for an altermagnet and find the leading superconducting instabilities, including both singlet and

triplet channels [241]. In agreement with other works, this could point to exotic superconducting

states such as finite-momentum pairing or triplet states [234,242,243].
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Chapter 5

Landau theory of altermagnetism

from microscopic models

Info: This Chapter is in preparation for publication together with Andreas Kreisel, Yue

Yu, Brian M. Andersen and Daniel F. Agterberg, and will be available soon in Ref. [5] as

an arXiv preprint.

i

5.1 Introduction

Altermagnets exhibit unique properties that distinguish them from conventional ferromagnets

and antiferromagnets, as discussed in Chapter 4, since they feature a spin-split band structure

that does not originate from relativistic effects while still exhibiting vanishing net magneti-

zation [26, 27]. However, the presence of spin-orbit coupling (SOC) in altermagnetism also

generates noteworthy effects. On the one hand, SOC modifies the crystal symmetries, leading

to a preferred direction for the altermagnetic moments. On the other hand, depending on the

orientation of the magnetic moments, in the presence of SOC altermagnetism can also induce

what is known as weak ferromagnetism [220].

In particular, weak ferromagnetism has been recently studied both theoretically and experi-

mentally for different altermagnetic material candidates [191,208,244–249], including RuO2 [191,

208,248], MnTe [244,245] and CrSb [248,249]. Nevertheless, the microscopic origin of this phe-

nomenon remains unsettled. Therefore, it is crucial to study the role of SOC in altermagnets

using realistic microscopic models to understand how altermagnetic properties are modified. In

addition, as discussed in Sec. 4.7, SOC is essential to induce a large Berry curvature and an

anomalous Hall effect, which by symmetry always appear together with a non-zero magnetiza-

tion [250,251]. Thus, another open question is the interplay between the anomalous Hall effect

and the magnetization, which can also be addressed from the microscopic models.

Altermagnets have been proposed as excellent candidates for spintronic applications [26,27].

However, a major experimental challenge is obtaining samples with a single altermagnetic do-

main, since the presence of multiple domains causes most effects of interest to cancel out, mak-
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ing it difficult to experimentally identify altermagnets and to find practical applications [252].

Moreover, while the vanishing net magnetization in altermagnets provides an advantage over

ferromagnets, which are sensitive to external magnetic field perturbations, it also presents a sig-

nificant challenge, as manipulating altermagnetic domain walls with external fields is a difficult

task. To this end, a fundamental first step is to understand how domain walls interact with

magnetic order parameters and external fields.

Notably, both the role of SOC and domain walls can be analyzed by formulating a phe-

nomenological Landau theory of altermagnetism. In this direction, Ref. [253] investigated the

Landau theory capturing the properties of altermagnets, extending the discussion to the case

of non-zero SOC. As pointed out in that work, the interplay between the altermagnetic order

parameter and observables such as the magnetization or the anomalous Hall effect can be ex-

plored using general symmetry arguments. On the other hand, within the phenomenological

Landau theory, Ref. [240] showed that, as opposed to antiferromagnets, the order parameter in

altermagnets can couple to the magnetization gradient at domain walls, revealing that they may

be manipulated by magnetic tips.

However, none of the previous works considered a microscopic model, which is necessary to

provide explicit expressions for the Landau coefficients, in addition to investigate the microscopic

origin of the weak ferromagnetism and the preferred altermagnetic moment orientation. In

this Chapter, we derive the Landau theory of altermagnetism using the minimal tight-binding

model constructed in Chapter 4. This allows us to study the role of the different parameters

in the minimal model in the interplay between the altermagnetic order parameter and the

magnetization. We first focus on domain walls in the zero SOC limit, and then include the

role of SOC. We build upon the studies in Refs. [240, 253] by formulating a Landau theory

for all space groups containing inversion symmetry with Wyckoff positions of multiplicity two,

following the procedure introduced in Chapter 4.

This Chapter is organized as follows: in Sec. 5.2 we introduce the basic concepts of Landau

theory and domain walls that are necessary for the remainder of the Chapter. The model

and method used to derive the Landau theory of altermagnetism from the minimal models is

detailed in Sec. 5.3. Focusing on the case of a d-wave altermagnet and neglecting first SOC,

in Sec. 5.4 we formulate the phenomenological form of the free energy and derive expressions

for the coefficients from the microscopic model, including the gradient terms. In Sec. 5.5 we go

beyond the d-wave altermagnet and provide the phenomenological form of the coupling between

the magnetization and the altermagnetic order parameter for other space groups. In the next

sections, we include SOC and investigate how it modifies the altermagnetic properties. First,

in Sec. 5.6 we formulate the general Landau theory, analyzing the role of SOC in the preferred

altermagnetic moment orientation. Secondly, in Sec. 5.7 we analyze the bilinear coupling between

the magnetization and the altermagnetic order parameter due to SOC, investigating the induced

weak ferromagnetism and whether it is generated from the microscopic models. Finally, Sec. 5.8

contains the discussion and conclusions of this Chapter.
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5.2 Landau theory and domain walls

In this section, we review the main concepts of Landau theory and domain walls, which will be

used in the following sections. The Landau free energy has been extensively addressed in the

literature and textbooks; see, for example, Ref. [254]. Let us first introduce the Landau free

energy density f for a single-component magnetic order parameter ϕ, which due to time-reversal

symmetry takes the form

f = a
2
ϕ2 + b

4
ϕ4, (5.1)

where a and b are the temperature-dependent coefficients for the quadratic and quartic terms,

respectively. The phase transition is set by the critical temperature Tc at which the coefficient

a changes sign,

a(T ) = a0(T − Tc). (5.2)

When this occurs, the magnetic phase is stabilized, since the free energy minimum is at ∣ϕ∣ > 0.

In the case of an inhomogeneous order parameter, where the amplitude varies or the direction

flips, as seen in a domain wall (see Fig. 5.1), there is an additional energy cost due to the gradients

in the order parameter,

f = d
2
(∇ϕ)2 + a

2
ϕ2 + b

4
ϕ4. (5.3)

The gradient term introduces a new length scale, the correlation length

ξ(T ) =
√

d

∣a(T )∣
= ξ0∣1 −

T

Tc
∣
−1/2

, (5.4)

which is the characteristic scale of the order parameter fluctuations, with the coherence length

ξ0 = ξ(T = 0) =
√

d

a0Tc
. (5.5)

As illustrated in Fig. 5.1, in a domain wall the order parameter changes sign, passing through the

local maximum of the free energy at ϕ = 0. Thus, domain walls separate regions with ϕ = ±ϕ0,
and the solution for the order parameter has the following form [254],

ϕ(x) = ϕ0 tanh
⎛
⎝

x√
2ξ

⎞
⎠
. (5.6)

As the starting point of our work, the two relevant order parameters are the magnetization,

m = M1 +M2, and the altermagnetic order parameter (or Néel order), J = M1 −M2, where

M1 and M2 are the magnetizations of the two sublattices, which are of opposite sign for an

altermagnet, as depicted in Fig. 4.1. In this Chapter, we focus on obtaining expressions for the

coefficients in Eq. (5.1) from the minimal model, as we will detail in Sec. 5.3.

The Landau theory for inhomogeneous order parameters in Eq. (5.3) can be extended to

include both the altermagnetic order parameter and the magnetization to examine their coupling

at domain walls [240]. In particular, we will use this formulation in Secs. 5.4-5.5 to show that

gradient terms enter in the free energy when including the two magnetic order parameters.

Moreover, in Secs. 5.6-5.7 we modify the Landau theory in Eq. (5.1) to include the role of SOC,
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(b)(a)

Figure 5.1: (a) Illustration of a domain wall where the order parameter varies in the out-of-plane

direction. (b) Order parameter profile through the domain wall where the order parameter changes from

ϕ0 to −ϕ0. At the domain wall, the order parameter passes through the local maximum of the free energy

at ϕ = 0, as depicted in the inset.

and therefore we consider three-component order parameters for the magnetization and the Néel

order. This allows us to analyze the preferred orientation of the moments, in addition to the

bilinear coupling between both orders due to SOC.

5.3 Model and method

Since the minimal model constructed in Chapter 4 serves as the starting point for deriving the

coefficients in the Landau free energy expansion, in this section we first restate the general form of

the Hamiltonian and the interactions, emphasizing the key properties of the parameters involved.

Next, we introduce the expression used to determine the quadratic and quartic contributions to

the free energy from the magnetization and altermagnetic order parameters.

Let us focus first on the general non-interacting minimal model derived in Sec. 4.2, which is

given by

H0(k) = ε0,k + tx,kτx + tz,kτz + τyλ⃗k ⋅ σ⃗, (5.7)

where τi and σi denote the sublattice and spin degrees of freedom, respectively. The form of

the parameters entering in the minimal model depend on the space group, the point group and

the Wyckoff position. As introduced in Sec. 4.2, the inter-sublattice hopping tx,k always has

the full symmetry of the point group, since it transforms in the same way as τx, whereas the

inter-sublattice hopping tz,k must transform like τz, and thus it is odd under the operations

that exchange the two sublattices. As a consequence, tz,k belongs to a non-trivial irreducible

representation (irrep) of the point group, which we denote by ΓN , and defines the symmetry of

the spin splitting.

If we now turn to the interaction term, the form of the altermagnetic order parameter is

given in Eq. (4.1). However, since in this Chapter we are concerned with the interplay of both

the altermagnetic order and magnetization, we consider the following interaction,

V = τzJ⃗ ⋅ σ⃗ + m⃗ ⋅ σ⃗, (5.8)
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5.3. Model and method

where we have introduced J⃗ as the Néel order, similarly to Sec. 4.2, while m⃗ denotes the

magnetization.

To derive the free energy in terms of the order parameters J⃗ and m⃗, we calculate the

corrections to the normal-state free energy as the magnetic orders set in by evaluating the

loop expansion [254,255]

F = −Tr ln[−G0
−1] −Tr ln[1 +G0V ]. (5.9)

Note that here we have introduced the expansion for the free energy, F = ∫ drf , where f is

the free energy density in Eq. (5.1). The first term in Eq. (5.9) is the free energy of the non-

interacting system, whereas the second term introduces the change in the free energy due to the

interaction. The latter can be rewritten as a loop expansion, and therefore the quadratic and

quartic contributions that we will be interested in are given by

F (2) = 1

2
Tr[G0V G0V ], (5.10)

F (4) = 1

4
Tr[(G0V )4]. (5.11)

In Fig. 5.2 we illustrate the diagrammatic representation of these contributions, where α can

denote both order parameters m and J .

In the previous expressions, V is the interaction given in Eq. (5.8) and G0 is the bare Green’s

function projected to the band basis introduced in Sec. 4.4, which we repeat here for convenience,

G0(k, iωn) = ∑
a=±

G(a)(k, iωn) ∣u(a)k ⟩ ⟨u
(a)
k ∣ , (5.12)

where G(±)(k, iωn) = 1

iωn−E
(±)
k

is the bare Green’s function in the band basis and ∣u(a)k ⟩ ⟨u
(a)
k ∣ the

projection operator from sublattice basis onto band a and wavevector k. The dispersion of the

non-interacting Hamiltonian in Eq. (5.7) corresponds to

E
(±)

k = ε0,k ±
√
t2x,k + t

2
z,k + λ⃗

2
k, (5.13)

which is two-fold degenerate. The form of the projection operator was introduced in Sec. 4.7,

where we used it to obtain an analytic expression for the Berry curvature. However, since we

are now considering the bare Green’s function in the absence of magnetic order, the projector

operator in Eq. (4.42) simplifies to

P
(±)

k = ∣u(±)k ⟩ ⟨u
(±)

k ∣ =
1

4

⎛
⎜
⎝
1 + H1(k)

E
(±)

1,k

⎞
⎟
⎠
, (5.14)

with H1(k) = tx,kτx + tz,kτz + τyλ⃗k ⋅ σ⃗ and the corresponding dispersion

E
(±)

1,k = ±
√
t2x,k + t

2
z,k + λ⃗

2
k, (5.15)

which is also two-fold degenerate. In the absence of SOC, the projector in Eq. (5.14) can be

reduced to a 2 × 2 matrix, which will simplify the free energy calculations in Sec. 5.4.

Finally, we note that the free energy expansion in Eq. (5.9) is obtained from the path integral

formulation, including also the interactions. As demonstrated in Sec. 4.6, altermagnetism is
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Chapter 5. Landau theory of altermagnetism from microscopic models

(a)

(b)

Figure 5.2: (a) Second-order and (b) fourth-order diagrammatic representation of the free-energy ex-

pansion in Eqs. (5.10)-(5.11), respectively. The parameter α = {m,J} can denote the two magnetic orders

in Eq. (5.8).

stabilized by an intra-orbital Hubbard interaction U (see Eq. (4.31)). Therefore, when decoupling

the Hubbard model, there is an additional term entering in the free energy, which is quadratic in

the order parameters containing the interaction [254, 255], so that the coefficient a in Eq. (5.1)

becomes

a→ ( 1

U
− a) , (5.16)

which we omit in the following. Hence, the magnetic phase is only stabilized below a critical

interaction Uc, where the quadratic coefficient becomes negative.

In the following sections, we use Eqs. (5.10)-(5.11) to evaluate the second- and fourth-order

corrections to the free energy and find expressions for the coefficients. In Secs. 5.4-5.5, we first

neglect SOC, and thus we consider one-component order parameters m and J . By contrast,

when including the role of SOC in Secs. 5.6-5.7, we consider three-component order parameters

m⃗ and J⃗ , and thus the projector in Eq. (5.14) becomes a 4 × 4 matrix.

5.4 Free energy for a d-wave altermagnet

In this section, we introduce the form of the free energy and give expressions for the coefficients

from the minimal model. Since the free energy will depend on the symmetry of the spin splitting,

we focus first on the case of a d-wave altermagnet. We will generalize the discussion to other

space groups that allow for Wyckoff positions of multiplicity two in Sec. 5.5.

Specifically, we consider a d-wave altermagnet with a symmetry of the spin splitting given by

kxky, which is relevant for RuO2 and MnF2 introduced in Sec. 4.3, in addition FeSb2, discussed

in Sec. 4.8. As we will show below by calculating the second- and fourth-order contributions

using Eqs. (5.10)-(5.11), the phenomenological form of the free energy can be written as

f = d
2
(∇J)2 + aJ2

2
J2 + bJ4

4
J4 + am2

2
m2 + cgradm∂x∂yJ − hm, (5.17)
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5.4. Free energy for a d-wave altermagnet

where h is an applied field that couples to the ferromagnetic moment, and aJ2 , bJ4 , am2 and

cgrad are coefficients. Altermagnetism is stabilized if aJ2 < 0, while we assume am2 > 0 since

the ferromagnetic order is only induced due to domain walls. Note that here we have neglected

the role of SOC, which allows us to consider single-component order parameters, such that V =
τzJ +τ0m. Nevertheless, as we will investigate in Secs. 5.6-5.7, SOC has important consequences

leading to direct couplings between the magnetization and the altermagnetic order parameter.

Notably, Eq. (5.17) shows that in the absence of SOC, the only symmetry-allowed coupling

between the two orders m and J is through the gradients, in agreement with Ref. [240]. As

discussed in Sec. 3.2, the terms entering in the free energy must transform as invariants. Since

in this case the order parameter J transforms like τz ∼ kxky (see Eq. (5.8)), the gradients

∂x∂y compensate this to result in an invariant. As a consequence, the symmetry of the spin

splitting dictates the form of the coupling between the altermagnetic order parameter and the

magnetization gradients that enters in the free energy at domain walls.

Let us now obtain expressions for the coefficients aJ2 , bJ4 , am2 and cgrad using the minimal

model in Eq. (5.7). First, from Eq. (5.10), the second-order contribution to the free energy

which is quadratic in J corresponds to

F
(2)
J = J

2V
β

Tr

⎧⎪⎪⎨⎪⎪⎩
∑
a,b

G(a)(k, iωn)G(b)(k, iωn)τz ∣u(a)k ⟩ ⟨u
(a)
k ∣ τz ∣u

(b)
k ⟩ ⟨u

(b)
k ∣
⎫⎪⎪⎬⎪⎪⎭
, (5.18)

where the volume V arises from F = ∫ drf = Vf . In this expression, the trace is over all degrees

of freedom, including k and the Matsubara frequency iωn, and is normalized by a prefactor 1/β.

By replacing the projector operator in Eq. (5.14), we obtain

F
(2)
J = J

2V
β
∑

k,iωn

1

t2x,k+t
2
z,k

(2t2x,kG
(−)(k, iωn)G(+)(k, iωn)+t2z,k[(G

(−)(k, iωn))
2
+(G(+)(k, iωn))

2
]).

(5.19)

Thus, performing the Matsubara sum, we can directly identify the form for the aJ2 coefficient

in Eq. (5.17),

aJ2 = −2∑
k

1

t2x,k + t
2
z,k

⎧⎪⎪⎨⎪⎪⎩
t2x,k

2[f(E(−)k ) − f(E
(+)

k )]

E
(−)

k −E(+)k

+ t2z,k
⎡⎢⎢⎢⎢⎣

df(ε)
dε

RRRRRRRRRRRε=E(+)
k

+df(ε)
dε

RRRRRRRRRRRε=E(−)
k

⎤⎥⎥⎥⎥⎦

⎫⎪⎪⎬⎪⎪⎭
. (5.20)

This expression is in agreement with the susceptibility obtained in Sec. 4.4, revealing that

the competition between intra- and inter-band terms determines whether altermagnetism or

ferromagnetism is stabilized. In particular, we identified that band degeneracies play a crucial

role, leading to a dominant inter-band susceptibility (see also Sec. 4.5).

Analogously, we can obtain an expression for the am2 coefficient in Eq. (5.17) by considering

the coupling of m to quadratic order, yielding

F (2)m = m
2V
β
∑

k,iωn

[(G(−)(k, iωn))
2
+ (G(+)(k, iωn))

2
]. (5.21)

Therefore, the coefficient corresponds to

am2 = −2∑
k

⎧⎪⎪⎨⎪⎪⎩

df(ε)
dε

RRRRRRRRRRRε=E(+)
k

+ df(ε)
dε

RRRRRRRRRRRε=E(−)
k

⎫⎪⎪⎬⎪⎪⎭
. (5.22)
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(a)

(b)

Figure 5.3: Interaction vertices for (a) the magnetization and (b) the altermagnetic order parameter.

The q-dependence is included to derive the gradient terms.

As opposed to aJ2 , the ferromagnetic coefficient only contains intra-band terms, in agreement

with the result found in Sec. 4.4.

As shown in Eq. (5.17), in the absence of SOC there is no bilinear direct coupling between

J and m. To demonstrate this from the free energy expansion, we analyze the second-order

crossed term in Eq. (5.10), obtaining

F
(2)
J,m =

JmV
2β

∑
k,iωn,a

(G(a)(k, iωn))
2 tz,k

E
(a)
1,k

= 0. (5.23)

Importantly, this terms vanishes because tz,k belongs to a non-trivial irrep of the point group.

In the particular case considered in this section, tz,k = tz0 sinkx sinky. Consequently, since the

Green’s function and the dispersion have the full symmetry of the group, the k-sum vanishes.

Thus, to calculate the lowest-order coupling between the magnetization and the Néel order

we have to derive an expression for the gradient terms. In the case of a superconducting order

parameter, the gradient terms are derived by considering a finite Cooper pair momentum q;

see, for instance, Ref. [256]. In analogy, here we generalize the order parameters to describe a

spin-density wave phase. The reason for this is that, when expanding for small q, we can Fourier

transform the order parameters to real space, which allows us to obtain the gradient terms. For

instance, the gradient terms in Eq. (5.17) are given by

∫ m−qqxqyJqdq = −∫ m(r)∂x∂yJ(r)dr. (5.24)

Therefore, the amplitude of the order parameters J and m is now a function of the momentum q,

J → Jq, m→mq. The corresponding interaction vertices in this theory are depicted in Fig. 5.3.
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5.4. Free energy for a d-wave altermagnet

Then, the contribution to the free energy is given by the diagram in Fig. 5.2(a), which yields

F
(2)
grad = Tr[τzJqG0(k +

q

2
, iωn)m−qG0(k −

q

2
, iωn)], (5.25)

where again the trace is implied over all degrees of freedom including k, q and iωn. In this case,

notice that when projecting the bare Green’s function matrix to the band basis using Eq. (5.12),

the projection operator in Eq. (5.14) depends on both momenta k and q. Replacing this operator

and calculating the Matsubara frequency sum, we arrive at the following expression:

F
(2)
grad =

1

4
∑
k,q

∑
a

Jqm−q
⎛
⎜
⎝

tz,k−q/2

E
(a)
1,k−q/2

+
tz,k+q/2

E
(a)
1,k+q/2

⎞
⎟
⎠

f(E(a)
k+q/2

) − f(E(a)
k−q/2

)

E
(a)
k+q/2

−E(a)
k−q/2

. (5.26)

Assuming that the momentum q is small, we can expand Eq. (5.26) by using

E
(a)
k±q/2

≃E(a)k ±
∂E
(a)
k

∂k
⋅ q

2
+ 1

2

3

∑
i,j=1

∂2E
(a)
k

∂ki∂kj

qi
2

qj

2
,

f(E(a)
k±q/2

) ≃ f(E(a)k ) ±
∂f(E(a)k )

∂k
⋅ q

2
+ 1

2

3

∑
i,j=1

∂2f(E(a)k )

∂ki∂kj

qi
2

qj

2
,

tz,k±q/2 ≃ tz,k ±
∂tz,k

∂k
⋅ q

2
+ 1

2

3

∑
i,j=1

∂2tz,k

∂ki∂kj

qi
2

qj

2
.

(5.27)

To simplify the expansion and identify the non-vanishing terms, we follow a similar argument

as in Eq. (5.23). The key point is that for the d-wave altermagnet considered here the hopping

tz,k transforms like kxky. Since the dispersions have the full symmetry of the point group, the

only non-vanishing terms must contain ∂kx and ∂ky . This implies that it is sufficient to seek for

terms qxqy in the expansion, obtaining

F
(2)
grad =∑

k,q

∑
a

qxqy
Jqm−q

24(E(a)1,k)
3
{6tz,kf ′(ε)∣

ε=E
(a)
k

(∂kyE
(a)
1,k)(∂kxE

(a)
1,k)

− 3E
(a)
1,kf

′(ε)∣
ε=E

(a)
k

[(∂ky tz,k)(∂kxE
(a)
1,k) + (∂kxtz,k)(∂kyE

(a)
1,k) + tz,k(∂kx∂kyE

(a)
1,k)]

+ (E(a)1,k)
2
[tz,kf (3)(ε)∣

ε=E
(a)
k

(∂kyE
(a)
k )(∂kxE

(a)
k ) + 3tz,kf

(2)(ε)∣
ε=E

(a)
k

(∂kx∂kyE
(a)
k )

+ 3f ′(ε)∣
ε=E

(a)
k

(∂kx∂ky tz,k)]}. (5.28)

Using Eq. (5.24) we can identify the coefficient cgrad in Eq. (5.17), coupling to m∂x∂yJ ,

cgrad = ∑
k,a

−1

24(E(a)1,k)
3
{6tz,kf ′(ε)∣

ε=E
(a)
k

(∂kyE
(a)
1,k)(∂kxE

(a)
1,k)−3E

(a)
1,kf

′(ε)∣
ε=E

(a)
k

[(∂ky tz,k)(∂kxE
(a)
1,k)

+ (∂kxtz,k)(∂kyE
(a)
1,k) + tz,k(∂kx∂kyE

(a)
1,k)] + (E

(a)
1,k)

2
[3f ′(ε)∣

ε=E
(a)
k

(∂kx∂ky tz,k)

+ 3tz,kf
′′(ε)∣

ε=E
(a)
k

(∂kx∂kyE
(a)
k ) + tz,kf

′′′(ε)∣
ε=E

(a)
k

(∂kyE
(a)
k )(∂kxE

(a)
k )]}. (5.29)
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Notably, this expression shows that a finite hopping tz,k is essential to obtain a non-zero

coefficient for the gradient term entering in the free energy. However, this hopping is only

present in the case of an altermagnet, as opposed to the conventional antiferromagnet, due to

the different environment on the two magnetic sublattices (see Fig. 4.1). Hence, altermagnetic

and antiferromagnetic domain walls are equivalent only at the nodal planes, where tz,k vanishes.

The maximum value for the cgrad coefficient is obtained along the diagonal directions kx = ±ky,

where the spin splitting is maximum.

This is in agreement with Ref. [240], where they pointed out that in an antiferromagnet

there is a perfect cancellation of the Néel order, leading to no induced magnetization at domain

walls. However, for an altermagnet there is an anisotropy permitting the gradient terms in

Landau theory, giving rise to a finite gradient of the magnetization. From the perspective of the

microscopic model in Eq. (5.7), this anisotropy is introduced by the hopping tz,k, which gives a

finite coefficient cgrad.

Moreover, we can also derive an analytic expression for the quartic contribution to the free

energy using Eq. (5.11), obtaining

bJ4 =4∑
k

1

(t2x,k+t
2
z,k)2

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

t4x,k

(E(−)k −E(+)k )
2

⎛
⎝
f ′(ε)∣

ε=E
(+)
k

+ f ′(ε)∣
ε=E

(−)
k

− 2
f(E(−)k ) − f(E

(+)

k )

E
(−)

k −E(+)k

⎞
⎠

+
t4z,k

12

⎛
⎝
f ′′′(ε)∣

ε=E
(+)
k

+ f ′′′(ε)∣
ε=E

(−)
k

⎞
⎠
+

t2x,kt
2
z,k

(E(−)k −E(+)k )
2

⎛
⎝
f ′′(ε)∣

ε=E
(+)
k

+ f ′′(ε)∣
ε=E

(−)
k

−4 [f ′(ε)∣
ε=E

(+)
k

+ f ′(ε)∣
ε=E

(−)
k

] + 8
f(E(−)k ) − f(E

(+)

k )

E
(−)

k −E(+)k

⎞
⎠

⎫⎪⎪⎪⎬⎪⎪⎪⎭
. (5.30)

This expression is also relevant since the sign of the coefficient will determine whether there is

a first-order (bJ4 > 0) or second-order (bJ4 < 0) phase transition.

Finally, to solve for the magnetization induced at domain walls, we can minimize the free

energy in Eq. (5.17) with respect to m, leading to

m = −
cgrad∂x∂yJ − h

am2

. (5.31)

Notably, this expression shows that the magnetization can be obtained from the altermagnetic

order parameter by calculating the coefficients am2 and cgrad, which are given in Eq. (5.22) and

Eq. (5.29), respectively. In addition, it also allows us to compare the size of m with the size of

J and analyze the temperature dependence. With this purpose, we realize that the gradients

introduce a length scale squared, ∂x∂y ∼ 1/ξ2, with ξ =
√
d/∣aJ2 ∣, which is associated with

the domain wall structure and corresponds to the correlation length introduced in Eq. (5.4).

Therefore, Eq. (5.31) can be written as

m ∼
cgrad

am2ξ20
(1 − T

Tc
)J − h

am2

, (5.32)

with ξ0 denoting the coherence length introduced in Eq. (5.5) and the temperature dependence

for the aJ2 coefficient given in Eq. (5.2). As a consequence, this equation reveals that the
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magnetization induced at domain walls vanishes linearly with temperature, and the size of m

can be compared to the size of J by determining cgrad, am2 and ξ0.

To summarize, we have obtained analytic expressions for the coefficients entering in the Lan-

dau theory in Eq. (5.17) from the microscopic model in Eq. (5.7), revealing the importance of a

non-zero hopping tz,k to obtain a finite cgrad coefficient and consequently an induced magnetiza-

tion gradient at domain walls. In Sec. 5.6, we will investigate how these coefficients are modified

in the presence of SOC.

5.5 Domain wall couplings

In the previous section, we analyzed the free energy in a d-wave altermagnet neglecting SOC,

observing that the form of the gradient term coupling m and J directly depends on symmetry

of the altermagnetic spin splitting, which is given by tz,k and belongs to the irrep ΓN . In

this section, we generalize the previous result and provide the phenomenological form for the

gradient term for other space groups. Specifically, we classify all space groups and point groups

containing inversion symmetry that allow for Wyckoff positions of multiplicity two and, in each

case, we identify the symmetry of the spin splitting and the corresponding irrep ΓN .

The minimal models are developed following the procedure detailed in Chapter 4. The

first step is to list all space groups that contain inversion symmetry and Wyckoff positions of

multiplicity two. As discussed in Secs. 4.2 and 4.8, the next step is to identify the operations that

exchange the two sublattices, which define the symmetry properties of the τz operator in Eq. (5.7)

and, consequently, the form of the hopping tz,k describing the spin splitting. Equivalently, we

can check the Wyckoff site symmetry (S), which is the group formed by all symmetry operations

that leave the specific Wyckoff position invariant within the space group, and which can be

found in the Bilbao crystallographic server [224, 225]. Thus, we can determine the operations

of the point group symmetry P of the space group that are not contained in the site symmetry

S by comparing the character tables, directly displaying the operations that exchange the two

sublattices. Following this procedure, in Tables 5.1-5.2 we list the space groups, the Wyckoff

positions and the irrep ΓN with the corresponding form for the spin splitting.

Once the spin splitting is identified for the different space groups, the form for gradient

term entering in the free energy coupling the orders m and J follows. Importantly, the irrep

ΓN determines if the coupling is quadratic, such as the example discussed in Sec. 5.4, quartic

or even of sixth order in the gradient terms. As seen from Tables 5.1-5.2, the latter coupling

is only relevant for space groups 192 and 223, which have an i-wave symmetry for the spin

splitting (see Sec. 4.8.4 for the minimal model of space group 223). In contrast, the coupling

to quartic order is relevant for materials such as MnTe, CrSb, and the tetragonal altermagnetic

candidates Nb2FeB2 and Ta2FeB2, which are compatible with a g-wave symmetry for the spin

splitting [257].

Tables 5.1-5.2 directly show that the gradient direction is connected to the spin splitting for

each space group. Notably, this provides information on both the direction where the induced

magnetization gradient is maximum and where it vanishes due to nodal planes or lines. As
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Table 5.1: Space groups (SG) and Wyckoff positions of multiplicity 2 that allow altermagnetism: mon-

oclinic (C2h) and orthorhombic (D2h) groups, with P denoting the point group for each space group and

S the Wyckoff site symmetry. The notation follows the Bilbao crystallographic server [224, 225]. ΓN

corresponds to the irrep of the spin splitting in each point group, and the last column specifies the form

of the gradient term in the free energy coupling the two order parameters m and J .

SG (P ) Wyckoff (S) ΓN Spin splitting Free energy grad. term

11 (C2h) 2a-2d (Ci) Bg αkxky + βkykz m(α∂x∂x + β∂y∂z)J
12 (C2h) 4e, 4f (Ci) Bg αkxky + βkykz m(α∂x∂y + β∂y∂z)J
13 (C2h) 2a-2d (Ci) Bg αkxky + βkykz m(α∂x∂y + β∂y∂z)J
14 (C2h) 2a-2d (Ci) Bg αkxky + βkykz m(α∂x∂y + β∂y∂z)J
15 (C2h) 2a-2d (Ci) Bg αkxky + βkykz m(α∂x∂y + β∂y∂z)J
49 (D2h) 2a-2d (C2h) B1g kxky m∂x∂yJ

51 (D2h) 2a-2d (C2h) B2g kxkz m∂x∂zJ

53 (D2h) 2a-2d (C2h) B3g kykz m∂y∂zJ

55 (D2h) 2a-2d (C2h) B1g kxky m∂x∂yJ

58 (D2h) 2a-2d (C2h) B1g kxky m∂x∂yJ

63 (D2h) 4a,4b (C2h) B3g kykz m∂y∂zJ

64 (D2h) 4a,4b (C2h) B3g kykz m∂y∂zJ

65 (D2h) 4e,4f (C2h) B1g kxkz m∂x∂zJ

66 (D2h) 4c-4f (C2h) B1g kxky m∂x∂yJ

67 (D2h) 4c-4f (C2h) B3g kxky m∂x∂yJ

72 (D2h) 4c,4d (C2h) B1g kxky m∂x∂yJ

74 (D2h) 4a,4b (C2h) B3g kxky m∂x∂yJ

74 (D2h) 4c,4d (C2h) B2g kxky m∂x∂yJ

discussed in the previous section, in regions where the spin splitting vanishes, the domain walls

are equivalent to those in antiferromagnets, and no magnetization gradient is induced.

Similarly to Sec. 5.4, we can use the minimal model for MnTe and CrSb derived in Sec. 4.8.3

in order to obtain an expression for cgrad from the microscopic model. As seen form Table 5.2,

the contribution to the free energy has the following form,

fSG194
grad = cgradm∂y∂z(3∂2x − ∂2y)J. (5.33)

Using Eq. (5.26), we have also observed that the coefficient cgrad is finite when the hopping tz,k

is non-zero, in agreement with Eq. (5.29).

Thus, we have generalized the result in Sec. 5.4 by writing the phenomenological form of

the lowest-order coupling between the magnetization and the altermagnetic order parameter for

different space groups, following the minimal model construction of Chapter 4. This provides

information about the direction of the induced magnetization gradient at domain walls, which,

as suggested in Ref. [240], may be useful to manipulate them by magnetic tips.
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Table 5.2: Space groups (SG) and Wyckoff positions that allow altermagnetism: tetragonal (C4h, D4h),

rhombohedral (D3d), hexagonal (C6h, D6h), and cubic (Oh) groups, where P is the point group for

each space group and S the Wyckoff site symmetry. The notation follows the Bilbao crystallographic

server [224, 225]. ΓN denotes the irrep of the spin splitting in each point group, and the last column

specifies the form of the gradient term in the free energy coupling the two order parameters m and J .

SG (P ) Wyckoff (S) ΓN Spin splitting Free energy grad. term

83 (C4h) 2e,2f (C2h) Bg αkxky + β(k2x − k2y) m(α∂x∂y + β(∂2x − ∂2y))J
84 (C4h) 2a-2d (C2h) Bg αkxky + β(k2x − k2y) m(α∂x∂y + β(∂2x − ∂2y))J
87 (C4h) 4c (C2h) Bg αkxky + β(k2x − k2y) m(α∂x∂y + β(∂2x − ∂2y))J

123 (D4h) 2e,2f (D2h) B1g k2x − k2y m(∂2x − ∂2y)J
124 (D4h) 2b,2d (C4h) A2g kxky(k2x − k2y) m∂x∂y(∂2x − ∂2y)J
127 (D4h) 2a,2b (C4h) A2g kxky(k2x − k2y) m∂x∂y(∂2x − ∂2y)J
127 (D4h) 2c,2d (D2h) B2g kxky m∂x∂yJ

128 (D4h) 2a,2b (C4h) A2g kxky(k2x − k2y) m∂x∂y(∂2x − ∂2y)J
131 (D4h) 2a-2d (D2h) B1g k2x − k2y m(∂2x − ∂2y)J
132 (D4h) 2a,2c (D2h) B2g kxky m∂x∂yJ

136 (D4h) 2a,2b (D2h) B2g kxky m∂x∂yJ

139 (D4h) 4c (D2h) B1g k2x − k2y m(∂2x − ∂2y)J
140 (D4h) 4c (C4h) A2g kxky(k2x − k2y) m∂x∂y(∂2x − ∂2y)J
140 (D4h) 4d (D2h) B2g kxky m∂x∂yJ

163 (D3d) 2b (S6) A2g kykz(k2y − 3k2x) m∂y∂z(∂2y − 3∂2x)J
165 (D3d) 2b (S6) A2g kxkz(k2x − 3k2y) m∂x∂z(∂2x − 3∂2y)J
167 (D3d) 6b (S6) A2g kxkz(k2x − 3k2y) m∂x∂z(∂2x − 3∂2y)J

176 (C6h) 2b (S6) Bg
αkykz(k2y − 3k2x)
+βkxkz(k2x − 3k2y)

m(α∂y∂z(∂2y − 3∂2x)
+β∂x∂z(∂2x − 3∂2y))J

192 (D6h) 2b (C6h) A2g kxky(k2x − 3k2y)(k2y − 3k2x) m∂x∂y(∂2x − 3∂2y)(∂2y − 3∂2x)J
193 (D6h) 2b (D3d) B2g kxkz(k2x − 3k2y) m∂x∂z(∂2x − 3∂2y)J
194 (D6h) 2a (D3d) B1g kykz(3k2x − k2y) m∂y∂z(3∂2x − ∂2y)J

223 (Oh) 2a (D3d) A2g

k4x(k2y − k2z)
+k4y(k2z − k2x)
+k4z(k2x − k2y)

m(∂4x(∂2y − ∂2z)
+∂4y(∂2z − ∂2x)
+∂4z(∂2x − ∂2y))J
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5.6 Role of spin-orbit coupling: orientation of the Néel order

In the previous sections, we derived the form of the free energy from microscopic models and

provided the phenomenological expression for the coupling between the two order parameters

m and J in different space groups. However, so far we have neglected the effect of SOC. In this

section, we include this effect and discuss how it modifies the free energy, focusing here on the

orientation of the altermagnetic moments driven by SOC. Notably, in the presence of SOC, a

bilinear coupling between the magnetization and the altermagnetic order parameter is allowed

by symmetry in the free energy, which we will discuss in detail in Sec. 5.7.

Following Sec. 5.4, we introduce first the phenomenological form of the free energy and then

derive each term from the microscopic model in Eq. (5.7). In the presence of SOC, we have to

consider three-component order parameters, so that the altermagnetic order parameter and the

magnetization are now denoted by J⃗ and m⃗, respectively. In this case, the phenomenological

form of the free energy given in Eq. (5.17) is modified to

f =
aJ2

x

2
J2
x +

aJ2
y

2
J2
y +

aJ2
z

2
J2
z +

bJ4

4
J⃗4 +

am2
x

2
m2

x +
am2

y

2
m2

y +
am2

z

2
m2

z + c⃗soc ⋅ m⃗ × J⃗ − h⃗ ⋅ m⃗, (5.34)

where we have omitted the gradient terms, as we are now focusing on homogeneous order

parameters. In orthorhombic systems, the coefficients for the quadratic altermagnetic order

parameter are all different, aJ2
x
≠ aJ2

y
≠ aJ2

z
, in contrast to tetragonal systems, where the splitting

occurs only in the z direction, aJ2
x
= aJ2

y
≠ aJ2

z
. As mentioned above, the coefficient c⃗soc for the

bilinear coupling between J⃗ and m⃗ will be addressed in Sec. 5.7, where we will obtain the form of

the coupling from the microscopic model. Note that we have only included the effect of SOC to

quadratic order, as it gives rise to the largest splitting, and the quartic terms are only considered

to stabilize the magnetic phase.

The purpose of this section is to investigate the splitting of the altermagnetic order parameter

J⃗ due to SOC. Therefore, we aim to obtain an expression for the coefficients aJ2
x
, aJ2

y
and aJ2

z

in Eq. (5.34). Hence, we consider the second-order free energy contribution in Eq. (5.10), and

focus on the interaction term coupling the two order parameters J⃗ ,

F
(2)
J = V

2
Tr

⎡⎢⎢⎢⎢⎣
∑
a,b

G(a)(k, iωn)G(b)(k, iωn)τzJ⃗ ⋅ σ⃗P (a)k τzJ⃗ ⋅ σ⃗P (b)k

⎤⎥⎥⎥⎥⎦
. (5.35)

Recalling the form of the projector in Eq. (5.14), the first correction due to SOC is at the

quadratic level and can be obtained by calculating the following trace,

1

16
Tr[τzJ⃗ ⋅ σ⃗τyλ⃗k ⋅ σ⃗τzJ⃗ ⋅ σ⃗τyλ⃗k ⋅ σ⃗]

= −1

4
{J2

x(λ2x,k − λ
2
y,k − λ

2
z,k) + J

2
y (−λ2x,k + λ

2
y,k − λ

2
z,k) + J

2
z (−λ2x,k − λ

2
y,k + λ

2
z,k)

+ 4(JxJyλx,kλy,k + JxJzλx,kλz,k + JyJzλy,kλz,k)}.

(5.36)

In general, due to the symmetry of the SOC in the minimal model (see Eqs. (4.5), (4.55) and

(4.61)), the last line in this expression vanishes for all space groups in Tables 5.1-5.2 after

performing the k-sum, except for the monoclinic groups in Table 5.1 with point group P = C2h.

130



5.7. Bilinear coupling between magnetization and Néel order

Focusing on tetragonal systems, the contribution to the free energy in Eq. (5.34) quadratic

in J⃗ simplifies to
a
J2
x

2 (J
2
x + J2

y ) +
a
J2
z

2 J2
z . Therefore, including the correction due to SOC from

Eq. (5.36), the coefficient in Eq. (5.20) is split into

aJ2
x
= − 2∑

k

1

t2x,k + t
2
z,k + λ⃗

2
k

⎧⎪⎪⎪⎨⎪⎪⎪⎩
t2z,k

⎡⎢⎢⎢⎢⎢⎣

df(ε)
dε

RRRRRRRRRRRε=E(+)
k

+ df(ε)
dε

RRRRRRRRRRRε=E(−)
k

⎤⎥⎥⎥⎥⎥⎦
+ t2x,k

2[f(E(−)k ) − f(E
(+)

k )]

E
(−)

k −E(+)k

⎫⎪⎪⎪⎬⎪⎪⎪⎭

−∑
k

λ2z,k

t2x,k + t
2
z,k + λ⃗

2
k

⎧⎪⎪⎪⎨⎪⎪⎪⎩

df(ε)
dε

RRRRRRRRRRRε=E(+)
k

+ df(ε)
dε

RRRRRRRRRRRε=E(−)
k

−
2[f(E(−)k ) − f(E

(+)

k )]

E
(−)

k −E(+)k

⎫⎪⎪⎪⎬⎪⎪⎪⎭
, (5.37)

aJ2
z
= − 2∑

k

1

t2x,k + t
2
z,k + λ⃗

2
k

⎧⎪⎪⎪⎨⎪⎪⎪⎩
t2z,k

⎡⎢⎢⎢⎢⎢⎣

df(ε)
dε

RRRRRRRRRRRε=E(+)
k

+ df(ε)
dε

RRRRRRRRRRRε=E(−)
k

⎤⎥⎥⎥⎥⎥⎦
+ t2x,k

2[f(E(−)k ) − f(E
(+)

k )]

E
(−)

k −E(+)k
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2
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2
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2
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df(ε)
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RRRRRRRRRRRε=E(+)
k

+ df(ε)
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RRRRRRRRRRRε=E(−)
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2[f(E(−)k ) − f(E

(+)

k )]

E
(−)

k −E(+)k
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. (5.38)

To determine the preferred moment orientation, we can examine the following expression,

aJ2
x
− aJ2

z
= 2∑

k

λ2x,k − λ
2
z,k

t2x,k + t
2
z,k + λ⃗

2
k

⎧⎪⎪⎪⎨⎪⎪⎪⎩

df(ε)
dε

RRRRRRRRRRRε=E(+)
k

+ df(ε)
dε

RRRRRRRRRRRε=E(−)
k

−
2[f(E(−)k ) − f(E

(+)

k )]

E
(−)

k −E(+)k

⎫⎪⎪⎪⎬⎪⎪⎪⎭
. (5.39)

Here, we have used that E
(±)

k transforms trivially under the operations of the point group D4h,

so that for tetragonal systems λ2x,k gives the same contribution as λ2y,k under the integral (see

Eq. (4.5)).

As seen from Eq. (4.5), for the particular case of RuO2 we expect λ > λz, since the k-

dependence of the SOC term in the z direction is of higher order. To calculate Eq. (5.39),

we consider again the one-orbital model relevant for RuO2 derived in Sec. 4.3 with the band

structure shown in Fig. 4.5(a). Using λ > λz, we find aJ2
z
> aJ2

x
, and therefore the minimal

model predicts an out-of-plane orientation for the altermagnetic moments, in agreement with

the experimental observation reported in Ref. [208].

Thus, Eq. (5.35) allows us to predict the preferred direction for the altermagnetic moments

from microscopic models. This also applies to hexagonal systems, where λx,k and λy,k are

related by symmetry, as seen from the SOC form in Eq. (4.61) for the model relevant to CrSb

and MnTe. In contrast, for orthorhombic systems, the three coefficients are different, as seen

from Eq. (4.55) for the model relevant to FeSb2, resulting in aJ2
x
≠ aJ2

y
≠ aJ2

z
.

5.7 Bilinear coupling between magnetization and Néel order

Having introduced the phenomenological expression for the free energy in the presence of SOC

in Eq. (5.34), in this section we focus on the bilinear coupling between the magnetization and

the Néel order that is now permitted by symmetry. We begin by considering all point groups

entering in Tables 5.1-5.2 and obtaining an expression for the free energy invariant when this
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Chapter 5. Landau theory of altermagnetism from microscopic models

term is symmetry allowed. Then, we turn to the minimal model in Eq. (5.7). First, we derive

the form of the coupling c⃗soc ⋅ m⃗ × J⃗ introduced in Eq. (5.34), and find an analytic expression

for the coefficient c⃗soc. Secondly, we analyze how this form of the coupling restricts the free

energy invariants that are generated from the minimal model. This provides information on the

dependence of the induced weak ferromagnetism on the strength of the SOC.

5.7.1 General symmetry arguments

In order to construct the free energy, we must identify the combinations of the two order param-

eters that transform like invariants, similarly to Sec. 3.2. Hence, the first step is to identify the

transformation properties of the order parameters. As seen from Eq. (5.8), the magnetization

m⃗ transforms like the spin degrees of freedom in each point group, and thus belongs to the axial

vector irrep ΓA. In contrast, J⃗ belongs to the irrep ΓA ⊗ ΓN , with ΓN denoting the symmetry

of the tz,k hopping identified in Tables 5.1-5.2, see also Eq. (5.7) and the discussion below it.

As discussed in Ref. [253], a bilinear coupling between the two orders exists if the direct prod-

uct ΓA ⊗ ΓA ⊗ ΓN contains the irrep transforming trivially under all point group operations.

Equivalently, there is a free energy invariant if ΓA ⊗ ΓA contains ΓN .

Let us illustrate this with an example, considering the point group D4h. In this case, ΓA =
Eg ⊕A2g (see Table 2.1), and therefore from the product tables we find ΓA ⊗ ΓA = A1g ⊕ 2Eg ⊕
(Eg ⊗ Eg). Neither A1g nor Eg belong to ΓN , as seen from Table 5.2, so the only invariants

can come from Eg ⊗ Eg = A1g ⊕ A2g ⊕ B1g ⊕ B2g. Therefore, for each of ΓN = A2g,B1g,B2g

there is an allowed bilinear coupling. In particular, let us focus now on the case ΓN = B2g.

The magnetization transforms like the spin Pauli matrices, (mx,my) ∼ (σx, σy) ∼ (kxkz, kykz),
while from Eq. (5.8) we see that for the Néel order (Jx, Jy) ∼ τz(σx, σy) ∼ (kykz, kxkz), where

we have used that τz transforms like ΓN = B2g ∼ kxky. As a consequence, this shows that the

only allowed invariant is given by mxJy +myJx. Following this procedure, in Table 5.3 we list

the invariant for all point groups, using the axial vector irrep detailed in Table 5.4.

Importantly, for the point group D6h, the axial vector corresponds to ΓA = A2g ⊕ E1g. In

contrast to the previous example, now the only invariant can come from E1g ⊗ E1g = A1g ⊕
A2g ⊕E2g, and therefore there is only a bilinear coupling for ΓN = A2g. In particular, this result

is relevant for the altermagnetic material candidates MnTe and CrSb discussed in Sec. 4.8.3,

which belong to space group 194 with Wyckoff position 2a, and thus ΓN = B1g (see Table 5.2).

Therefore, for ΓN = B1g only higher-order couplings between J⃗ and m⃗ are allowed, in general

giving rise to a smaller magnetization when compared to the case ΓN = A2g. This result is

in agreement with Ref. [244], where the small ferromagnetic moment in MnTe was recently

discussed.

Thus, directly from symmetry arguments, we can identify point groups for which the mag-

netization only couples to J⃗ through higher-order terms in the SOC. As seen from Table 5.3,

they correspond to C6h, Oh, and ΓN = B1g,B2g for D6h, which would generally give rise to a

smaller magnetization when compared to the other cases where the bilinear coupling is allowed.
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Table 5.3: Free energy invariant for the bilinear coupling between m⃗ and J⃗ in the presence of SOC,

with P denoting the point group and ΓN corresponding to the irrep of the spin splitting in each point

group. The last column specifies if the coupling is generated from the order parameter τzJ⃗ ⋅ σ⃗, otherwise

a secondary order parameter is needed to obtain the coupling.

P ΓN Invariant
Coupling generated

with τzJ⃗ ⋅ σ⃗

C2h Bg
α1Jxmz, α2Jymz

α3Jzmy, α4Jzmx

✓

D2h B1g α1mxJy + α2myJx

⎧⎪⎪⎪⎨⎪⎪⎪⎩

α1 = α2 ∶ ✘

α1 ≠ α2 ∶ ✓

D2h B2g α1myJz + α2mzJy

⎧⎪⎪⎪⎨⎪⎪⎪⎩

α1 = α2 ∶ ✘

α1 ≠ α2 ∶ ✓

D2h B3g α1mzJx + α2mxJz

⎧⎪⎪⎪⎨⎪⎪⎪⎩

α1 = α2 ∶ ✘

α1 ≠ α2 ∶ ✓

C4h Bg
mxJy +myJx,

mxJx −myJy
✘

D4h A2g mxJy −myJx ✓

D4h B1g mxJx −myJy ✘

D4h B2g mxJy +myJx ✘

D3d A2g mxJy −myJx ✓

C6h Bg - -

D6h A2g mxJy −myJx ✓

D6h B1g - -

D6h B2g - -

Oh A2g - -

Table 5.4: Axial vector irreducible representation ΓA and antisymmetric direct product [ΓA⊗ΓA]−
relevant for Sec. 5.7.2 (see Appendix F) for all point groups considered in Table 5.3.

P C2h D2h C4h D4h D3d C6h D6h Oh

ΓA Bg⊕Ag B1g⊕B2g⊕B3g Ag⊕Eg Eg⊕A2g A2g⊕Eg Ag⊕E1g A2g⊕E1g T1g

[ΓA⊗ΓA]− Bg B1g⊕B2g⊕B3g Ag A2g A2g Ag A2g T1g
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5.7.2 Conclusions from microscopic models

In the previous section, we constructed the free energy invariant for the different point groups,

based only on symmetry considerations. Here, we consider again the microscopic model in

Eq. (5.7) to investigate whether the previous invariants are indeed generated from this model.

With this purpose, we calculate the lowest-order coupling between the altermagnetic order

parameter and the magnetization. Hence, we derive the contribution to the free energy using

Eq. (5.10) which contains mixed interactions in m⃗ and J⃗ ,

F
(2)
mJ =

V
β

Tr

⎡⎢⎢⎢⎢⎣
∑
a,b

G(a)(k, iωn)G(b)(k, iωn)τzJ⃗ ⋅ σ⃗P (a)k m⃗ ⋅ σ⃗P (b)k

⎤⎥⎥⎥⎥⎦
. (5.40)

We focus first on calculating the trace with the projector given in Eq. (5.14),

1

16
Tr

⎡⎢⎢⎢⎢⎢⎣
τzJ⃗ ⋅ σ⃗

⎛
⎜
⎝
1 + H1(k)

E
(a)
1,k

⎞
⎟
⎠
m⃗ ⋅ σ⃗

⎛
⎜
⎝
1 + H1(k)

E
(b)
1,k

⎞
⎟
⎠

⎤⎥⎥⎥⎥⎥⎦
. (5.41)

As shown in Eq. (5.23), in the absence of SOC the free energy for the mixed term vanishes. Thus,

we focus on the first correction due to SOC from τyλ⃗k ⋅ σ⃗ entering in H1(k). The only non-zero

contribution is obtained when the previous term is combined with τx in the other Hamiltonian,

obtaining

2i
tx,k

16
Tr[(J⃗ ⋅ σ⃗)(λ⃗k ⋅ σ⃗)(m⃗ ⋅ σ⃗)] =

tx,k

2
λ⃗k ⋅ (m⃗ × J⃗). (5.42)

With this result, we can write the free energy in Eq. (5.40) as

F
(2)
mJ =

V
2β
∑

iωn,k

∑
a,b

tx,k

E
(a)
1,kE

(b)
1,k

G(a)(k, iωn)G(b)(k, iωn)λ⃗k ⋅ (m⃗ × J⃗). (5.43)

By comparing with the form c⃗soc ⋅ m⃗ × J⃗ in Eq. (5.34), we can identify an expression for the c⃗soc

coefficient. Performing the Matsubara sum, it can be written as

c⃗soc = 2∑
k

λ⃗k
tx,k

t2x,k + t
2
z,k + λ⃗

2
k

⎧⎪⎪⎪⎨⎪⎪⎪⎩

df(ε)
dε

RRRRRRRRRRRε=E(+)
k

+ df(ε)
dε

RRRRRRRRRRRε=E(−)
k

−
2[f(E(−)k ) − f(E

(+)

k )]

E
(−)

k −E(+)k

⎫⎪⎪⎪⎬⎪⎪⎪⎭
. (5.44)

The form m⃗ × J⃗ entering in the free energy shows that the minimal model only generates

invariants with an antisymmetric combination of the two order parameter components. Thus,

following the group theory formalism introduced in the previous section, this implies that the

microscopic model in Eq. (5.7) only gives an invariant if the antisymmetric direct product of the

two axial vectors, [ΓA⊗ΓA]−, contains ΓN . The antisymmetric product for all the point groups

considered is included in Table 5.4, while Appendix F details the procedure for calculating it.

Let us focus again on the previous example for the point group D4h. As seen from Table 5.3,

an invariant can be written for ΓN = A2g,B1g,B2g. However, since [Eg ⊗ Eg]− = A2g (see

Appendix F), the minimal model only gives a non-vanishing bilinear coupling for ΓN = A2g.

Table 5.3 shows that this coupling is of the form ẑ ⋅m⃗× J⃗ , as expected from Eq. (5.43). Focusing

on Eq. (5.44), we can verify that the invariant is not generated for RuO2, where ΓN = B2g. This
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is because, as seen from Eq. (4.5), all components of λ⃗k transform like a non-trivial irrep of

D4h. Therefore, since the other quantities entering in Eq. (5.44) have the full symmetry of the

point group, after performing the k integral the coefficient c⃗soc vanishes, in agreement with the

previous argument from the antisymmetric direct product.

Following this procedure and using the results for the antisymmetric direct product listed in

Table 5.4, we indicate in Table 5.3 whether the altermagnetic order parameter τzJ⃗ ⋅ σ⃗ generates

the invariants for the different point groups, which would give rise to an induced weak ferro-

magnetism that is linear in the strength of the SOC. In the cases where it is not generated, we

expect that it will be at least quadratic in the SOC. Given that the effect of SOC is predicted

to be small in altermagnets [26], the induced ferromagnetism will be larger when the minimal

model gives rise to the invariant.

Interestingly, focusing on orthorhombic materials, with P = D2h, Table 5.3 shows that the

invariant is always generated from the minimal model when the antisymmetric combination is

also obtained, i.e., away from the fine-tuned case α1 = α2. Thus, the microscopic model predicts

a magnetization linear in the SOC strength.

Remarkably, Ref. [257] recently identified two tetragonal altermagnetic material candidates

compatible with a g-wave symmetry for the spin splitting, Nb2FeB2 and Ta2FeB2. These two

materials belong to space group 127 and Wyckoff position 2a for the Fe sites, and therefore

they correspond to ΓN = A2g, as seen from Table 5.2. In this case, Table 5.3 shows that a

bilinear coupling between m⃗ and J⃗ linear in the SOC is generated from the minimal model.

As a consequence, we predict a larger induced magnetization for these two tetragonal materials

than in RuO2.

However, in the presence of the magnetic orders J⃗ and m⃗, other secondary order parameters

that share the same symmetry are also always induced. For instance, the order parameter

sin kx
2 sin

ky
2 cos kz

2 τxσx or the current loop order sin kx
2 cos

ky
2 sin kz

2 τy share the same symmetry

as my and Jx, and thus they coexist. These secondary order parameters may generate the

bilinear couplings that are not obtained from τzJ⃗ ⋅ σ⃗, but we expect that the coupling through

secondary order parameters will in general be of higher order in the SOC, therefore giving smaller

magnetizations. The role of secondary order parameters should be investigated in more detail,

but we leave it as future work as this is beyond the scope of this Chapter.

5.7.3 Interplay with anomalous Hall effect

Having introduced the general symmetry arguments to derive the form of the invariant for the

induced magnetization, and having explored which are generated from the microscopic model

in Eq. (5.7), we end this section by briefly discussing the interplay of the magnetization with

the anomalous Hall effect. Previous works revealed that the anomalous Hall effect is symmetry

enforced to be finite together with a non-zero magnetization [250, 251]. Here, we focus on

comparing the size of the two effects and the dependence on the SOC strength.

In Sec. 4.7 we derived a general analytic expression for the Berry curvature which is linear

in the SOC, and explicitly demonstrated for RuO2 that the Berry curvature is large and yields

a finite Hall conductivity linear in the SOC, see Figs. 4.12-4.13. In particular, the general
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Chapter 5. Landau theory of altermagnetism from microscopic models

expression for the Berry curvature is given in Eq. (4.50). Due to the non-trivial symmetry of

tz,k and λx,k, only the following term gives rise to a finite Hall conductivity after performing

the k integral (see Eq. (4.51)),

Ω
(α,β)
ij = 1

(E(α,β)k )3
∑

m,n=i,j

εmnJ∂mλx,k∂ntx,k. (5.45)

This clearly shows that the Berry curvature is linear in the SOC and does not depend on the

hopping tz,k. Hence, when the anomalous Hall effect is symmetry allowed, the minimal model

reveals that it is always non-zero and of the same order of magnitude for all ΓN , as opposed to

the magnetization, which may be of higher order in the SOC depending on ΓN (see Table 5.3).

5.8 Discussion and conclusions

In this Chapter, we have obtained the Landau free energy expansion and the analytic expressions

for the coefficients from the minimal models constructed in Chapter 4. With this purpose,

we have introduced the magnetization and the altermagnetic order parameters and we have

calculated the quadratic and quartic contributions to the free energy expansion. We have focused

first on a d-wave altermagnet to derive the coefficients, and we have demonstrated that the

lowest-order coupling between m and J is given by the gradient terms in the absence of SOC.

The analytic expression for this coefficient showed that the gradient term is non-zero only when

the hopping tz,k is finite. In addition, we have minimized the free energy with respect to the

magnetization to find an expression relating m and J , which revealed that the magnetization

vanishes linearly with temperature and that its size can be compared to J by using the analytic

expressions for the coefficients entering in the free energy expansion.

We have extended the minimal models in Chapter 4 to obtain the symmetry of the spin

splitting for all space groups containing inversion symmetry and Wyckoff positions of multiplicity

two, which allowed us to provide the phenomenological form of the gradient terms in all these

cases. We noticed that the coupling of the magnetization and the altermagnetic order parameter

through the gradient terms is dictated by the symmetry of the spin splitting and can be quadratic

(as in the d-wave altermagnet case), quartic or even of sixth order, depending on the space group

and the Wyckoff position.

Moreover, we have included the role of SOC to investigate how it modifies the free energy,

considering three-component order parameters. First, we have focused on the orientation of the

altermagnetic moments due to SOC, demonstrating that for tetragonal systems the free energy

splits and the in-plane and out-of-plane coefficients become distinct. By applying the expressions

to the particular case of RuO2, we have observed that the preferred orientation for the moments

is out-of-plane.

Then, we have focused on the bilinear coupling between the magnetization and the altermag-

netic order parameter that is only allowed in the presence of SOC. By using general symmetry

arguments, we have constructed the form of the free energy invariant for all relevant point

groups, already revealing that in MnTe and CrSb only higher-order couplings between m⃗ and

J⃗ are allowed. We have derived the form of the bilinear coupling from the microscopic model,
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5.8. Discussion and conclusions

obtaining that only antisymmetric combinations of the two orders are generated. In these cases,

the induced weak ferromagnetism is linear in the SOC, and therefore it will be larger, as SOC

is expected to have a weak effect on altermagnets [26]. Importantly, in RuO2 the coupling be-

tween the magnetization and the altermagnetic order parameter from the minimal model is at

least quadratic in the SOC, and thus we predict a smaller induced magnetization compared to

the tetragonal altermagnetic material candidates Nb2FeB2 and Ta2FeB2 [257] or orthorhombic

compounds, where the coupling should be linear in the SOC. Finally, we have investigated the

interplay with the anomalous Hall effect, showing that the minimal model gives rise to a large

Hall conductivity linear in the SOC, while depending on the symmetry of the spin splitting the

induced magnetization may be of higher order in the SOC.

Furthermore, we have also pointed out that secondary order parameters with the same

symmetry as the magnetization and altermagnetic orders are also always induced, which may give

rise to a bilinear coupling. In this direction, we could construct the free energy for the secondary

order parameters and obtain the analytic expressions for the Landau coefficients to determine

whether the induced magnetization is linear or of higher order in the SOC. Additionally, we

could investigate the new contributions generated to the anomalous Hall effects. Notably, it

would be interesting to explore the current loop order sin kx
2 cos

ky
2 sin kz

2 τy, which shares the

same symmetry as the altermagnetic order τzσx in RuO2, but does not couple to the spin degree

of freedom.

Finally, we have shown that SOC induces weak ferromagnetism by permitting a coupling of

the magnetization and altermagnetic order parameter in the free energy. Thus, a natural next

step would be to formulate the Landau free energy for the coupling of the induced ferromagnetism

to external fields, which may reveal new directions to manipulate altermagnetic domain walls.

Similarly, as discussed in Sec. 4.9, strain can also be included in the minimal model to explore

the new terms allowed in Landau theory, and to examine the effect on domain walls and the

induced magnetization. With the insight from Landau theory, we could solve self-consistently

for the order parameters and study the domain walls to determine the magnetization gradient

profile and observe how it is modified by external fields.
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Conclusions and Outlook

In this thesis, we have explored different topics of current interest in the fields of superconduc-

tivity and magnetism. Here, we present a summary of the main results and discuss directions

for future research.

In the first part of the thesis, we studied unconventional superconductivity arising from the

Hubbard model. First, in Chapter 1 we considered a single-orbital extended Hubbard model

and derived the pairing interaction within an RPA spin-fluctuation mechanism approach. We

investigated the role of extended Coulomb interactions in the preferred superconducting state,

obtaining phase diagrams with many transitions between different symmetries. These rich phase

diagrams offer many possibilities to form accidental degeneracies between spin-singlet orders,

where the condensate develops a complex order parameter exhibiting time-reversal symmetry

breaking. Thus, this suggests that these exotic states may occur in materials where longer-

range Coulomb interactions are important, as it has been proposed for Sr2RuO4 or the Kagome

metals [18,113], even though these materials require generalizing the approach to describe mul-

tiorbital systems.

In Chapter 2, we focused on multiorbital systems to compare on equal footing spin-fluctuation

mediated pairing and Hund’s pairing. With this purpose, we considered a two-orbital model

relevant for iron-based superconductors, which shows almost no nesting, and a three-orbital

model relevant for Sr2RuO4, where the susceptibility exhibits significant momentum dependence.

In the latter case, the spin-fluctuation mechanism dominates over Hund’s pairing, giving rise

to higher critical temperatures, whereas for the two-orbital model the two pairing mechanisms

lead to comparable results. This suggests that, in systems with a strong momentum-dependent

susceptibility, the inter-orbital spin-triplet states obtained from Hund’s pairing might not be

stabilized. The comparison of the two pairing mechanisms could also be applied to other relevant

unconventional superconductors where Hund’s pairing has been proposed as the mechanism

giving rise to superconductivity [122,124–126,128–133].

In the second part of the thesis, we explored the superconducting diode effect for a Rashba

superconductor. Specifically, in Chapter 3 we compared two configurations inducing the helical

phase and the diode effect: an in-plane magnetic field and a uniform out-of-plane magnetization

gradient. Notably, we demonstrated for a wide range of parameters that both mechanisms

generate comparable diode efficiencies. Hence, magnetization gradients may offer a realistic

alternative to experimentally realize the diode effect. Moreover, we analyzed different profiles

for the magnetization gradient, although a further optimization of the profile could significantly
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enhance the efficiency. In this direction, a natural next step would be to introduce magnetization

gradients with a non-vanishing profile, since in this thesis we focused on devices with no net

out-of-plane magnetization. Also importantly, by considering arrays of impurities, we observed

that bound states close to zero energy might play an important role in enhancing the diode

efficiency. This could be further investigated by considering a minimal model with two magnetic

impurities and analyzing the current-phase relations for different bound states energies.

In the last part of the thesis, we focused on the emergent field of altermagnetism. In par-

ticular, in Chapter 4 we constructed minimal models for altermagnetism, and applied them to

altermagnetic material candidates of current interest. The minimal models allowed us to derive

analytic expressions for the susceptibilities and the Berry curvature, revealing the role of degen-

eracies in stabilizing altermagnetism and obtaining a large anomalous Hall response. In addition,

we found that nodal planes and lines give rise to a large Berry curvature. Along these lines, it

would be interesting to investigate other experimental responses that get enhanced. Moreover,

we demonstrated that the minimal models are sufficiently general to describe d-wave, g-wave

and i-wave symmetry for the spin splitting. Nonetheless, we restricted to Wyckoff positions of

multiplicity two, and hence a natural extension would be to generalize the model to describe

materials with more atoms or orbitals per unit cell.

The minimal models provided the setup to derive the Landau free energy in terms of the

magnetization and the altermagnetic order parameter. Concretely, in Chapter 5 we obtained

expressions for the coefficients in the Landau theory from the minimal models. In addition, we

introduced the phenomenological form for the gradient terms coupling the two order parameters

at domain walls for all space groups that allow Wyckoff positions of multiplicity two. In the

presence of SOC, we have shown that there is a preferred orientation of the altermagnetic

moments, which depends on hopping parameters and SOC strength. Moreover, when the effect

of SOC is included, there is an allowed bilinear coupling between the magnetization and the

altermagnetic order parameter, which may be linear or of higher order in the SOC depending

on the irreducible representation for the spin splitting. Finally, investigating the coupling of the

induced magnetization to an external field or applied strain using Landau theory may reveal

methods to manipulate domain walls, paving the way for experimental detection and applications

of altermagnetism.
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Appendix A

Fourier transformation of the

effective interaction in real space

In this Appendix, we describe how to Fourier transform the effective interaction obtained by

summing up the contribution from bubble and ladder diagrams to all orders, as described in

Sec. 1.2. To generalize the result, we start from a multiorbital interaction Hamiltonian in

momentum space,

Hint = ∑
k,k′,µ̃i

[V (k,k′)]µ̃1µ̃2

µ̃3µ̃4
c†kµ̃1

c†
−kµ̃3

c−k′µ̃2ck′µ̃4 , (A.1)

where µ̃i = µi σi is a combined index including orbital and spin degrees of freedom. We Fourier

transform this Hamiltonian to real space,

H = ∑
i,∆r

∑
µ̃i

∑
k,k′
[V (k,k′)]µ̃1µ̃2

µ̃3µ̃4
ei(k−k

′
)⋅∆rc†iµ̃1

c†i+∆rµ̃3
ci+∆rµ̃2ciµ̃4 . (A.2)

Hence, the effective interaction in real space is given by

[V (∆r)]µ̃1µ̃2

µ̃3µ̃4
= ∑

k,k′
[V (k,k′)]µ̃1µ̃2

µ̃3µ̃4
ei(k−k

′
)⋅∆r. (A.3)

However, this expression requires summing over k and k′ and therefore is numerically costly.

Nonetheless, as we will see below, we can simplify the momentum dependence.

For completeness, we repeat here the form of the interactions from bubble and ladder dia-

grams in Eq. (1.40),

[Veff(k,k′)]
µ̃1µ̃2

µ̃3µ̃4

= ∑
δ,δ′

e−iδ⋅keiδ
′
⋅k′[W (k + k′,δ)χRPA(k + k′,δ,δ′)W (k + k′,δ′)]

µ̃1µ̃2

µ̃3µ̃4

− e−iδ⋅ke−iδ
′
⋅k′[W (k − k′,δ)χRPA(k − k′,δ,δ′)W (k − k′,δ′)]

µ̃1µ̃4

µ̃3µ̃2

. (A.4)

To simplify the notation, we define

[W (k − k′,δ)χRPA(k − k′,δ,δ′)W (k − k′,δ′)]
µ̃1µ̃4

µ̃3µ̃2

≡ [WχW ]µ̃1µ̃4

µ̃3µ̃2
(k − k′,δ,δ′). (A.5)
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Thus, focusing on the second line in Eq. (A.4), we can replace this expression in the Fourier

transform of the interaction in Eq. (A.3), obtaining

[V (∆r)]µ̃1µ̃2

µ̃3µ̃4
= − ∑

k,k′
∑
δ,δ′

ei(k−k
′
)⋅∆re−iδ⋅ke−iδ

′
⋅k′[WχW ]µ̃1µ̃4

µ̃3µ̃2
(k − k′,δ,δ′)

= − ∑
δ,δ′
∑
k′
e−i(δ+δ

′
)⋅k′

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
δδ,−δ′

∑
k

eik⋅∆re−iδ⋅k[WχW ]µ̃1 µ̃4

µ̃3 µ̃2
(k,δ,δ′), (A.6)

where in the last line we have shifted k→ k + k′. Finally,

[V (∆r)]µ̃1µ̃2

µ̃3µ̃4
= −∑

k

eik⋅∆r∑
δ

e−iδ⋅k[WχW ]µ̃1µ̃4

µ̃3µ̃2
(k,δ,−δ). (A.7)

Therefore, the Fourier transform of the pairing interaction to real space is significantly simplified,

since this expression now only contains the k and the δ sum. A similar transformation can

be done for the first line in Eq. (A.4), so that we obtain the full pairing interaction Fourier

transformed to real space. Using this result, we calculate the pairing interaction in real space

shown in Fig. 1.6.
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Appendix B

Self-consistent Bogoliubov-de

Gennes equations

In the first three Chapters of the thesis, we used the Bogoliubov-de Gennes (BdG) transformation

to diagonalize the Hamiltonian and solve self-consistently for the order parameter. Thus, in this

Appendix we present the details of the method used. In Chapters 1 and 2 we solved for the

superconducting order parameter in momentum space, as in homogeneous systems the k-space

formulations allows us to work with larger systems. However, since in Chapter 3 we introduced

inhomogeneous magnetizations, we worked in the real space basis. Similarly, in Chapter 1 we

also solved for the superconducting gap in real space when introducing non-magnetic impurities

in Sec. 1.8.

In the first section of this Appendix, we focus on a one-band model, relevant for Chapters 1

and 3. In the second section, we consider the momentum-space formulation and introduce a

general notation to include also orbital indices, following the notation introduced in Chapter 2

to describe multiorbital systems.

Real space

Let us first consider the case of a single-band model in real space, since this is relevant for

Chapters 1 and 3. The mean-field decoupled Hamiltonian in Eq. (3.10) can be written in matrix

form as

HMF = Ψ†HBdGΨ, (B.1)

where the spinor corresponds to Ψ = (ci↑, ci↓, c†i↑, c
†
i↓)
⊺, with each entry denoting a vector with

length N2 including all lattice sites, and N being the system size in the x and y direction. The

4N2 × 4N2 BdG Hamiltonian is constructed as

HBdG =
⎛
⎝
Hkin +Hsoc ∆

∆† −(Hkin +Hsoc)⊺
⎞
⎠
, (B.2)

where Hkin and Hsoc denote the kinetic and spin-orbit coupling terms, respectively, while ∆ is

the matrix in real space corresponding to the superconducting order parameter. To diagonalize
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the BdG Hamiltonian, we introduce the general unitary transformation,

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

c†iσ =
2N2

∑
n=1
(un∗iσ γ

†
n + vniσγn),

ciσ =
2N2

∑
n=1
(uniσγn + v

n∗
iσ γ

†
n),

(B.3)

where (uni↑, u
n
i↓, v

n
i↑, v

n
i↓)
⊺ is the set of eigenvectors that diagonalize the BdG Hamiltonian with

eigenvalues En, so that the diagonalized Hamiltonian corresponds to ∑nEnγ
†
nγn. The sum over

n includes only the positive eigenenergies.

The Bogoliubov operators satisfy ⟨γnγn′⟩ = ⟨γ†
nγ

†
n′⟩ = 0 and ⟨γ†

nγn′⟩ = f(En)δn,n′ , where

f(En) = 1
1+eβEn

is the Fermi function and β = 1/(kBT ). Therefore, introducing the transforma-

tion in Eq. (B.3), the superconducting order parameter in Eq. (3.14) can be rewritten as

∆i = VSC (⟨ci↑ci↓⟩ − ⟨ci↓ci↑⟩)

= −VSC∑
n

(uni↑v
n
i↓
∗ − uni↓v

n
i↑
∗) tanh

βEn

2
.

(B.4)

The electron density is calculated as

⟨n⟩ = 1

N2 ∑
i,µ,σ

⟨c†iµσciµσ⟩ =
1

N2 ∑
i,µ,σ,n

{∣uniµσ ∣
2
f(En) + ∣vniµσ ∣

2(1 − f(En))} . (B.5)

In the self-consistent approach, we diagonalize the Hamiltonian and calculate the superconduct-

ing order parameter and the electron density for many iterations until the desired precision for

these quantities is achieved.

We have introduced the unitary transformation that diagonalizes the BdG Hamiltonian to

obtain an expression for the superconducting order parameter. As we detail in Appendix C,

this transformation can also be used to calculate the current operator. Note that, since in the

one-band model considered in Chapter 1 there is no spin-orbit coupling, it is sufficient to solve

a reduced 2N2
× 2N2 Hamiltonian taking the spinor Ψ = (ci↑, c†i↓)

⊺. Therefore, in this case, we

solve only for half of the eigenvectors that diagonalize the BdG Hamiltonian, (uni↑, v
n
i↓)
⊺.

Momentum space

In Chapters 1 and 2 we work with homogeneous systems, and thus we can solve the supercon-

ducting order parameter in momentum space. To keep the formalism general and include spin

indices and multiple orbitals, we follow the notation in Chapter 2 and use the combined index

µ̃i = µi σi to denote both orbital and spin indices.

We mean-field decouple the general interacting Hamiltonian in Eq. (2.2), so that the matrix

form now corresponds to

HMF = ∑
k

Ψ†
kHBdG(k)Ψk, (B.6)

with the spinor Ψk = ({ckµ̃i
},{c−kµ̃i

}), including the different orbital and spin combinations. For

instance, for a two-orbital model the spinor corresponds to Ψk = (ck1↑, ck1↓, ck2↑, ck2↓, c−k1↑, c−k1↓,
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Appendix B. Self-consistent Bogoliubov-de Gennes equations

c−k2↑, c−k2↓), with 1 and 2 denoting the two orbitals. The BdG Hamiltonian has dimensions

2nspinnorb × 2nspinnorb, where nspin = 2 corresponds to the spin degree of freedom and norb is the

number of orbitals, and is given by

HBdG(k) =
⎛
⎝
Hkin(k) +Hsoc(k) ∆k

∆k −(Hkin(k) +Hsoc(k))⊺
⎞
⎠
, (B.7)

where Hkin(k) and Hsoc(k) are the non-interacting Hamiltonians in momentum space corre-

sponding to the kinetic and the spin-orbit coupling terms, respectively. In addition, ∆k is a

nspinnorb × nspinnorb matrix in orbital and spin space, with the components given by

[∆k]µ̃i

µ̃j
= ∑

k′,µ̃k,µ̃l

[V (k,k′)]µ̃i,µ̃l
µ̃j ,µ̃k
⟨c−k′µ̃l

ck′µ̃k
⟩. (B.8)

Here, [V (k,k′)]µ̃i,µ̃l
µ̃j ,µ̃k

denotes the effective interaction in orbital and spin space. Similarly to the

real-space problem, we introduce the following unitary transformation to diagonalize the BdG

Hamiltonian,
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

c†kµ̃i
=

2N2

∑
n=1
(un∗kµ̃i

γ†
kn + v

n
kµ̃i
γ−kn),

ckµ̃i
=

2N2

∑
n=1
(unkµ̃i

γkn + vn
∗

kµ̃i
γ†
−kn),

(B.9)

with ({unkµ̃i
},{vn

−kµ̃i
})⊺ corresponding to the set of eigenvectors that diagonalize the BdG Hamil-

tonian.

The electron density in momentum space is obtained by summing over all spin and orbital

configurations,

⟨n⟩ = 1

N2 ∑
k,µ,σ

⟨c†kµσckµσ⟩ =
1

N2 ∑
k,µ,σ,n

{∣unkµσ ∣
2
f(Ekn) + ∣vnkµσ ∣

2(1 − f(E−kn))} . (B.10)

Using the unitary transformation in Eq. (B.9), the superconducting order parameter correspond-

ing to the Γ irreducible representation in Eqs. (1.59), (2.14) can be calculated as

[∆Γ]µ̃i

µ̃j
= ∑

k′,µ̃k,µ̃l

[V (δ)]µ̃i,µ̃l
µ̃j ,µ̃k

gΓk′ ⟨c−k′µ̃l
ck′µ̃k

⟩

= − ∑
k′,µ̃k,µ̃l

[V (δ)]µ̃i,µ̃l
µ̃j ,µ̃k

gΓk′∑
n

unk′µ̃k
vn
∗
−kµ̃l

tanh
βEk′n

2
.

(B.11)

Thus, the superconducting order parameter is obtained using the unitary transformation that

diagonalizes the Hamiltonian, and the symmetry of the solutions is classified according to the

irreducible representations of the point group D4h, as discussed in the first two Chapters.
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Appendix C

Derivation of the current operator

In Chapter 3 we investigated the superconducting diode effect arising from different magneti-

zation configurations. Thus, obtaining the currents in the system is crucial to calculate the

efficiency of the diode effect and to examine the current patterns in real space. The first step is

to solve self-consistently for the superconducting order parameter, as described in Appendix B.

Once we have the converged solution, the next step is to calculate the currents, as we detail in

this Appendix. This is also used in Chapter 1 to study the current patterns induced by non-

magnetic impurities at the coexistence region between two different symmetries, see Sec. 1.8.

To derive the current operator, let us consider a nearest-neighbor hopping Hamiltonian on

a square lattice, even though the same derivation can be followed for next-nearest neighbor

hoppings (see Eq. (1.60)). With this purpose, we assume a site-dependent vector potential A,

so that the hopping term is modified by a phase factor,

HA = −t ∑
i,δ,σ

(c†i+δσciσe
iA⋅δ + h.c.), (C.1)

where in the case of nearest neighbors δ = {x̂,−x̂, ŷ,−ŷ}. The current operator in the x̂ direction

is given by the response to the vector potential [258]

Ji,x̂ = lim
Ax→0

{−δHA

δAx
} . (C.2)

Similarly, an analogous expression can be obtained in the other directions. Therefore, more

generally, the current density from site i to δ can be written as

Ji,δ = it∑
σ

[ ⟨c†i+δσciσ⟩ − h.c.]. (C.3)

Analogously, the same derivation can be followed to calculate the current operator for the Rashba

SOC hopping term in Eq. (3.12), obtaining the results in Eqs. (3.17)-(3.18).

Having obtained the expression for the current vector at each lattice site, we calculate this

quantity by introducing the unitary transformation in Eq. (B.3) that diagonalizes the Hamilto-

nian (see Appendix B). Hence, the current response becomes

Ji,δ = −2t∑
σ,n

Im{un
∗

i+δσu
n
iσf(En) + vni+δσv

n∗
iσ f(−En)}, (C.4)
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Appendix C. Derivation of the current operator

with f(En) denoting the Fermi function.

As discussed in Appendix B, in the case of a one-band model without spin-orbit coupling,

which is relevant for Chapter 1, it is sufficient to solve the reduced eigensystem 2N2 × 2N2,

HBdG

⎛
⎝
uni↑
vni↓

⎞
⎠
= En

⎛
⎝
uni↑
vni↓

⎞
⎠
, (C.5)

since the following symmetry holds:

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

En

uni↑
vni↓

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

Ð→

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

−En

vn
∗

i↑

un
∗

i↓

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

. (C.6)

Thus, to calculate the current we can use this symmetry to rewrite Eq. (C.4) as

Ji,δ = −2t∑
alln

Im{un
∗

i+δ↑u
n
i↑f(En) + vni+δ↓v

n∗
i↓ f(−En)}, (C.7)

where now we have to sum over all n, including positive and negative eigenenergies,

Finally, to obtain the total current vector on each lattice site from Eqs. (C.4) and (C.7), we

average over the two nearest-neighbor bonds in the x̂ and the ŷ direction in the following way,

Ji =
1

2
∑
δ

δJi,δ =
1

2
[x̂(Ji,x̂ − Ji,−x̂) + ŷ(Ji,ŷ − Ji,−ŷ)]. (C.8)

This expression is used in Chapter 3 to obtain the current patterns and the current-phase

relation, see for instance Figs. 3.8-3.9. In addition, we also use it to calculate the currents

patterns in Chapter 1 at the coexistence region between different symmetries, see Figs. 1.11-

1.12.
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Appendix D

Matrix basis of the order parameter

coupling to odd parity functions

In Section 2.3 we classified in detail the symmetries of the order parameter for matrices coupling

to even parity functions (g
Γg

−k = g
Γg

k ), since these are the stabilized solutions from the self-

consistent approach. In this Appendix, we additionally classify the order parameter for the

matrices coupling to an odd-parity basis function (gΓu

−k = −g
Γu

k ). This case is distinct since

Eq. (2.12) reveals that the matrices coupling to odd form factors fulfill [∆Γu]
µ̃i

µ̃j
= [∆Γu]

µ̃j

µ̃i
.

In the following subsections, we consider the two-orbital and three-orbital models discussed in

Chapter 2.

Two-orbital model

We consider a two-orbital model for dxz and dyz orbitals. Since the matrices coupling to odd

parity functions satisfy [∆Γu]
µ̃i

µ̃j
= [∆Γu]

µ̃j

µ̃i
, we start from the following matrix in orbital and

spin space,

∆̂Γu =

⎛
⎜⎜⎜⎜⎜
⎝

[∆Γu]
xz↑
xz↑ [∆Γu]

xz↑
xz↓ [∆Γu]

xz↑
yz↑ [∆Γu]

xz↑
yz↓

[∆Γu]
xz↑
xz↓ [∆Γu]

xz↓
xz↓ [∆Γu]

xz↓
yz↑ [∆Γu]

xz↓
yz↓

[∆Γu]
xz↑
yz↑ [∆Γu]

xz↓
yz↑ [∆Γu]

yz↑
yz↑ [∆Γu]

yz↑
yz↓

[∆Γu]
xz↑
yz↓ [∆Γu]

xz↓
yz↓ [∆Γu]

yz↑
yz↓ [∆Γu]

yz↓
yz↓

⎞
⎟⎟⎟⎟⎟
⎠

. (D.1)

Following an analogous procedure to Sec. 2.3, we obtain the irreducible representations summa-

rized in Table D.1.

Three-orbital model

We focus on a three-orbital model including dxz, dyz and dxy orbitals. Similarly to the previous

section, we start from a 3×3 matrix in orbital and spin space which satisfies [∆Γu]
µ̃i

µ̃j
= [∆Γu]

µ̃j

µ̃i
.

The classification of the gap symmetries is detailed in Table D.3. In this case, the gap symme-

tries in Table D.3 transforming like reducible representations can be combined to obtain terms

transforming as an irrep of D4h, which are listed in Table D.2.
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Appendix D. Matrix basis of the order parameter coupling to odd parity
functions

Table D.1: Classification of the order parameter components that couple to an odd form factor (gΓu

−k =
−gΓu

k ) in orbital and spin space, considering a two-orbital model for dxz and dyz orbitals. We include

whether each combination corresponds to singlet or triplet in orbital and spin space, and indicate when

it is an intra-orbital term. The transformation of the spin and orbital matrices is detailed in Tables 2.1

and 2.2, respectively, which is used to obtain the total irrep for each combination.

∆̂Γu Orbital κi Spin σi Irrep

−i
2
([∆Γu]

xz↓
yz↑ − [∆Γu]

xz↑
yz↓) Singlet κy Singlet σ0 A2g

−1
4
([∆Γu]

xz↑
xz↑ − [∆Γu]

xz↓
xz↓ + [∆Γu]

yz↑
yz↑ − [∆Γu]

yz↓
yz↓) Triplet, Intra κ0 Triplet σx Ex

g (i)
−i
4
([∆Γu]

xz↑
xz↑ + [∆Γu]

xz↓
xz↓ + [∆Γu]

yz↑
yz↑ + [∆Γu]

yz↓
yz↓) Triplet, Intra κ0 Triplet σy Ey

g (i)
1
2
([∆Γu]

xz↑
xz↓ + [∆Γu]

yz↑
yz↓) Triplet, Intra κ0 Triplet σz A2g

−1
4
([∆Γu]

xz↑
xz↑ − [∆Γu]

xz↓
xz↓ − [∆Γu]

yz↑
yz↑ + [∆Γu]

yz↓
yz↓) Triplet, Intra κz Triplet σx Ex

g (ii)
−i
4
([∆Γu]

xz↑
xz↑ + [∆Γu]

xz↓
xz↓ − [∆Γu]

yz↑
yz↑ − [∆Γu]

yz↓
yz↓) Triplet, Intra κz Triplet σy Ey

g (ii)
1
2
([∆Γu]

xz↑
xz↓ − [∆Γu]

yz↑
yz↓) Triplet, Intra κz Triplet σz B2g

−1
2
([∆Γu]

xz↑
yz↑ − [∆Γu]

xz↓
yz↓) Triplet κx Triplet σx Ex

g (iii)
−i
2
([∆Γu]

xz↑
yz↑ + [∆Γu]

xz↓
yz↓) Triplet κx Triplet σy Ey

g (iii)
1
2
([∆Γu]

xz↑
yz↓ + [∆Γu]

xz↓
yz↑) Triplet κx Triplet σz B1g

Table D.2: Classification of the order parameter components obtained by combining the reducible

representations in Table D.3 for the order parameter matrices coupling to an odd form factor (gΓu

−k = −g
Γu

k )

in orbital and spin space, considering a three-orbital model for dxz, dyz and dxy orbitals. We classify the

terms in combined orbital and spin space, and indicate the corresponding irrep in each case.

∆̂Γu

Combined spin

and orbital
Orbital Spin Irrep

−1
4
(i[∆Γu]

xz↑
xy↑ + i[∆Γu]

xz↓
xy↓ + [∆Γu]

yz↑
xy↑ − [∆Γu]

yz↓
xy↓) λ4σy + λ6σx Triplet Triplet A2g

−1
4
(i[∆Γu]

xz↑
xy↑ + i[∆Γu]

xz↓
xy↓ − [∆Γu]

yz↑
xy↑ + [∆Γu]

yz↓
xy↓) λ4σy − λ6σx Triplet Triplet B2g

−1
4
([∆Γu]

xz↑
xy↑ − [∆Γu]

xz↓
xy↓) + i[∆Γu]

yz↑
xy↑ + i[∆Γu]

yz↓
xy↓) λ4σx + λ6σy Triplet Triplet B1g

−1
4
([∆Γu]

xz↑
xy↑ − [∆Γu]

xz↓
xy↓) − i[∆Γu]

yz↑
xy↑ − i[∆Γu]

yz↓
xy↓) λ4σx − λ6σy Triplet Triplet A1g
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Table D.3: Classification of the order parameter components that couple to an odd form factor (gΓu

−k =
−gΓu

k ) in orbital and spin space, considering a three-orbital model for dxz, dyz and dxy orbitals. We include

whether each combination corresponds to singlet or triplet in orbital and spin space, and indicate when

it is an intra-orbital term. The transformation of the spin and orbital matrices is detailed in Tables 2.1

and 2.4, respectively, which is used to obtain the total irrep for each combination.

∆̂Γu Orbital λi Spin σi Irrep

i
2
([∆Γu]

xz↑
yz↓ − [∆Γu]

xz↓
yz↑) Singlet λyz Singlet σ0 A2g

i
2
([∆Γu]

xz↑
xy↓ − [∆Γu]

xz↓
xy↑) Singlet λ5 Singlet σ0 Ey

g (i)
i
2
([∆Γu]

yz↑
xy↓ − [∆Γu]

yz↓
xy↑) Singlet λ7 Singlet σ0 Ex

g (i)
−i
6
([∆Γu]

xz↑
xz↑ + [∆Γu]

xz↓
xz↓ + [∆Γu]

yz↑
yz↑

+ [∆Γu]
yz↓
yz↓ + [∆Γu]

xy↑
xy↑ + [∆Γu]

xy↓
xy↓)

Triplet, Intra λ0 Triplet σy Ey
g (ii)

1
3
([∆Γu]

xz↑
xz↓ + [∆Γu]

yz↑
yz↓ + [∆Γu]

xy↑
xy↓) Triplet, Intra λ0 Triplet σz A2g

−1

6
([∆Γu]

xz↑
xz↑ − [∆Γu]

xz↓
xz↓ + [∆Γu]

yz↑
yz↑

− [∆Γu]
yz↓
yz↓ + [∆Γu]

xy↑
xy↑ − [∆Γu]

xy↓
xy↓)

Triplet, Intra λ0 Triplet σx Ex
g (ii)

−i
2
([∆Γu]

xz↑
yz↑ + [∆Γu]

xz↓
yz↓) Triplet λ1 Triplet σy Ey

g (iii)
1
2
([∆Γu]

xz↑
yz↓ + [∆Γu]

xz↓
yz↑) Triplet λ1 Triplet σz B1g

−1
2
([∆Γu]

xz↑
yz↑ − [∆Γu]

xz↓
yz↓) Triplet λ1 Triplet σx Ex

g (iii)
−i
4
([∆Γu]

xz↑
xz↑ + [∆Γu]

xz↓
xz↓ − [∆Γu]

yz↑
yz↑ − [∆Γu]

yz↓
yz↓) Triplet, Intra λ3 Triplet σy Ey

g (iv)
1
2
([∆Γu]

xz↑
xz↓ − [∆Γu]

yz↑
yz↓) Triplet, Intra λ3 Triplet σz B2g

−1
4
([∆Γu]

xz↑
xz↑ − [∆Γu]

xz↓
xz↓ − [∆Γu]

yz↑
yz↑ + [∆Γu]

yz↓
yz↓) Triplet, Intra λ3 Triplet σx Ex

g (iv)
−i
2
([∆Γu]

xz↑
xy↑ + [∆Γu]

xz↓
xy↓) Triplet λ4 Triplet σy Reducible

1
2
([∆Γu]

xz↑
xy↓ + [∆Γu]

xz↓
xy↑) Triplet λ4 Triplet σz Ey

g (v)
−1
2
([∆Γu]

xz↑
xy↑ − [∆Γu]

xz↓
xy↓) Triplet λ4 Triplet σx Reducible

−i
2
([∆Γu]

yz↑
xy↑ + [∆Γu]

yz↓
xy↓) Triplet λ6 Triplet σy Reducible

1
2
([∆Γu]

yz↑
xy↓ + [∆Γu]

yz↓
xy↑) Triplet λ6 Triplet σz Ex

g (v)
−1
2
([∆Γu]

yz↑
xy↑ − [∆Γu]

yz↓
xy↓) Triplet λ6 Triplet σx Reducible

−i
4
√

3
([∆Γu]

xz↑
xz↑ + [∆Γu]

xz↓
xz↓ + [∆Γu]

yz↑
yz↑

+ [∆Γu]
yz↓
yz↓ − 2[∆Γu]

xy↑
xy↑ − 2[∆Γu]

xy↓
xy↓)

Triplet, Intra λ8 Triplet σy Ey
g (vi)

1
2
√

3
([∆Γu]

xz↑
xz↓ + [∆Γu]

yz↑
yz↓ − 2[∆Γu]

xy↑
xy↓) Triplet, Intra λ8 Triplet σz A2g

−1

4
√

3
([∆Γu]

xz↑
xz↑ − [∆Γu]

xz↓
xz↓ + [∆Γu]

yz↑
yz↑

− [∆Γu]
yz↓
yz↓ − 2[∆Γu]

xy↑
xy↑ + 2[∆Γu]

xy↓
xy↓)

Triplet, Intra λ8 Triplet σx Ex
g (vi)
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Appendix E

Two-dimensional minimal model for

altermagnetism in a tetragonal

system

In Sec. 4.2 we introduced the general minimal model for altermagnetism, as shown in Eq. (4.1),

and we derived the specific form for the dispersion and the hoppings in space group 136, relevant

for RuO2 (see Eqs. (4.6)-(4.7)). Motivated by the RuO2 bands and the case of κ-Cl discussed in

Sec. 4.8, here we introduce a minimal model for a two-dimensional tetragonal system and show

that it gives rise to a leading altermagnetic instability.

The minimal model for a two-dimensional tetragonal system inspired by RuO2 is given by

H(k) = t1(coskx + cosky) + t2 coskx cosky + t3 cos
kx
2

cos
ky

2
τx + t4 sinkx sinkyτz − µ, (E.1)

where we neglect the SOC terms. The hoppings are illustrated in Fig. E.1. In particular, in

Figs. E.1(c) and (d) we see that the t4 hopping is different for the two sublattices, as it couples

to τz in the minimal model.

Figures E.2(a)-(b) show the normal and altermagnetic band structures, respectively, inspired

by the RuO2 bands shown in Fig. 4.5, and considering that the Fermi level is at the van Hove

singularity at the M-point. As seen, there is an altermagnetic spin splitting of the bands along

the M-Γ direction. In Fig. E.2(c) we show the Hartree-Fock calculations using this model. The

altermagnetic order is stabilized for a smaller interaction U when compared to the ferromagnetic

instability, as also verified by the susceptibility calculations (not shown). The order parameter

is sensitive to small variations in the filling due to the van Hove singularity, as the critical

interaction U rapidly increases.
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(c)

(a) (b)

(d)

Figure E.1: Illustration of the hoppings in the two-dimensional minimal model introduced in Eq. (E.1).

The red and blue dots correspond to the two sublattices.

(a)

(c)

(b)

Figure E.2: Band structure for a two-dimensional minimal model inspired by the RuO2 bands in (a)

the normal, and (b) the altermagnetic state, using the minimal model in Eq. (E.1), with the hopping

parameters {t1, t2, t3, t4, µ} = {−0.1,0.1,1.7,0.3,0.3} and Jz = 0.2 in (b). (c) Hartree-Fock calculation for

the altermagnetic order parameter using the bands in panel (a) and the Hamiltonian in Eq. (E.1), for

kBT = 10−4 and N = 12002.
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Appendix F

Antisymmetric direct product of

point-group representations

In Sec. 5.7 we introduced the bilinear coupling between the magnetization m⃗ and the altermag-

netic order parameter J⃗ generated only in the presence of spin-orbit coupling. However, the

free energy expansion from the microscopic model in Eq. (5.7) shows that the only generated

invariants are of the form c⃗soc ⋅ m⃗ × J⃗ (see Eq. (5.34)). From the point group theory point of

view, this implies that the invariants are induced when the antisymmetric direct product of the

two axial vectors [ΓA ⊗ ΓA]− contains ΓN . In this Appendix, we detail how to calculate this

product and focus on two examples.

Following Ref. [259], the direct products of representations can be split into symmetric and

antisymmetric parts, which are given by

χsym = 1

2
(χ2(g) + χ(g2)),

χasym = 1

2
(χ2(g) − χ(g2)),

(F.1)

respectively, where χ(g) is the character for the point group operation g and χ(g2) is the

character for the same operation squared, which describe how a certain operation affects the

basis functions and can be found in the character tables.

Let us focus first on the point group D4h, in particular in the product of representations Eg⊗
Eg. Table F.1 lists the characters for the symmetry operations of D4h in the Eg representation,

obtained from the Bilbao crystallographic server [224, 225]. Using now Eq. (F.1), we identify

the symmetric and antisymmetric character for each operation, as included also in Table F.1.

Finally, by using the reduction formula,1 the symmetric and antisymmetric characters can be

identified in terms of the different irreducible representations, obtaining

[Eg ⊗Eg]+ =A1g ⊕B1g ⊕B2g,

[Eg ⊗Eg]− =A2g.
(F.2)

1This can be checked, for instance, at http://symmetry.jacobs-university.de/.
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Table F.1: Character table for the Eg irreducible representation of D4h, including also the character of

the operation squared, obtained from the Bilbao crystallographic server [224, 225]. The symmetric and

antisymmetric characters are calculated using Eq. (F.1).

Eg E C2 2C4 2C ′2 2C ′′2 I σh 2S4 2σv 2σd

χ(g) 2 -2 0 0 0 2 -2 0 0 0

χ(g2) 2 2 -2 2 2 2 2 -2 2 2

χsym 3 3 -1 1 1 3 3 -1 1 1

χasym 1 1 1 -1 -1 1 1 1 -1 -1

As another example, let us focus now on the point group D2h, specifically in the product

of representations (B1g ⊕B2g ⊕B3g) ⊗ (B1g ⊕B2g ⊕B3g). The characters of this representation

for the point group operations of D2h are detailed in Table F.2, as well as the symmetric and

antisymmetric characters obtained using Eq. (F.1). The reduction formula gives

[(B1g ⊕B2g ⊕B3g) ⊗ (B1g ⊕B2g ⊕B3g)]+ =3Ag ⊕B1g ⊕B2g ⊕B3g,

[(B1g ⊕B2g ⊕B3g) ⊗ (B1g ⊕B2g ⊕B3g)]− =B1g ⊕B2g ⊕B3g.
(F.3)

Following this procedure, we can analogously calculate the antisymmetric direct product of the

two axial vectors [ΓA ⊗ ΓA]− for the the different point groups, as shown in Table 5.4.

Table F.2: Character table for the B1g ⊕B2g ⊕B3g representation of D2h, including also the character

of the operation squared, obtained from the Bilbao crystallographic server [224,225]. The symmetric and

antisymmetric characters are calculated using Eq. (F.1).

(B1g ⊕B2g ⊕B3g) E Cz
2 Cy

2 Cx
2 I σxy σxz σyz

χ(g) 3 1 1 1 3 1 1 1

χ(g2) 3 3 3 3 3 3 3 3

χsym 6 2 2 2 6 2 2 2

χasym 3 -1 -1 -1 3 -1 -1 -1
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Sr2RuO4 from First-Principles Electronic Structure, Phys. Rev. Lett. 123 (2019) 217005.

[136] C. Castellani, C.R. Natoli and J. Ranninger, Magnetic structure of V2O3 in the insulating

phase, Phys. Rev. B 18 (1978) 4945.

[137] M. Roig, Theoretical Studies of Superconductivity in Sr2RuO4, Master’s thesis, Niels Bohr

Institute, 2021.

[138] M. Sigrist and K. Ueda, Phenomenological theory of unconventional superconductivity,

Rev. Mod. Phys. 63 (1991) 239.

[139] M. Sigrist, Introduction to Unconventional Superconductivity, AIP Conf. Proc. 789 (2005)

165.

[140] A. Ramires and M. Sigrist, Superconducting order parameter of Sr2RuO4: A microscopic

perspective, Phys. Rev. B 100 (2019) 104501.
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